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1
Introduction
G€unter Schmid

The term �Nanotechnology� is nowadays commonplace not only in all relevant
scientific and technical areas, but also to a considerable extent in the public domain,
based on reports in newspapers, on television and, justified or not, in a series of
commercially available productswith �nano� as part of their names.On the one hand,
this development could be considered in a positive sense, indicating nanotechnology
as an accepted new technology. On the other hand, it contains some risks that should
not be neglected. This is due to the rather complex definition of nanotechnology
and nanoscience as a sectional science, involving natural and materials sciences,
engineering and medicine. Especially it is the lack of a generally accepted definition
of nanotechnology andnanoscience that is responsible formanymisunderstandings.
The relevant scientific communities have agreed that the term �nano�must always be
linked with the appearance of a novel property. If �nano� is restricted just to a length
scale, one would preferably speak of �technology on the nanoscale�, usually only
based on scaling effects ranging from micrometer to nanometer dimensions,
without being linked with the appearance of really novel physical or chemical
properties. This imprecise view of nanotechnology is frequently misused for pro-
ducts that are linked with the term �nano�, but do not really offer a �nano-effect�.
The following chapters therefore deal with the principles and fundamentals of

nanotechnology, explaining what nanoscience and nanotechnology reallymeans and
what it does not mean. Furthermore, this book contains philosophical and ethical
aspects, since any new technology opens up questions concerning social conse-
quences. Therefore, first of all, a scientifically unambiguous definition of nanotech-
nology and nanoscience is discussed in Chapter 2, followed by a series of examples
elucidating this definition in various fields, reaching from size effects up to complex
biosystems. Chapter 3 deals with the principles of how to generate effective nano-
systems. Top-down techniques are completed by bottom-up procedures that are
currently becoming increasingly important due to the use of ultimately small
building blocks: atoms and molecules. Chapters 4 and 5 consider two kinds of
fundamental objects of nanoscience: quantum dots, and wires, rods and tubes,
respectively. Those species represent the world of size-determined properties of
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manifold materials and so stand for one of the fundamental principles of nanotech-
nology, in agreement with the definition. Spherical or one-dimensional matter of
appropriate size canno longer be describedby classical physical laws, but by quantum
mechanical rules, indicating the decisive change from the macroscopic or micro-
scopic world to the nanoworld.
An extremely important field of nanoscience and also of nanotechnology is dealing

with the intelligent combination of artificial nanoscopic building blocks with
biomolecular systems, which can anyway be considered as the most powerful
�nanotechnological� inventions that we know. Most building blocks of living cells
represent perfect nanosystems, the interplay of which results in themicroscopic and
macroscopic world of cells. We have learned to learn from Nature and consequently
try to develop technologically applicable devices reaching from novel sensor systems
up to diagnostic and therapeutic innovations. Chapter 6 gives an insight into this
fascinating part of the nanoworld.
Philosophical and ethical questions are discussed in Chapters 7 and 8. What kind

of knowledge is produced and communicated by nanotechnology?What is its place in
relation to other sciences? These and related problems are discussed in Chapter 7.
Studying current and future developments in nanotechnology from the viewpoint of
ethics is an essential requirement in order to elaborate rules and concerted actions on
how to deal with them in society. Such reflections should accompany any novel
technological development, especially nanotechnology, the power of which has
already been compared with the beginning of a new genesis.
This is the first of a series of books dealing with the various fields of nanotech-

nology. In addition to the principles and fundamentals, treated in this volume,
information technology, medicine, energy, tools and analytics as well as toxicity will
be the subjects of subsequent other books. In all cases, developed fields of nano-
technology and future areas of nanotechnological applications will be described and
discussed.

2j 1 Introduction



2
The Nature of Nanotechnology
G€unter Schmid

2.1
Definition

Numerous definitions of �nanotechnology� exist in the literature. Most of them
simply say that nanotechnology considers materials and architectures on the
nanoscale. In some of the definitions it is stated that nanotechnology dealings
mainly with structures in the region between 1 and 100nm. In any case, the
dimension plays the dominant role. For a more detailed description, however, this
is much too simple. First, nanotechnology follows nanoscience, where fundamental
effects have been discovered before. In a long course of development, a technology
may result from scientific findings in some cases, but not in all cases by a long way.
So, to understand nanotechnology, one has to define properly what nanoscience is.
Among these numerous attempts to define nanotechnology, the definition given

by the Royal Society and the Royal Academy of Engineering is fairly close to the
author�s opinion on the matter [1]:

�Nanoscience is the study of phenomena and manipulation of
materials at atomic, molecular and macromolecular scales, where
properties differ significantly from those at a larger scale.
Nanotechnologies are the design, characterization, production and
application of structures, devices and systems by controlling shape
and size at the nanometre scale.�

A more recent definition, formulated by a team of scientists at the Europ€aische
Akademie zur Erforschung wissenschaftlich-technischer Entwicklungen Bad
Neuenahr-Ahrweiler GmbH, focuses still more the real intent of nanoscience and
nanotechnology and will therefore be used in the following [2]:

�Nanotechnology comprises the emerging application of
Nanoscience. Nanoscience deals with functional systems either based
on the use of subunits with specific size-dependent properties or of
individual or combined functionalized subunits.�

Nanotechnology. Volume 1: Principles and Fundamentals. Edited by Günter Schmid
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This is the only existing definition without naming a particular lateral scale. It
excludes any kind of simple scaling effect (see later). The decisive aspect is the
appearance of novel properties. These can in principle be observed below 1 or above
1000 nm (1mm). Therefore, the strict limitation to a distinct length scale does not
appropriate seem. Scientifically, it would even be absurd to set a limit to size-
dependent properties or novel properties of a construct of functionalized subunits. In
spite of this deliberate leaving out of a particular lateral scale, the expressions
nanoscience and nanotechnology are meaningful for practical use since most of
the known �nano-effects� happen on the nanoscale. The limitation of the definition to
the nanoscale, however, would degrade nanotechnology to the simple continuation of
microtechnology. Microtechnology was and still is overwhelmingly successful by the
continuous reduction of materials or tools, aiming not at the creation of novel
abilities, but at other advantages. Some examples in the context of the above
definition will help us to understand better what it is meant.
Typical size-dependent nano-effects that spontaneously occur when a critical

dimension is reached are observed when metal particles are downsized. Depending
on the kind of change of property, the critical size may vary for the same element.
A very typical and well known nano-effect is observed when gold is downsized. In

the bulk state, the beautiful color of gold results from a very fundamental phenome-
non, the relativistic effect, based on Einstein�s Special Theory of Relativity. One of the
basic messages of this theory is that the speed of light in vacuum is an absolute
constant everywhere in the universe. It never can be surpassed. If an object were
theoretically to be accelerated close to or even exactly to the speed of light, its mass
would continuously increase with increasing speed, finally even ad infinitum.
Electrons in most atoms are moving around the atomic nucleus with speeds

usually far below that of light. However, in very heavy atoms, the high mass of the
nuclei accelerates electrons to such an extent that relativistic effects become obvi-
ous [3–5]. For instance, such effects are known for the elements lead, tungsten,
mercury, platinum and gold. The interesting question is whether relativistic effects
influence the physical and chemical properties of such a heavy element. Indeed they
do! The acceleration primarily affects the s-electrons which are in the nuclear region,
linked with an increase in their mass, reducing the average distance from the
nucleus. Consequently, the s-orbitals and their energy are shrinking. As a secondary
effect, d-electrons, being farer from the nucleus, become electronically better
shielded. Their orbitals are therefore extended and increase energetically. For the
p-electrons the effects approximately equilibrate. In bulk metals, the individual
orbitals of atoms are extended to electronic bands. The valence band, resulting from
the d-orbitals, is energetically increased, whereas the conduction band, formed from
the s-orbitals, is lowered. The reduced energy difference between the valence band
and conduction band finally allows the low-energy photons of blue light to lift
electrons from the valence to the conduction bands. Consequently, gold absorbs blue
light and shows the complementary color yellow. Relativistic effects are revealed in
various ways: tungsten exhibits an unusually high melting point and mercury is the
only metal that is liquid at normal temperatures. Figure 2.1 illustrates the relativistic
effect of gold by shrinking the energy difference between the s- and d-orbitals.

4j 2 The Nature of Nanotechnology



Since the relativistic effect is a property of each individual gold atom, itmust also be
present in nanosized particles, although their color is no longer golden. This metal
changes its appearance at about 50 nm to become blue. Further reduction results
in purple andfinally, at about 15–20 nm, in bright red. Thiswell-understood and long-
known effect can be traced back to the existence of a so-called plasmon resonance.
The phenomenon is quantitatively described by the Mie theory [6]. Qualitatively, the
formation of a plasmon resonance can be explained by a collective electron oscillation
with respect to the positive metal core of the particle, caused by the interaction of
external electromagnetic radiation (visible light) with the confined electron gas of
nanoparticles. The process is illustrated in Figure 2.2.
The energy taken up from light is responsible for the resulting color. This energy

depends on, among others, the particle�s size and shape and the surrounding
medium. With decreasing size the color is shifted to shorter wavelengths. If the
particles are not spherical but elongated, two plasmon bands may occur, one for
the transverse and the other for the longitudinal resonance. Figure 2.3 shows the
UV–visible spectra of spherical 18-nm gold nanoparticles (colloids) with an absorp-
tion maximum at 525 nm [7].

Figure 2.2 Formation of plasma resonance by the interaction of
external electromagnetic radiation with the confined electron gas
in a metallic nanoparticle.

Figure 2.1 Influence of relativistic effects on the energy level of d-, s- and p-orbitals.
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Whereas the plasmon resonances of the three metals copper, silver and gold is in
the visible region, for most other metals it is in the UV region and so cannot be
observed with the naked eye.
The disappearance of the typical color in the case of gold when a critical size is

reached and the appearance of blue or red colors simply means that the plasmon
resonance superimposes the relativistic effect and so covers the typical color of bulk
gold.
The second part of the above definition names the use of individual or combined

functionalized subunits. As an individual functionalized subunit or building block,
molecular switches may serve as an example. A molecular switch is a molecule that
exists in two different states which can be adjusted by external stimuli. The two states
must display different physical properties, each being stable with long lifetimes. If
addressable by electrical or any other stimuli, suchmolecules could in principle serve
as building blocks in future storage systems. For instance, catenanes consist of two
interlocked rings equipped with electrochemically active parts (see Figure 2.4).
Applied electric potentials cause Coulomb repulsion and make one of the rings
move relative to the other, ending in another stable configuration. The sketch in
Figure 2.4 elucidates the process [8].
Finally, an example of combined functionalized subunits, the last of the three

conditions in the definition, can be given. Nature is a perfect nanoarchitect. Many
parts of living cells can be considered as a combination of functionalized building
blocks, although cells themselves have dimensions in the micro regime. The
probably most exciting molecule in Nature is deoxyribonucleic acid (DNA) with its

Figure 2.3 UV–visible spectrum of 18-nm gold particles.
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unique double helical structure. It consists of fairly simple subunits: four different
heterocyclic bases, phosphate anions and pentose fragments. It is the shape com-
plementarity of the bases that enables an almost infinite number of combinations to
give base pairs, whichfinally encode the genome of any living systemusing hydrogen
bonds to link complementary bases: thymine (T) combines only with adenine (A),
cytosine (C) exclusively with guanine (G). The sugar fragments and the phosphates
generate a backbone, holding the base pairs together. Figure 2.5 illustrates the
decisive interaction between the four bases. The sequence of bases in one single
strand determines the sequence in the other.
In practice, the number of different combinations in a human genome is infinite,

considering the realistic length of a DNA double helix consisting of about 3.2 billion
base pairs.
The above definition and the following elucidating examples clearly demonstrate

that nanoscience and nanotechnology in a strictly scientific manner do not consider
simple scaling effects. One speaks of scaling effects if a material is downsized from
the macro/microscale even to the nanoscale and the properties, if at all, change
continuously, but not spontaneously. In other words, characteristic properties are
already present in the micro regime and only change gradually on reaching the
nanoscale. A typical example will help to understand easily what a scaling effect is.
The well-known moth-eye effect is a well-developed natural system to avoid light

reflection from the eyes of night-active insects [2]. The moth eye is built up from

Figure 2.4 Sketch and molecular examples of a catenane-based
switching device. The counteranions [PF6]

� have been omitted.
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hemispheres 200–300 nm in diameter. Since they are smaller than the wavelength of
visible light, a continuous increase in the refraction index follows, avoiding the strong
reflection that occurs when light hits a flat and optically denser medium. The
principle of the moth-eye effect can be used to structure surfaces artificially, for
instance those of transparent materials, in order to avoid unintended reflection of
light: windows, solar cells, spectacles, and so on. The techniques to nanostructure
surfaces are manifold and will not be considered here. Antireflection does not start
off from a distinct point. The only condition is that the structure units must be
smaller than the wavelength of light. It works with 300-nmunits and also with 50-nm
building blocks, of course with varying results, but it works. Numerous such scaling
effects have been developed into very important techniques. However, they are
wrongly called �nanotechnology�, since they are based only on scaling effects and not
on real nano-effects as the definition demands.

2.2
From Nanoscience to Nanotechnology

Most of the currently known nano-effects are still deeply rooted in nanoscience, that
is we cannot speak at all of a technology. In spite of the obvious contradiction, one
usually speaks of nanotechnology even if a technology has not yet been realized. In
the following, a careful differentiation will be put forward, not just between science
and technology, but also with the usual intermediate step, called (nano)engineering.
The development of a technique from a scientific finding never happens in a single

Figure 2.5 Illustration of the base pair interactions in DNA.
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step. Rather, a progressive procedure is necessary to develop a working device
successfully. The �proof of principle� and provisional, but working, systems have
to be generated before a final and commercially useful technique may result.
Figure 2.6 illustrates in a rather simple manner what will be expressed.
Nanoscience, nanoengineering andnanotechnology are represented by three steps

following each other. Each step contains several of very many possible examples,
which will help to realize how nanoscience develops into nanotechnology. Some of
the areas are still only to be found in �nanoscience�, others have already developed
into the �nanoengineering� step or even into �nanotechnology�; some are present in
all three fields, indicating that there is still a further need for basic research to
improve or to extend existing technologies. The examples presented for the three
stepswill be described below in order to elucidate the principles of development from
basic research to nanotechnology.

2.2.1
Molecular Motors and Machines

Nature is a perfect nanotechnologist and we are well advised to learn from it. Distinct
proteins and protein assemblies are known to perform specialmotions in response to
biological stimuli [9–13]. Such systems are called molecular motors or molecular
machines. Numerous attempts have been made during the last two decades to
transfer the increasing knowledge of biological systems on a molecular level to
devices consisting of completely artificial components or of hybrid systems where
biomolecules and technical building blocks interact.
Myosins, kinesins and dyneins are frequently studied natural molecular mo-

tors [10–13]. Energetically fuelled by adenosine triphosphate (ATP), these proteins
canmove back and forth on actin filaments or microtubules transporting substrates.
It is not the intension of this chapter to describe these natural molecular machines;
rather, it is the discussion ofman-made architectures in the sense of nanotechnology.
Just one example illustrating Nature�s principles will be briefly presented: the
transport of actin filaments by myosins.

Figure 2.6 Examples of nanoscience, nanoengineering and nanotechnology.

2.2 From Nanoscience to Nanotechnology j9



Actin filaments consist of double-stranded polymers, composed of globular actin
monomers, as is indicated in Figure 2.7.
Eighteen different types of myosins exist, specialized for muscle contraction,

signal transduction, vesicle transport, and so on. Myosins are composed of about
200-kDa �heavy chains� and 20-kDa �light chains�, wound around the so-called neck
domains. One myosin end is marked by the motor domain, as is indicated in
Figure 2.8.
Figure 2.9 illustrates the formal transport of actin filaments on amyosin-modified

surface. ATP is the energy supplier.
An impressive bio/artificial hybrid machine has been constructed using chaper-

onin systems. Chaperonins are proteins which can be isolated from E. coli, mito-
chondria and chloroplasts. A series of chaperonin crystal structures have been
solved [14–18]. In Nature they make newly formed proteins, folding in their
cylindrical cavities with the help of ATPas energy supplier [19]. A detailed description
of the working mechanisms of different chaperonins has been published [20].
Instead of acting as host for natural proteins, chaperonins can also be used to
capture and to release various nanoparticles with the help of ATP. In Figure 2.10 a
primitive sketch of the uptake and the ATP-triggered release of 2–3-nm CdS
nanoparticles is presented.
Asmentioned above, kinesins are another class of natural molecular motors. They

are capable of transporting cargo along intracellularmicrotubules [21]. InNature they

Figure 2.8 A double-headed myosin, consisting of heavy and light chains.

Figure 2.7 Sketch of an actin filament.
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are part of the transport system for organelles, proteins and mRNAs. Conventional
kinesin is composed of two 80-nm long 120-kDa chains, connected to two 64-kDa
chains. The heavy chains are rod-like structures with two globular heads, a stalk and
fan-like end [9, 22, 23]. One-headed kinesins are also known [24]. Themechanism of
motion has been intensively studied using one-headed kinesins [25, 26], but will not
be described here. Of course, it is also enabled by the energy of ATP hydrolysis.
Microtubules are built up of 8-nm periodic building blocks of heterodimers of the
subunits a- and b-tubulin, forming hollow tubes 24 nm in diameter.
Instead of a cargo of natural material such as vesicles or organelles, a recent

example impressively demonstrates that artificial nanomaterial can also be trans-
ported by kinesin–microtubule systems; 7.6-nm core/shell CdSe/ZnS nanoparticles
were functionalized with biotin–avidin. The as-modified quantum dot complexes
were then bound to immobilized and fluorescently labeled microtubules. The
movement of the loaded kinesin along the microtubules was observed by means
of epifluorescence and total internal reflection fluorescence (TIRF) [27]. Figure 2.11
shows a sketch of themicrotubule–kinesin–quantumdot hybrid system. The particle

Figure 2.10 Capture and release of CdS nanoparticles by chaperonin.

Figure 2.9 Myosin-coated surface transporting actin filaments
from plus to minus. ATP serves as the energy supplier.

2.2 From Nanoscience to Nanotechnology j11



transport could be visualized over 1200 s, considerably longer than in any comparable
experiment before.
Numerous totally artificial molecular machines with non-biological components

have also become known. For instance, the photoisomerization of substituted
alkenes is another general method to create molecular motors, provided that the
process is reversible and the two isomers are kinetically stable. In the example shown
in Scheme 2.1, the four bulky substituents are responsible for an energy barrier at
�55 �C between the trans and cis configurations [28].
Another light-driven system is the so-called �Irie� switch, a molecule with a light-

sensitive C�C bond that can be opened or closed by two different frequencies
(Scheme 2.2) [29].
Ring opening occurs under UV light and ring closure by light with a wavelength

>600 nm. Switching processes induced by light are in practice much more easily

Figure 2.11 A kinesin–avidin–quantum dot hybrid system,
moving on the surface of a microtubule.

Scheme 2.1 A tetrasubstituted alkene acting as molecular motor by photoinduction.
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managed than those using extensive chemistry. Nevertheless, this and comparable
objects are still part of basic research.
Rotaxanes consist of two parts: a stiff bar-like part and a ring-shaped part, arranged

around the bar. Due to electrostatic interactions, the ring prefers a distinct position.
By chemical oxidation of the interacting position in the bar, repulsion results and the
ring is shifted to another position. Reduction brings the ring back to the former
position. Figure 2.12 shows a rotaxane molecule with the ring in two different
positions [30]. Both configurations are stable without any voltage applied.

Figure 2.12 Illustration of a rotaxane system.

Scheme 2.2 Light-induced closure and opening of a C–C bond (�Irie� switch).
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Another elegant example of a rotaxane system is shown in Figure 2.13. A
Cuþ-containing rotaxane dimer is contracted by the exchange of the Cuþ ions by
Zn2þ ions and vice versa. Except as a molecular switch it can be considered as model
of a molecular muscle [31].
A chemically driven rotaxane-like �molecular elevator� has been constructed and is

illustrated in Figure 2.14. Protonation and deprotonation of the amine moieties of

Figure 2.13 A redox-driven �molecular muscle� consisting of two combined rotaxane molecules.

Figure 2.14 A rotaxane-based �molecular shuttle�. The platform
can be moved up and down by means of addition of acid or base.
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part A makes the �platform� B move up and down depending on the NH/NH2
þ

situation in A [32, 33].
It is obvious that the above rotaxane examples are so far not really suited to work in

devices, since complex chemistry is necessary to oxidize and to reduce the specific
positions. However, the study of such or similar systems is of enormous importance
in order to gather experience and to improve continuously the conditions to make
such systems applicable.

2.2.2
Molecular Switches

The reasons for the worldwide and intensive search for novel generations of switches
and transistors lie in the unavoidable fact that the limits of the present silicon
technologies will eventually be reached. The famous Moore�s law predicts that
between 2010 and 2020 the two-year rhythm of doubling the capacity of computers
will find a natural end due to a typical nano-effect [34]: below a not precisely known
size barrier, siliconwill lose its semiconductor properties and instead it will behave as
an insulator. Other technologies which are based on very different nano-effects have
to follow. For instance, magnetic data storage systems involving the so-called
spintronics [35], magnetic recording systems using nanosized magnetic nanopar-
ticles [36], magnetic domain walls in nanowires [37], and so on, are developing
tremendously. All are still far frombeing of technological relevance in the near future
and even the nanoengineering step has not really been reached so far. Hence they are
still objects of intense basic research in nanoscience.
The term �molecular switch� is used formolecular systemswhich are stable in two

different states. One state represents 1 and the other state 0. Different states may
consist either of two different geometric conformations or of two different electronic
states. Both states must be interconvertible by external stimuli. An example of
molecular systems existing in two different geometric states has already been
introduced in Section 2.1 with a catenane molecule that can in principle be switched
by means of electrical pulses. Furthermore, all examples of artificial molecular
motors described in Section 2.2.1 are at the same time molecular switches, since
they exist in two different but convertible configurations. However, the use of
systems, the switching of which is only based on more or less complex chemistry,
looks not somuch suited for application in future nanoelectronic devices; rather, it is
the need to switch systems by light or electric pulses.
Molecular switches, based only on the change of the electronic spin situation in a

molecule, are also promising candidates in this respect. Transition metal complexes
with d4–d7 configurations can exist in either the high-spin (HS) or low-spin (LS)
version. High-spin complexes are characterized by a maximum number of unpaired
electrons, followingHund�s rules. Low-spin complexes have zero or, in the case of an
odd number of electrons, one unpaired electron. For instance, if an octahedral
complex exists in theHS or the LS configuration depends on the energy gap between
the t2g and the eg orbitals. The separation of the originally equivalentfive dorbitals into
three t2g and two eg orbitals (ligand field splitting) is due to the different influence of
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the ligands coordinating the atom or ion along the x, y and z axes (eg) or between the
axes (t2g). Small gaps D result in HS configurations and large D values in LS
complexes. Figure 2.15 shows qualitatively the situation in both cases for a d6

complex.
The D values are dominantly determined by the nature of the ligand molecules

coordinating the corresponding transition metal atom or ion. So-called weak ligands
(H2O, halides X

�) cause small ligand field splitting and strong ligands (CN�, CO,
olefins) cause large D values. However, situations exist where the energy difference
between the HS and LS configurations is small enough to be influenced by stimuli
from outside and, consequently, switching between both electronic configurations
becomes possible, provided that the transition between the two states is abrupt.
Numerous such spin transition complexes have been identified and are of increasing
interest with respect to molecular switching systems. It is of special relevance that
HS–LS transitions can be induced by different stimuli such as temperature, pressure
or light.
An example of a temperature-switchable complex is given in Figure 2.16. The two

configurations of the d7 Co(II) complex can be followed by the magnetic susceptibil-
ities. The HS version has a total spin of S¼ 3/2 and the LS form of S¼ 1/2 [38].
The energetically higher lying states of the HS configuration are reached by

increasing the temperature from about 130 to 150K and vice versa.
The tetranuclear d6 iron complex shown in Figure 2.17 can be switched by

temperature, pressure or light [39]. The four iron centers allow switching over three
magnetically different configurations: 3HS/1LS, 2HS/2LS, 1HS/3LS. This special
situation allows manifold storage and switching varieties. The chance to switch
this complex by light makes it a remarkable candidate for future applications. The

Figure 2.15 High- and low-spin configurations of a d6 system.
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light-induced spin-state trapping (LIESST effect) however, could so far only be
observed at 4.2 K with l¼ 514 nm, but not the reverse effect.
Since HS and LS configurations are generally linked with a change of the bond

length, pressure can be an alternative stimulus.
These few examples of existing molecular switches indicate a development in

nanoscience opening up novel alternatives of storage systems on a level that can never
be reached with traditional techniques. However, it is also obvious that giant efforts
have to be made to reach the nanoengineering step or even the technology level. The
route from the discovery of a novel fundamental effect to a product often fails due to
unforeseen problems on the practical side. Nevertheless, the finding of fundamental
effects in basic research is a presumption to install novel techniques, as history shows.

Figure 2.17 Example of an LS$HS switchable Fe(II) complex.

Figure 2.16 Temperature dependence of the magnetic
susceptibility of an octahedral Co(II) complex. (� Elsevier,
Amsterdam).
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2.2.3
Single-Electron Memories

As already mentioned, the consequences of Moore�s law demand alternatives,
available on time. Single-electron memories might be a possible alternative to the
present silicon technology if one succeeds in using the quantization of electric
charge to handle digital information. Single-electron devices would be associated
with enormous advantages compared with available techniques: extremely reduced
power consumption, no or extremely reduced heat development, high density
arrangements of building blocks and the principle possibility of generating three-
dimensional memories. Single-electron memories would constitute the ultimate
miniaturization of a memory device and it is worth intensively following up any
chance to realize this goal. Single-electron memories, single-electron switches or
single-electron transistors all require the transport of individual single electrons in
a strictly controlled manner. This can only be realized by quantum mechanical
tunneling. A device for single-electron tunneling (SET) must contain a unit that
can be charged and discharged by single electrons. Charged and discharged units
must be independently stable. To prevent uncontrolled transport of electrons, a
charged unit must build up a so-called Coulomb blockade to prevent the transfer
of a second, third, and so on, electron. Atoms would be ideal candidates to realize
such conditions. The formation of an anion in chemistry is such an event,
determined by the electron affinity of the neutral atom. However, atoms are still
too small to be individually and routinely handled. Therefore, larger scaled,
namely nanosized materials have to be found to overtake this �atomic capability�.
The ability of a unit to act as an atomic substitute depends decisively on
the amount of energy to add an additional electron to an initially uncharged
unit [40–44]. This charging energy scales roughly with 1/r (r¼ radius of the
nanosized unit). What kind of material fulfils these conditions? – generally, all
species that exhibit quantum size behavior. Nanotubes, nanowires and nanopar-
ticles of conducting or semiconducting materials can have such extraordinary
facilities. To observe quantum size behavior of a species, its dimensions in one,
two or all three dimensions have to be reduced to such an extent that electrons are
no longer freely mobile in all dimensions, but are confined to such an extent that
they occupy more or less discrete energy levels. In Section 2.1, the phenomenon
has already briefly been discussed in connection with the appearance of plasmon
resonances. A detailed discussion of quantum size phenomena can be found in
Chapter 4. A simplified demonstration of the consequences of electronic confine-
ment of metals is depicted in Figure 2.18.
When reaching situation (c) in Figure 2.18, one speaks of quantumdots, since such

particles no longer follow classical physical laws for bulkmaterials but obey quantum
mechanical rules like atoms and molecules do, even at room temperature. Among
many different ways to obtain information onwhether the quantumdot situation has
been reached or not, individual contacting of a particle by two electrodes and to study
the current (I )–voltage (U) behavior gives the clearest answer. Figure 2.19 shows the
principle of such an experimental arrangement.
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SET from one electrode into the nanoparticle leads to an increase in charge by
e� (1.6· 10�19 C) linkedwith an increase in the electrostatic energyEC byEC¼ e2/2C,
whereC is the capacity of the nanoparticle. As can be seen fromFigure 2.19, themetal
nanoparticle does not directly touch the electrodes, but an insulating envelope (or a
respective distance) separates it from the contacts to gain an appropriate capacity of
the system. In order to avoid uncontrolled thermal tunneling of electrons, EC must
be much larger than the thermal energy ET¼ kBT (kB¼Boltzmann�s constant
¼ 1.38 · 10�23 J K�1): e2/2C� kBT. The observation of an SET process will only be
possible either at very low temperatures or with very smallC values. SinceC¼ ee0A/d
(e¼ dielectric constant, d¼ electrode distance from metal core, A¼ surface area of
the particle), small C values can be realized by very small particles having a
sufficiently thick insulating shell. The charge generated on the particles causes a
voltage U¼ e/C, linked with a current I¼U/RT (RT¼ tunneling resistance).
The temperature dependence of SET has been convincingly demonstrated by the

study of a 17-nm Pd nanoparticle, covered by a shell of H2NC6H4SO3Na molecules.
As can be seen from Figure 2.20, the I–U characteristic at 295K is a straight line,
following Ohm�s law. At 4.2 K, however, a well-expressed Coulomb blockade is
observed, indicating that between about�55 andþ55mV the current is interrupted
due to the existence of an additional electron in the particle, blocking the transport of
a second one [45].

Figure 2.18 The electronic transition from the bulk state to a quantum dot.

Figure 2.19 Experimental arrangement for the measurement of
the I–U characteristic of a metal nanoparticle.
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Instead of working at very low temperatures, in practice it is more attractive to
decrease C sufficiently and to enable Coulomb blockade at room temperature. This
aim has indeed been achieved by using the nanocluster Au55(PPh3)12Cl6 with its
metal nucleus of only 1.4 nm and a 0.35-nm thick ligand shell [46, 47]. The I–U
characteristic, shown in Figure 2.21, has been measured at room temperature. In
spite of the high temperature, a Coulomb blockade between about �500 and
þ500mV is registered [48].
The electric contacting of a single nanocluster has been performed using a tip of a

scanning tunneling microscope (STM) and a conductive substrate on which the
particles had been deposited from a very dilute solution.
A deeper insight into the electronic situation in these Au55 quantum dots was

possible by studying the I–U behavior at 7 K [49]. Due to the low temperature, the

Figure 2.20 I–U characteristics of a 17-nm Pd particle at 295 K
(Ohm�s law behavior) and 4.2 K (Coulomb blockade).
(� American Institute of Physics).

Figure 2.21 Room temperature Coulomb blockade of Au55(PPh3)12Cl6. (� Springer, Berlin).
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Coulombblockade is enlarged; however, themost informative knowledge canbe seen
from a diagram using dI/dV values instead of I (Figure 2.22). Generally, the blockade
then turns into a minimum on the U axis. Due to the low temperature, discrete
energy levels in the minimum become visible in terms of conductivity oscillations
with an average level spacing of 135meV. The dashed line and the solid line result
from two measurements on the same particle, but at different positions, namely
above a phenyl ring of PPh3 and at a position above bare gold atoms. They agree fairly
well and so indicate that the result does not depend on thematter between the tip and
Au55 nucleus.
This result demonstrates the existence of a perfect quantum dot, working at room

temperature and representing exactly position (c) in the sketch in Figure 2.18.
Figure 2.22 also makes it clear why such working units are sometimes called
�artificial atoms�.
The Coulomb blockade, based on the transfer of single electrons, represents a

perfect single-electron switch and can in principle also be used as a single-electron
transistor, as indicated in Figure 2.23.
These fundamental findings make Au55 and metal particles of similar size

excellent candidates for use in future storage systems. Intensive research and
development are still necessary to reach this ultimate goal. The very first steps from
the science level to the engineering step are in progress, but nevertheless, quantum
dot memories are still deeply involved in basic research.

2.2.4
Drug Delivery

The controlled release of a drug has a significant influence on the therapeutic
efficiency. For numerous drugs there exists an area of concentration with the greatest
success. Comparedwith traditional tablets or injections, drug delivery systems have a
profile with continuous release, as indicated in Figure 2.24 [50].

Figure 2.22 dI/dV diagram for Au55(PPh3)12Cl6 at 7 K indicating
level splitting of 135meV. (� American Chemical Society).
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Conventionalmethods are characterized by a rapid increase in release, followed by
a fast decay (peak-and-trough cycle). Therefore, there is an urgent need for continu-
ous drug release in the therapeutic area of concentration. The history of drug delivery
based on implanted systems goes back to the 1960s [51]. Instruments at that time had
considerable dimensions containing electrically driven pumps. In the course of
the last two decades, numerous systems have been developed with novel princi-
ples [52–56]. Partially they also use novel principles such as release via the skin or the
nasal mucous membrane. For longer times of therapy a drug delivery implant of
reasonable size and high reliability would be the most effective system. Nanotech-
nology offers numerous chances to achieve that goal.
Entrapping and encapsulating drugs in nanostructured systems have been devel-

oped with remarkable success, releasing a drug uniformly over longer time periods.
They are based on guest–host systems. Different kinds of chemical bonds between
the guest (drug) and host systemdetermine the speed of release.Hydrogen or van der
Waals bonds and also electrostatic interactions can be used to combine the guest and

Figure 2.23 Circuit of a single-electron transistor.

Figure 2.24 Concentration (c)–time (t) profile of a conventional and a controlled drug release.

22j 2 The Nature of Nanotechnology



host to such an extent that slow release is enabled. A host–guest system based on
dendrimers as host molecules will be described briefly as an actual example of
development. Dendrimers are highly branched molecules in the nanometer size
regime. They consist of a core unit from where �branched branches� extend in
different directions, forming a three-dimensional architecture bearing end groups of
various functionality. Dendrimer structures unavoidably contain cavities inside the
skeleton. These are able to take up guest molecules of appropriate size and to release
them slowly depending on the surrounding conditions. With an increasing number
of branches, the number and geometry of the cavities become variable and also
increase [57]. Figure 2.25 shows a formal sketch of a dendrimer molecule taking up
and releasing host particles.
Another interesting nano-based drug delivery system uses superparamagnetic

iron oxide nanoparticles, usually embedded in a polymer matrix and attached to a
drug system. External, high-gradient magnetic fields are applied to transport drug-
loaded beads to the corresponding site in the body [58, 59]. Once the system has
concentrated in the tumor, the drug is released using different techniques such as
increase in temperature, change of pH value or enzymatic activity.
Another method uses superparamagnetic iron oxide nanoparticles, the surface of

which is modified by DNA sequences. Those particles easily enter cells using
receptor-mediated endocytosis mechanisms in combination with a magnetic field
gradient [60].Having entered the cell, theDNA is liberated and can enter the nucleus.
This so-called non-viral transfection is of special interest for gene therapy.
A rapidly growing drug delivery development is based on the use of multifunc-

tional nanoengineered capsules containing various kinds of active compounds.
Attempts have been made to solve the general problem of treating only pathological
cells and not healthy ones by using, for instance, functionalized polymer capsules
having distinct release, permeability and adhesion properties. The inner volume can

Figure 2.25 Inclusion of guest molecules in cavities of a dendrimer.
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be filled withmagnetic nanoparticles which allow aimed transport by outermagnetic
fields, by modification of the capsule surface with specific receptors to target
specifically diseased cells or by generating capsules acting as ananoreactor producing
products which are only toxic for diseased cells and cause selective apoptosis [61, 62].
Self-rupturing microcapsules consist of polyelectrolyte membranes, permeable to

water, but not to the drug-containing degradable microgels, filling the holes of the
capsules. The hydrolytic degradation of the microgels causes a swelling pressure,
rupturing the outer membrane [63].
Polyelectrolyte capsules which degrade at physiological pH values open up novel

prospects for drug delivery [64]. Intracellular targets such as nucleic acids or proteins
can cause opening of the capsules. Using CaCO3 particles as the carryingmaterial for
fluorescein isothiocyanate–dextran (FITC–dextran), assemblies of CaCO3/FITC–
dextran are formed by coprecipitation, followed by layer-by-layer polyelectrolyte
membrane formation, for instance with poly-L-arginine as the polycation and dextran
sulfate as the polyanion. Finally, the CaCO3 particles are removed using buffered
EDTA solution.
Finally, laser-induced opening of a polyelectrolytemembrane inside living cells can

be mentioned [65].
A completely different drug delivery systemhas been developed using nanoporous

alumina membranes for the controlled long-term release of drugs. Nanoporous
aluminamembraneswith variable pore diameters between 10 and 200 nmare easy to
prepare and are used to control the speed of release depending on the pore size [66].
Figure 2.26 shows a sketch of the implantable device and Figure 2.27 illustrates the
influence of the speed of release of the same molecule depending on the pore
diameter. Instead of a real drug, the systemhas beendeveloped using crystal violet for
the easy determination of concentrations by means of UV–visible spectroscopy.
Of course, this system requires individual developments for each drug to optimize
the pore size and solubility conditions, for instance with the help of surfactants.

Figure 2.26 Sketch of a drug delivery system using nanoporous
alumina membranes to control the speed of release.
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None of these nano-based techniques have yet reached the �technology standard�.
Rather, they are under development and have partially reached the �engineering
state�.

2.2.5
Gene Chips

Progress in the diagnostics of human diseases is of comparable importance to
progress in therapy. Nanotechnology is, without doubt, the most promising field
where improved developments can be expected. The scientific aim is to develop
diagnostics on amolecular level, if possible with routine techniques. Gene chips, also
called microarrays, represent the best way to fulfill such dreams. Gene chips are
already commercially available, but are still also under investigation anddevelopment
on the engineering level and also are still objects of intense scientific research. The
early diagnosis of a cancer disease is crucial for successful therapy. So, this is a first
example with a keyword existing in all three steps in Figure 2.6.
A gene chip consists of a collection of up to 400 000 single-strandedDNAsegments

(probes), fixed on a glass, silicon or plastic surface. Such DNA microarrays can be
used to detect mRNAs which either interact with DNA fragments on the chip or not.
Since there can be a huge number of reporters arriving, a microarray experiment can
accomplish the equivalent number of genetic tests in parallel. Detection occurs by
using organic fluorophore labels. So-called two-channel microarrays contain probes
consisting of complementary DNA (cDNA), but also of oligonucleotides. This type of
chip is then hybridized with cDNA from two different samples, labeled with two
different fluorophores for comparison, for example from cancer cell lines and from a
control. Mixing and hybridization on the microarray allow the visualization of the
results. Gene chips working on that basis are commercially available and allow cheap
and fast diagnosis on a level that was inconceivable one or two decades ago.

Figure 2.27 Dependence of the release of crystal violet on the pore size.
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DNA microarrays are also used to analyze the sequence of particular genome
sequences. Gene chips of this type have, in spite of their enormous contribution in
diagnostics, inherent drawbacks due to the fluorophore labeling (in some cases even
radioactive labeling is used). Recent advances in nanoscience open the door to
increase the sensitivity of DNA detection to an unknown level. DNA–nanoparticle
conjugates are powerful tools in this direction.
New developments of microarrays are based on the use of DNA, functionalized

with quantum dots. Their excitation and emission properties make them
powerful candidates for replacing fluorophore labeling techniques. Gold and
silver nanoparticles, but also CdSe and ZnS quantum dots, have been success-
fully tested.
The surface plasmon resonance of gold nanoparticles and the resulting intense

color allow the very sensitive and selective colorimetric detection of corresponding
DNA sequences. Au nanoparticles in the size range from about 10 up to 100 nm,
typically 10–20 nm, are linked with DNA probe strands by using 30- or 50-end
mercapto-functionalized species. Due to the preferred formation of strong Au–S
bonds, Au–DNAhybrid systems become easily available.Mirkin�s groupfirst reported
the use of mercaptoalkyloligonucleotide-modified gold nanoparticles [67–71]. They
used two samples, each complementary to one half of a target oligonucleotide, so that
the formation of a polymeric network was induced by mixing the three species, as
indicated inFigure2.28.Thepurposeof this experimentwas toperforma color change
from red to blue, due to the aggregation of the nanoparticles.
Based on the colorimetric nanoparticle approach to DNA detection, microarrays

using DNA–gold nanoparticle hybrid systems are being increasingly developed. A
three-component system was first described by Mirkin and coworkers [69, 72, 73]. It
consists of a glass chip, the surface of which is modified by capture DNA strands to
recognize the DNA under investigation. The oligonucleotide-functionalized gold
probe and the target DNA complete the system. Intense washing after the combina-
tion process results in a selectivity of 10 : 1 for single base-pair mutations. In a final
special step, the gold nanoparticles are covered by a silver shell which is simply
generated by the catalytic reduction of silver ions on the gold nanoparticles. The
capture-strand–target–nanoparticle combination can then be visualized using a
flatbed scanner. Due to the presence of silver shells on the gold particles, high

Figure 2.28 Aggregation of oligonucleotide-functionalized gold
nanoparticles by means of complementary target DNA.
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surface enhanced Raman scattering (SERS) is observed and can also be used for
target DNA detection. Figure 2.29 elucidates the various steps.
The improvement of this technique, compared with conventional fluorophore-

labeling techniques, is about 100-fold, namely as low as 50 fM. These remarkable
nanotechnologically based developments will initiate great progress in diagnostics. As
an example, first investigations of Alzheimer�s disease (AD) can be mentioned [74].
Alivisatos and coworkers detected single base-pairmutations in DNAby the use of

CdSe/ZnS quantum dots in chip-based assays [75]. The detection method was
fluorescence microscopy and the detection limit was about 2 nM. This is not yet
in the region of the detection limit described above, but it is likely that this technique
can be improved considerably since it is known that even individual quantum dots
can be detected under ideal conditions [76].
Gene chips based on the use of quantum dots belong to one of themost promising

developments in nanotechnology. In an unusually short time, beginning with the
very first experience with biomolecule–quantum dot interactions, a development
started that has already led to commercially available devices. There are still
simultaneous efforts to be made on all three levels. Further improvements of
detection limits are still part of nanoscience. At the same time, improvements of
routine detection processes are continuing in order to facilitate everyday clinical
handling.

2.2.6
Hyperthermia

Hyperthermia, known for several decades, has more or less developed to a level of
clinical applications based on nanotechnological attempts and can now be located in
the field of �nanoengineering� and also �nanotechnology�. It uses the fact that
superparamagnetic nanoparticles can be warmed up by external alternate magnetic

Figure 2.29 Principle of a scanometric DNA assay. A capture
oligonucleotide on a surface binds one half of a target molecule
and oligonucleotide gold nanoparticles bind the other half. A
detectable signal results by the catalytic coverage of the gold
nanoparticles by silver.
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fields. As has long been known, tumor cells respond sensitively with apoptosis on
temperature increases of only a few degrees (40–44 �C) [77–81].
The superparamagnetic state of a material at room temperature is reached when

the thermal energy kT (k¼Boltzmann�s constant) overcomes the magnetostatic
energy of a domain or particle. If the particle or domain is small enough, a hysteresis
no longer exists or, in other words, the magnetic unit no longer exhibits the ability to
store the larger particle�s magnetization orientation; rather, the magnetic moments
rotate and so induce superparamagnetic behavior. Typical particle sizes for the
transition from ferro- to superparamagnetism are in the range 10–20 nm for oxides.
Metal particles have to be downsized to 1–3 nm. A great advantage of superpar-
amagnetic particles is the fact that they can be dispersed in various liquids without
any tendency to agglomerate, an important condition for applications in medicine.
Several types of superparamagnetic oxide nanoparticles have been investigated for

application in hyperthermia. The most promising candidates are magnetite and
maghemite since their biocompatibility has already been shown. The amount of
magnetic material to reach the necessary temperature depends on the concentration
of the particles in the cells. Direct injection allows larger quantities than intravascular
administration or antibody targeting. On the other hand, direct injections into the
tumor involve a certain danger of the formation of metastases. In any case, the
amount of magnetic nanoparticles necessary for a sufficient temperature increase
depends on the magnetic properties of the particles and on the external radio-
frequency field. Under then optimum conditions only 0.1mg per mL of tissue is
necessary to induce cell death.

2.2.7
Gas Sensors

Gas sensors have been known and applied since the early 1960s [82, 83]. The fields of
application range from industrial and automotive needs (NOx, NH3, SO2, hydrocar-
bons, etc.) via domestic gas determinations (CO2, humidity) up to the security sector,
where traces of explosives have to be detected. In a working sensor system, the
information resulting fromthechemicalorphysical interactionbetweenagasmolecule
and the sensor has to be transformed into ameasurable signal. Numerous possibilities
suchaselectrochemical,calorimetric,acoustic,chemoresistantandothereffectsarewell
established. Chemoresistors typically use metal oxides. These change their electrical
resistance when they oxidize or reduce gases to be detected [82–85]. Continuous
improvements have been elaborated concerning sensitivity, selectivity, stability, re-
sponse and recovery time [86]. In connection with nanotechnological developments
sensors based on metal oxides and metal nanoparticles have been intensively studied
and have reached the state of engineering and even technology (see Figure 2.6) [86].
Sensors based on nanosized metal oxides provide both receptor and transducer

functions [87]. The receptormust ensure a specific interaction of the sensor�s surface
with the target analyte. The transducer�s task is to transform the molecular informa-
tion into a measurable change of the electrical resistance. For instance, the conduc-
tivity of n-type semiconducting metal oxides increases on contact with reducing
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gases,whereas that of p-type oxides decreases.Oxidizing gases cause opposite effects.
A frequently used wide-bandgap n-type semiconductor is SnO2. A qualitative
explanation (for details see [86]) of the working principle says that, in the presence
of dry air, oxygen is ionosorbed on the oxide surface, depending on temperature as
O2

� (<420K), as O� (420–670K) or as O2� (>870K). The electrons required for the
reduction of O2 come from the conduction band, so generating an electron-deficient
region, the so-called space–charge layer Lair [88–91]. Lair depends on the Debye
length LD, amaterial- and temperature-dependent value. For SnO2 at 523K it is about
3 nm [92]. In real systems water is present to some extent, forming hydroxyl groups
on the surface and affecting the sensor�s properties. The influence of water has been
discussed in detail [93].
Reducing gases interact with the ionosorbed oxygen species and are oxidized, for

instance CO!CO2, which is desorbed. Even traces of reducing gases decrease the
number of oxygen species to such an extent that, due to the release of surface-trapped
electrons, the increase in conductance becomesmeasurable. In the case of oxidizing
target gases, the process is inverse: additional electrons are removed from the
semiconductor, resulting in an increase inLair. Hence adsorption of oxidizing gases,
for example NO2 or O3, causes a decrease in conductance.
The efficiency of a gas sensor depends not only on thematerial of which it ismade,

but decisively also on the size of the particles and their arrangement, since the
relevant reactions occur on the particles� surface. In an ideal case all existing
percolation paths are used, contributing to a maximum change in conductance.
The response time depends on the equilibrium between the diffusion rate of the
participating gases. Film thickness and porosity are therefore of special relevance for
the quality of a sensor [94, 95].
A vital role in this connection is played by the size of the particles forming the

macroscopicfilm.Since theanalytemolecule–sensor interactionoccurson theparticles
surface, theirsurface:sizeratioplaysadominantrole.Sincetherelativeproportionof the
surfaceincreaseswithdecreasingparticlesize,smallerparticlesshouldbemoreefficient
than larger particles. This can clearly be seen from Figure 2.30 [87].
SnO2 particles with diameters below about 10 nm exponentially increase the

sensor�s response. In addition to the increase in surface area, particle radii in the
range of the space–charge layerLair decrease the Schottky barriers between depleted
zones or even lead to an overlap, with the consequence that surface states dominate
the electrical properties and so have a decisive influence on the sensor performance.
Very small differences in the particle size can have crucial consequences for the
sensor�s ability. As has been shown for WO3 nanoparticles, a reduction from 33 to
25 nm increases the sensitivity towards 10 ppm NO2 at 573K by a factor of 3–4 [96].
Several similar examples for other metal oxides are known [86].
Metal nanoparticles as building blocks for sensor systems have been under

investigation since the late 1990s. Thin films of ligand-protectedmetal nanoparticles
change their conductance when gas molecules are absorbed in the regions between
the nanoparticles [97, 98]. Films of 2-nm gold nanoparticles, coveredwith octanethiol
molecules, turned out to change the conductance reversibly if gas molecules such as
toluene, 1-propanol or water became part of the interparticle sphere. This principle
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has since been improved by the introduction of specifically functionalized ligand
molecules, increasing the sensitivity [99–102]. Self-assembled layers of gold nano-
particles and dendrimer molecules use the ability of dendrimers to host guest
molecules in their cavities [101, 103].
Apart from gold, other noble metal nanoparticles have also been tested. Platinum

nanoparticles, for instance, partially crosslinked by dithiol molecules, are active
sensors towards toluene, H2O, CO and NH3 [104–107]. In the case of NH3, traces
down to 100 ppb could be detected. Figure 2.31 informs on the different sensitivities
of such a chemoresistor towards different gases.
Whereas charge transport mechanisms between ligand-protected metal nanopar-

ticles have been investigated in detail [86, 108–119], knowledge about the change in
conductance due to the influence of various gases is still rather limited.

Figure 2.30 Dependence of the sensor response R on the particle
diameterD (SnO2), expressed asRgas/Rair. (a) 800 ppmH2 and (b)
800 ppm CO in air at 573 K. (� Springer, Berlin).

Figure 2.31 Response of a sensor system consisting of partially
nonanedithiol-crosslinked Pt nanoparticles towards 400 ppm
amounts of different gas molecules. (DR¼Rgas�Rini;
Rini¼ resistance in dry air). (� Elsevier, Amsterdam).
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2.3
Technologies on the Nanoscale

2.3.1
Introduction

This section deals with images of �nanotechnology� that do not fulfill the strict
definition of nanoscience and nanotechnology, explained in Section 2.1. Why is this
necessary? The term �nanotechnology� has now reached such a broad and thereby
diffuse meaning that it seems helpful to discuss some examples of those already
installed techniques that are falsely integrated into nanotechnology in a broader sense.
Indeed, in some cases it is not trivial to decide if an effect and a thereby resulting
technique follow the precise definition or not. From experience it can be seen that
�wrong� nanotechnology means techniques that are settled on the nanoscale, but
without the decisive size-dependent or functionality-determined nano-effect. What is
usually meant by this common understanding is �technology(ies) on the nanoscale�.
The exclusion of those techniques from the scientifically exactly defined techniques is
not discrimination. Rather, some of them became very important and others will
follow. To conclude this introduction, one should try to differentiate clearly between
nanotechnology and technologies on the nanoscale. The latter can also be considered
as scaling effects without indicating nano-specific effects.

2.3.2
Structured Surfaces

It has long been known that structured surfaces change the physical and chemical
properties of the correspondingmaterial. Two property changes dominate the interest
in structured surfaces: (i) change in wettability and (ii) change in optical properties.
Both are of enormous importance both in nature and in technique. What kind of
structure are we talking about? Let us consider first a natural �technique�, that has
been copied inmany respects: thewettability behavior. Barthlott et al. have investigated
since about 1990 the surface of lotus leaves for its special property of having a
permanent clean surface [120–122]. Like all primary parts of plants, lotus leaves are
covered by a layer of hydrophobicmaterial. In case of lotus leaves, this layer consists of
epicuticular wax crystals. Scanning Electron Microscopy (SEM) investigations addi-
tionally showed a structural design that is responsible for the super-hydrophobicity of
lotus leaves. This special behavior has subsequently become known as the lotus effect.
TheSEM images showed that the surface of the leaves consists of a double structure of
microsized cells decorated with nanosized waxy crystals.
The physical background for this phenomenon canbe seen in the behavior ofwater

droplets on a micro/nanostructured surface. It is important to state that the effect is
not dependent on a distinct size of the structure units. As it turned out, the lotus
combination ofmicro- and nanosized units is advantageous, but it is not a condition.
Also, the absolute size of the nanostructure units is not decisive to observe the effect,
it can only improve or worsen the hydrophobic nature.
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Thewettability generally describes the interaction of a liquidwith a solid surface. It
is described by the Young equation, ssg�ssl¼slgcosy, where ssg¼ solid–gas
interfacial tension, ssl¼ solid–liquid interfacial tension, slg¼ liquid–gas interfacial
tension and y¼ solid–liquid contact angle [123]. The contact angle y is the angle
between the solid surface and the tangent applied at the surface of the droplet.
Figure 2.32 illustrates the situation of a water droplet on a smooth surface, a
nanostructured surface and a micro/nanostructured surface.
It is obvious that structured surfaces in any case cause larger contact angles than

flat surfaces and so show an increased hydrophobicity. The reason is that the energy
to distribute a water droplet on a structured surface extends the gain in energy by
additional interactions of water molecules with the surface.
Soon after its recognition, the lotus effect led to the development of artificially

micro/nanostructured surfaces. Lithographic techniques, self-assembly processes,
controlled deposition, size reduction and replication by physical contact are applica-
ble routes [124]. An elegant replication procedure will be briefly considered. It uses
masks consisting of nanoporous alumina films. The advantage is their rather simple
fabrication by anodization of aluminum surfaces, the easy adjustability of the pore
diameters and the hardness and the temperature stability of alumina [125–129].
Using appropriate imprinting devices, various polymers and metals could be
nanostructured [130]. The successful 1 : 1 polymer transfer from the mask to the
surface is shown in Figure 2.33 by means of a poly(methyl methacrylate) (PMMA)
surface.

Figure 2.32 Sketch of the gas–liquid–solid three-phase system.
(a) Water droplet on a smooth surface resulting in small contact
angles y, (b) on a nanostructured surface with increased y value
and (c) on a bimodal micro/nano structured surface with the
largest contact angle.
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Polycarbonate (PC) and polytetrafluoroethylene (PTFE) could also be nanostruc-
tured with different pore widths. Aluminum, iron, nickel, palladium, platinum,
copper, silver and brass are examples of successfully nanostructured metals.
Figure 2.34 shows an AFM image of a nanostructured silver surface using a mask
with 50-nm pores.

Figure 2.33 Proof of 1 : 1 pattern transfer. (a) AFM image of an
alumina surface with 50-nm pores; (b) imprinted PMMA surface
indicating some defects from the mask at the same positions.

Figure 2.34 AFM image of an imprinted silver surface.
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By means of PTFE surfaces, imprinted with masks of 50, 120, 170 and 200 nm, it
has been demonstrated that each of the surfaces makes the hydrophobicity increase,
compared with an untreated surface. However, there is no spontaneous effect to be
observed, rather it is a scaling phenomenon. In Figure 2.35, lightmicroscopic images
of water droplets on variously nanostructured PTFE surfaces are shown. There is an
increasing contact angle to be registered if the pore width and thereby the pillars on
the surfaces increase. This continuous development of the contact angles can also be
followed from Figure 2.36.
In addition to the wettability properties, a second physical behavior changes with

structure: the light transmission of transparent materials. In Figure 2.37, the increas-
ing transmission of visible light through PMMAwindows with decreasing structure
size is demonstrated.
Improvements in the transparency of glasses, linkedwith a reduction in reflection,

has important practical consequences in optical devices.

Figure 2.35 Light microscopic images of water droplets on
(a) 50-nm, (b) 120-nm and (c) 170-nm structured PTFE surfaces.

Figure 2.36 Dependence of contact angles of water droplets on
PTFE surfaces on the structure size.
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2.4
Final Remarks

Referring to Figure 2.6, only seven of a huge number of possible examples have
been selected here to demonstrate the enormous diversity of nanoscience and
nanotechnology. Nano-effects can occur everywhere, both in �simple� materials
and in complex biological structures. This makes nanoscience and nanotechnol-
ogy a unique field of research and development. The examples discussed
illustrate the universality of this future-determining technology, which in many
of the most attractive fields is still at the very beginning. However, it can be
predicted that distinct fields that are still part of basic research will develop into
techniques which will influence daily life dramatically. Others, usually those of
easier and faster research and development, have already become routine
techniques.
The selected examples also indicate that basic research is fundamental to devel-

oping nanotechnology further. Only by basic researchwill we discover nano-effects in
the different fields named in the definition. However, also in basic science the
research assignment should not just be to look for novel nano-effects: physics,
chemistry, biology and materials science will also discover relevant effects when
working in other fields.

Figure 2.37 UV–visible transmission spectra of PMMA samples
structured with 70-, 120-, 150- and 180-nm pillars and of a
non-structured sample.

2.4 Final Remarks j35



References

1 Nanoscience and nanotechnologies:
opportunities and uncertainties, Royal
Society and The Royal Academy of
Engineering, (2004) 5, Science Policy
Section, The Royal Society, London.

2 Brune, H., Ernst, H., Grunwald, A.,
Gr€unwald, W., Hofmann, H., Krug, H.,
Janich, P., Mayor, M., Rathgeber, W.,
Schmid, G., Simon, U., Vogel, V. and
Wyrwa, D. (2006) Wissenschaftsethik und
Technikfolgenabsch€atzung Vol. 27.
Nanotechnology – Assessment and
Perspectives, Springer, Berlin.

3 Schwerdtfeger, P. (ed.) (2002) Relativistic
Electronic Structure Theory. Part 1:
Fundamentals, Elsevier, Amsterdam.

4 Schwertdfeger, P. (ed.) (2005) Relativistic
Electronic Structure Theory. Part 2:
Applications, Elsevier, Amsterdam.

5 Hess,B.A. (ed.) (2002)Relativistic Effects in
Heavy-element Chemistry and Physics,
Wiley, New York.

6 Mie, G. (1908) Annals of Physics, 25, 377.
7 Schmid, G. and Giebel, U.unpublished
work.

8 Collier, C.P., Mattersteig, G., Wong, E.W.,
Luo, Y., Beverly, K., Sampaio, J., Raymo,
F.M., Stoddart, J.F. andHeath, J.R. (2000)
Science, 289, 1172.

9 Schliwa, M. (ed.) (2003)Molecular Motors,
Wiley-VCH, Weinheim.

10 Tyreman, M.J.A. and Molloy, J.E. (2003)
IEE Proceedings Nanobiotechnology, 150,
95.

11 Vallee, R.B. and Hook, P. (2003) Nature,
421, 701.

12 Schliwa, M. and Woehlke, G. (2003)
Nature, 422, 759.

13 Ball, P. (2002) Nanotechnology, 13, R15.
14 Braig, K., Otwinowski, Z., Hegde, R.,

Boisvert, D.C., Joachimiak, A., Horwich,
A.L.andSigler,P.B.(1994)Nature,371,578.

15 Ditzel, L., Lowe, J., Stock, D., Stetter,
K.-O., Huber, H., Huber, R. and
Steinbacher, S. (1998) Cell, 93, 125.

16 Wang, J. and Boisvert, D.C. (2003) Journal
of Molecular Biology, 327, 843.

17 Shomura, Y., Yoshida, T., Izuka, R.,
Maruyama, T., Yohda, M. and Miki, K.
(2004) Journal of Molecular Biology, 335,
1265.

18 Shimamura, T., Koike-Takeshita, A.,
Yokoyama, K., Yoshida, M., Taguchi, H.
and Iwatawa, S. (2003) Acta
Crystallographica Section D-Biological
Crystallography, 59, 1632.

19 Saibil,H.R., Ranson,N.A. (2002)Trends in
Biochemical Sciences, 27, 627.

20 Kinbara, K. and Aida, T. (2005) Chemical
Reviews, 105, 1377.

21 Vale, R.D., Reese, T.S. and Sheetz, M.P.
(1985) Cell, 42, 39.

22 Kozielski, F., Sack, S., Marx, A.,
Thormahlen, M., Schonbrunn, E.,
Biou, V., Thompson, A., Mandelkow,
E.M. and Mandelkow, E. (1997) Cell, 91,
985.

23 Kikkawa, M., Okada, Y. and Hirokawa, N.
(2000) Cell, 100, 241.

24 Kikkawa, M., Sablin, E.P., Okada, Y.,
Yajima, H., Fletterick, R.J. and Hirokawa,
N. (2001) Nature, 411, 439.

25 Hancock, W.O. and Howard, J. (1999)
Proceedings of the National Academy of
Sciences of the United States of America, 96,
13147.

26 Stewart, R.J., Thaler, J.P. and Goldstein,
L.S. (1993) Proceedings of the National
Academy of Sciences of the United States of
America, 90, 5209.

27 Muthukrishnan, G., Hutchins, B.M.,
Williams,M.E. andHancock,W.O. (2006)
Small, 2, 626.

28 Koumura,N., Zijistra, R.W.J., vanDelden,
R.A., Harada, N. and Feringa, B.L. (1999)
Nature, 401, 152.

29 Irie, M. (1993) Molecular Crystals and
Liquid Crystals, 227, 263.

30 Tseng, H.-R., Vignon, S.A. and Stoddart,
J.F. (2003) Angewandte Chemie-
International Edition, 42, 1491.

31 Jimenez, M.C., Dietrich-Buchecker, C.O.
and Sauvage, J.-P. (2000) Angewandte
Chemie-International Edition, 39, 3248.

36j 2 The Nature of Nanotechnology



32 Badjic, J.D., Balzani, V., Credi, A., Silvi, S.
and Stoddart, J.F. (2004) Science 303. 1845.

33 Balzani, V. (2005) Small, 1, 278.
34 Moore, G. (1965) Electronics, 38, 114.
35 Wolf, S.A., Treger, D. and Chtchelkanova,

A. (2006) MRS Bulletin, 31, 400.
36 Richter, H.J. and Harkness, S.D. IV,

(2006) MRS Bulletin, 31, 384.
37 Allenspach, R. and Jubert, P.-O. (2006)

MRS Bulletin, 31, 395.
38 Zarembowitch, J. and Kahn, O. (1991)

New Journal of Chemistry, 15, 181.
39 Breuning, E., Ruben, M., Lehn, J.-M.,

Renz, F., Garcia, Y., Knesofontov, V.,
G€utlich, P., Wegelius, E. and Rissanen, K.
(2000) Angewandte Chemie-International
Edition, 39, 2504.

40 Feldheim, D.L. and Keating, C.D. (1998)
Chemical Society Reviews, 27, 1.

41 Simon, U. (1998) Advanced Materials, 10,
1487.

42 Simon, U. and Sch€on, G. (2000) in
Handbook of Nanostructured Materials and
Nanotechnology (ed. H.S. Nalwa),
Academic Press, New York, Vol. 3, p. 131.

43 Simon, U., Sch€on, G. and Schmid, G.
(1993) Angewandte Chemie-International
Edition in English, 2, 250.

44 Simon, U. (2004) in Nanoparticles. From
Theory to Application (ed. G. Schmid),
Wiley-VCH, Weinheim, p. 328.

45 Bezryadin, A., Dekker, C. and Schmid, G.
(1977) Applied Physics Letters, 71, 1273.

46 Schmid, G., Boese, R., Pfeil, R.,
Bandermann, F.,Meyer, S., Calis, G.H.M.
and van der Velden, J.W.A. (1981)
Chemische Berichte, 114, 3634.

47 Schmid, G. (1990) Inorganic Syntheses, Vol
32, 7, 214.

48 Chi, L.F., Hartig, M., Drechsler, T.,
Schaak, Th., Seidel, C., Fuchs, H. and
Schmid, G. (1998) Applied Physics Letters
A, 66, 187.

49 Zhang,H., Schmid,G. andHartmann,U.
(2003) Nano Letters, 3, 305.

50 Santini, J.T., Jr. Richards, A.C., Scheidt,
R., Cima, M.J. and Langer, R. (2000)
Angewandte Chemie-International Edition,
39, 2396.

51 Folkman, J. andLong,D.M. (1964) Journal
of Surgical Research, 4, 139.

52 Bar-Shalom,D., Bukh,N. and Larsen, T.K.
(1991) Annals, New York Academy of
Sciences, 618, 578.

53 Florence, A.T. and Jani, P.U. (1994) Drug
Safety, 10, 233.

54 Pereswtoff-Morath, L. (1998) Advanced
Drug Delivery Reviews, 29, 185.

55 Davis, S.S. (1999) Pharmaceutical Science
& Technology Today, 2, 265.

56 Schmidt, U. (2003) Spektrum der
Wissenschaften, 10, 42.

57 Gestermann, S., Hesse, R., Windisch, B.
and V€ogtle, F. (2000) in Stimulating
Concepts in Chemistry (eds F. V€ogtle, J.F.
Stoddart and M. Shibasaki), Wiley-VCH,
Weineim. p. 187.

58 Mornet, S., Vasseur, S., Grasset, F. and
Duguet, E. (2004) Journal of Materials
Chemistry, 14, 2161.

59 Pankhurst, Q.A., Connolly, J., Jones,
S.K. and Dobson, J. (2003) Journal of
Physics D, 36, 167.

60 Huth, S., Lausier, J., Gersting, S.W.,
Rudolph, C., Plank, C., Welsch, U. and
Rosenecker, J. (2004) Journal of Gene
Medicine, 6, 923.

61 Sukhorukov, G.B., Rogach, A.L., Zebli, B.,
Liedl, T., Skirtach, A.G., K€ohler, K.,
Antipov, A.A., Gaponik, N., Susha, A.S.,
Winterhalter, M. and Parak, W. (2005)
Small, 1, 194.

62 Muños Javier, A., Kreft, O., PieraAlberola,
A., Kirchner, C., Zebli, B., Susha, A.S.,
Horn, E., Kempner, S., Skirtach, A.G.,
Rogach, A.L., R€adler, J., Sukhorukov,
G.B., Benoit, M. and Parak, W.J. (2006)
Small, 2, 394.

63 DeGeest, B.G., D�egunat, C., Sukhorukov,
G.B., Braeckmans,K., DeSmedt, S.C. and
Demeester, J. (2005) Advanced Materials,
17, 2357.

64 De Geest, B.G., Vandenbroucke, R.E.,
Guenther, A.M., Sukhorukov, G.B.,
Hennink, W.E., Sanders, N.N.,
Demeester, J. and De Smedt, S.C.
(2006) Advanced Materials, 18,
1005.

References j37



65 Skirtach, A.G.,Muños Javier, A., Kreft, O.,
K€ohler, K., Piera Alberola, A., M€ohwald,
H., Parak, W.J. and Sukhorukov, G.B.
(2006) Angewandte Chemie-International
Edition, 45, 4612.

66 Kipke, S. and Schmid, G. (2004)Advanced
Functional Materials, 14, 1184.

67 Mirkin, C.A., Letsinger, R.L., Mucic, R.C.
and Storhoff, J.J. (1996) Nature, 382, 607.

68 Elghanian, R., Storhoff, J.J., Mucic, R.C.,
Letsinger, R.L. and Mirkin, C.A. (1997)
Science, 277, 1078.

69 Rosi, N.L. and Mirkin, C.A. (2005)
Chemical Reviews, 105, 1547.

70 Jin, R., Wu, G., Li, Z., Mirkin, C.A. and
Schatz, G.C. (2003) Journal of the
American Chemical Society, 125, 1643.

71 Storhoff, J.J., Lazarides,A.A.,Mucic,R.C.,
Mirkin, C.A., Letsinger, R.L. and Schatz,
G.C. (2000) Journal of the American
Chemical Society, 122, 4640.

72 Taton, T.A., Mirkin, C.A. and Letsinger,
R.L. (2000) Science, 289, 1757.

73 Cao, Y.W.C., Jin, R. and Mirkin, C.A.
(2002) Science, 297, 1536.

74 Georganopoulou, D.G., Chang, L., Nam,
J.-M., Thaxton, C.S., Mufson, E.J., Klein,
W.L. and Mirkin, C.A. (2005) Proceedings
of the National Academy of Science of USA,
102, 2273.

75 Gerion, D., Chen, F.Q., Kannan, B., Fu,
A.H., Parak, W.J., Chen, D.J., Majumdar,
A. and Alivisatos, A.P. (2003) Analytical
Chemistry, 75, 4766.

76 Empedocles, S. and Bawendi, M. (1999)
Accounts of Chemical Research, 32, 389.

77 Rosensweig, R.E. (2002) Journal of
Magnetism and Magnetic Materials, 252,
370.

78 Jordan,A.,Scholz,R.,Wust,P., Fahling,H.
and Felix, R. (1999) Journal of Magnetism
and Magnetic Materials, 201, 413.

79 Jordan, A., Schmidt, W. and Scholz,
R. (2000) Radiation Research, 154,
600.

80 Jordan, A., Scholz, R., Maier-Hauff, K.,
Johannsen, M., Wust, P., Nadobny, P.,
Schirra, H., Schmidt, H., Deger, S.,
Loening, S., Lanksch, W. and Felix, R.

(2001) Journal of Magnetism and Magnetic
Materials, 225, 118.

81 Jordan, A., Rheinlander, T., Waldofner, N.
and Scholz, R. (2003) Journal of
Nanoparticle Research, 5, 597.

82 Seiyama, T., Kato, A., Fujiishi, K. and
Nagatami, M. (1962)Analytical Chemistry,
34, 1502.

83 Seiyama, T. and Kagawa, S. (1966)
Analytical Chemistry, 38, 1069.

84 Brattein, W.H. and Bardeen, J. (1953) Bell
System Technical Journal, 32, 1.

85 Heiland, G. (1954) Zeitschrift Fur Physik,
138, 549.

86 Franke, M.E., Koplin, T.J. and Simon, U.
(2006) Small, 2, 36.

87 Yamazoe, N., Sakai, G. and Shimanoe,
K. (2003) Catalysis Surveys from Asia,
7, 63.

88 Samson, S. and Fonstad, C.G. (1973)
Journal of Applied Physics, 44, 4618.

89 Jarzebski, Z.M. and Marton, J.P. (1976)
Journal of the Electrochemical Society, 123,
299.

90 Maier, J. and G€opel, W. (1988) Journal of
Solid State Chemistry, 72, 293.

91 G€opel, W. and Schierbaum, K.D. (1995)
Sensors and Actuators B, 26–27, 1.

92 Ogawa, H., Nishikawa, M. and Abe,
A. (1982) Journal of Applied Physics, 53,
4448.
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3
Top-Down Versus Bottom-Up
Wolfgang J. Parak, Friedrich C. Simmel, and Alexander W. Holleitner

3.1
Introduction

Today, the term �nanotechnology� is a widely used keyword occurring in a variety of
different contexts [1, 2]. Semantically, �nano� is an official SI prefix for physical units,
which is equivalent to the factor 10�9. This prefactor can be combined with units of
physical quantities such as time (nanoseconds), mass (nanograms) or length
(nanometers). Historically, nanotechnology has evolved from different scientific
fields such as physics, chemistry, molecular biology, microelectronics and material
sciences. Generally, nanotechnology aims to study and to manipulate real-world
structureswith sizes ranging between 1 nm, that is onemillionth part of amillimeter,
and up to 100 nm. The set of typical �nano�-objects includes colloidal crystals,
molecules, DNA-based structures and integrated semiconductor circuits.
We can approach the scale between 1 and 100 nm fromdifferent sides, for instance

by emphasizing biological and chemical aspects. On the one hand, we can concep-
tually subdivide complex biological organisms, such as a human body, into smaller
and smaller subunits. In a simplified way, the entire body can be classified into
organs, each organ is composed out of cells and each cell is a dynamically organized
assembly of biological molecules. Arguably, complex molecules, such as lipids,
proteins and DNA, are the smallest biologically relevant subunits. These molecules
typically have dimensions of a few nanometers up to several tens of nanometers. On
the other hand, the smallest integral part of a molecule is the physical bond between
individual atoms. The latter have a size of a few tenths of nanometers. Molecules can
be very small (such as hydrogen, H2) and very big (such as polymeric macromole-
cules). If we leave aside the combination of molecular building blocks to new
macromolecules (as in polymerization reactions or in supramolecular chemistry [3]),
the typical size range of molecules that can be synthesized from atomic building
blocks and their derivatives is again the region from a few nanometers up to several
tens of nanometers. It can be concluded that ifmacroscopic objects such as biological
organisms are investigated on a smaller and smaller length scale, one ultimately ends
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up in the nanometer range as the smallest relevant scale for functional subunits.
Then again, if materials are built up synthetically from their basic chemical building
blocks, one will also first arrive at this length scale. In this sense, �nano� is the size
scale where physics, chemistry and biology meet in a natural way (Figure 3.1).
The first scientist who pointed out that �there is plenty of room at the bottom� was

Richard Feynman in 1959 [oral presentation given on 29 December 1959 at the
Annual Meeting of the American Physical Society at the California Institute of
Technology (Caltech)]. He envisioned scientific discoveries and new applications of
miniature objects as soon asmaterial systems could be assembled at the atomic scale.
To this end, machines and imaging techniques would be necessary which can be
controlled at the nanometer or subnanometer scale. Fifty years later, the scanning
tunneling microscope and the atomic force microscope are ubiquitous in scientific
laboratories, allowing to image structures with atomic resolution [4–12]. As a result,
various disciplines within nanotechnology aim towardsmanufacturingmaterials for
diverse products with new functionalities at the nanoscale.
As we have seen, we can approach the nanoscale from two sides: bymaking things

smaller, that is, by downscaling, and by constructing things from small building
blocks, that is, by upscaling. The first method is referred to as the �top-down� and the
second as the �bottom-up� approach. The top-down approach follows the general
trend of the microelectronic industry towards miniaturization of integrated semi-
conductor circuits. Modern lithographic techniques allow the patterning of nano-
scale structures such as transistor circuits with a precision of only a few nanometers
(see http://www.icknowledge.com and publications therein for more information).
As we will see in this chapter, the industrial demand for ever smaller electronic
circuits has provided several physical tools by which materials can be probed and
manipulated at the nanometer scale. In contrast, the bottom-up approach is based on
molecular recognition and chemical self-assembly ofmolecules [13]. In combination
with chemical synthesis techniques, the bottom-up approach allows for the assembly

Figure 3.1 Some objects (ant, virus, circuits in computer chip,
DNA, benzene, atom) are presented that are characteristic of
different size scales ranging from milli- to nanometers. Adapted
from a presentation by Professor Dr. J. P. Kotthaus.
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of macromolecular complexes with a size of several nanometers. To visualize the
different strategies of these two approaches is the topic of this chapter. We first will
give a few simple explanations and arguments. Thenwewill illustrate the differences
of the two strategies in the context of a variety of examples. Finally, we will discuss the
limits of both approaches.

3.1.1
Top-Down Strategies

How canwe get to smaller and smaller sculptures and objects? The idea of top-down-
strategies is to take processes known from the macroscopic world and to adopt them
in such a way that they can be used for doing the same thing on a smaller scale. Since
ancient times, humanshave created artwork and tools by structuringmaterials. Let us
take the artist as an example, who carves and sculpts figures out of blocks of wood or
stone, respectively. For this purpose, the artist needs tools, usually a carving knife or
chisel, with which he can locally ablate parts from the original piece of material and
thus give it its desired shape (Figure 3.2). If we continue with the idea of a sculptor, it
is evident that in order to sculpt smaller objects, smaller tools are needed, such as
miniature rasps and knives. Chinese artisans have used such tools to carve little
pieces of wood and other materials into sculptures in the submillimeter regime,
which can only be seen with magnifying glasses [some of these highly impressive
sculptures can be seen in the National Taiwan Museum (http://www.ntm.gov.tw)].
If we want to fabricate even smaller structures or objects and study their physical

properties, classical mechanical tools such as rasps will no longer work. For that
purpose, scanning probe microscopes are powerful instruments for probing and
manipulatingmaterials at the nanometer scale and can thus be seen as one of the key
inventions for nanotechnology. On the one hand, they allow imaging and probing of
the characteristics of nanoscale objects with the highest resolution. Examples include
topology, material configuration and electrical, chemical and magnetic properties of
the studied objects. On the other hand, scanning probe microscopes allow local
manipulation and even shaping of the nanostructures. In a seminal work in 1982,
Binnig and Rohrer invented the scanning tunnelingmicroscope (STM) [4], for which
they were awarded the Nobel Prize in 1986. In such a microscope, piezoelectric

Figure 3.2 An artifact is made out of a piece of wood by carving.
The wooden figure is created by locally ablating material from the
initial block according to a building plan.
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crystals move a scanning tip across the surface of a sample, while the electric current
is recorded between the tip and the sample. If the tip is located very close to the
surface of the sample, the electric current is composed of tunneling electrons. In the
nanoscale quantumworld, thewave character of electrons plays an important role. As
soon as the distance between the tip and the surface is on the order of the electron
wavelength, electrons can tunnel from the tip to the surface. The size of the tunneling
current has an exponential dependence on the distance between the tip and surface.
Therefore, the point of the tip which is closest to the surface predominantly
contributes to the current. In principle, this point can be made up of only one atom,
which allows for atomic resolution. The scanning tunneling microscope is sensitive
to the electronic density at the surface of the sample, which allows for, for example,
imaging of the electronic orbitals of atoms and molecules. The scanning tunneling
microscope can operate not only under ultrahigh vacuum conditions, but also at
atmospheric pressure and at various temperatures, whichmakes it a unique imaging
and patterning tool for the nanosciences. For instance, scanning tunneling micro-
scopes are utilized to pattern nanostructures bymoving single atoms across surfaces,
while the corresponding change of the quantum mechanical configuration can be
recorded in situ [14].
The atomic force microscope (AFM) operates similarly to the scanning tunneling

microscope [5]. Here, the force between the scanning tip and the sample surface is
extracted bymeasuring the deflection of the tip towards the sample. Again, the atomic
forcemicroscope can be utilized as an instrument to image and to shapematerials on
the nanometer scale [15].
In experiments in which only a few nanostructures need to be patterned and

probed, scanning probe microscopes can be exploited to structure and shape
materials at the nanometer scale. To define an array of millions of nanoscale systems
in parallel – such as in integrated electronic circuits – the top-down approach of
microlithography is the technique of choice (Figure 3.3). Microlithography has been
the technological backbone of the semiconductor industry for the last 45 years (see
http://www.icknowledge.com and publications therein for more information). The
minimum feature size of optically defined patterns depends on the wavelength of the
utilized light and also factors that are due to, for example, the shape of the lenses and
the quality of the photoresist. In 2003, the typical linewidth of semiconductor circuits
fell below 100 nm, that is, the semiconductor industry can be literally seen as being
part of the nanotechnologies. For this achievement, argon fluoride excimer lasers are
applied with a laser wavelength of 193 nm in the deep ultraviolet region. For
lithography in this optical range, tricks such as �optical proximity correction� and
�phase shifting� were invented and successfully implemented. On the one hand,
the miniaturization of semiconductor circuits is limited by economic costs for
the semiconductor industry, since the implementation of new techniques for the
realization of ever smaller feature sizes results in ever increasing costs. On the other
hand, physical material properties, such as the high absorption level of refractive
mirrors at short optical wavelengths, set a natural limit of a few tens of nanometers
for the miniaturization process. Since the 1980s, the decline of optical lithography
has been predicted as being only a few years away. However, each time optical
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lithography had reached traditional limits, new techniques extended the economi-
cally sustainable lifetime of top-down microlithography.
At present, there are several possible successor top-down nanotechnologies for

industry, for example, extreme ultraviolet light lithography (EUV), electron beam
lithography with multicolumn processing facilities [see also Figure 3.3(c2)], the
focused ion beam (FIB) technique and the ultraviolet nano-imprinting technique [16].
The implementation of each of these techniques requires enormous technical
challenges to be overcome. One of the most promising techniques is that using EUV
light with a wavelength of only 13nm. For this technique, fabrication errors of the
�optical� components need to be in the nanometer or subnanometer range. For
comparison, state-of-the-art X-ray telescopes, such as the Zeiss XMM Newton tele-
scope, exhibit a granularity of the mirror surfaces of 0.4 nm (see W. Egle, Mission
Impossible: XMM-Newton Proves the Opposite, Innovation, Carl Zeiss, 2000, 8, 12–14,
ISSN1431-8059; this file can be downloaded fromhttp://www.zeiss.com). In addition
to �state of the art� optical requirements, all metrological components of the EUV
technique need to exhibit subnanometer resolution. As a result, the cost of a stepper
machine for EUV exposure of photoresists is US$50 million per system, providing a
linewidth of 35nm (see http://www.icknowledge.com for more information).
Formedium-sized businesses, the �ultraviolet nano-imprinting technique� seems

to be the most promising method to fabricate nanoscale circuits [17]. Here, nanos-
tructures are mechanically imprinted into a photoresist. The stamp with the

Figure 3.3 Top-down microlithography: in
(a) and (b) a so-called photoresist – a liquid,
photosensitive polymer – is spin-coated on to the
polished surface of a substrate. (c) After
hardening of the photoresist, for example, by
heating, the substrate with the photoresist layer
on top is locally exposed to photons or to
electrons. Thereby, patterns can be defined in the
photoresist. (d) After a photoresist specific
developing process, the exposed (or the

unexposed) parts of the original substrate are
bared. By follow-up processes, such as
metallization (e) or etching (g), the patterns in
the photoresist can be translated to the
substrate. To this end, the remaining parts of the
photoresist are finally removed by a solvent, such
as acetone [(f) and (h)]. Thereby, metallic
conductor paths, logical circuits or memory cells
can be defined.
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nanoscale patterns is made out of fused quartz, a material which is transparent to
ultraviolet light. As soon as the stamp has been plunged into the photoresist, a short
ultraviolet light pulse causes the photoresist to polymerize along the patterns on the
stamp. In line with optical lithography, follow-up processes allow for the definition of
nanoscale circuits in various geometries [Figure 3.3(e)–(h)]. The minimum feature
size of the nano-imprinting technique is about 10 nm (see the webpage of the Chou
group at Princeton University: http://www.princeton.edu/�chouweb/newproject/
page3.html). At the same time, the technique is applicable to metals and plastic
materials. The costs of an industrial nano-imprinting machine are less than
US$1 million. However, the throughput of nano-imprinting machines is much
lower than that for stepper machines.
What we have illustrated above is the top-down approach. We take tools and

methods known in the macroscopic world and scale them down to structure
materials on increasingly smaller length scales. As explained above, this downscaling
process is not simply a reduction in size of the tools – we cannot make a nanoscale
carving knife that directly resembles amacroscopic knife to take awaymaterial on the
nanometer scale. Inmost cases, the relative importance of the forces and interactions
involved changes with decreasing system size – and this also has to be considered
when constructing the tools themselves.

3.1.2
Bottom-Up Strategies

The antipode of the top-down approach is the so-called bottom-up technique. Here a
complex structure is assembled from small building blocks. These building blocks
possess specific binding capabilities – often termed �molecular recognition proper-
ties� –which allow them to arrange automatically in the correct way. Self-assembly is
an essential component of bottom-up approaches [18]. The ultimate examples of
molecular recognition are biological receptor–ligand pairs: molecules that recognize
and bind to each other with very high specificity. Prominent examples of such pairs
are antibodies and their corresponding antigens and complementary strands of
deoxyribonucleic acid (DNA) [19].
We can visualize the bottom-up assembly of materials with the example of LEGO

building blocks, a common toy for children. Again we take the example of a small
sculpture as also used to describe top-down approaches. LEGO building blocks can
have different functions, as symbolized by their color (Figure 3.4). Furthermore,
there are building blocks of different size and each building block has a defined
number of binding sites, realized here as knobs. In this way the blocks can only be
attached to each other in a defined way. This can be seen as �molecular� recognition.
However, we should point out that the example of the LEGO blocks fails to describe
self-assembly. There is still a helping hand needed to assemble the individual bricks
to form the complete structure – the assembly process is not spontaneous (cf. the self-
assembly models of Whitesides [20]). The example of LEGO blocks hold the basic
concept of a bottom-up strategy: the construction of a new material by assembling
basic small building blocks. If instead of LEGOblocks nanoscopic building blocks are
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used, structures on the nanometer scale can be assembled in a very analogous
way [21–24].
Generally, bottom-up assembly techniques seek to fabricate composite materials

comprising nanoscale objects which are spatially ordered via molecular recognition.
The prime examples of the technique are self-assembled monolayers (SAMs) of
molecules [25]. A substrate is immersed in a dilute solution of a surface-active organic
material that adsorbs on the surface and organizes via a self-assembly process. The
result is a highly ordered and well-packed molecular monolayer. The method can be
extended towards layer-by-layer (LBL) assembly, by which polymer light-emitting
devices (LEDs) have already been fabricated [17]. The self-assembly technique also
allows positioning of single molecules between two metal electrodes and subse-
quently into an experimental circuit. By this set-up, quantum mechanical transport
characteristics of singlemolecules, such as photochromic switching behavior, can be
studied in order to build electronic devices with new functionalities [26].
There are several combinations and variations of the SAM technique. It can be

combined with nano-imprinting methods, the atomic force microscope or the
focused ion beam technique, allowing the fabrication of geometric patterns of
moleculeswith variablewetting properties, chemical functionality and/or topological
characteristics [17]. Since most of the processes are performed in solution, electrical
fieldsmay be utilized to assemble charged compounds in a directedway, for example,
for the creation of functionalized sensor electrodes. Electrodes modified with
negatively charged gold nanoparticles and positively charged host molecules have
proven highly sensitive for the detection of, for example, adrenaline (as the guest
molecule) [27]. Another very promising field is the DNA-directed assembly of
network materials [28]. Here, molecular recognition reactions between single DNA
strands are translated into aggregate formation of nano-objects such as nanoparti-
cles [21, 22]. Self-assembly can also be used to construct simple nanomechanical
devices. For instance, the molecular recognition between DNA molecules has been
exploited to build �nanotweezers� [29]. Further, networks of materials can be

Figure 3.4 LEGO blocks can symbolize different functionalities
(colors) and they can be assembled with their knobs in a defined
way. Assembly of all building blocks (bricks) leads to the formation
of the desired structure.
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synthesized on top of so-called block copolymer templates [30]. A typical application
of this technique is the formation of networks of metallic nanowires, that is, metals
are vapor deposited on to a preformed template matrix made out of copolymers. The
polymer networks can be used as two- or even three-dimensional templates.
Generally, there is a wide range of materials which can be engineered by bottom-
up techniques. The research involved has led to numerous sensing, electronic and
optoelectronic interfaces in addition to devices.

3.2
First Example: Nanotweezers

Among the fundamental tools formechanical work are tweezers orfingers. The basic
function of tweezers is to hold and release things. In principle, tweezers comprise two
fingers, which can close to hold something and open to release it again. So far only a
few functional nanofingers are available. Although a variety of tools exist which can
hold nanometer-sized objects, the problem is to release them again. This problem is
of fundamental rather than of technological nature. The interested reader is referred
to the excellent articles by Nobel Prize winner Richard Smalley, who describes the
problem of nonspecific adhesion as the problem of �sticky fingers� [31, 32]. The basic
module of a nanofinger is a nanometer-sized hinge, that is, a structure which can
repeatedly open and close. In this section, wewill show examples of suchnanofingers
or hinges based on top-down microlithography and on bottom-up self-assembly of
biological molecules.

3.2.1
Top-Down Nanotweezers

Lithographically defined tweezers have been realized as a so-called micro-electrome-
chanical system (MEMS). Similar micron-sized mechanical resonators have already
been applied in inkjet printers and in airbags of cars. MEMS resonators have also
triggeredmajor scientific interest, since the reduction in size of an electromechanical
resonator down to the nanometer regime would allow researchers to study, for
example, mechanical effects in the quantum realm [33–36] or the coupling of the
eigenmode of such a nanoscale resonator to the electromagnetic field of a pho-
ton [37, 38]. Furthermore, the small mass of nanoelectromechanical devices makes
them extremely sensitive adsorptive sensors, since the mass of adsorbed molecules
can significantly change the eigenfrequency of a nanoscalemechanical device [39, 40].
For lifting and manipulation of objects on the nanoscale, it is necessary to use

opposing forces to seize andhold afloating or a freely suspended nanostructure, such
as a single protein in liquids or an individual nanowire within a three-dimensional
electrical circuit. Kim and Lieber reported the first nanoscale tweezers in opera-
tion [42]. They attached two carbonnanotubes tometal electrodes on opposite sides of
amicron-thick glass needle, in order tomanipulate nanoscale clusters and nanowires
with a size of about 500 nm. The tweezers were closed electrostatically using a voltage
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difference between the nanotubes. Generally, nanotweezers can act as manipulators,
sensors and injectors. For instance, they can investigate the interaction between
nanomaterials and they canmeasure the electrical conductance of nanostructures by
employing the two probes of the tweezer as electrodes. The tweezers combine a
mechanical degree of control of a two probe sensing instrument with the spatial
resolution of a scanning probe microscope. To date, scanning tunneling microscopy
and atomic force microscopy have evolved to a level where individual atoms on
surfaces can be arranged into the shape of nanoscale letters [43] and clusters of atoms
can be pushed into tiny junctions to make quantum devices [44]. In order to move a
nanoscale object with a single probe, there needs to be sufficient adhesion to the
probe to ensure that the object can be picked up and then transported to its new
destination. To deposit the object at the new location, the adhesion at the final site
needs to be larger than the adhesion to the single probe. One way to overcome the
problem is to use tweezers – nanoelectromechanical probes, which are attached to
the tips of an atomic force microscope [45].
Inmost cases nanotweezers are closed and opened electrostatically using a voltage

difference between the two nanoprobes. The electrical field and the potential
difference between the probes may cause problems, especially when biological
samples are investigated. Here, mechanical manipulation of the nanotweezers is
favorable. Recently, piezo-driven tweezers have been developed with a size of about
1mm that can grab, hold and transport bacteria in addition to micron-sized particles
in liquids [46]. The experiment demonstrates that lithographically defined tweezers
are a promising alternative to optical tweezers commonly applied for the manipula-
tion of biological samples [47]. The latter utilize the effect that a focused laser beam
provides an attractive force for dielectric objects.
One of the smallest tweezers devices –with a gap of only 25 nm –was fabricated by

a technique which combines conventional silicon microlithography with electron
beam deposition of carbon [48]. How carbon nanofingers can be fabricated by this
technique is shown schematically in Figure 3.5 [41]. The fabrication process follows a
classical top-down approach by microstructuring silicon with lithographic techni-
ques [49]. To this end, silicon is partially covered by a protective polymer layer
(see Figure 3.3 for top-down lithography). Then, the unprotected areas are etched
away [Figure 3.5(a)–(c)]. The process uses a heterostructure with an intermediate
silicon oxide layer, which can be selectively etched by hydrofluoric acid. As depicted in
Figure 3.5(d), the technique enables freely suspended silicon fingers to be defined.
Finally, a carbon nanofinger is defined on top of the freely suspended structure by
focusing an electron beam on the silicon nanostructure in the presence of residual
gases [Figure 3.5(e)] [41]. As a result, the electron beam-deposited carbon builds up to
form the carbon nanofingers [Figure 3.5(f)]. The functioning of the resulting device
[Figure 3.6(a) and (b)] is very intuitive. It looks like tweezers known in everyday life,
only orders of magnitude smaller. By applying a voltage to the inner two, freely
suspended silicon electrodes, the gap between the carbon nanofingers can be opened
and closed. Most importantly, the carbon nanofingers are nonconductive. No voltage
difference is applied between the nanofinger tips, making the device ideal for
application with such fragile structures as organic objects.

3.2 First Example: Nanotweezers j49



As alreadymentioned, the release of objects pickedupby the tweezers constitutes a
severe conceptual problem. An object can only be released when it is deposited at a
site towhich its adhesion is higher than the adhesion to thenanofingers. This concept
is based on hierarchical binding forces. Although this concept would allow for
repeatedly picking up objects from one site A, transporting them to site B and
releasing them there (in the case that FA< FF<FB, where FA, FF and FB represent
the binding forces of the object to site A, to the nanofinger and to site B, respectively),
it would fail in the reverse direction to transport objects from B to A (as FB is larger
than FF, the holding force of the nanofingerwould not be strong enough to detach the
object from binding site B). Alternatively, the attachment of the object to the

Figure 3.5 Fabrication of a freely suspended
carbon nanofinger: (a) the photo- or e-beam
resist is prepatterned by microlithographic steps
on top of a multilayered silicon-on-insulator
(SOI) wafer. The latter consists of a silicon top
layer, an intermediate silicon oxide layer and a
silicon substrate. (b), (c) In accordance with the
pattern, the silicon top layer is removed either by

wet-chemical or by reactive ion etching. (d) By the
use of hydrofluoric acid, the silicon oxide layer is
partially removed. Thereby, the smaller features
of the prestructured silicon top layer become
freely suspended. (e), (f) If an electron beam is
focused on specific locations of the structure in
the presenceof residual gases, an electronbeam-
deposited carbon nanofinger can be formed [41].

Figure 3.6 (a) By applying an electric voltage to
the conductive silicon arms, the �fingers�move.
(b) Electrically operated nanotweezers. The
structure is made out of silicon with lithographic
techniques. The tips on the silicon arms have

subsequently been grown with electron beam
deposition (EBD). The figure is based on the
original work of Dr. Christine Meyer, Dr. Bert
Lorenz and Professor Dr. K. Karrai and is
reproduced with their permission [41].
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nanofinger might be modulated by a biological molecule, for example, an antibody
whose conformation can bemodulated by light. In this way, the binding properties of
the antibody could be remotely controlled by switching on or off the light and thus
objects could be held and released.However, so far this concept has not been realized
practically.

3.2.2
Bottom-Up Nanotweezers

In recent years, the unique biochemical andmechanical properties ofDNAhave been
increasingly utilized for non-biological applications, for example, to realize tiny
nanomechanical devices.Many of these devices exploit the different rigidity of single-
and double-stranded DNA and can be switched back and forth between several
structures by the addition or removal of DNA �fuel� strands. One of the prototype
devices in this field are DNA nanotweezers [50]. Their operational principle is shown
in Figure 3.7. In the open state, the DNA tweezers consist of three strands of DNA.

Figure 3.7 DNA nanotweezers. (a) Principle of
operation. In the open state, three strands are
hybridized together to form a molecular
structure resembling tweezers. Due to
hybridizationwith a �fuel� strand, the arms of the
tweezers can be closed. Another DNA strand can
be used to remove the fuel strand and restore
the original open state via branch migration.
(b) FRET experiment. The movement of the

tweezers can be followed in fluorescence
measurements. To this end, the arms of the
tweezers are fluorescently labeled. One of the
labels quenches the fluorescenceof the other due
to fluorescence resonance energy transfer. As
this effect is strongly distance dependent, the
motion of the arms is accompanied by a change
in fluorescence intensity.
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One central DNA strand is hybridized to two other strands in such away that together
they form two roughly 6-nm long, rigid double-stranded �arms� connected by a short,
single-stranded flexible �hinge�. In the open state, each of the arms still has single-
stranded extensions available for hybridization. The addition of a long �fuel� strand
which is complementary to these extensions can then be used to close the tweezer
structure, that is, the two arms are forced together by the hybridization with the fuel
strand. The device can be switched back to its original configuration with a
biochemical �trick�. In the closed state, a short single-stranded section of the device
is deliberately left unhybridized. These nucleotides serve as an attachment point for
an �anti-fuel� strand, which is exactly complementary to the fuel strand. A biochemi-
cal process known as �branch migration� unzips the structure, when fuel and anti-
fuel try to bind with each other. After completion of this process, a waste �duplex� is
ejected and the DNA tweezers have returned to their open configuration again. The
device can be operated cyclically by the alternate addition of set and reset strands. The
transition between the different states of the device can be characterized in fluores-
cence measurements, utilizing the distance dependent quenching of fluorophores
due to fluorescence resonance energy transfer (FRET).
The same operation principle has since been used inmany otherDNAdevices [51].

A simple variation of theDNA tweezers is theDNAactuator device [52].Here, instead
of two single-stranded extensions, the arms of the tweezers are connected by a single-
stranded loop. Depending on the sequence of the fuel strands, the device can either
be closed similarly to the tweezers or stretched into an elongated conformation.
Whereas the intermediate configuration is a rather floppy structure (like the open
tweezers), the closed and the stretched configurations are much more rigid. While
these devices resemble macroscopic tweezers in shape, they cannot actually be used
to �grab� nano-objects. However, such a function may be achieved by the incorpo-
ration of so-called �aptamers� into DNA devices [53]. These are special DNA or RNA
sequences with a high binding affinity for other molecules, for example, proteins.

3.3
Second Example: Nanomotors

Another important mechanical element is the motor. A motor is a device that can
generate periodic movements and carry a load with it. Similarly to the previous
section, we will show two examples of nanomotors. The version using the top-down
approach is again based on microlithography and follows the ideas of micromecha-
nical engineering. The version using the bottom-up approach is based on functional
organic molecules.

3.3.1
Top-Down Nanomotors

Nanomotors can also be created using refined lithographic techniques. As the
strategies employed are somehow similar to those described in Section 3.2.1, we

52j 3 Top-Down Versus Bottom-Up



will only give two brief examples in this section. As with macroscopic motors,
nanomotors also periodically convert input energy intomechanical work. The energy
to drive themotor can originate fromdifferent sources, such as light, electric fields or
chemical gradients.
A simple light-driven propeller has been demonstrated by Ormos�s group. The

propeller itself is created by selectively illuminating the parts of a light curing resin
that resemble the shape of the propeller. The resin is cured at the illuminated regions
due to photo-polymerization. Dissolution of the noncured parts of the resin finally
results in a freestanding propeller (Figure 3.8) [54–57]. The propeller can be driven by
incident light into rotation. When light is reflected at the arms of the propeller,
momentum is transferred which causes the rotation. For a detailed description of the
underlying physics we refer to the original article byGalajda andOrmos [55]. In order
to achieve controlled rotation of the propeller, either a freestanding propeller is
trapped in the focus of laser tweezers [55, 56] or a propeller bound to an axis on top of a
substrate is driven by the light origination from an integrated waveguide [54]. So far
the smallest propellers created in this way still have a size of a few micrometers.
An even smaller syntheticmotor has been created by Zettl�s group by scaling down

MEMS technology to the nanometer scale [58]. The axis of this motor is formed by a
carbon nanotube which is fixed between two anchor electrodes (Figure 3.9). A metal
plate fixed to the carbon nanotube acts as a rotor. The outer shell of the nanotube
beneath the rotor has been detached from the inner shells of the nanotube by shear
forces so that a rotational bearing has been formed. The rotor is driven by an
oscillating electric field between three additional electrodes. In practice, the rotor was

Figure 3.8 (a) A micrometer-sized rotor is driven by the
momentum transferred due to reflection of an incident light
beam. (b) Phase contrast image of the rotor in solution. Adopted
from an paper by the group of Professor Dr. P. Ormos and is used
with his permission. Details can be found in the original
article [55, 56].
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realized by first depositing a multi-walled carbon nanotube on a silicon oxide
substrate, followed by patterning the rotor and the electrodes using electron beam
lithography and by etching down the silicon oxide below the rotor.More details can be
found in the original breakthrough article by Zettl et al. [58].

3.3.2
Bottom-Up Nanomotors

Motors play an important role not only in our technicalmacroscopic life, but also on a
molecular level in any biological organism. Molecular motors, for example, help
bacteria to move and to transport cargo inside cells, and they are also the basis for
contracting and expanding our muscles [59]. Since the field of nanotechnology
emerged, scientists have thought about how to harness molecular motors for the
construction of artificial machines. For example, the molecular motor kinesin has
been used to transport colloidal quantum dots along the tracks of microtubules [60].
Such a concept might eventually lead to a scenario where building blocks could be
transported along rails to their designated positions. Another example is the
membrane-bound protein ATP synthase [61]. This rotary motor is driven by a proton
gradient and is used in cells for the synthesis of ATP [61]. In the reverse direction the
motor uses the energy of ATP hydrolysis to create a proton gradient. The rotation of
the motor could be used to propel an actin filament that had been attached to the
upper subunit of themotor with ATP as fuel [62]. Such a conceptmight eventually be
used as a nanopropeller formoving small vesicles.While these concepts are based on
using naturally existing molecular motors, synthetic molecular motors have also
been chemically synthesized [63]. In this section we will briefly describe the concept
and realization of such a motor that has been demonstrated by Gaub�s group [64].
Molecules can often assume different structural arrangements called

�conformations�. Azobenzene, for example, can be reversibly switched upon illumi-

Figure 3.9 (a) Sketch of the nanomotor. A metal
plate rotor (R) has been attached to a multi-
walled carbon nanotube of which the outer shell
beneath the metal plate can rotate freely around
the inner shells and which is anchored on two
electrodes (A1, A2). The motor is driven by

electric fields applied from three stator
electrodes, two on the SiO2 surface (S1, S2) and
one buried beneath the surface (S3).
(b) Scanning electron microscope image of the
nanomotor. Image reproduced with permission
from the original article by Zettl�s group [58].
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nation at two different excitation wavelengths between an extended trans and a
shorter cis conformation [65]. In order to obtain longer effective length changes upon
switching between the two different conformations, many azobenzene molecules
can be linearly connected to one long polyazobenzene molecule. Single force
spectroscopy techniques allow for attaching single molecules between the tip of an
atomic force microscopy (AFM) cantilever and a substrate that is placed on top of a
piezo-actuator [66]. In a periodic cycle, a single polyazobenzene molecule fixed
between the tip and piezo of an AFM can now be elongated and shortened by
illumination, which can be used to lift a load (as realized by the pulling force of the
piezo-actuator) (Figure 3.10). In this way, in each cycle light energy is converted into
mechanical energy [64]. Although the estimated efficiency of the motor is relatively
low (totalmechanical energy output/total optical energy input�10�4), it nevertheless
demonstrates nicely how a light-driven artificial nanomotor can look.

Figure 3.10 (a) A single polyazobenzene
molecule is fixed between the tip of an AFM
cantilever and a glass substrate mounted on top
of a piezo-actuator. In a periodic cycle first the
polyazobenzene is stretched by applying a load
by retracting the piezo-actuator (I) II). Then,
upon a light flash hn2 the polyazobenzene is
brought from the stretched trans to the
shortened cis configuration (II) III). The load is
now released by moving the piezo-cantilever
upwards and thus the polyazobenzene can
elongate (III) IV). With another light flash hn1
the polyazobenzene is driven back to the

extended trans configuration (IV) I).
(b) Visualization of the load that is applied to the
polyazobenzene by moving the piezo-actuator.
(c) The cyclic process can be described in a
force–extension diagram, where F is the force
applied to the polyazobenzene by stretching it
between the AFM cantilever and the glass
substrate on top of the piezo and the extension
describes the effective length of the
polyazobenzene. Adapted from a presentation
by Professor Dr. H. Gaub; details can be found in
the original publication by Gaub�s group [64].
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3.4
Third Example: Patterning

One basic requirement for many technologies and applications is the ability to form
controlled patterns on a surface. This can be exemplified with the components and
techniquesneeded to fabricate an electronic circuit [67]. In order tomake circuits, one
essentially has to master three different steps. First, active elements such as
transistors must be realized which are able to process information [68]. Second,
the active elements have to be arranged into a functional geometry [28]. Third, the
active elements have to be connected bywires [69]. Arranging elements on a surface is
basically the same as forming a pattern. Another example is controlled cell attach-
ment. If a surface is patterned partly with molecules that promote cell adhesion and
partly with molecules that repel cells, cells only will grow on the desired parts of the
surface. This is very important, for example, for bioelectronic interfaces, where cells
have to be guided in such a way that they adhere on top of the active electronic
elements, but not to other parts of the surface [70].
In this section we will briefly describe two examples for making small surface

patterns. Soft lithography is a top-down approach, whereby surfaces can be struc-
turedwith lithographically generated stamps. Following a self-assembly strategy, two-
dimensional lattices of biological molecules, in particular DNA, can be formed in a
bottom-up approach.

3.4.1
Soft Lithography

Soft lithography is an increasingly popular application of traditional lithographic
techniques for the ordered deposition of �soft� materials such as small molecules,
biomacromolecules or even live cells on surfaces. A variety of different techniques
can be summarized under the term �soft lithography�, for example, microcontact
printing, replica molding and micromolding in capillaries [71, 72]. Most of these
techniques utilize the soft, rubber-like material polydimethylsiloxane (PDMS). A
schematic depiction of a typical soft lithographic process is shown in Figure 3.11.
Usually the desired structure is first patterned into a �hard� material using conven-
tional lithography. In Figure 3.11(a)–(c) a pattern defined on a mask is transferred
into a negative resist on a silicon substrate. The structured resist film can be used as a
template to transfer the patter into PDMS. To this end [Figure 3.11(d)–(f)], polymer
precursors are poured over the template, followed by a curing step. After complete
polymerization of the PDMS, the resulting �soft� structure can be peeled off from the
substrate. There are many different applications for the structured PDMS material.
In microcontact stamping, for example, the PDMS is used as a stamp with which
molecules can be transferred on to a substrate in a pattern. Examples are shown in
Figure 3.11(g) and (h), where fluorescently labeled proteins and also live cells have
been patterned into an array of squares. PDMS-based structures are not only utilized
for patterning, but have also been extensively used for the definition of microfluidic
systems [73].
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3.4.2
Two-Dimensional DNA Lattices

Whereas soft lithography can be mainly regarded as a top-down method to arrange
molecules into a particular pattern, a different approach relies on molecular recogni-
tion events and self-assembly. As mentioned before, interactions between comple-
mentary strands of DNA can be utilized for the �programmable� assembly of
molecular structures. Startingwith the synthesis of a DNAmoleculewith the topology
of a cube byChenandSeeman in1991 [74],DNAhas beenused to constructmolecules
with the structure of a truncated octahedron [75], DNA catenanes [76], tetrahedra and
octahedra [77, 78] and other geometric objects. DNA has also been used to construct
two-dimensionalmolecular lattices fromDNAbranched junctions [19, 79–81]. One of
the central building blocks of such lattices is the so-called �double-crossover� (DX)
construction. In a DX molecule, two double-stranded DNA molecules exchange
strands twice, creating an entity which can be regarded as the molecular analogue
of a LEGO building block [Figure 3.12(a)]. The rigid DXmolecule has dimensions on
the order of 4· 15nm.Depending on the sequence of single-stranded �sticky ends� at
the corners of the DXmolecules, they can arrange into large two-dimensional lattices
[Figure 3.12(b) and (c)]. In fact, the assembly of such DX �tiles� closely resembles a
computational process – regardingDNA self-assembly as the execution of amolecular
�program� can actually be exploited to realizemore complexmolecular structures than
with any other self-assembly technique [82]. When these networks fold back to
themselves, they can also form DNA �nanotubes� [83–85]. Recently, such networks
have even been utilized to arrange nanoparticles and proteins in two dimensions

Figure 3.11 Soft lithography and microcontact
printing of molecules. (a)–(c) Using
conventional photolithography, a pattern is
defined in a negative photoresist (blue) on a
silicon wafer (gray). After exposure and
development of the resist, a relief pattern
remains on the surface. (d)–(f)This pattern can
be used as a �master template� to create flexible
microstamps from PDMS. Polymer precursors

are poured over the master and cured. The
resulting stamp can be peeled off themaster and
then used for soft lithographic processes such as
stamping. (g) A square pattern of fluorescently
labeled proteins stamped on a glass surface.
(h) Live cells only reside outside of the square
pattern which has been stamped with
hydrophobic molecules which do not promote
cell adhesion.
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[28, 86–89] and the impressively powerful �DNAorigami� scheme [82] will soon allow
the arrangement of these nanoparticles into arbitrary geometries and patterns.

3.5
Fourth Example: Quantum Dots1)

In Chapter 4, the physical principles of quantum dots are described. Quantum dots
are arguably the ultimate examples of nanometer structures. In this section, we will
show that we canmanufacture quantum dots both with top-down (Section 3.5.2) and
with bottom-up techniques (Section 3.5.4). Depending of themanufacturing process
used, the properties of the quantum dots vary and we will explain this in particular
with respect to their optical properties. Also the possible applications vary among the
different types of quantum dots.

3.5.1
Different Methods for Making Quantum Dots

Here we will give a brief overview of the most popular methods used to fabricate
quantum dots in practice. Lithographically defined quantum dots are the classical
example of the application of a top-downmethod,whereby the quantumdot is created
by locally etching away parts of the rawmaterial. Colloidal quantumdots, on the other
hand, are an example of a bottom-up approach, in which they are assembled from
small building blocks (in this case surfactant-stabilized atoms).
The ultimate technique for the fabrication of quantum dots should be able to

produce significant amounts of sample, with such high control of quantum dot size,
shape and monodispersity that single-particle properties are not averaged out by
sample inhomogeneity. So far, ensembles of quantum dots produced by the best

Figure 3.12 DX assembly. (a) The basic building
blocks – DX molecules – are composed of two
DNA double strands which exchange strands
twice, creating a structure held together by two
DNA crossovers. (b) Depending on the �sticky
ends� at the corners of the DX tiles, a variety of

two-dimensional latticesmay be formed in a self-
assembly process. (c) A small patch of a 2D DX
lattice imaged with an atomic force microscope
under air. Functionalization of these lattices
allows for the arrangement of nanoparticles or
proteins into sequence-programmed patterns.

1) This paragraph has been adopted from a
previous edition and the authors acknowledge
their former coauthors Dr. Liberato Manna, Dr.
Daniele Gerion and Prof. Dr. Paul Alivisatos 90.
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available techniques still show a behavior deriving from a distribution of sizes, but
this field is evolving very rapidly. In this section we give a short survey of the most
popular fabrication approaches. Different techniques lead to different typologies of
quantum dots. The confinement can be obtained in several different ways and in
addition the quantumdot itself can have a peculiar geometry, it can be embedded into
amatrix or grown on a substrate or it can be a �free� nanoparticle. Each of these cases
is strictly related to the preparative approach chosen.

3.5.2
Lithographically Defined Quantum Dots

Lithographically defined quantum dots are formed by isolating a small region of a
two-dimensional electron system (see Chapter 4) via tunneling barriers from its
environment. Such two-dimensional electron systems (2DES) or 2D electron gases
(2DEGs) can be found in metal–oxide–semiconductor field effect transistors
(MOSFETs) or in the so-called semiconductor heterostructures [91, 92]. Hetero-
structures are composed of several thin layers of different semiconductor materials
grown on top of each other, usingmolecular beam epitaxy (MBE). The layer sequence
can be chosen in such a way that all free charge carriers are confined to a thin slice of
the crystal, forming essentially a two-dimensional electron system. A superstructure
derived from the periodic repetition of this sequence of layers is also called a
�multiple quantum well�. One of the most widely investigated systems is, for
instance, the aluminum gallium arsenide/gallium arsenide (AlGaAs/GaAs) quan-
tum well. AlGaAs has the same lattice constant as GaAs but a wider bandgap, whose
exact value depends on the aluminum content of the layer. Therefore, electrons in the
GaAs layer are confined to this layer and form a two-dimensional electron gas.
Quantum dot systems can be generated in a lateral or in a vertical arrangement, as

shown in Figure 3.13. In the lateral geometry, the 2DEG is locally electrostatically
depleted by applying negative voltages to electrodes deposited on top of the crystal.
We can understand this effect with the following argument. Let us assume that we
apply a negative voltage to the metal electrodes above the two-dimensional electron
gas. Due to electrostatic repulsions, electrons will be repelled by the electric field of
the electrodes and the region of the 2DEG below the electrodes will be depleted of
electrons. A charge-depleted region behaves like an insulator. Therefore, by applying
an electric field with metal electrodes of an appropriate shape, it is possible to create
an island of charges insulated from the rest of the 2DEG. If small enough, the island
within the 2DEGbehaves as a quantum dot. In the vertical geometry, a small pillar of
the 2DEG is isolated by etching away the heterostructure around it. In such an
arrangement charge carriers are again confined in all three dimensions.
Most of the electron transport measurements on quantum dots that have been

performed to date have used the two types of quantum dots as samples that we
have just described. The lateral arrangement offers a relatively high degree of
freedom for the design of the structure, as this is determined by the choice of the
electrode geometry. In addition, it is possible to fabricate and study �artificial
molecules� [93–99] composed of several quantum dots linked together. With the
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vertical arrangement, structures with very few electrons can be realized [100].
Recently, several research efforts have been focused on the investigation of many-
body phenomena in these quantumdot systems. Relevant examples are, for instance,
the study of the Kondo effect [101–104] and the design and control of coherent
quantum stateswith the ultimate goal of quantum information processing [105, 106].
A remarkable advantage of lithographically defined quantum dots is that their

electrical connection to the �macro-world� is straightforward. The manufacturing
processes are similar to those used in chip fabrication and in principle such structures
could be embedded within conventional electronic circuits. However, as the geometry

Figure 3.13 Three different types of quantum
dots. (a1) A lithographically definedquantumdot
in a lateral arrangement can be formed by
electrostatic depletion of a two-dimensional
electron gas (2DEG, shown in dark gray) via gate
electrodes. The 2DEG is formed typically
20–100 nmbelow the surface of a semiconductor
heterostructure (usually GaAs/AlGaAs).
Application of negative voltages to metal gates
on top of the heterostructure depletes the 2DEG
below the gates (shown in light gray) and cuts out
a small electron island from the 2DEG. Electrons
can still tunnel on to and from the island.
Electrical contact to the 2DEG is realized through
ohmic contacts (not shown). (a2) A vertical
quantum dot can be formed in a double barrier
heterostructure. A narrow pillar is etched
out of a GaAs/AlGaAs/GaAs/AlGaAs/GaAs
heterostructure. The AlGaAs layers (light gray)
form tunnel barriers that isolate the central GaAs
region from the contact region. This centralGaAs

region behaves now as a quantum dot (shown in
dark gray). Electrical contact is made via metal
contacts (depicted in black) on top of the pillar
and below the heterostructure. (b) Self-
assembled quantum dots: molecular beam
epitaxy (MBE) growth of InAs (dark gray) on
GaAs (light gray) first leads to the formation of an
extended layer of InAs (the wetting layer) and
then to the formation of small InAs islands.
Single electrons or electron–hole pairs (excitons)
can be confined in these InAs quantum dots,
either electrically or optically. (c) Colloidal
quantum dots: these colloidal particles, having a
diameter of only a few nanometers, are formed
using wet chemistry and can be produced for
most of the type II–VI, III–V, IV–VI and some type
IV semiconductors. The surface of colloidal
quantum dots is coated with a layer of surfactant
molecules that prevents aggregation of the
particles.
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of these quantum dots is determined lithographically, it is restricted by the usual size
and resolution limits of lithographic techniques. Even by using electron beam
lithography for the creation of the quantum dots, it is not possible to tailor their size
with nanometer precision. Lithographically fabricated quantum dots are typically
larger than 10nm and so relatively low lateral confining energies can be achieved.

3.5.3
Epitaxially Self-Assembled Quantum Dots

A breakthrough in the field of epitaxially grown nanostructures was the discovery of
epitaxial growth regimes that favored the formation of nanometer-sized islands of
semiconductormaterials on suitable substrates (Figure 3.13). These islands, exhibiting
quantumdot behavior, are obtainednaturally by epitaxially growing a thin layer of a low
bandgap material over a higher bandgap material, using MBE or MOCVD techni-
ques [107–110]. The respective crystal faces in contact must have a significant lattice
mismatch (1–8%), as in the case of InAs onGaAs [111, 112] andGe onSi [113]. During
the growth, a strained film, called the �wetting layer�, initially forms. The maximum
thickness of this layer is related to thedifference in the lattice constantsbetween the two
materials. Past this critical thickness, a 2D! 3D transition in the growth regime is
observed, with the spontaneous formation of an array of nanometer-sized islands
(Stranski–Krastanov regime), leading to partial release of the strain. If the growth is not
interrupted at this step, misfit dislocations form because the energy of formation of
these defects becomes smaller than the elastic energy accumulated in the strainedfilm.
The formation of dislocations inhighly strained epilayers (when the latticemismatch is
of the order of 10%ormore) before the formation of islands limits the rangeof possible
substrate–island materials. The shape of the islands can be controlled by the growth
conditions.Usually, the islands have a truncated pyramidal shape, but it is also possible
to form, for example, ring-shaped quantum dots [114]. The final step consists in the
growth, on the top of the islands, of several layers of the substrate material, so that
the dots are completely buried and interfaces are passivated. The relative alignment
of the bandgaps creates a confining potential for charge carriers that accumulate inside
the quantum dots. In addition, strain fields in the proximity of the island–substrate
interface, due to the lattice mismatch between the twomaterials, create potentials that
modify the bandgap of the quantum dots at the bottom of the island. Holes are more
likely to be localized in this region, as they are heavier than the electrons.
Self-assembled quantum dots can have a diameter as small as a few nanometers

and so very pronounced quantum size effects can be observed in these systems. Self-
assembled quantum dots have predominantly been characterized using optical or
capacitance spectroscopy in a regime where they contain only a small number of
charge carriers. Measurements on ensembles still suffer from inhomogeneous
broadening of the spectroscopic features. However, in recent years it has been
possible to look at only a few or even single self-assembled quantum dots at a time by
reducing the number of quantum dots by mesa-etching [115] or by using confocal
microscopy techniques [116]. Photoluminescence from single self-assembled quan-
tumdots is a highly efficient process, characterized by several narrow emission lines,
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related to different exciton states in the dots, and is reminiscent of the emission from
atoms. As mentioned already for lithographically defined quantum dots, many
parallels can be drawn between atoms and quantum dots [115, 117–119]. For these
reasons, quantumdots have gained thenickname �artificial atoms�.Current research
efforts are devoted to quantumdot ordering and positioning and also to the reduction
of the quantum dot size distribution. In contrast to the case of lithographically
defined quantum dots, it is challenging to make electrical contact to self-assembled
quantum dots and thereforemost of the possible applications can be found in optics.
One of themajor goals of research on self-assembled quantum dots is the fabrication
of non-classical light sources from single dots. Another is to use them as light-
addressable storage devices.

3.5.4
Colloidal Quantum Dots

Colloidal quantum dots are remarkably different from the quantum dot systems
mentioned above as they are chemically synthesized using wet chemistry and are
free-standing nanoparticles or nanocrystals grown in solution (Figure 3.13) [120]. In
this case, colloidal quantum dots are just a subgroup of a broader class of materials
that can be synthesized at the nanoscale using wet chemical methods. In the
fabrication of colloidal nanocrystals, the reaction chamber is a reactor containing
a liquid mixture of compounds that control the nucleation and the growth. In a
general synthesis of quantum dots in solution, each of the atomic species that will
form the nanocrystal building blocks is introduced in the reactor as a precursor. A
precursor is amolecule or a complex containing one ormore atomic species required
for growing the nanocrystal. Once the precursors have been introduced into the
reaction flask they decompose, forming new reactive species (the monomers) that
will cause the nucleation and the growth of the nanocrystals. The energy required to
decompose the precursors is provided by the liquid in the reactor, either by thermal
collisions or by a chemical reaction between the liquidmedium and the precursors or
by a combination of the two mechanisms [121].
The key parameter in the controlled growth of colloidal nanocrystals is the

presence of one or more molecular species in the reactor, broadly termed here
�surfactants�. A surfactant is a molecule that is dynamically adsorbed on the surface
of the growing quantumdot under the reaction conditions. Itmust bemobile enough
to provide access for the addition ofmonomer units, but stable enough to prevent the
aggregation of nanocrystals. The choice of surfactants varies from case to case: a
molecule that binds too strongly to the surface of the quantumdot is not suitable, as it
would not allow the nanocrystal to grow. On the other hand, a weakly coordinating
molecule would yield large particles or aggregates [122]. Some examples of suitable
surfactants include alkanethiols, phosphines, phosphine oxides, phosphates, phos-
phonates, amides, amines, carboxylic acids and nitrogen-containing aromatics. If the
growth of nanocrystals is carried out at high temperatures (e.g., at 200–400 �C) then
the surfactant molecules must be stable under such conditions in order to be a
suitable candidate for controlling the growth.
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At low temperatures, or more generally when the growth is stopped, the surfac-
tants are more strongly bound to the surface of the nanocrystals and provide their
solubility in a wide range of solvents. This coating allows for great synthetic flexibility
in that it can be exchangedwith another coating of organicmolecules having different
functional groups or polarity. In addition, the surfactants can be temporarily removed
and an epitaxial layer of another material with different electronic, optical or
magnetic properties can be grown on the initial nanocrystal [123, 124].
By controlling the mixture of surfactant molecules that are present during the

generation and the time of growth of the quantum dots, excellent control of their size
and shape is possible [121, 125–127] (Figure 3.14). As described in Chapter 4, the
wavelength of emission of quantum dots depends on their size. This can be nicely
seen by observing the fluorescence light of solutions of colloidal quantum dots with
different size [128, 129] (Figures 3.14 and 3.15).
In contrast to organic fluorophores, colloidal quantum dots have a continuous

absorption spectrum for energies higher than their bandgap, a symmetric emission

Figure 3.14 Colloidal CdSe quantum dots of
different size dissolved in chloroform. The size of
the quantum dots increases from the left to the
right vial. (a) Photograph of the solutions.
(b) Photograph of the solutions upon UV
illumination from below. The different colors of
fluorescence can be seen. (c) Each quantum dot

corresponds to a spherical CdSe nanoparticle
that is dispersed in the solvent. When a drop of
this solution is put on a grid, the solvent
evaporates and the quantum dots can be imaged
with transmission electron microscopy (TEM).
The authors are grateful to Stefan Kudera for
recording the TEM image.
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spectrumwithout a red tail and,most importantly, reduced photobleaching [130, 131]
(Figure 3.15).
Since colloidal nanocrystals are dispersed in solution, they are not bound to any solid

support as is the case for the other two quantum dots systems described above.
Therefore, they can be produced in large quantities in a reactionflask and later they can
be transferred to any desired substrate or object. It is possible, for example, to coat their
surfacewith biologicalmolecules such as proteins or oligonucleotides.Many biological
molecules perform tasks of molecular recognition with extremely high efficiency. This
means that ligand molecules bind with very high specificity to certain receptor
molecules, similarly to a key-and-lock system. If a colloidal quantum dot is tagged
with ligandmolecules, it specificallybinds to all thepositionswhere a receptormolecule
is present. In this way it has been possible, for example, to make small groupings of
colloidal quantum dots mediated by molecular recognition [22, 23, 132] and to label
specific compartments of cell with different types of quantum dots [133–135].
Although colloidal quantum dots are rather difficult to connect electrically, a few

electron transport experiments have been reported. In these experiments, nanocrys-
tals were used as the active material in devices that behave as single electron
transistors [68, 136].

3.6
Perspectives and Limits of Top-Down and Bottom-Up Approaches

In 1965, Gordon Moore, co-founder of Intel Corporation, predicted that the number
of transistors on a computer chip would double about every 18 months [137]. The

Figure 3.15 Absorption (solid lines) and emission spectra (dotted
lines) of colloidal CdSe quantum dots of different sizes. The
absorption peaks of green/yellow/orange/red fluorescent
nanocrystals of 2.3/4.0/3.8/4.6 nm diameter are at 507/547/580/
605 nm and the fluorescence peaks are at 528/57/592/637 nm.
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exponential law, also known as Moore�s first law, has described the development of
integrated circuits surprisingly well for decades. As the market for information
technology continues to grow, the demand for computer hardware instigates more
andmore sophisticated top-down techniques to buildmore densely packed transistor
circuits. Moore�s second law states that the implementation of a next generation of
integrated circuits at minimum cost will be exponentially more expensive. Until all
the constraints finally limit the growth of the semiconductor top-down industry,
scientists and engineers assume that nanotechnology will give answers tomost of the
technological challenges. For instance, as soon as the feature size of the semicon-
ductor transistors reaches the level at which quantum phenomena are important,
different concepts for the assembly need to be considered. One possibility is the
bottom-up approach, which is based on molecular recognition and chemical self-
assembly of molecules [13]. In combination with chemical synthesis techniques, the
bottom-up approach allows the assembly of macromolecular complexes with new
functionalities. Assuming Moore�s laws apply [137], the final limit for optical top-
down lithography is likely to be reached in less than a decade.
There are limitations also for the bottom-up assembly of complex nanostructures.

We can illustrate this by the example of assembling nanoparticles with DNA to
groupings of particles. Although building blocks exist in which each nanoparticle is
modified with an exactly defined number of binding sites, still no controlled
assemblies of more than around five particles exist. There are two fundamental
technological problems: nonspecific adsorption and �floppyness� of biological
molecules. Nonspecific adsorption causes particles to stick together, although they
are not supposed to be connected. Many biological molecules that can be used as
�glue� for the assembly of particle groupings, such as proteins and DNA, tend to
adsorb nonspecifically on the surface of nanoparticles. Although covalent attachment
of thesemolecules dominates over nonspecific adsorption and thus connection of the
particles via their designated binding sites, there is a non-negligible amount of
nonspecific interaction between the particles. For a larger particle grouping, just a
single nonspecific connection can destroy the build-up of the whole grouping. One
major task in this direction is to improve the surface chemistry of particles in order to
obtain inert surfaces to which biological molecules do not adsorb nonspecifically.
Biological molecules are intrinsically �soft� compared with inorganic materials. This
implies that the connection between particles that are connected via biological
molecules will always retain a certain degree of flexibility. In particular, the attach-
ment of the �glue�, that is, the biological molecule, to the particle surface is not rigid.
Therefore, it will be almost impossible to form large, nonperiodic three-dimensional
stiff structures with static geometry of particle groupings connected via biological
molecules. Further, particle assemblies involving biological molecules as glue will be
always limited in stability. Biological molecules are bound to their natural environ-
ment and cannot withstand many artificial conditions, such a high temperatures.
Although both top-down and bottom-up strategies have clear limitations, we

are still far away from having reached them. In fact, the intrinsics may finally be
overcomeby combining both approaches. Still, Feynman�s statement is true: �there is
plenty of room at the bottom!�
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4
Fundamental Principles of Quantum Dots1)

Wolfgang J. Parak, Liberato Manna, and Thomas Nann

4.1
Introduction and Outline

4.1.1
Nanoscale Science and Technology

In the last decade new directions of modern research, broadly defined as �nanoscale
science and technology� have emerged [2, 3]. These new trends involve the ability to
fabricate, characterize and manipulate artificial structures, whose features are con-
trolled at the lower nanometer scale. They embrace areas of research as diverse as
engineering, physics, chemistry,materials science andmolecular biology. Research in
this directionhas been triggered by the recent availability of revolutionary instruments
and approaches that allow the investigation of material properties with a resolution
close to the atomic level. Strongly connected to such technological advances are
pioneering studies that have revealednewphysical properties ofmatter at a levelwhich
is intermediate between the atomic and molecular level and bulk.
Materials science and technology is a rapidly evolving field and is currentlymaking

themost significant contributions to research in nanoscale science. It is driven by the
desire to fabricate materials with novel or improved properties. Such properties can
be, for instance, strength, electrical and thermal conductivity, optical response,
elasticity and wear resistance. Research is also evolving towards materials that are
designed to perform more complex and efficient tasks. Examples include materials
with a higher rate of decomposition of pollutants, a selective and sensitive response
towards a given biomolecule, an improved conversion of light into current andmore
efficient energy storage. For such and more complex tasks to be realized, novel
materials have to be based on several components whose spatial organization
is engineered at the molecular level. This class of materials can be defined as

1) This chapter has been partly adapted from a
previous version which included contribu-
tions also from Dr. Daniele Gerion, Dr.
Friedrich Simmel and Professor Dr. Paul
Alivisatos [1].
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�nano-composites�. They are made of assembled nanosized objects or molecules.
Their macroscopic behavior arises from the combination of the novel properties of
the individual building blocks and their mutual interaction.
In electronics, the design and assembly of functional materials and devices based

on nanoscale building blocks can be seen as the natural, inevitable evolution of the
trend towards miniaturization. The microelectronics industry, for instance, is
fabricating integrated circuits and storage media whose basic units are approaching
the size of few tens of nanometers. For computers, �smaller� goes along with higher
computational power at lower cost and with greater portability. However, this race
towards higher performance is driving current silicon-based electronics to the limits
of its capability [4–7]. The design of each new generation of smaller and faster devices
involvesmore sophisticated and expensive processing steps and requires the solution
of new sets of problems, such as heat dissipation and device failure. If the trend
towards further miniaturization persists, silicon technology will soon reach limits at
which these problems become insurmountable. In addition, scientists have found
that device characteristics in very small components are strongly altered by quantum
mechanical effects. Inmanycases, these effectswill undermine theclassical principles
on which most of today�s electronic components are based. For these reasons,
alternative materials and approaches are currently being explored for novel electronic
components, in which the laws of quantummechanics regulate their functioning in a
predictable way. Perhaps in the near future a new generation of computers will rely on
fundamental processing units that are made of only a few atoms.
Fortunately, the advent of newmethods for the controlled production of nanoscale

materials has provided new tools that can be adapted for this purpose. New terms
such as nanotubes, nanowires and quantum dots are now common jargon in
scientific publications. These objects are among the smallest, man-made units that
display physical and chemical properties which make them promising candidates as
fundamental building blocks of novel transistors. The advantages envisaged here are
higher device versatility, faster switching speed, lower power dissipation and the
possibility of packingmanymore transistors on a single chip. Prototypes of these new
single nanotransistors are nowadays fabricated and studied in research laboratories
and are still far from commercialization. Howmillions of such components could be
arranged and interconnected in complex architectures and at low cost still remains a
formidable task to solve.
With a completely different objective, the pharmaceutical and biomedical indus-

tries try to synthesize large supramolecular assemblies and artificial devices that
mimic the complex mechanisms of nature or that can potentially be used for more
efficient diagnoses and better cures for diseases. Examples in this direction are
nanocapsules such as liposomes, embodying drugs that can be selectively released in
living organs or bioconjugate assemblies of biomolecules and magnetic (or fluores-
cent) nanoparticles that might provide faster and more selective analysis of bio-
tissues in addition to less invasive cures for several types of diseases. These prototype
systems might one day evolve into more complex nanomachines, with highly
sophisticated functional features, able to carry out complicated tasks at the cellular
level into a living body.
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Nanoscience and nanotechnology will definitely have a strong impact on many
aspects of future society. The scientific community envisages that nanotechnology
will strongly permeate key areas such as information technology and telecommu-
nications,medicine, energy production and storage and transportation. This chapter,
however, is not meant as a survey of the present state and future developments of
nanoscale science and technology and the list of examples mentioned above is far
from complete. Here, we simply want to stress the point that any development in
nanoscience must necessarily follow the understanding of the physical laws that
govern matter at the nanoscale and how the interplay of the various physical
properties of a nanoscopic system translates into a novel behavior or into a new
physical property. In this sense, this chapterwill serve as an overview of basic physical
rules governing nanoscale materials, with particular emphasis on quantum dots,
including their various physical realizations and their possible applications. Quan-
tumdots are the ultimate example of a solid inwhich all dimensions shrink down to a
few nanometers. Moreover, semiconductor quantum dots are probably the most
studied nanoscale systems.
The outline of this chapter is as follows. In Section 4.2 we will try to explain with a

few examples why the behavior of nanoscalematerials can be very different from that
of their bulk and from their atomic counterparts and how quantum mechanics can
help us in rationalizing this. Following this discussion, we will give a definition of
�quantum dot�. In Section 4.3, we follow a bottom-up approach and give a simplified
picture of a solid as being a very large molecule, where the energy levels of each
individual atomic component havemerged to formbands. The electronic structure of
a quantum dot, being intermediate between the two extreme cases of single atoms
and the bulk, will then be an easier concept to grasp. In Section 4.4, we will use the
model of a free electron gas and the concept of quantum confinement to explain
what happens to a solid when its dimensions shrink one by one. This will lead us to a
more accurate definition of quantum wells, quantum wires and quantum dots. In
Section 4.5, we will examine inmore detail the electronic structure of quantum dots,
although we will try to keep the level of the discussion relatively simple.

4.2
Nanoscale Materials and Quantum Mechanics

4.2.1
Nanoscale Materials are Intermediates Between Atomic and Bulk Matter

Nanoscale materials frequently show a behavior which is intermediate between that
of a macroscopic solid and that of an atomic or molecular system. Consider, for
instance, the case of an inorganic crystal composed of very few atoms. Its properties
will be different from those of a single atom, but we cannot imagine that they will be
the same as those of a bulk solid. The number of atomson its surface, for instance, is a
significant fraction of the total number of atoms and therefore will have a large
influence on the overall properties of the crystal. We can easily imagine that this
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crystal might have higher chemical reactivity than the corresponding bulk solid and
that it will probably melt at lower temperatures. Consider now the example of a
carbon nanotube, which can be thought of as a sheet of graphite wrapped in such a
way that the carbon atoms on one edge of the sheet are covalently bound to the atoms
on the opposite edge of the sheet. Unlike its individual components, a carbon
nanotube is chemically extremely stable because the valences of all its carbon atoms
are saturated. Moreover, we guess that carbon nanotubes can be good conductors
because electrons can move freely along these tiny, wire-like structures. Once again,
we see that such nanoscopic objects can have properties which do not belong to the
realm of their larger (bulk) or smaller (atoms) counterparts. However, there aremany
additional properties specific to such systems which cannot be understood by such a
simple reasoning. These properties are related to the sometimes counterintuitive
behavior that charge carriers (electrons and holes) can exhibit when they are forced to
dwell in such structures. These properties can only be explained by the laws of
quantum mechanics.

4.2.2
Quantum Mechanics

A fundamental aspect of quantummechanics is the particle–wave duality, introduced
by de Broglie, according to which any particle can be associated with a matter
wave whose wavelength is inversely proportional to the particle�s linear momentum.
Whenever the size of a physical system becomes comparable to the wavelength of
the particles that interact with such a system, the behavior of the particles is best
described by the rules of quantummechanics [8]. All the information we need about
the particle is obtained by solving its Schr€odinger equation. The solutions of
this equation represent the possible physical states in which the system can be
found. Fortunately, quantum mechanics is not required to describe the movement
of objects in the macroscopic world. The wavelength associated with a macroscopic
object is in fact much smaller than the object�s size and therefore the trajectory
of such an object can be derived with the principles of classical mechanics. Things
change, for instance, in the case of electrons orbiting around a nucleus, since their
associated wavelength is of the same order of magnitude as the electron–nucleus
distance.
We can use the concept of particle–wave duality to give a simple explanation of the

behavior of carriers in a semiconductor nanocrystal. In a bulk inorganic semicon-
ductor, conduction band electrons (and valence band holes) are free to move
throughout the crystal and their motion can be described satisfactorily by a linear
combination of plane waves whose wavelength is generally of the order of nan-
ometers. This means that, whenever the size of a semiconductor solid becomes
comparable to these wavelengths, a free carrier confined in this structure will behave
as a particle in a potential box [9]. The solutions of the Schr€odinger equation are
standing waves confined in the potential well and the energies associated with two
distinct wavefunctions are, in general, different and discontinuous. This means that
the particle energies cannot take on any arbitrary value and the system exhibits a
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discrete energy level spectrum. Transitions between any two levels are seen, for
instance, as discrete peaks in the optical spectra. The system is then also referred to as
�quantum confined�. If all the dimensions of a semiconductor crystal shrink down to
a few nanometers, the resulting system is called a �quantum dot� and will be the
subject of our discussion throughout this chapter. Themainpoint here is that in order
to rationalize (or predict) the physical properties of nanoscalematerials, such as their
electrical and thermal conductivity or their absorption and emission spectra, we need
first to determine their energy level structure.
For quantumconfined systems such as quantumdots, the calculation of the energy

structure is traditionally carried out using two alternative approaches. One approach
was just outlined above. We take a bulk solid and we study the evolution of its band
structure as its dimensions shrink down to few nanometers. This method will be
described in more detail later (Section 4.4). Alternatively, we can start from the
individual electronic states of single isolated atoms as shown in Section 4.3, and then
study how the energy levels evolve as atoms come closer and start to interactwith each
other.

4.3
From Atoms to Molecules and Quantum Dots

The chemical approach towards quantum dots resembles the �bottom-up� strategy by
which molecules are formed by chemical reactions between individual atoms or
smallermolecules.Molecules are stable assemblies of anexactlydefinedfinitenumber
of atoms, whereas solids are stable assemblies of atoms or molecules with quasi-
infinitedimensions. If theassembly ofunitswithina soliddoesnot follow translational
symmetry, the solid is called amorphous. If, on the other hand, the units are repeated
regularly, the solid is called crystalline. Sincequantumdotshavefinite dimensions and
are regular assemblies of atoms, such nano-objects are regarded as large molecules
from a chemist�s point of view, whereas physicists see them usually as small crystals.
The electronic properties of quantum dots can now be described and calculated by

linear combinations of atomic orbitals (LCAO method or H€uckel theory) and other
approximations [10]. Here, the starting point is an atom, whereas the physical
approach in Section 4.4 starts with an infinite wavefunction. It will be shown that
the results of both approaches are basically the same.
The fundamental idea of quantum theory was developed at the beginning of the

last century and affirms that particles have wave-like properties and vice versa. In
about 1923, de Broglie suggested his famous momentum–wavelength relation-
ship (4.3)2) by combining Einstein�s relativistic energy (4.1) with the energy of a
photon (4.2):

2) (1)¼ (2))mc2¼ hn (h¼Plank�s constant,
c¼ speed of light).
Momentum of a photon p¼mc) pc¼ hn.
Wavelength of a photon l¼ c/n) p¼ h/l
) l¼ h/p.
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E ¼ mc2 ð4:1Þ

E ¼ hn ð4:2Þ

l ¼ h=p ð4:3Þ
The left-hand term (wavelength) in Equation 4.3 represents the wave nature of a
particle, whereas the right-hand term (momentum) represents the particle-nature of
a wave. Equation 4.3 can be written as3)

l ¼ h=p ¼ h=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE�VÞ

p
ð4:4Þ

where m is the mass of the particle and E and V are its total and potential energy,
respectively. Combining Equation 4.4 with the classical three-dimensional wave
equation:

r2yðx; y; zÞ ¼ � ð2p=lÞ2 yðx; y; zÞ ð4:5Þ
where C is the wavefunction results in

r2y ¼ � ½2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE�VÞ

p
=h�2 y ¼ � 8p2m=h2ðE�VÞy ð4:6Þ

Some trivial rearrangements and insertion of �h ¼ h=2p result in Schr€odinger�s
equation:

r2yþ 2m

�h2
ðE�VÞy ¼ 0 ð4:7Þ

or

Ĥ �y ¼ E �y ð4:8Þ
using theHamiltonian operator Ĥ ¼ H x; . . . ; �hi

q
qx ; . . .

� �
;y is called eigenfunction of

the operator and E is the eigenvalue, which represents the energy.
The first step to calculate electronic properties of matter is to apply Schr€odinger�s

equation to thehydrogen atom. Therefore, we look at thewavefunction of the electron
in the potentialfield of the nucleus, which is basically the coulomb attraction between
electron and nucleus:

V ¼ � e2

4pe0r
ð4:9Þ

Furthermore, the wavefunction has to be separated into equations in terms of
spherical coordinates:

yðr;q;jÞ ¼ RðrÞ �QðqÞ �FðjÞ ð4:10Þ
The solution of Schr€odinger�s equation with the separated variables leads to three
quantum numbers associated with the three functions and the hydrogen atom�s

3) E¼ p2/2mþV (total energy E¼ kinetic energy
p2/2mþ potential energy V)
Yp2 ¼ 2mðE�VÞYð3Þl ¼ h½2mðE�VÞ�� 1=2
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energy levels. Furthermore, each one-electron wavefunction can exist in two forms
called �spin states�.4)The functiony2 (yy�, respectively) gives the probability density
of finding an electron at a given point. The different eigenfunctions y for different
sets of quantum numbers are called �atomic orbitals� (AOs) with corresponding
energies (eigenvalues) E [10, 11].
Schr€odinger�s equation for multi-electron atoms and molecules becomes increas-

ingly complicated, since all of the interactions between different electrons and nuclei
contribute to the potential energy. In the Born–Oppenheimer approximation, the
terms that describe movement of the nuclei are decoupled from those that describe
the movement of the electrons, which move much faster compared with the nuclei.
Thus the Hamiltonian for a molecule with N atoms and K electrons reads

Ĥ ¼ � �h2

2m

X
i¼1;K

r2 �
X
j¼1;N

X
i¼1;K

Zj=rij

 !

þ
X

i¼1;K � 1

X
l¼iþ 1;K

1=ril þ
X

j¼1;N� 1

X
m¼jþ 1;N

ZjZm=rjm

ð4:11Þ

whereZi are charges of the nuclei and rij distances between two charges. Schr€odinger
equations for molecules cannot be solved analytically. Therefore, approximation
methods have to be used. These methods can be categorized as either �ab initio� or
�semiempirical�.Ab initiomethods use only natural constants to solve Schr€odinger�s
equation. The most prominent ab initio method is the Hartree–Fock method.
Semiempirical methods use measured values (usually spectroscopic data) for the
same purpose.
The numerical solution of the Hartree–Fock equation is only valid for atoms and

linearmolecules. Therefore, another approximation is needed: orbitals are written as
the product of so-called basis functions (usually exponential functions) and the
wavefunctions of hydrogen. These functions are called basis sets and vary for
different approaches. Ab initiomethods have high computing requirements, so that
they are restricted to the calculation of some dozens of atoms.
In order to calculate electronic states of larger molecules, one has to introduce

further simplifications. Semiempirical methods make use of experimental or fitted
data to replace variables or functions in the Hartree–Fock matrices. The general
procedure for calculating solutions for Schr€odinger�s equation remains the same as
described above, but due to the simplifications, semiempirical methods allow for the
calculation of molecules with several hundred atoms, including nanocrystals.
Figure 4.1 displays schematically the �transition� from atomic orbitals (s, p or sp3)

over molecular orbitals (s, s�) to quantum dots and semiconductor energy bands.
Since electrons populate the orbitals with lowest energy first, there is a highest
occupied (molecular) or �binding� orbital (the �valence band� in semiconductors)
and a lowest unoccupied (molecular) or �antibinding� orbital (the �conduction
band�). The energy gap between the highest occupied (molecular) orbital (HOMO)

4) Readers who are interested in the details of this
solution can find it in every common physical
phemistry textbook [10, 11].
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and lowest unoccupied (molecular) orbital (LUMO) is characteristic for lumino-
phores, quantum dots and semiconductors. The energy gap decreases with increas-
ing number of atoms in the transition region between molecules and bulk solids, as
indicated in Figure 4.1. The exact calculation of this (most interesting) transition
region follows themathematical scheme described above. Alternatively, one can view
the problemsimilar to a �particle-in-a-box� approach,which is outlined inSection4.4.
First calculations of the energy of the first excited state in semiconductor quantum

dots were carried out in the early 1980s by Brus [13, 14]. Brus did not solve
Schr€odinger�s equation for the quantum dot, but for the exciton within a semicon-
ductor nanocrystal by means of a variational method [effective-mass approximation
(EMA)]. This approach thus resembles the particle-in-a-boxmethod (see Section 4.4).
Thefirst semiempirical calculationwas published in 1989 by Lippens and Lannoo [15].
They used the tight-binding approach to model CdS and ZnS quantum dots. As
depicted in Figure 4.1 and calculated firstly by Brus, they found an increasing energy
gap between HOMO and LUMO with decreasing nanocrystal size. Moreover, their
results fit much better with experimental data than those obtained with the effective
mass approximation (EMA).
Further refinements include the linear combination of atomic orbitals (LCAO) [16],

the semiempirical pseudopotential calculation [17] and the kp method [18]. All of
these methods provide estimates for the size-dependent bandgap of quantum dots.
Even though the agreement of the calculations with the experimental data differs
slightly, the general result is clear: the bandgap of the quantum dots increases with
decreasing size of the nanocrystals. These results were as expected and thus not very

Figure 4.1 Electronic energy levels depending on the number of
bound atoms. By binding more and more atoms together, the
discrete energy levels of the atomic orbitals merge into energy
bands (here shown for a semiconducting material) [12].
Therefore, semiconducting nanocrystals (quantum dots) can be
regarded as a hybrid between small molecules and bulk material.
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useful for the experimental scientist so far. However, they paved the way for more
sophisticated calculations including the inclusion of defects in nanocrystals and the
presence of surface ligands. Very few examples of such calculations have been
published so far. One example is the calculation of the size-dependent behavior of the
quantum dot–ligand bond [19].

4.4
Shrinking Bulk Material to a Quantum Dot

In this section, wewill go back to the concept of quantum confinement of carriers in a
solid from a physicist�s point of view and will use it to derive a more detailed
description of the electronic band structure in a low-dimensional solid. This
description will catch the general physics of a solid when its dimensions shrink
one by one down to few nanometers. We will start first with an elementary model of
the behavior of electrons in a bulk solid. Thismodel will then be adapted to the case of
confined carriers.

4.4.1
Three-Dimensional Systems (Bulk Material)

Wenowconsider the case of a three-dimensional solidwith size dx, dy, dz containingN
free electrons. �Free� means that those electrons are delocalized and thus not bound
to individual atoms. Furthermore, we will make the assumption that the interactions
between the electrons, and also between the electrons and the crystal potential, can
be neglected as a first approximation. Such a model system is called �free
electron gas� [20, 21]. Astonishingly, this oversimplified model still captures many
of the physical aspects of real systems. Frommore complicated theories, it has been
learnt that many of the expressions and conclusions from the free electron model
remain valid as a first approximation even when one takes electron–crystal and
electron–electron interactions into account. In many cases it is sufficient to replace
the free electron mass m by an �effective� mass m� which implicitly contains the
corrections for the interactions. To keep the story simple, we proceed with the free
electron picture. In the free electron model, each electron in the solid moves with a
velocity v! ¼ ðvx; vy; vzÞ. The energy of an individual electron is then just its kinetic
energy:5)

E ¼ 1
2
mv

!2 ¼ 1
2
mðv2x þ v2y þ v2zÞ ð4:12Þ

According to Pauli�s exclusion principle, each electron must be in a unique
quantum state. Since electrons can have two spin orientations (ms¼þ1/2 and

5) The total energy E is the sum of the kinetic
energy p2/2m and the potential energy V.
For free particles (free electron gas) there

is no potential energy and therefore their
total energy is equal to their kinetic
energy.
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ms¼�1/2), only two electronswith opposite spins canhave the same velocity v!. This
case is analogous to the Bohrmodel of atoms, in which each orbital can be occupied
by two electrons at maximum. In solid-state physics, the wavevector k

! ¼ ðkx; ky; kzÞ
of a particle is more frequently used instead of its velocity to describe the particle�s
state. Its absolute value k ¼ j k! j is the wavenumber. The wavevector k

!
is directly

proportional to the linear momentum p! and thus also to the velocity v! of the
electron:

p
! ¼ m v

! ¼ h
2p

k
! ð4:13Þ

The scaling constant is Planck�s constant h and the wavenumber is related to the
wavelength l associated with the electron through the de Broglie relation [20, 21]
(Figure 4.2):

�k ¼ j k! j ¼ � 2p
l

ð4:14Þ

The calculation of the energy states for a bulk crystal is based on the assumption
of periodic boundary conditions (Figure 4.2). Periodic boundary conditions are a
mathematical trick to �simulate� an infinite (d!1) solid. This assumption

Figure 4.2 Periodic boundary conditions (only
drawn for the x-dimension) for a free electron
gas in a solid with thickness d. The idea of
periodic boundary conditions is to �simulate�
mathematically an infinite solid. Infinite
extension is similar to an object without any
borders. This means that a particle close to the
�border�must not be affected by the border, but
�behaves� exactly as in the bulk. This can be
realized by using a wavefunction y(x) that is
periodic within the thickness d of the solid. Any
electron that leaves the solid from its right

boundary would re-enter under exactly the same
conditions on its left side. For the electron the
borders are quasi-nonexistent. The probability
density |y(x)|2 is the probability that an electron
is at the position x in the solid. Different states
for the electrons (n¼ 0, 1, 2, . . .) have different
wavefunctions. l is the de Broglie wavelength of
the electrons and k is their corresponding
wavenumber. A �real� bulk solid can be
approximated by an infinite solid (d!1) and
its electronic states in k-space are quasi-
continuously distributed: Dk¼ 2p/dx! 0.
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implies that the conditions at opposite borders of the solid are identical. In this way,
an electron that is close to the border does not really �feel� the border. In other
words, the electrons at the borders �behave� exactly as if they were in the bulk. This
condition can be realized mathematically by imposing the following condition on
the electron wavefunctions:y(x, y, z)¼y(xþ dx, y, z),y(x, y, z)¼y(x, yþ dy, z) and
y(x, y, z)¼y(x, y, zþ dz). In otherwords, thewavefunctionsmust be periodic with a
period equal to the whole extension of the solid number [21, 22]. The solution of the
stationary Schr€odinger equation under such boundary conditions can be factorized
into the product of three independent functions y(x, y, z)¼y(x)y(y)y(z)¼
Aexp(ikxx)exp(ikyy)exp(ikzz). Each function describes a free electron moving along
one Cartesian coordinate. In the argument of the functions kx,y,z is equal to
�nDk¼�n2p/dx,y,z and n is an integer [20–22]. These solutions are waves that
propagate along the negative and positive directions for kx,y,z> 0 and kx,y,z< 0,
respectively. An important consequence of the periodic boundary conditions is that
all the possible electronic states in the k

!
space are equally distributed. There is an

easy way of visualizing this distribution in the ideal case of a one-dimensional free
electron gas: there are two electrons (ms¼�1/2) in the state kx¼ 0 (vx¼ 0), two
electrons in the state kx¼þDk (vx¼þDv), two electrons in the state kx¼�Dk
(vx¼�Dv), two electrons in the state kx¼þ2Dk (vx¼þ2Dv) and so on.
For a three-dimensional bulk material we can follow an analogous scheme. Two

electrons (ms¼�1/2) can occupy each of the states (kx, ky, kz)¼ (�nxDk, �nyDk,
�nzDk), again with nx,y,z being an integer. A sketch of this distribution is shown in
Figure 4.3. We can easily visualize the occupied states in k

!
-space because all these

states are included in a sphere whose radius is the wavenumber associated with the
highest energy electrons. At the ground state, at 0 K, the radius of the sphere is the
Fermi wavenumber kF (Fermi velocity vF). The Fermi energy EF / k2F is the energy of
the last occupied electronic state. All electronic states with an energy E�EF are
occupied, whereas all electronic stateswith higher energyE>EFare empty. In a solid,
the allowed wavenumbers are separated by Dk¼�n2p/dx,y,z. In a bulk material dx,y,z
is large and so Dk is very small. Then the sphere of states is filled quasi-
continuously [21].
We need now to introduce the useful concept of the density of states D3d(k),

which is the number of states per unit interval of wavenumbers. From this
definition D3d(k)Dk is the number of electrons in the solid with a wavenumber
between k and kþDk. If we know the density of states in a solid we can calculate,
for instance, the total number of electrons having wavenumbers less than a given
kmax, which we will call N(kmax). Obviously, N(kmax) is equal to

R kmax

0 D3dðkÞdk. In
the ground state of the solid all electrons have wavenumbers k� kF, where kF is
the Fermi wavenumber. Since in a bulk solid the states are homogeneously
distributed in k

!
-space, we know that the number of states between k and kþDk is

proportional to k2Dk (Figure 4.3). This can be visualized in the following way.
The volume in three-dimensional k

!
-space scales with k3. If we only want to count

the number of states with a wavenumber between k and kþDk, we need to
determine the volume of a spherical shell with radius k and thickness Dk. This
volume is proportional to product of the surface of the sphere (which scales as k2)
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with the thickness of the shell (which is Dk). D3d(k)Dk is thus proportional to k
2Dk

and, in the limit when Dk approaches zero, we can write

D3dðkÞ ¼ dNðkÞ
dk

/ k2 ð4:15Þ

Instead of knowing the density of states in a given interval of wavenumbers, it is
more useful to know the number of electrons that have energies between E and
EþDE. From Equations 4.12 and 4.13 we know that E(k) is proportional to k2 and
thus k / ffiffiffi

E
p

. Consequently, dk=dE / 1=
ffiffiffi
E

p
. By using Equation 4.15, we obtain for

Figure 4.3 Electrons in a three-dimensional
bulk solid [21]. (a) Such solid can bemodeled as
an infinite crystal along all three dimensions x,
y, z. (b) The assumption of periodic boundary
conditions yields standing waves as solutions
for the Schr€odinger equation for free electrons.
The associated wavenumbers (kx, ky, kz) are
periodically distributed in the reciprocal k-space
number [22]. Each of the dots shown in the
figure represents a possible electronic state (kx,
ky, kz). Each state in k-space can be only
occupied by two electrons. In a large solid the
spacing Dkx,y,z between individual electron
states is very small and therefore the k-space is
quasi-continuously filled with states. A sphere
with radius kF includes all states with
k ¼ ðk2x þ k2y þ k2zÞ1=2 < kF. In the ground state, at

0 K, all states with k< kF are occupied with two
electrons and the other states are empty. Since
the k-space is homogeneously filled with states,
the number of states within a certain volume
scales with k3. (c) Dispersion relation for free
electrons in a three-dimensional solid. The
energy of free electrons scaleswith the square of
the wavenumber and its dependence on k is
described by a parabola. For a bulk solid the
allowed states are quasi-continuously
distributed and the distance between two
adjacent states (here shown as points) in k-
space is very small. (d) Density of statesD3d for
free electrons in a three-dimensional system.
The allowed energies are quasi-continuous and
their density scales with the square root of the
energy E1/2.
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the density of states for a three-dimensional electron gas [22]

D3dðEÞ ¼ dNðEÞ
dE

¼ dNðkÞ
dk

dk
dE

/ E � 1=
ffiffiffi
E

p
/

ffiffiffi
E

p
ð4:16Þ

This can be seen schematically in Figure 4.3. With Equation 4.16 we conclude our
simple description of a bulkmaterial. The possible states in which an electron can be
found are quasi-continuous. The density of states scales with the square root of the
energy.More details about the free electron gasmodel andmore refined descriptions
of electrons in solids can be found in any solid-state physics textbook [20].

4.4.2
Two-Dimensional Systems

Wenow consider a solid that is fully extended along the x-and y-directions, but whose
thickness along the z-direction (dz) is only a few nanometers (Figure 4.5). Free
electrons can stillmove freely in the x–yplane.However,movement in the z-direction
is now restricted. Such a system is called a two-dimensional electron gas (2DEG) [23].
As mentioned in Section 4.2, when one or more dimensions of a solid become
smaller than the de Broglie wavelength associated with the free charge carriers, an
additional contribution of energy is required to confine the component of themotion
of the carriers along this dimension. In addition, the movement of electrons along
such a direction becomes quantized. This situation is shown in Figure 4.4. No
electron can leave the solid and electrons thatmove in the z-direction are trapped in a
�box�. Mathematically this is described by infinitely high potential wells at the border
z¼�1/2dz.

Figure 4.4 Particle in a box model for a free
electron moving along in the z-axis. The
movement of electrons in the z-direction is
limited to a �box� with thickness d. Since
electrons cannot �leave� the solid (the box),
their potential energy V(x) is zero within the

solid, but is infinite at its borders. The
probability density |y(z)|2 is the probability that
an electron is located at position x in the solid.
Different states for the electrons (n¼ 1, 2, . . .)
differ in their wavefunction.
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The solutions for the particle in a box situation can be obtained by solving the one-
dimensional Schr€odinger equation for an electron in a potential V(z), which is zero
within the box but infinite at the borders. As can be seen in Figure 4.4, the solutions
are stationarywaves with energies6)Enz ¼ r2k2z=2m ¼ h2k2z=8p2m ¼ h2n2z=8md2z,
nz¼ 1, 2, . . . [10, 22]. This is similar to states kz¼ nzDkz with Dkz¼p/dz. Again,
each of these states can be occupied at the maximum by two electrons.
Let us compare the states in the k-space for three- and two-dimensionalmaterials

(Figures 4.3 and 4.5). For a two-dimensional solid that is extended in the x–y
plane there are only discrete values allowed for kz. The thinner the solid in the z-
directions, the larger is the spacing Dkz between those allowed states. On the other
hand, the distribution of states in the kx� ky plane remains quasi-continuous.
Therefore, one can describe the possible states in the k-space as planes parallel to
the kx- and ky-axes, with a separationDkz between the planes in the kz-direction.We
can number the individual planes with nz. Since within one plane the number of
states is quasi-continuous, the number of states is proportional to the area of the
plane. This means that the number of states is proportional to k2 ¼ k2x þ k2y . The
number of states in a ring with radius k and thickness Dk is therefore proportional
to kDk. Integration over all rings yields the total area of the plane in k-space. Here,

6) The particle-in-a-box approach (Figure 4.4) looks
similar to the case of the periodic boundary
conditions (Figure 4.2). There are indeed
important differences between the two cases.
Periodic boundary conditions �emulate� an
infinite solid. A quantum mechanical treatment
of this problem yields propagating waves that are
periodic within the solid. Suchwaves can be seen
as superposition of plane waves. For an idealized
one-dimensional solid, with boundaries fixed at
x¼�d/2, a combination of plane waves can be
for instance y(x)¼Aexp(ikx)þBexp(�ikx) with
k¼ n· 2p/d. Written in another way, the
solutions are of the type exp(ikx), with
k¼�n· 2p/d. The solutions for k¼þn· 2p/d
and k¼�n· 2p/d are linearly independent. The
waves exp(þin· 2px/d) propagate to the right, the
waves exp(�in· 2px/d) to the left sideof the solid.
Neither wave feels the boundaries. Since exp
(ikx)¼ cos(kx)þ isin(kx) and exp(�ikx)¼ cos
(kx)� isin(kx), we also can write y(x)¼Csin
(kx)þDcos(kx) with k¼ n· 2p/d as solutions.
The only constraint here is that the wavefunction
must be periodic throughout the solid. The state
with wavenumber k¼ 0 is a solution, since Csin
(0)þDcos(0)¼D 6¼ 0. Therefore, the state with
the lowest kinetic energy is E/ k2¼ 0 for k¼ 0.
The individual states in k-space are very close to
each other because Dk¼ 2p/d tends to 0 when d
increases. On the other hand, the particle in a box

model describes the case in which the motion of
the electrons is confined along one or more
directions. Outside the box the probability of
finding an electron is zero. For a one-dimensional
problem the solutions are standing waves of the
type y(x)¼Asin(kx) with k¼ np/d. There is only
one solution of this type. The function
y(x)¼Bsin(�kx) can be written asy(x)¼�Bsin
(kx) and therefore is still of the type y(x)¼Asin
(kx). Because of the boundary conditions
y(x¼�d/2)¼ 0 there is no solution of the type
y(x)¼Bcos(kx). Since the standing wave is
confined into the box, there is only the solution
k¼þnp/d> 0. For a small box the energy states
are far apart from each other in k-space and the
distribution of states and energies is discrete. An
important differencewith respect to the extended
solid is the occurrence of a finite zero-point
energy . There is no solution for k¼ 0, since
y(0)¼Asin(0)¼ 0. Therefore, the energy of the
lowest possible state (n¼ 1) is equal to E¼ h2/
8md2, that is k¼ p/d. This energy is called zero-
point energy and is a purely quantummechanical
effect. It can be understood as the energy that is
required to �confine� the electron inside the box.
For a large box the zero-point energy tends to
zero. However, for small boxes this energy
becomes significant as it scales with the square of
the reciprocal of the box size d2.
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in contrast to the case of a three-dimensional solid, the density of states scales
linearly with k:

D2dðkÞ ¼ dNðkÞ
dk

/ k ð4:17Þ

Figure 4.5 Electrons in a two-dimensional
system. (a) A two-dimensional solid is (almost)
infinitely extended in two dimensions (here x, y),
but is very thin along the third dimension (here
denoted z), which is comparable to the de
Broglie wavelength of a free electron (dz! l).
(b) Electrons can still move freely along the x-
and y-directions. The wavefunctions along such
directions can be found again by assuming
periodic boundary conditions. kx and ky states
are quasi-continuously distributed in k-space.
The movement of electrons in the z direction is
restricted and electrons are confined to a �box�.
Only certain quantized states are allowed along
this direction. For a discrete kz state, the
distribution of states in three-dimensional k-
space can be described as a series of planes
parallel to the kx- and ky-axes. For each discrete
kz state, there is a separate plane parallel to the
kx- and ky-axes. Here only one of those planes is
shown. The kx and ky states within one plane are
quasi-continuous, sinceDkx,y¼ 2p/dx,y! 0. The
distance between two planes for two separate kz
states is large, sinceDkz¼p/dz� 0. For each kz
value the kx and ky states are homogeneously
distributedon the kx� kyplane [22]. The number

of states within this plane is therefore
proportional to the area of a disk around
kx¼ ky¼ 0. This means that the number of
states for a certain wavenumber scales with k2.
In the ground state all states with k� kF are
occupied with two electrons, while the
remaining states are empty. (c) Free electrons
have a parabolic dispersion relation [E(k) ( k2].
The energy levels E(kx) and E(ky) for the electron
motion along the x- and y-directions are quasi-
continuous (they are shownhere as circles). The
wavefunctiony(z) at the border of a small �box�
must be zero, leading to standing waves inside
the box. This constraint causes discrete energy
levels E(kz) for the motion along the z-direction.
Electrons can only occupy such discrete states
(nz1, nz2, . . ., shown here as circles). The
position of the energy levels now changes with
the thickness of the solid in the z-direction or in
other words with the size of the �box�. (d)
Density of states for a two-dimensional electron
gas. If electrons are confined in onedirection (z)
but can move freely in the other two directions
(x, y), the density of states for a given kz state
(nz¼ 1, 2, . . .) does not depend on the energy E.

4.4 Shrinking Bulk Material to a Quantum Dot j87



In the ground state, all states with k� kF are occupied with two electrons. We now
want to know howmany states exist for electrons that have energies between E and
EþDE. From Equations 4.12 and 4.13 we know the relation between k and E: E
(k) ( k2 and thus k / ffiffiffi

E
p

and dk=dE / 1=
ffiffiffi
E

p
. By using Equation 4.17 we obtain the

density of states for a two-dimensional electron gas; see also Figure 4.5 [22].

D2dðEÞ ¼ dNðEÞ
dE

¼ dNðkÞ
dk

dk
dE

/
ffiffiffi
E

p
� 1=

ffiffiffi
E

p
/ 1 ð4:18Þ

The density of electronic states in a two-dimensional solid is therefore remarkably
different from the three-dimensional case. The spacing between the allowed energy
levels in the bands increases, because fewer levels are now present. As soon as one
dimension is reduced to nanometer size, dramatic changes due to quantum
confinement occur, as for example the non-negligible zero-point energy. In two-
dimensional materials the energy spectrum is still quasi-continuous, but the
density of states is now a step function [22, 24].
The quantum mechanical behavior of electrons in a two-dimensional solid is the

origin of many important physical effects. With recent progress in nanoscience and
-technology, the fabrication of two-dimensional structures has become routine. Two-
dimensional systems are usually formed at interfaces between different materials or
in layered systems in which some of the layers may be only a few nanometers thick.
Structures such as this can be grown, for example, by successive deposition of the
individual layers with molecular beam epitaxy. In such geometry, charge carriers
(electrons and holes) can move freely parallel to the semiconductor layer, but their
movement perpendicular to the interface is restricted. The study of these nanos-
tructures led to the discovery of remarkable two-dimensional quantized effects, such
as the integer and the fractional quantum Hall effect [25–28].

4.4.3
One-Dimensional Systems (Quantum Wires)

Let us now consider the case in which the solid also shrinks along a second (y)
dimension. Now electrons can only move freely in the x-direction and their motion
along the y- and z-axes is restricted by the borders of the solid (Figure 4.6). Such a
system is called �quantumwire� and –when electrons are the charge carriers – a one-
dimensional electron system (1DES). The charge carriers and excitations now can
move only in one dimension andoccupyquantized states in theother two dimensions.
The states of a one-dimensional solid can now be obtained by methods that are

analogous to those described for the three- and two-dimensional materials. In the
x-direction electrons can move freely and again we can apply the concept of periodic
boundary conditions. This gives a quasi-continuous distribution of states parallel to
the kx-axis and for the corresponding energy levels. Electrons are confined along the
remaining directions and their states can be derived from the Schr€odinger equation
for a �particle in a box� potential. Again, this yields discrete ky and kz states. We can
now visualize all possible states as lines parallel to the kx-axis. The lines are separated
by discrete intervals along ky and kz, but within one line the distribution of kx states is
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quasi-continuous (Figure 4.6). We can count the number of states along one line by
measuring the length of the line. The number of states is therefore proportional to
k¼ kx. Hence the number of states with wavenumbers in the interval between k and
kþDk is proportional to Dk:

D1dðkÞ ¼ dNðkÞ
dk

/ 1 ð4:19Þ

In the ground state, all states with k� kF are occupied with two electrons. From
Equations 4.12 and 4.13, we know the relation between k and E for free electrons:
E(k) ( k2, and thus k / ffiffiffi

E
p

and dk=dE / 1=
ffiffiffi
E

p
. By using Equation 4.19, we obtain the

density of states for a one-dimensional electron gas:

D1dðEÞ ¼ dNðEÞ
dE

¼ dNðkÞ
dk

dk
dE

/ 1� 1=
ffiffiffi
E

p
/ 1=

ffiffiffi
E

p
ð4:20Þ

The density of states is depicted in Figure 4.6. In one-dimensional systems the
density of states has an E�1/2 dependence and thus exhibits singularities near the
band edges [22]. Each of the hyperbolas contains a continuous distribution of kx
states, but only one discrete ky and kz state.
The quantization of states in two dimensions has important consequences for the

transport of charges. Electrons can only flow freely along the x-axes but are limited to
discrete states in the y- and z-directions. Therefore, they are only transported in

Figure 4.6 (a) One-dimensional solid. (b) The
allowed (kx, ky, kz) states can be visualized as
lines parallel to the kx-axes in the three-
dimensional k-space. In this figure only one line
is shows as an example. Within each line, the
distribution of states is quasi-continuous, since
Dkx! 0. The arrangement of the individual lines
is discrete, since only certain discrete ky and kz

states are allowed. (c) This can also be seen in
the dispersion relations. Along the kx-axes the
energy band E(kx, ky, kz) is quasi-continuous, but
along the ky- and kz-axes only certain energies
exist. (d) The density of states within one line
along the kx-axes is proportional to E�1/2. Each
of the hyperbolas shown in the D1d diagram
corresponds to an individual (ky, kz) state.
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discrete �conductivity channels�. This may be of considerable importance for the
microelectronics industry. If the size of electronic circuits is reducedmore andmore,
at one point the diameter of wires will become comparable to the de Broglie
wavelength of the electrons. The wire will then exhibit the behavior of a quantum
wire. Quantum aspects of 1D transport were first observed in so-called quantum
point contacts which were lithographically defined in semiconductor heterostruc-
tures [29, 30]. More recent examples for such 1D wires include short organic
semiconducting molecules [31–36], inorganic semiconductor and metallic nano-
wires [37–42] and break junctions [43–45]. A particular role is played by carbon
nanotubes [32, 46–52]. Carbon nanotubes have been extensively studied both as
model systems for one-dimensional confinement and for potential applications, such
as electron emitters [53].

4.4.4
Zero-Dimensional Systems (Quantum Dots)

When charge carriers and excitations are confined in all three dimensions, the system
is called �quantum dot�. The division is somewhat arbitrary since, for instance,
clusters made of very few atoms are not necessarily considered as quantum dots.
Although clusters are smaller than the de Broglie wavelength, their properties
depend critically on their exact number of atoms. Larger clusters have a well-defined
lattice and their properties no longer depend critically on their exact number of
atoms. We shall then refer to such systems with the term �quantum dots� [54–64]
(Figure 4.7).

Figure 4.7 A zero-dimensional solid. (a) The
solid is shrunk in all three dimensions to a
thickness that is comparable to the de Broglie
wavelength of its charge carriers. (b) Because of
such confinement, all states (kx, ky,kz) are
discrete points in the three-dimensional

k-space. (c) Only discrete energy levels are
allowed. (d) The one-dimensional density of
states D0d(E) contains delta peaks, that
correspond to the individual states. Electrons
can occupy only states with these discrete
energies.
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In a quantum dot, the movement of electrons is confined in all three dimensions
and there are only discrete (kx, ky, kz) states in the k-space. Each individual state in
k-space can be represented by a point. The final consequence is that only discrete
energy levels are allowed, which can be seen as delta peaks in the distributionD0d(E).
As we can see, the energy bands converge to atom-like energy states, with the
oscillator strength compressed into few transitions. This change is most dramatic at
the edges of the bands and influences semiconductors more than metals. In
semiconductors, the electronic properties are in fact strongly related to the transi-
tions between the edges of the valence band and the conduction band. In addition to
the discreteness of the energy levels, wewant to stress again the occurrence of a finite
zero-point energy. In a dot, even in the ground state electrons have energies higher
than bulk electrons at the conduction band edge. These points will be discussed in
more detail in the next section.

4.5
Energy Levels of a (Semiconductor) Quantum Dot

In this section, we will describe in more detail a zero-dimensional solid. Since
many quantum effects are more pronounced in semiconductors than metals, we
will focus on the case of a semiconducting material. In Section 4.4 we described how
the properties of a free electron gas change when the dimensions of the solid are
reduced. Themodel of the free electron gas does not include the �nature� of the solid.
However, from a macroscopic point of view we distinguish between metals, semi-
conductors and insulators [20]. The model of a free electron gas describes relatively
well the case of electrons in the conduction band of metals. On the other hand,
electrons in an insulating material are only poorly described by the free electron
model. In order to extend the model of free electrons for semiconducting materials,
the concept of a new charge carrier, the hole, was introduced [21]. If one electron
from the valence band is excited to the conduction band, the �empty� electronic state
in the valence band is called a hole. Some basic properties of semiconducting
materials can be described by the model of free electrons and free holes. The energy
bands for electrons and holes are separated by a bandgap [20, 21]. The dispersion
relations for the energy of electrons and holes in a semiconductor are parabolic to a
first approximation. This approximation holds true only for electrons (holes) occu-
pying the levels that lie at the bottom (top) of the conduction (valence) band. Each
parabola represents a quasi-continuous set of electron (hole) states along a given
direction in k-space. The lowest unoccupied energy band and the highest occupied
energy band are separated by an energy gap Eg(bulk), as shown in Figure 4.8. The
bandgap for a bulk semiconductor can range from a fraction of an electronvolt up to
a few electronvolts.
We could expect that the energy dispersion relations would still be parabolic in a

quantumdot.However, since only discrete energy levels can exist in a dot, each of the
original parabolic bands of the bulk case is now fragmented into an ensemble of
points. The energy levels of a quantumdot can be estimatedwith the particle-in-a-box
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model. As described in the previous section (Figure 4.4), the lowest energy for an
electron in a one-dimensional potential well is

Ewell;1d ¼ ð1=8Þh2=md2 ð4:21Þ
where d is the width of the well. In a quantum dot, the charge carriers are confined
in all three dimensions and this system can be described as an infinite three-
dimensional potential well. The potential energy is zero everywhere inside the
well but is infinite on its walls. We can also call this well a �box�. The simplest
shapes for a three-dimensional box can be, for instance, a sphere or a cube. If
the shape is cubic, the Schr€odinger equation can be solved independently for each
of the three translational degrees of freedom and the overall zero-point energy
is simply the sum of the individual zero point energies for each degree of
freedom [10, 65]:

Ewell;3dðcubeÞ ¼ 3Ewell;1d ¼ ð3=8Þh2=md2 ð4:22Þ

Figure 4.8 Free charge carriers in a solid have a
parabolic dispersion relation [E(k)/ k2]. In a
semiconductor the energy bands for free
electrons and holes are separated by an energy
gap Eg. In a bulk semiconductor, the states are
quasi-continuous and each point in the energy
bands represents an individual state. In a
quantumdot the charges are confined to a small
volume. This situation can be described as a
charge carrier confined in an infinite potential

well of width d. Here, the width d of the potential
well corresponds to the diameter of the
quantum dot. The only allowed states are those
whose wavefunctions vanish at the borders of
the well 8. This leads to discrete energy
levels [8, 11]. The energy gap between the lowest
possible energy level for electrons and holes
Eg(d) is larger than that of a bulk material
Eg(bulk).
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If the box is a sphere of diameter d, the Schr€odinger equation can be solved by
introducing spherical coordinates and by separating the equation in a radial part and
in a part that contains the angular momentum [66, 67]. The lowest energy level (with
angular momentum¼ 0) is then

Ewell;3dðsphereÞ ¼ ð1=2Þh2=md2 ð4:23Þ

The effect of quantum confinement is again remarkable. More confined charge
carriers lead to a larger separation between the individual energy levels, and also to a
greater zero-point energy. If carriers are confined into a sphere of diameter d, the
zero-point energy is higher than that for charges that are confined to a cube whose
edge length is equal to d [Ewell,3d(sphere)>Ewell,3d(cube)]. This is because such a sphere
simply has a smaller volume [(p/6)d3] than the cube (d3).
An electron–hole pair can be generated in the quantum dot, for instance by a

photoinduced process or by charge injection. The minimum energy Eg required for
creating an electron–hole pair in a quantum dot is made up of several contributions.
One contribution is the bulk band gap energy, Eg(bulk). Another important contri-
bution is the confinement energy for the carriers, which we call Ewell¼Ewell(e

�)þ
Ewell(h

þ). For large particles (bulk: d!1), Ewell tends to zero. We can estimate the
overall confinement energy for an electron–hole pair in a spherical quantumdot. It is
the zero point energy of the potential well or in other words the energy of the state of a
potential box with the lowest energy. This can be written as

Ewell ¼ h2=2m�d2 ð4:24Þ
where m� is the reduced mass of the exciton and is given by [68]

1=m� ¼ 1=me þ 1=mh ð4:25Þ
were me and mh are the effective masses for electrons and holes, respectively. In
order to calculate the energy required to create an electron–hole pair, another term
(ECoul) has to be considered. The Coulomb interaction ECoul takes into account the
mutual attraction between the electron and the hole, multiplied by a coefficient that
describes the screening by the crystal. In contrast to Ewell, the physical content of
this term can be understood within the framework of classical electrodynamics.
However, an estimate of such a term is only possible if the wavefunctions for the
electron and the hole are known. The strength of the screening coefficient depends
on the dielectric constant e of the semiconductor. An estimate of the coulomb term
yields

ECoul ¼ � 1:8e2=2pee0d ð4:26Þ
This term can be fairly significant because the average distance between an electron
and a hole in a quantum dot can be small [13, 14, 55, 69, 70]. We can now estimate
the size-dependent energy gap of a spherical semiconductor quantum dot, which is
given by the following expression [13, 14, 55, 68–70]:

EgðdotÞ ¼ EgðbulkÞþEwell þECoul ð4:27Þ
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Then, by inserting Equations 4.24 and 4.26 into Equation 4.27, we obtain

EgðdÞ ¼ EgðbulkÞþ h2=2m�d2 � 1:8e2=2pee0d ð4:28Þ
Herewe have emphasized the size dependence in each term. Equation 4.28 is only a
first approximation. Many effects, such as crystal anisotropy and spin–orbit
coupling, have to be considered in a more sophisticated calculation. The basic
approximation for the bandgap of a quantum dot comprises two size-dependent
terms: the confinement energy, which scales as 1/d2, and the Coulomb attraction,
which scales as 1/d. The confinement energy is always a positive term and thus the
energy of the lowest possible state is always raisedwith respect to the bulk situation.
On the other hand, theCoulomb interaction is always attractive for an electron–hole
pair system and therefore lowers the energy. Because of the 1/d2 dependence, the
quantum confinement effect becomes the predominant term for very small
quantum dot sizes (Figure 4.9).
The size-dependent energy gap can be a useful tool for designing materials with

well-controlled optical properties. Amuchmore detailed analysis on this topic can be
found in, for example, a paper by Efros and Rosen [61].
In this chapter, we have shown how the dependence of the energy gap of

semiconductors on the size of the material can be explained by either shrinking
down thematerial frombulk to nanometer dimensions or by assembling thematerial
atom by atom. Both views, one in a top-down and the other in a bottom-up approach,
ultimately lead to the same physics. In Chapter 3, amore general description of these
two types of approaches is given.

Figure 4.9 Size dependence of the energy gap
Eg(d) for colloidal CdSe quantum dots with
diameter d. The bulk value for the energy gap is
Eg(bulk)¼ 1.74 eV [68]. The theoretical curve
was obtained using Equation 4.28 with the
following parameters: effective mass of
electrons/holes me¼ 0.13m0, mh¼ 0.4m0,
m0¼mass of free electrons (m¼ 9.1095
· 10�31 kg))m� ¼ 0.098m [68]; dielectric

constant eCdSe¼ 5.8 [71], permittivity constant
e0¼ 8.854· 10�12 C2 N�1m�2, Planck�s
constant h¼ 6.63· 10�34 J s, 1 eV¼ 1.602 ·
10�19 J. The experimental values were obtained
by recording the absorption spectra of CdSe
quantum dots of different sizes and
determining the size of the quantum dots by
transmission electron microscopy (TEM) [72].

94j 4 Fundamental Principles of Quantum Dots



References

1 Parak, W.J., Manna, L., Simmel, F.C.,
Gerion, D. and Alivisatos, P. (2004)
Nanoparticles – from Theory to Application
(ed. G. Schmid), 1st edn., Wiley-VCH,
Weinheim, 4.

2 Lane, N. (2001) Journal of Nanoparticle
Research, 3, 95.

3 Service, R.F. (2000) Science, 290,
1526.

4 Kingon, A.I.,Maria, J.-P. and Streiffer, S.K.
(2000) Nature, 406, 1032.

5 Lloyd, S. (2000) Nature, 406, 1047.
6 Ito, T. and Okazaki, S. (2000) Nature, 406,
1027.

7 Peercy, P.S. (2000) Nature, 406, 1023.
8 Cohen-Tannoudji, C., Diu, B. and Laloe, F.
(1997) Quantum Mechanics, 1st edn.,
Wiley, New York.

9 Yoffe, A.D. (2001) Advances in Physics,
50, 1.

10 Atkins, P.W. (1986) Physical Chemistry, 4th
edn., W. H. Freeman, New York.

11 Karplus, M. and Porter, R.N. (1970) Atoms
and Molecules, 1st edn., W. A. Benjamin,
New York.

12 Alivisatos, A.P. (1997) Endeavour, 21, 56.
13 Brus, L.E. (1983) Journal of Chemical

Physics, 79, 5566.
14 Brus, L.E. (1984) Journal of Chemical

Physics, 80, 4403.
15 Lippens, P.E. and Lannoo, M. (1989)

Physical Review B-Condensed Matter, 39,
10935.

16 Delerue, C., Allan, G. and Lannoo, M.
(1993) Physical Review B-Condensed Matter,
48, 11024.

17 Wang, L.-W. andZunger, A. (1996)Physical
Review B-Condensed Matter, 53, 9579.

18 Fu, H., Wang, L.-W. and Zunger, A. (1998)
Physical Review B-Condensed Matter, 57,
9971.

19 Schrier, J. and Wang, L.-W. (2006) Journal
of Physical Chemistry B, 110, 11982.

20 Kittel, C. (1989) Einf€uhrung in die
Festk€orperphysik, 8th edn., R. Oldenbourg
Verlag, Munich.

21 Ashcroft, N.W. and Mermin, N.D. (1976)
Solid State Physics, Saunders College,
Phiadelphia, PA.

22 Davies, J.H. (1998) The Physics of Low-
dimensional Semiconductors, Cambridge
University Press, Cambridge.

23 Ando, T., Fowler, A.B. and Stern, F. (1982)
Reviews of Modern Physics, 54, 437.

24 Moriarty, P. (2001) Reports on Progress in
Physics, 64, 297.

25 Zhitenev, N.B., Fulton, T.A., Yacoby, A.,
Hess, H.F., Pfeiffer, L.N. and West, K.W.
(2000) Nature, 404, 473.

26 Suen, Y.W., Engel, L.W., Santos, M.B.,
Shayegan, M. and Tsui, D.C. (1992)
Physical Review Letters, 68, 1379.

27 Stormer, H.L. (1998) Solid State
Communications, 107, 617.

28 Stormer, H.L., Du, R.R., Kang, W., Tsui,
D.C., Pfeiffer, L.N., Baldwin, K.W. and
West, K.W. (1994) Semiconductor Science
and Technology, 9, 1853.

29 Wharam, D.A., Thornton, T.J., Newbury,
R., Pepper, M., Ahmed, H., Frost, J.E.F.,
Hasko, D.G., Peacock, D.C., Ritchie, D.A.
and Jones, G.A.C. (1988) Journal of Physics
C: Solid State Physics, 21, L209.

30 vanWees, B.J., vanHouten,H., Beenakker,
C.W.J.,Williams, J.G., Kouwenhoven, L.P.,
van der Marel, D. and Foxon, C.T. (1988)
Physical Review Letters, 60, 848.

31 Bumm, L.A., Arnold, J.J., Cygan, M.T.,
Dunbar, T.D., Burgin, T.P., L. Jones, II
Allara, D.L., Tour, J.M. and Weiss, P.S.
(1996) Science, 271, 1705.

32 Anantram, M.P., Datta, S. and Xue, Y.Q.
(2000) Physical Review B-Condensed Matter,
61, 14219.

33 Cobden, D.H. (2001) Nature, 409, 32.
34 Freemantle, M. (2001) Chemical &

Engineering News, 5 March, 38.
35 Cui, X.D., Primak, A., Zarate, X., Tomfohr,

J., Sankey, O.F., Moore, A.L., Moore, T.A.,
Gust, D., Harris, G. and Lindsay, S.M.
(2001) Science, 294, 571.

36 Reed, M.A. (2001) MRS Bulletin, 113.

References j95



37 Hu, J.T., Odom, T.W. and Lieber, C.M.
(1999) Accounts of Chemical Research, 32,
435.

38 Cui, Y., Duan, X., Hu, J. and Lieber, C.M.
(2000) Journal of Physical Chemistry B, 104,
5213.

39 Rodrigues, V., Fuhrer, T. and Ugarte, D.
(2000) Physical Review Letters, 85, 4124.

40 Rao, C.N.R., Kulkarni, G.U., Govindaraj,
A., Satishkumar, B.C. and Thomas, P.J.
(2000) Pure and Applied Chemistry, 72,
21.

41 H€akkinen, H., Barnett, R.N., Scherbakov,
A.G. and Landman, U. (2000) Journal of
Physical Chemistry B, 104, 9063.

42 Cui, Y. andLieber, C.M. (2001)Science, 291,
851.

43 Reed, M.A., Zhou, C., Muller, C.J., Burgin,
T.P. and Tour, J.M. (1997) Science, 278, 252.

44 van den Brom, H.E., Yanson, A.I. and
Ruitenbeek, J.M. (1998) Physica B, 252, 69.

45 Xe, H.X., Li, C.Z. and Tao, N.J. (2001)
Applied Physics Letters, 78, 811.

46 Tans, S.J., Devoret, M.H., Dai, H., Thess,
A., Smalley, R.E.,Geerligs, L.J. andDekker,
C. (1997) Nature, 386, 474.

47 Saito, S. (1997) Science, 278, 77.
48 McEuen, P.L., Bockrath,M., Cobden,D.H.

and Lu, J.G. (1999) Microelectronic
Engineering, 47, 417.

49 Yao, Z., Postma, H.W.C., Balents, L. and
Dekker, C. (1999) Nature, 402, 273.

50 Odom, T.W., Huang, J.-L., Kim, P. and
Lieber, C.M. (2000) Journal of Physical
Chemistry B, 104. 2794.

51 McEuen, P.L. (2000) Physics World, June
2000, 31.

52 Jacoby, M. (2001) Chemical & Engineering
News, 30 April 13.

53 deHeer,W.A., Chatelain, A. andUgarte,D.
(1995) Science, 270, 1179.

54 Bastard, G. and Brum, J.A. (1986) IEEE
Journal of Quantum Electronics, QE22,
1625.

55 Bawendi, M.G., Steigerwald, M.L. and
Brus, L.E. (1990) Annual Review of Physical
Chemistry, 41, 477.

56 Alivisatos, A.P. (1996) Science, 271, 933.
57 Alivisatos, A.P. (1998)MRSBulletin, 23, 18.
58 Kouwenhoven, L.P., Marcus, C.M.,

McEuen, P.L., Tarucha, S., Westervelt,
R.M. andWingreen,N.S. (1997)Mesoscopic
Electron Transport, NATO ASI Series E, (ed.
L.P.K.L.L. Sohn), Kluwer, Dordrecht.

59 Warburton, R.J., Miller, B.T., D€urr, C.S.,
B€ordefeld, C., Kotthaus, J.P., Medeiros-
Riberio, G., Petroff, P.M. and Huant, S.
(1998) Physical Review B-Condensed Matter,
58, 16221.

60 Alivisatos, P. (2000) Pure and Applied
Chemistry, 72, 3.

61 Efros, A.L. and Rosen, M. (2000) Annual
Review of Materials Science, 30, 475.

62 Soloviev, V.N., Eichhofer, A., Fenske, D.
and Banin, U. (2000) Journal of the
American Chemical Society, 122, 2673.

63 Zrenner, A. (2000) Journal of Chemical
Physics, 112, 7790.

64 Petroff, P.M., Lorke, A. and Imamoglu, A.
(2001) Physics Today, May, 46.

65 Landau, L.D. and Lifschitz, E.M. (1979)
Quantenmechnik, 9th edn., Vol. 3,
Akademie-Verlag, Berlin.

66 Schwabl, F. (1990)Quantenmechanik, 2nd
ed. Springer, Berlin.

67 Messiah, A. (1976) Quantenmechanik,
Band 1 Walter de Gruyter, Berlin.

68 Trindade, T., O�Brien, P. and Pickett, N.L.
(2001) Chemistry of Materials, 13, 3843.

69 Brus, L. (1986) Journal of Physical
Chemistry, 90, 2555.

70 Steigerwald, M.L. and Brus, L.E. (1990)
Accounts of Chemical Research, 23, 183.

71 Gorska, M. and Nazarewicz, W. (1974)
Physica Status Solidi B-Basic Research, 65,
193.

72 Yu, W.W., Qu, L., Guo, W. and Peng, X.
(2003) Chemistry of Materials, 15, 2854.

96j 4 Fundamental Principles of Quantum Dots



5
Fundamentals and Functionality of Inorganic Wires,
Rods and Tubes
J€org J. Schneider, Alexander Popp, and J€org Engstler

5.1
Introduction

Nanostructured one-dimensional inorganic tubes, wires and rods are known for a
variety of single elements and combinations thereof. The number of studies towards
their synthesis and properties is now vast. For nanowires – anisotropic nanocrystals
with large aspect ratio (length to diameter) – around 5000 papers have been published
during the last 2 years. An excellent comprehensive monograph and timely reviews
presenting the current state of the art up to 2005 exist [1].
In this chapter, physical properties of 1D inorganic structureswill be discussedfirst,

followed by a section devoted to general techniques for the synthesis of inorganic
wires, rods and tubes. The chapter then highlights some of thematerial developments
made over the last few years in the very active area of nanostructured inorganic rods,
wires and tubes with respect to their specific materials functionality. [The field of
carbonnanotubes (CNTs) is probably still the fastest growing of all 1Dmaterials. CNTs
will only be touched upon in this chapter as far as sensing andnano–micro integration
in functional devices are concerned. For further reading on this topic, the reader is
referred to numerous excellent monographs in the field.] Due to the breadth of the
field, the selection of materials and applications is somewhat subjective and reflects
what the authors personally feel are �hot� topics.Where could thematerials discussed
impact on future technological developments? Fields of sensing and micro/nanoe-
lectronics integration will be selectively addressed here. It is the intention of this
chapter to introduce the reader to these fields and the currently ongoing rapid
developments in these promising future fields of functional 1D nanomaterials.
Adrastic change inmaterials properties is often connectedwith thenanoscale range

(1–100nm). In addition to an understanding of fundamental size-related electronic
effects [quantum size effects (QSE)], which are connected with this �miniaturization�
of matter (for an intriguing description of how quantum phenomena arise in 0D and
1D nanostructured matter, see Chapter 4), interest in nanostructured materials often
arises from the fact that the small size connected with nanoscaledmatter creates new
chemistry. For example, the extremely high number of interfaces connected with
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small-scale matter, be it in 0D (particles), 1D (wires, rods, tubes) or 2D (films)
dimensions create high chemical reactivity. Interfaces control important material
properties such as catalytic activity or analytical sensing behavior in addition to
electronic properties of nanomaterials, which arehighly dependent on such interfacial
contacts of individual nano-building blocks and also on the individual QSE of the
nano-building blocks. Besides such effects connected with the nanoscale regime,
morphological properties of assembled nanomaterials such as habit (size, shape) and
surface structure are also important for new and desired materials properties arising
from the sequential build-up of larger structures from nano-building blocks.
The morphology of mesostructures can be tailored by synthetic techniques, for

example, self-assembly, which arranges individual small building blocks such as
molecules or even nanoparticles into larger mesostructured objects by employing
secondary interactions such as hydrogen bonding, van der Waals, capillary or hydro-
phobic forces. Therefore, the shaping of materials, be it on the molecular or the
nanoscale, presents a major task to the experimentalist since it is the key to orga-
nizing matter on the mesoscopic scale (Greek mesos, in between); the dimension
between the pure nanostructured regime in which QSE reign nearly every type of
material property and themacroscopic world inwhich solid-state physics is the key to
describing and understanding material properties.
A very successful and intriguing example of controlled 1D assembly from the

chemist�s workbench can be found in the technique of supramolecular assembly
of compact or porous 1D structures. Such structures can be built up sequentially
starting first from defined molecular precursors, followed by self-assembly of 0D
(nano)particle aggregates via controlled condensation. In this approach, the indivi-
dual building blocks arrange in hierarchical order (from the molecular to the nano-
scale and finally to the mesoscale) by supramolecular organization (Figure 5.1) [2].

Figure 5.1 Schematic of the process of self assembly of inorganic
sol particles on a polymeric micellar amphiphile assembly leading
to an organic/inorganic composite. The composite structure is
formed via self assembly. Adapted from Ref. [2f ].
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A polymeric macromolecule (called a template) steers, in addition to temperature,
solvent and concentration of all reactants, the complex arrangement of individual
building blocks into the final macro-sized structure.

5.2
Physical Properties of 1D Structures

Starting from a three-dimensional solid, the confinement of electrons into a one-
dimensional structure leads to the quantization of electronic states in two directions
(lets us say x and y). In the z-direction electrons can move freely and give rise to a
quasi-continuous distribution of energy states along this dimension. Along x and y
they are confined and only one discrete state is possible. Once the diameter of the 1D
system is comparable to the de Broglie wavelength of the electrons, the 1D structure
will become a quantumwire. Probably themost important application-related aspect
of this dimensionality reduction in 1D materials is the restricted flow of charge
carriers in only a single direction, the �conductivity channel� (see Section 5.4.3.1). An
intriguing example can be found in single crystalline silicon nanowires smaller than

Figure 5.2 Scanning tunneling microscopic (STM) image and
schematic view of an Si nanowire with an Si (0 0 1) facet. (a)
Constant-current STM image of an Si nanowire on a HOPG
substrate. The wire�s axis is along the [110] direction. (c)
Schematic view of an Si nanowire bounded by four (11)-type facets
and two (0 0 1)-type facets. The wire�s axis is along the [110]
direction. Reprinted with permission from Ref. [3].
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5 nm in diameter (5 nm is the exciton size for Si). Via scanning tunnelingmicroscopy
(STM), the electronic states and the bandgaps of such Si wires have been probed for
wires with different diameters <10 nm. Gaps ranging from 1.1 eV (7 nm Si wire
diameter) up to 3.5 eV (1.3 nm Si wire diameter) have been determined, demonstrat-
ing the extreme quantum confinement effect in such structures (Figure 5.2) [3].
A variety of direction-dependent electronic effects, for example, polarizability of

light, are also different for anisotropic 1Dmaterials compared with 0Dmaterials [4].
Although electron conductivity in 1Dwires and rods is favored along the preferred

direction, phonon transport is greatly impeded, in thin 1D nanostructures, due to
boundary scattering in the confineddirections. Electronsmay suffer elastic scattering
events during their journey along the wire. This has important implications on the
heat conductivity of 1D nanowire structures and for application of such structures in
wiring or circuiting next-generation semiconductor devices. On the other hand, poor
heat transport in confined nanowiresmay be used for development of thermoelectric
materials. The thermoelectric effect (Seebeck effect), which is responsible for this
property, describes the enhancement of the thermal electronic conductivity through a
material as phonon transport in the structure worsens (due to the 1D confinement
effect). Theory has predicted a significant increase over bulk values of this thermo-
electric effect depending on the diameter, composition and charge carrier concen-
tration of the 1Dmaterial of choice [5]. Nevertheless, research in that technologically
important area is still in its infancy. An example is discussed in Section 5.3.1. For a
detailed discussion of mesoscopic transport phenomena, for example, boundary
scattering in 1D confined structures, the reader is referred to Ref. [6].

5.3
Synthetic Methods for 1D Structures

Synthetic methods for obtaining 1D nanostructures are numerous and have been
reviewed by various authors recently [7]. They can be divided into top-down and
bottom-up techniques; in the former a desired nanostructure is formed by sophisti-
cated physical techniques, for example, electron beam structuring or laser structur-
ing of a bulk material. Such techniques, however, are always restricted to the
wavelength of the structuring beam, thus nanomaterials with dimensions well below
10 nm are still beyond the scope of these methods.
Bottom-up techniques, however, show a rich diversity towards desirable chemi-

cal and materials compositions and also structure (amorphous, crystalline), mor-
phology (0D, 1D and 2D) and size. Several bottom-up synthetic techniques leading
to the formation of 1D structures which seem to have amore general impact can be
identified: the template method, self-assembly techniques, vapor to liquid–solid
synthesis of 1D nanostructures and electrochemical techniques. These techniques
show an enormous breadth since a variety of elemental compositions for different
structures and morphologies and also sizes are accessible. Often combinations
of individual techniques are employed, broadening further the scope for the
experimentalist.
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5.3.1
The Template Approach

This is probably the most versatile method for the synthesis of 1D structures. A host
structure with a pore morphology – the template – is filled with a compact, more or
less dense material or as film. The former produces compact wires or rods and the
latter results in the formation of tubes.
Filling of the pores is possible either via solution (simply by capillary filling), by

electrochemical deposition techniques or via the gas phase.
Oxidation of valve metals such as aluminum, titanium, tantalum and hafnium

leads to porousmetal oxide films onmetal surfaces [8]. For aluminum this is a useful
and outstanding technique to prepare both surface-attached and free-standing porous
2D alumina films (after detachment from the metal surface) with varying pore
diameters. The pore size of these films is strongly dependent on the experimental
conditions and can be varied between 10 and several hundrednm [9]. Especially in the
case of aluminum, these films can be fairly thick (up to several tens of mm) or thin
(down to several hundred nm), but still self-supporting, free-standing and handable.
The diameter of the pores (Dp) and the cells (Dc) of a porous alumina membrane
are dependent on the anodization potential applied in the electrolytic process [9].
Additional experimental parameters governing the pore size are temperature and
current density. The latter is influenced by the concentration and type of electrolyte
used in the electrolysis process. Nearly perfectly ordered pores are accessible by
prestructuring the metallic surface [9a] (Figure 5.3).
Consequently, porous alumina membranes have been widely used to prepare

various types of mesoscale materials within their pores. Their enormous synthetic
impact in the area of mesostructured 1D materials comes from the ability to
combine well-established wet chemical synthesis techniques (e.g., sol–gel chemi-
stry) with the straightforward synthesis and subsequent filling of porous alumina
templates.
Preparation of active sol precursors, filling and aging within the mesopores of

alumina, followed by final calcination steps, have led to a huge variety of different
mesostructured 1D materials, for example, in the ceramics field [1e,11]. The pores
can even be used to arrange silica in a columnar or circular arrangement with a
defined internal mesostructure. Further entrapment of a variety of 1D nanostruc-
tures into the mesopores of alumina such as metallic rods (Pt, Au, Pd), semiconduc-
tor rods and carbon nanostructures have been reported recently [1e,11].
Using a combination of sol–gel processing on the surface of (1 0 0)-oriented silicon

templates, a porous structurewith an ordered arrangement of pores is formed. These
studies show that a topographic structure (here Si) can be used to engineer pores on
this solid surface, allowing a high degree of freedom. The filling of such pores with
cobalt has been demonstrated [12].
Another template technique giving porous, free-standing membranes, but of

polymeric materials, uses heavy ion track etching of polymer foils [13] to fill the
statistically formed ion tracks within the polymer with nanoscale materials in order
to form rod-like structures [14, 15] (Figure 5.4). This led to bunches of randomly
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Figure 5.3 Cross-sectional view of a channel array of a porous
alumina membrane which can be used for arranging 1D
nanomaterials. The scanningmicroscopic (SEM) observationwas
carried outwithout removal of Al andbarrier layer of the oxide film.
Reprinted with permission from Ref. [9i].

Figure 5.4 Ion track etching process of a polymer film.Heavy ions
hit the polymer foil, and generate tracks in themembrane (a). The
tracks are stochastically arranged (b); solid rods are synthesized in
the tracks, for example, via electrochemical deposition (c); free
rods after complete polymer membrane dissolution (d).
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oriented composite 1D structures. Careful dissolution of the template gives free-
standing alignedmetallic rods with well-defined crystal lattices (Figures 5.5 and 5.6).
Usingthetemplateapproachinconnectionwithelectrodepositionallowstheporesof

such templates to be filled with single- or multicomponent metallic rods. After
deposition of ametal electrode on the back side of such a porous template, one or even
moremetals canbedensely deposited inside theporesonpurpose.Thishasbeenused,
forexample, fordepositionofAu/Pt segments.Thedepositionofgradientmaterials via
electrodepositionisalsopossible.This techniquecanalsobehasusedforthedeposition
of magnetic structures. Their magnetic behavior depends on the aspect (length-to-
diameter) ratio of the individual rods. The easy axis of magnetization is parallel to the
nanorod or nanowire axis if the electrodeposited structure is longer than its width [16].
Otherwise, it is perpendicular to thedeposited structure. This differencedependingon
particle shape (morphology, platelet vs. rod structure) can be used to align bimetallic
nanorodsside-by-side (Figure5.7) [17a]oroneafter theotherwhenthemagneticfield is
applied parallel to the substrate and to the 1D magnetic materials easy axis [17b].
Hybrid Co/Au nanorod structures are accessible by using organometallic chemi-

stry. The appropriate choice of the molecular Co and Au precursors and the

Figure 5.5 Bunch of aligned gold nanowires, synthesized in a
polymer membrane, after dissolution of the membrane.
Reproduced with permission from Ref. [14].

Figure 5.6 High-resolution TEM micrograph of a 70-nm single-
crystalline Au nanowire. Low magnification (a); enlargement area
(b). Reproduced with permission from Ref. [14].
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stabilizing ligand allows control of the growth process and of the overall morphology
of the rod (tip or whole body growth) [18]. Combining this technique with the
template method should lead to 2D-arranged hybrid metallic rods.
Devising methods for aligning 1D materials with a uniform growth front is of

general importance for optimizing device performance, for example, in thermoelec-
tric materials such as bismuth telluride. For example, overgrowth of rods when the
template pores are already filled has to be avoided in order not to cover the pores of
the template with an active material, which may lead to short-circuiting. This has
been achieved by applying a pulsed potential deposition technique and has yielded
a uniform growth front of Bi2Te3 nanowire arrays in porous alumina [19]. Using
nanorods as sacrificial templates to generate polymeric or ceramic nanorod struc-
tures is another method that uses porous alumina as the initial template and
shows the high versatility of this porous template structure. Electrodeposition of,
for example, nickel rods into porous alumina, followed by dissolution of the oxide
template and coating of the metallic wires with either organic polymers or inorganic
polyelectrolyte ceramics, finally gives the corresponding polymeric or ceramic (after
subsequent calcinations) 1D structures. The complete method uses a hybrid tech-
nique of first templating followed by a layer-by-layer deposition technique [20].
Although the nano-templating approach using porous alumina (Figure 5.8) works

well for template diameters down to about 20 nm, reports on 1D nanomaterials with
smaller diameters preparedwith this so-called �hard template technique� [1e] are still
scarce so far [21].

5.3.2
Electrochemical Techniques

5.3.2.1 Electrospinning
This technique can be used to create nano- to microscale fibers of mainly polymeric
materials [22]. Recent advances in the technique of electrospinning have brought this

Figure 5.7 SEM image of a nanorod bundle stapled via attractive
forces between disk-shaped magnetic inner-rod sections.
Reproduced with permission from Ref. [17].
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already well-established method again in the focus of the experimentalists as a
valuablemethod for synthesizing large quantities of, for example, ceramic nanofibers
of various compositions with dense or hollow morphology [22–24].
Inthetechnique,aprecursorsolutionisheldinthehollowtipofaneedle-likecapillary

by its own surface tension. This capillary is subjected to an electricfield and induces an
electric field on the surface of the liquid precursor. On reaching a critical value, the
repulsive electricfieldovercomes thesurface tensionanda charged jet of thesolution is
ejected fromthecapillary.Once the jet has started, its trajectory canbe controlledby the
electric field. These charged fibers are then deposited on a grounded collector. The
process depends on a number of parameters such as solution properties (viscosity,
conductivity and surface tension) and also process parameters such as hydrostatic
pressure and electric potential at the capillary tip, distance between the tip and the
collectingmetal plate and general parameters such as temperature and humidity [23].
This technique gives access to isolated fibers [24–26], fiber agglomerates (mats) and
dense or hollow fibers of different composition (e.g., single phase or composite) [27].
However, experimental electrospinning conditions are critical for the morphology of
the resultingmaterial; nevertheless, themorphology of thematerial can be tuned from
0D particles up to 1D filaments (hollow or dense morphology) (Figure 5.9).

5.3.2.2 Electrophoretic Deposition
This technique is widely used in the deposition of both mesoporous and dense thin
films from colloidal suspensions. The electrophoretic technique can be ideally
combined with the sol–gel synthetic approach since in the latter charged species
are the active components (colloids or charged stabilized sols). These can bemoved in
an external electric field [28–30]. In general, reduction or oxidation of the particles
occurs at the electrodes, the initial deposition surface for the preceramic material.
Combining sol–gel and electrophoretic synthesis techniques basically uses the (field)
oriented motion of the charged sol colloids (electrophoretic motion), (Figure 5.10)
[31]. To produce, for example, a 1D ceramicmaterial, a structure-directing template is
necessary. Porous alumina is an ideal host for this purpose and a number of 1D
ceramics obtained by this technique have been reported (see Chapter 4).
As the deposition of the particles is from suspension, an additional post-deposition

compaction or annealing step has to be performed in order to obtain, for example, a

Figure 5.8 Scanning electronmicroscopic (SEM) viewof a porous
alumina template membrane with pores in the range 15–17 nm
(J.J. Schneider, J. Engstler, M. Naumann, TU Darmstadt).
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dense mesostructured ceramic. Since the as-prepared structure is already built from
nanosized particles, this step can often be performed under smoother conditions as
typically used in conventional ceramic processing [32].

5.3.3
Vapor–Liquid–Solid (VLS) and Related Synthesis Techniques

For the synthesis of 1D structures from the gas phase, vapor–liquid–solid (VLS) and
vapor–solid (VS) processes are the typical growth mechanisms which are accepted to
explain the 1D growth ofmesoscopic structures [33]. In this growth process, a catalyst
particle first melts, becomes saturated with a gaseous precursor and, when over-
saturated, either an elemental wire or a compound wire depending on the precursor
extrudes from this catalyst droplet to form a single-crystal nanowire. This is
essentially the method proposed for whisker growth from the vapor [33]. Nanowires

Figure 5.10 Schematic drawing of an experimental setup used for
synthesis of mesostructured films by electrophoretic deposition.
Particles are deposited from a colloid suspension to form a film
on the surface of the electrodes. If the deposition is done in a
porous template nanostructured rods are accessible. The
compaction of the as prepared rods or films into a ceramic
material follows in a post process.

Figure 5.9 (a) Electrospun polymer fibers derived from Eudragit
L100-55 (methacrylic acid–ethyl acrylate (1 : 1) copolymer.
(b) Hollow spheres obtained via elctrospinning of aluminum
sec-butylate in light petroleum (J.J. Schneider, J. Engstler, TU
Darmstadt).
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grow as long as active catalyst is supplied and the growth temperature is maintained
(Figure 5.11).
Recent model studies on the influence of various metal catalysts on the growth,

structure morphology and size of inorganic nanowires have shown that different
catalyst metals with different crystal morphologies are able to generate different wire
morphologies based on the VLS formation process [34, 35]. For the growth of Si
nanowires with Au nanocluster catalysts, it was found that the lowest energy surface,
which is a {1 1 1} plane for Si, controls nucleation and growth (Figure 5.12) [34]. The
results point towards the importance of an additional effect of oxygen in the gold-
catalyzed growth kinetics of Siwires. The presence of oxygen can suppressAu catalyst

Figure 5.11 Growth mechanism for a pseudo-1D crystalline
morphology. VaporLiquidSolid mechanism proposed by Wagner and
Ellis for growth under CVD conditions.

Figure 5.12 Effect of increasing oxygen pressure
on Si nanowire growth kinetics. (a) Series of
images extracted froma video sequence showing
the effect of introducing oxygen to an Si wire that
was previously growing in disilane (Si2H6). The
growth was carried out in 4.5· 10�6 torr disilane

at 610 �C for 111min; 5 · 10�7 torr oxygen was
introduced while maintaining the disilane
pressure constant. Scale bar is 50 nm. (b) Length
L of the Si wire as a function of time t. (c) Volume
V of the droplet as a function of time t. Reprinted
with permission from Ref. [36].

5.3 Synthetic Methods for 1D Structures j107



migration and influences the wire diameter and the overall wire morphology [36].
The presence of oxygen, be it in the form of gas-phase oxygen or surface-bound
oxygen, could be an important experimental parameter to modulate nanowire
morphology further in a more general way during VLS growth [36].
For ZnO nanowires, it has been shown recently that control of the partial O2

pressure under growth conditions is crucial for reproducible large-scale wire
formation (Figure 5.13). It is very likely that the gas-phase conditions play a major
role in the VLS growth of this and speculatively also other 1Dmaterialsmade by this
technique. Studies towards understanding the influence of reactive gas-phase
species are central to deducing how individual morphologies of 1D materials
depend on catalyst composition, shape and crystallinity in addition to the overall
reaction conditions [37].
The current understanding of growth control of nanowires via the VLS technique

is that (a) interplay given by the phase diagram of temperature–pressure and (b)
the composition ofthe precursor elements and the catalyst particle under considera-
tion are crucial. Careful control of these conditions can give rise to a variety of
wire morphologies which are accessible at will once the conditions are thoroughly
adjusted.
As shown, indicative for the VLSmechanism are catalyst tips at the faceted ends of

the nanowires. Silicides are interesting semiconductors, with promising thermo-
electric properties. Even though silicide wires (MSi2, M¼ Fe, Co, Cr) were grown in
the presence of nickel or iron [38], no catalyst metal particles are detected on the
faceted nanowire ends as usually observed for the VLS growth mode. Obviously,
in the chemical vapor transport technique (CVT) which is used for the synthesis
of silicide wires a different gas-phase mechanism than in the most widely found
catalyst-driven VLS growth may operate.
Apromising technique related to the VLS Au seeded nanowire growthmethod has

been reported. It allows oriented low-temperature gas-phase growth of pure Si nano-
wires [39]. Plasma growth at temperatures as low as 300 �C enables an additional
degree of synthetic control over nanowire orientation (Figure 5.14). The crucial step
in the formation process seems to be Si incorporation at the vapor–liquid interface.
Additional techniques also related to the traditional VLS-type growth mechanism

are catalyst-driven growth from the solution/liquid phase into the solid state (SLS)
and also from a supercritical liquid (fluid) solution (SLFS) into the solid state. The
SLFS technique is synthetically complementary to the long-established technique
of seed-mediated growth from solution, which yields one-dimensional colloidal
metallic nanostructures [40]. In the former, a molecular precursor and in the latter
a nanoparticle is decomposed under controlled conditions in solution or under
supercritical conditions and then serves as a source for the metal catalyst particles
from which the crystalline 1D structure grows (Figure 5.15) [41]. For this growth
process from solution, low-melting metals as catalyst particles are essential (e.g., In,
Bi, Sn). For metals with higher melting points (e.g., Au, Ge), supercritical solvent
conditions have been successfully employed [41–43]. This synthetic technique
allowed for the first time access to colloidal Au quantum wires which show a
spectroscopic QSE.
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Figure 5.13 Aligned ZnO nanowires grown on a
single-crystal alumina substrate with a
honeycomb pattern which defined by the catalyst
mask (a); (b) diagram showing the effect of
oxygen partial pressure and total pressure in the
growth chamber on the growth of ZnO NWs.
Diversity of the morphology of possible ZnO

nanomaterials: (c) ZnO nanobelts; (d) ZnO
nanosaws; (e) nanowires of ZnO. (f) Yield of
ZnOnanosaws as a function of reaction chamber
pressure at four different furnace temperatures.
The strength of the color indicates the
percentage yield of the products. Reprinted with
permission from Ref. [37b].
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5.4
Contacting the Outer World: Nanowires and Nanotubes as Building Blocks
in Nano/Micro/Macro-Integration

The key for applying 1D structures in future nanotechnological applications
will be first assembly of nanostructures and then integration of such assembled
nanostructures into existing micro-building blocks and their subsequent packaging
into larger structures to allow for micro and macro manipulation of these integrated

Figure 5.14 SEM images of Si nanowires grown on Si (1 0 0)
substrates at 350 �C, 0.5 torr growth pressure for 15min. (a)
Thermal; (b) r.f. plasma enhanced conditions. All scale bars are
500 nm. Inset shows Au seed nanodot diameter distribution.
Reprinted with permission from Ref. [39].
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assemblies. This is especially challenging since a priori pertinent and incompatible
length scales, nano vs. micro vs. macro, have to be bridged. Here the so called
pitch problem is an important issue. It is related to the controlled formation of any
nanowire structure into an array of individual wires packed into a defined order with
definite distances between the individual objects.
For this purpose, techniques such as field-assisted assembly, fluid flow alignment

and Langmuir–Blodgett techniques for placement and assembly of nanowires have
been successfully studied and progress in these areas has been impressive in recent
years. Precise positioning which allows the use of a huge number of 1D structures is
no longer fiction [44–46]. Furthermore, the ability to develop even more powerful
methods which have the potential to bridge that gap is still amajor goal, especially for
large-scale integration into electronic and sensing devices.
In 2003 it was still pointed out that �precise positioning of single-walled CNTs is

beyond the capability of current growth and assembly technology and presents a
major hurdle for CNT based electronic applications� [47]. In the following section
selected examples of assembly and integration of 1D structures from different
material classes will be highlighted to show current progress in that field.

5.4.1
Nanowire and Nanotube Sensors

Sensors based on a one-dimensional morphology (wire, tube) offer selective recog-
nition for biological and chemical species of interest [48, 49]. This is based on their
unique electronic and optical properties, which have been studied in detail either for
isolated objects or in an unordered fashion for bundles of them.However, the control
and use of well-arranged, aligned 1D structures have also made enormous progress
within the last few years and have an impact on the applicability of such structures in
sensor devices. The basis for this is the field effect transistor (FET) geometry, which

Figure 5.15 SolutionLiquidSolidmechanism for nanowire growth fromsolution. Adapted fromRef. [41].
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has been extensively explored as a device bridging themicro- and the nanoworld. In a
FET device the contact between the source and drain electrode consists of a
semiconductor. Its conductivity can be modulated by a third electrode, the gate
coupled to the semiconductor by a dielectric layer through which charge is injected
into the semiconductor. Since the binding of charged or polar molecules to the 1D
semiconductor structure alters the channel electrode characteristics, thismay lead to
an accumulation or depletion of charge carriers and thus an increase or decrease in
device conductance (Figure 5.16).
The idea was already put forth in the 1980s, but only for planar devices, which

however, show only limited applicability for this sensor principle [50–52]. In a planar
2D film, only the near-surface region is altered by this effect, whereas in a single-
crystalline rod surface, binding of an analyte has a strong impact on the depletion or
accumulation of charge carriers in the overall structure of the nanoscale 1D object.
The size of this effect depends, of course, on the size of thewire (which needs to be in
the region of 2–5 nm) and its hybridization with a biomolecule (e.g., DNA). This can
create a high charge density on the nanowire surface, which produces an electrostatic
gating effect. This so-called field effect reduces the charge carrier concentration and
results in an increase in resistance (Vgate> 0) (Figure 5.16).
With respect to CNT structures, recently the separation of metallic and semicon-

ducting single-walled CNTs, albeit still in low quantities, has been achieved. Dielec-
trophoresis is the key to the nanoscale manipulation and separation of CNTs. An AC
field induces polarization in a nanoscale object and this results in a forcewhich can be
used to manipulate and assemble nano-objects [53].
Dielectrophoresis in physiologically relevant saline solution has been performed

and it has been shown that this technique is useful inmanipulating nanowires across

Figure 5.16 Schematics of field effect transistor
(FET) geometry with nanowires as active channel
material and different channel sensitivity. With a
depletion of charge carriers conductance
increases (upper FET schematic) When charge
carriers are accumulated the conductance

increases. For a p-type nanowire FET device,
generation of positive charges on the nanowire�s
surface leads to a decrease in conductance. This
can be induced, for example, by binding a protein
to the wire�s surface, which has a net positive
charge in aqueous solution.
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electrode gaps in saline solutions. Individual carbon nanowires can be switched
between bridging and unbridging events in microelectrode gaps. This may be im-
portant for, for example, contacting biomolecules, DNA recognition or protein
binding, all of which typically operate in highly conducting aqueous saline solu-
tions [54]. Also intriguing is the arrangement of semiconducting or metallic CNTs
using electrophoresis techniques into highly integrated structures [55]. Altogether
thesefindings thesefindingsmay pave theway to integrated sensor devices since they
allow to use the whole individual tube length of the CNT as active element.
When dispersing commercial single-walled CNTs into an appropriate solvent with

the aid of a dispensing polymer, printable and conductive inks have been obtained
which allow the fabrication of robust, flexible, transparent (85%) and conductive
(100 kO) single-walled CNT–polymer composite films on plastic substrates via inkjet
printing. Their use as sensors for alcohol vapors under static and dynamic flow
conditions has been reported [56]. Obviously no discrimination betweenmetallic and
semiconducting CNT can be made here. However, the approach�s beauty lies in its
simplicity of handling, storage and fabrication of mechanically stable, flexible and
sensitive CNT sensor devices.
The precise alignment of single Si wires (diameter 20–30 nm) has been achieved

by a combination of electrostatic positioning and conventional lithography
(Figure 5.17) [57]. With this technique, the individual Si nanowire resistance and
their contact resistance has been determined. It can be envisaged that this technique
is capable of arranging 1D structures up to a high precision and opens up new
avenues into sensing of single particles with individually arranged ensembles of
nanowires.
Directed assembly of Si nanowires between two electrodes has been achieved

by electrical field assembly out of a nanowire suspension. The aligned nanowires
remained bound to the electrodes by van der Waals forces. So far arrays of 18
planar electrode pairs with micrometer spacings have been studied for nanowire
alignment [58].

Figure 5.17 (a) SEM image of Si nanowires
grown from patterned Au catalyst on a silicon
wafer (VLS growth). Nanowires were removed
into a suspension of deionized water. (b) A drop
of the nanowire solution was dispersed on a

template substrate and evaporated under
vacuum. (c) Schematic of manipulator tips
picking up a nanowire from a template substrate.
The patterned structure of the template
minimizes the adhesion forces of the wire.
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The sensing mechanism in nanowires is due to a change in charge density on the
wire�s surface and probably deep into the �bulk� of the nanowire structure. This has
been proposed to lead to ultrasensitive biosensors [59] and indeed was realized a few
years later [60]. The upper sensing limitation of viruses as disease carriers and
potential warfare agents with single-wire devices has been the subject of recent
studies [61]. The working principle relies on the modification of a single wire,
modified with antibody receptors (Figure 5.18) [62]. The corresponding time-
dependent change in conductance is monitored. A real binding event monitored
with an influenza A virus has been unraveled by measuring the change in the time-
dependent conductance (Figure 5.19) [62].
With the use of the recently developed electrostatic positioning technique [57]

for individual nanowires (see Figure 5.17), an integrated device configuration
seems conceivable. Other successful approaches for assembling arrays of wires for
multi-detection of analytes have been described [63]. Intriguing with respect to
multiplexing methods for the detection of analytes is a transfer technique for
arranging arrays of doped silicon wires on flexible plastic substrates. First, on to a
prepatterned p-type doped Si substrate, highly aligned Si nanowires were prepared
via anisotropic etching. Transfer on to plastic substrates was made possible by a
polydimethylsiloxane (PDMS) stamping technique. Via selective chemical func-
tionalization techniques of the Si nanowires using silanes, a sensor library with
different end-group functionalization of the wires could be formed (Figure 5.20) [64].
This array finally worked as a highly sensitive integrated electronic nose for different
vapors (Figure 5.21) [64].
The arrangement and contacting of up to 1 million cm�2 CNTs into individually

contacted nanotube devices was achieved by dielectrophoretic deposition of metallic

Figure 5.18 Schematic of a single virus binding and unbinding
event at the surface of an Si nanowire device modified with
antibody receptors and the corresponding time-dependent
change in conductance. Reprinted with permission fromRef. [62].
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and semiconducting CNTs. The technique uses a field change occurring during
nanotube deposition between individual electrodes of a preformed microstructured
device (Figure 5.22) [55, 65]. Although not fully understood yet, redistribution of the
electric field around the CNT in the gap seems to be important for the organization,
rather than short-circuiting of the gap electrodes by the entrapped object [65].
In this approach, the overall dimensions of an individually contacted CNTdevice

are only limited by the dimensions of the contacting electrodes rather than the

Figure 5.20 Superlattice nanowire pattern transfer film consisting
of about 400 nanowires. High-magnification SEM image. The
diameter of a typical nanowire is about 18.5 nm. Reprinted with
permission from Ref. [64].

Figure 5.19 Simultaneous conductance and optical data
recorded for anSi nanowire device after introductionof a influenza
A virus solution. The images correspond to the two binding/
unbinding events highlighted by time points 1–3 and 4–6 in the
conductance data, with the virus appearing as a red dot in the
images. Reprinted with permission from Ref. [62].
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Figure 5.21 Sensor characteristics of a �nano-electronic nose�.
The bar graph summarizes the percentage change in response of
the array to acetone (dark gray) andhexane (light gray) vapors. The
inset shows the normalized response of the sensor library to
acetone and hexane vapors. Each of the four axes represents the
four unique surface functionalities. Reproduced with permission
from Ref. [64].

Figure 5.22 SEM images after nanotube
deposition on chips with a designed electrode
configuration. Effect of oxide thickness and
counter electrode area of the chip on the directed
assembly of nanotube devices, in terms of
number of bridgingnanotubesper electrodepair.
Single nanotubes were assembled for 800-nm
thick oxide layer and 10-mm2 counter electrode

area (a). No nanotubes were assembled for
800-nmoxide and 1-mm2 electrode area (b). Only
a few nanotubes were assembled for 50-nm
oxide and 10-mm2 electrode area (c). One or two
nanotubes were assembled for 50-nm oxide
and 1-mm2 electrode area (d). Scale bars equal
1mm in all images. Reprinted with permission
from Ref. [55].
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dimensions of theCNTitself.However, this seems to be the case for other approaches
also [66]. So far the electrical device characteristics of over 100 CNTs have thus been
measured individually. Only up to 10% of the electrodes were bridged by multiple
CNTs [55].
Taking further into account the established routes for functionalizing CNTs [67],

this approach seems viable for applying CNTs in a comparable way to that described
above for Si wire arrays, for example, as sensor devices for the multiple detection of
analytes. The field of immobilization of biomolecules is a sector of intense research
activity [68]. Due to the electronic properties of individual CNTs (e.g., as semicon-
ducting or metallic tubes), their sensing towards biomolecules could be very
selective. Therefore, combining nanotubes with biosystems may provide access to
nanosized biosensors. Thefirst step for biomolecular interaction is the attachment of
the biomolecule to the tube. This could be achieved either via a covalent bonding
interaction or via a wrapping mechanism which uses non-covalent interactions, for
example, on the basis of van derWaals interactions. The former needs functionaliza-
tion of theCNTs followed by covalent bonding of the target biomolecule and is already
well established. The latter rely on physisorption mechanisms and work typically for
proteins.
For the development of covalent CNT functionalization techniques, a tool box of

methods which have shown success in fullerene functionalization have been
advantageously employed so far [67]. For example, for the case of functionalization
of CNTs with bromomalonates containing thiol groups, attachment to gold surfaces
is possible, allowing the synthesis of electrode arrays for sensor applications [69].
Chemical functionalization of CNTs has also paved the way to DNA–CNTadducts

and subsequently to studies of their properties as biosensors. However, it seems that
DNA attachment occurs mainly towards the end of the nanotubes [70]. This site-
specific interaction points towards a sequence-specific poly(nucleic acid)–DNA base
pairing rather than an unspecific interaction. This might be helpful for differentia-
tion between two DNA sequences [68]. Pyrene functionalization of DNA itself can
lead to a very specific DNA–CNT adduct. Its stability is mediated via hydrophobic
interactions of the graphite-type sidewalls of the nanotubes and the pyrene anchors of
the DNA [71].
DNA–CNTadducts are highly water soluble and therefore DNA functionalization

of nanotubes avoids the use of surfactants, which are often used to solubilize CNTs
alone. As with native DNA, the adducts with CNTs are still charged species. Specific
DNA sequence detection with electrochemical CNT–DNA biosensors has been
reported [72]. So far still a theoretical promise, the specific size-selective major
groove binding mechanism of B-DNA towards single-walled CNTs could lead to a
composite structure with unique sensor properties for ultrafast DNA sequencing or
electronic switching based on the combination of the individual electronic properties
of the single components CNTand DNA joined together in this composite structure
(Figure 5.23). [73].
In this respect, it is intriguing to see the results that a strong binding capability of

the major groove of DNA towards 0D nanoparticles has already been proven for gold
nanoclusters, both theoretically and experimentally [74].
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5.4.2
Piezoelectrics Based on Nanowire Arrays

Converting mechanical energy into electric energy or signals is the area of piezo-
electronics and relies on specific structures and morphologies of materials. Recently,
nanomaterials have come into the focus of this application-driven area. ZnO is a
material which probably exhibits the most diverse morphological configurations of
any nanomaterial so far studied in detail. In addition to particles and wires there
are nanobelts, nanosprings, nanorings, nanobows and nanohelices known and

Figure 5.23 Theoretically proposed DNA–CNT composite
structure. The single-wall CNTs are intercalated within the major
groove of DNA. Adapted from Ref. [73].
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characterized for ZnO [75]. Apart fromuse as a catalyst and sensormaterial which can
be considered as more traditional areas for 1D nanoscale ZnO [76], the semiconduct-
ing and piezoelectric properties of ZnO nanowire arrays have recently been probed as
piezoelectrics with unique properties. Such a ZnO-based nanogenerator converts
mechanical energy into electric power and vice versa using massively aligned ZnO
nanowires (Figure 5.24) [77, 78]. An electric field is created by deformation of a ZnO
nanowirewithin thearrayby thepiezoelectric effect. Across the top of thenanowire the
potential distribution varies from negative at the strained side of the surface ðV �

s Þ to
positive at the stretched surface ðV þ

s Þ. This potential difference is measured in
millivolts and is due to thepiezoelectric effect.On an atomic scale, the displacement of
Zn2þ ions in thewurtzite latticewith respect to theO2� counterions is responsible for
that. The charges cannot move or combine without releasing strain via mechanical
movement. As long as the potential difference is maintained (via constant deforma-
tion), the system is stable.Whenexternal free charges (e.g., via ametal tip) are induced,
the wire is discharged. As an effect, the current which then flows is the result of the
DV ðV þ

s =V �
s Þ-driven flow of electrons from the semiconducting ZnO wire to the

metal tip. Thisflowof electrons neutralizes the ionic charges in the volume of theZnO
wire and reduces the potentials V þ

s and V �
s [78, 77].

Figure 5.24 Scanning electron microscopy
(SEM) images of aligned ZnO nanowires grown
on an a-Al2O3 substrate (a). Experimental setup
for generating electricity through the
deformation of a semiconducting and
piezoelectric nanowire using a conductive AFM
tip. The root of the nanowire is grounded and an

external load of Rload¼ 500MW is applied, which
is much larger than the inner resistance Rinner of
the nanowire (b). The AFM tip is scanned across
the nanowire array in contact mode. Output
voltage image obtained when the AFM tip scans
across the nanowire array (c). Reprinted with
permission from Ref. [78].
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The potential technological impact of such a nano-piezoelectronic effect might be
in converting various type of energies (mechanical, vibration, hydraulic) into
electrical energy. Thus extremely large deformations are possible, which are inter-
esting for flexible electronics as a power source and realizing a much larger power/
volume density output. The effect has already been shown to work for field effect
transistor devices [79], piezoelectric gated diodes [80] and piezoelectric resona-
tors [81], all on a ZnO material basis.

5.4.3
With Nanowires and Nanotubes to Macroelectronics

Using top-down techniques for scaling conventional microelectronic devices has by
now reached the size regime of about 50 nm with a gate length of about 30 nm for a
FET. This demonstrates impressively how far the conventional top-down technique
using lithography, deposition techniques and etching methods have developed.
Nevertheless, scaling down characteristic feature sizes and the channel gate length
even further seems limited using these techniques.
On the other hand, despite tremendous success in recent years, incorporating

nanosized materials into typical FET device architectures is still in its infancy.
Exciting new developments have been reported over the last few years which might
have the potential to bridge the nano–micro–macro gap for certain device architec-
tures. Due to their aspect ratio, 1D materials can be produced in micrometer-long
structures, but displaying nanometer size diameters. Hence they are a priori ideally
suited to be incorporated in current microdevice technology.
Due to the possibility that a variety of semiconductor nanowires, including the

workhorse element Si, show great promise to be processable from solution, a couple
of areas of high technological input might appear on the horizon for such materials
(e.g., flat panel displays or flexible solar cells). Especially when these nanomaterials
are available as single-crystalline matter in 1D morphology, they show electronic
performances even exceeding those of high-qualitymacro (bulk)-sized single crystals
or thin films. Combining their high electronic performance with the possibility of
arranging 1D inorganic nanowires over larger dimensions offers the ability finally to
bridge the gap from nano- over micro- to macroelectronics and thus puts these
materials one step closer to the realm of application.

5.4.3.1 Inorganic Nanowire and Nanotube Transistors
In general, inorganic semiconductors have the intrinsic advantage over organic-
based semiconductors that the electronic mobility m (electron–hole) usually drasti-
cally exceeds those of organicmaterials. Themobilitym is the proportionality constant
between an applied electric field and the corresponding average charge carrier drift
velocity. It is therefore a directmeasure of the switching speed of an electronic device.
The carrier mobility thus depends critically on the crystallinity of the material. In
inorganic semiconductor wires of high crystallinity, a high order of atomic or mole-
cular building blocks over long distances ismaintained due to strong ionic or covalent
bonds, whereas in organic semiconductors the mobility m seems fundamentally
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limited due to weak van der Waals bonds between electronically active molecular
building blocks. This situation is a general one for an inorganic crystalline semicon-
ductor compared with crystalline organic ones.
It is important for the exploitation of inorganic semiconductor nanowires to

integrate them in massive arrangements in semiconductor devices, for example,
thin-film transistors (TFTs), in which they might offer an increased electronic
performance and future device integration. The former is due to the fact that
drastically higher charge carrier mobilities m can be obtained when using multiple
single-crystal nanowires in FET devices instead of polycrystalline thin films
(Figure 5.25) [82].
In a poly-Si TFT channel material, the electrical carriers have to travel across

multiple grain boundaries (curved pathway), whereas in a massive parallel-arranged
single-crystal nanowire array, charge carriers travel from source to drain within a
single-crystalline structure, which ensures a high carrier mobility m. The same effect
has been observed, for example, for compound semiconductors such as ZnO. First
sintering of isolated ZnO 0D nanoparticles has to be employed to obtain coarse grain
polycrystalline thin films (Figure 5.26) [83]. When comparing the electronic perfor-
mance of polycrystalline ZnO thin films with that of single-crystalline ZnO nano-
wires deposited between the source and drain of a FET device, the performance of
ZnO nanowires is intriguing (Table 5.1).
Calculations have shown that for a channel length (geometric source to drain

distance) of 20mm in a FET device, the number of grain boundary contacts is
diminished by a factor of 6 compared with a polycrystalline ZnO semiconductor
electrode against one composed of a 1D wire morphology. In addition, the reduced
hoping frequency for the charge carriers across the grain boundaries in the 1D ZnO
structures compared with the polycrystalline ZnO thin-film morphology adds
towards their increased mobility (Figure 5.27) [85]. One may imagine how this can

Figure 5.25 In polycrystalline silicon thin field effect transistors
(TFTs), electrical carriers have to travel across multiple grain
boundaries, resulting in low carrier mobility. Nanowire TFTs have
conducting channels consisting of multiple single-crystal
nanowires in parallel. Therein charges travel from source to drain
within single crystals, ensuring high carrier mobility. Reprinted
with permission from Ref. [82].
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Figure 5.26 Transmission electronmicroscope (TEM) image of a
nanocrystalline ZnO film. Processing temperature 550 �C (a);
TEM of the grain boundary of two ZnO nano particles (b),
Processing temperature 600 �C, sintered ZnOnanostructures can
be observed (c). Reprinted with permission from Ref. [84].

Table 5.1 Charge carrier mobilities m and on/off ratios of FET
architectures with ZnO as active material (2D thin films
vs. 1D rods).

Material Morphology (diameter) (nm) Mobility l (cm2 V�1 s�1) On/off ratio Ref.

Si Rods 20 or 40 119 108 92
Si Particles 300 50–100; 6.5 (printed) 100 84a
Si Rods 2000 180 1000 89
ZnO Particles 0.23 1.6· 105 84b
ZnO Particles 6 0.00023 5 · 103 85

Rods 10 0.023 1 · 105 85
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be further improved if it were possible to arrange such wires in a massive parallel
fashion.
Dramatically higher carrier mobilities for well-aligned single-walled CNTs com-

pared with randomly oriented networks of CNTs [86] have been measured [87].
The CNT alignment was achieved along the ½21�0� plane of a right-handed a-quartz
substrate. The process is attractive since Y-cut a-quartz is a commercial substrate.
The tube orientation is so far not fully understood, but is directed along step edges
and/ormicro/nanofacets on the surface of the quartz (Figure 5.28). Devicemobilities
of up to 125 cm2Vs� 1 have been measured, which correspond to individual tube

Figure 5.27 Atomic force microscope (AFM) picture of ZnO
nanorods, length 65 nm, diameter 10 nm, deposited between
source and drain of a FET device structure. Reprinted with
permission from Ref. [85].

Figure 5.28 AFM image of terraced quartz surface structures after
thermal annealing. The steps are 0.7–1 nm in height with spacing
30–35 nm. The dots seen are ferritin-derived Fe catalyst particles.
Scale bar, 5 nm height. Reprinted with permission from Ref. [87].
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mobilities within the array comparable to those already measured in pristine single
tubes. These results clearly indicate that alignment of 1Dnanostructures is crucial for
the most effective device integration of CNTs [87].
The channel conductivity for nanowire and nanotube transistor devices has been

treated theoretically and a universal analytical description has been developed. It has
been found that the transconductance of the channel differs from classical device
theory because of the specific nanowire charge distribution. Mainly different
electrostatics for the 1D channel structure are responsible for the different device
characteristics [88].
Due to the microscale length dimensions in which many semiconductor nano-

wire materials are obtainable, large-area substrates such as standard FET device
structures can already be applied in device fabrication using 1D nanomaterials. An
intriguing example is the arrangement of crystalline, several tens ofmicrometer long
Si nanowires, whichhave been arrangedbetween the source and drain of a FETdevice
from a solution-derived process (Figure 5.29) [84]. Therein growth and integration
of the particular nanowire material are separated from the device fabrication.
Wire synthesis is done via a CVD approach, which of course is not compatible with
the device fabrication process. However, the wires can be solution processed and
in a second follow-up step deposited in a highly aligned fashion. The two-step route
is applicable to sensitive FET substrates such as plastics and points towards a
general route for future integration of nanowires into micro–macro integrated
device architectures. Always a single-crystalline Si wire connects the source and
drain; the distance between such individual wires is 500–1000 nm. This assures that

Figure 5.29 Scheme of parallel aligned crystalline Si nanowires
between source and drain structure of a FET (b–d). Distance
between individual wires is 500–1000 nm and can be adjusted via
the solution deposition process (a). Reprinted with permission
from Ref. [89c].
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the wires have no contact. Extraordinary high charge carrier mobilities have been
realized [82, 89].
The idea of separating the two individual processes, (i) material synthesis and (ii)

materials processing, into device architectures has been used to arrange semicon-
ductor nanowires on flexible polymer-based substrates. Seminal to the development
of thisfield of printed inorganic deviceswas probably the report of thefirst printed all-
inorganic thin-film field effect transistor based on 0D CdSe nanoparticles [90].
Synthesis of semiconductor rods or wires was performed, for example, via a CVD

process on a silicon wafer. First the wafer-based source material was structured via a
lithographic etching procedure. This technique works for a variety of 1D materials
such as single-walled CNTs, GaN, GaAs and Si wires [84a]. An independent dry
transfer process of the previously synthesized nanowires using an elastomeric
stamp-based printing technique involves transfer of the 1D structures to a flexible
substrate, for example, polyimide. It was thus possible to fabricate transistor devices
with the highest electronic performance and also very high mechanical flexibility
(Figure 5.30).
A general applicable condensed-phase approach for the alignment of nanowires

uses the Langmuir–Blodgett technique [91]. It allows amassive parallel arrangement
on planar substrates. The technique can be used in a layer-by-layer process allowing
crossed nanowire structures with defined pitch to be formed (Figures 5.31 and 5.32).
Moreover, this approach may allow the use of nanowires of different composition
within the layering process. This gives rise to organized nanowire heterostructures.

Figure 5.30 (a) Image of a printed array of 3D silicon n-channel
metal oxide semiconductor inverters on a polyimide substrate.
The inverters consist of MOSFETs (channel lengths of 4 mm,
load-to-driver width ratio of 6.7 and a driver width of 200mm) on
two different levels. (b) View of the region indicated by the red box
in (a). (c) Transfer characteristics of a typical inverter. Reprinted
with permission from Ref. [89b].
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Due to the hierarchical scaling of the structures from the nanometer up to the
micrometer regime, reliable electrical contacting is possible.
Molecular precursors for the synthesis of polycrystalline silicon wires represent a

promising alternative route to the widely employed synthetic CVD technique to
inorganic semiconductor materials. Known since the early days of organosilicon
chemistry, hydrogenated silicon compounds are known as chain (SinH2nþ2) or ring
molecules (SinH2n). For n� 3, these molecules are liquids and decompose around

Figure 5.31 Nanowires (blue lines) in a
monolayer of surfactant at the air–water interface
are (a) compressed on a Langmuir–Blodgett
trough to a specified pitch. (b) The aligned
nanowires are transferred to the surface of a
substrate to make a uniform parallel array.

(c) Crossed NW structures are formed by
uniform transfer of a second layer of aligned
parallel nanowires (red lines) perpendicular to
the first layer (blue lines). Reprinted with
permission from Ref. [91].

Figure 5.32 SEM image of patterned crossed nanowire arrays;
scale bar 10mm. Inset: Large area dark-field optical micrograph of
the patterned crossed nanowire arrays; scale bar 100mm.
Reprinted with permission from Ref. [91].
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300 �C to give Si. Using cyclopentasilane Si5H10, thin films of this precursor have
been solution processed and converted to polycrystalline Si (Figure 5.33) [92].
This route is compatible with inkjet printing and has been used to set up a

complete TFTdevice architecture via printing. Charge carrier mobilities of 6.5 cm2

V�1 s�1 have been reported [92]. Other FET device architectures have also been
studied using nanowires as active materials. FETs with surrounding gates have
been synthesized and their electrical performance studied for Si [93]. Similar
structures have been fabricated for InAs as active semiconductor. InAs performs
with a high electronmobility and tends to form ideal ohmic contacts tomanymetals
(Figure 5.34) [94]. Such structures are expected to show enhanced transconduc-
tance along the wire [95].

Figure 5.33 The polycrystalline Si thin film was formed by
spin-coating and baking of the liquid single source Si5H10

precursor followed by laser crystallization. The TEM inset picture
highlights the atomic image of the silicon crystal. Grain size in
the film is about 300 nm, which is comparable to that of
conventional CVD-formed poly-Si film. Reprintedwith permission
from Ref. [92].

Figure 5.34 SEMmicrographof a vertical devicewith surrounding
gate structure consisting of a p-type InP wire covered with gate
oxide and gate metal. Reprinted with permission from Ref. [94].
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A complete flow process for the fabrication of a silicon nanowire array with vertical
surround gate FETs has been devised (Figure 5.35) [96]. Such an architecture was
proposed earlier for CNTs but inorganic nanowires have the advantage that they can
be grown asmechanically stiff vertical objects, whereas this ismore complicatedwith
single-walled CNTs [97].
Surround gate-type FETs have also been reported for Ge nanowire arrays. First, the

nanowire array with the surround gate shell structure is synthesized via a multistep
CVD process, followed by patterning of the nanosized core shell Ge/Al2O3/Al from
solution on to anSi substrate. Finally, the structure is electrically contacted. This leads
to amacroscopic devicewith amultiple number of surroundgate nanowires arranged
in a quasi-parallel fashion (Figure 5.36) [98].

Figure 5.35 Schematics of a conventional p-channel MOSFET
and a silicon nanowire surround gate FET. Adapted from Ref. [96].

Figure 5.36 Transistor comprised of multiple surround-gate
nanowires in parallel. (a) An idealized schematic presentation of a
device. (b) SEM image of a device with �35 surround gate
nanowires in parallel. Crossingwires (eachwith its owngate shell)
are seen in the zoomed-in image (scale bar¼ 1 mm). Reprinted
with permission from Ref. [98].
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5.4.3.2 Branched Nanowire Structures
Growth of 1D nanowires into certain defined directions leads to branched nanowire
structures. In these, a higher degree of complexity is reached than in isolated wires.
For example, the number of connection points and interconnecting possibilities to
other nanostructures are enhanced compared with classical 1D structures. Their
potential as interconnects for nanoelectronics, for example, circuiting, is obvious and
certainly drives research into that area to some extent. One prerequisite for forming
branched nanowire structures is the wide ability of semiconductors to undergo
polymorphism, its characteristic feature to exist in more than one stable crystal
structure.
Due to their nanosized dimensions, efficient strain release due to lattice mismatch

of element combinations is much more efficient in nanowire architectures than in
bulk film heterostructures of semiconductors. Therefore, lattice mismatches of>3%
are not detrimental for a sharp interface growth process of wires [99]. In recent years,
the scope ofmaterials within the area of branched nanowire structures has broadened
significantly. Condensed-phase (solution) and gas-phase synthetic techniques, the
latter based on both physical vapor and chemical vapor deposition, have been used
successfully to generate branched structures for many elemental combinations [100].
Compositions such as CdSe, PdSe, CdS, MnS and CdTe have been made available
through solution-based techniques [101]. A successful technique to initiate branching
of individual nanorods is to add nanoparticles as new growth sites. This has been
demonstrated for GaP, InP, Ga As, AlN and GaN [102]. Successful studies even
towards thehierarchical growth of interconnectednanobranched structureshavebeen
undertaken and reviewed recently [103]. Again, ZnO is amaterial which has shown an
enormous breadth of structures with branched characteristics [104]. The growth of
ZnO tetrapods is well understood andmay serve as a model system to illustrate some
general points of the growth of branched nanostructures. Although several models
have been discussed and differ in some detail, it is accepted that growth of the
cylindrical arms of a tetrapod proceeds via nucleation of a core structure. As
determined by detailed high-resolution transmission electron microscopy studies,
a zinc blende structure represents the core structure from which wurtzite arms grow.
The former thus serve as seed templates for wurtzite arm growth. Growth of the ½00�1�
wurtzite facets is outwards from the four [111] crystal faces of the zinc blende seeds.
The same growth mode has been discussed for CdSe and CdTe tetrapod architec-
tures [105]. Although the synthesis and growth of ZnO tetrapods is well studied, the
electronic properties of this architecture have only recently been addressed.
Making electrical contacts to the edges of the tetrapod nanocrystal is, of course,

difficult. A diode configuration has been realized with rectification characteristics
(W forms an ohmic contact, Pt forms a Schottky contact to the tetrapod) (Figure 5.37)
[106].
Branching out of nanowires has been achieved by using Au particles as catalyst

seeds, resulting in the formation of Group III and V compound semiconductor rods
(Figure 5.38).
Au catalyst particles are prepared via a gas-phase aerosol process and are size

selected using a differential mobility analyzer [107]. The wire growth process is
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repeated on the initially formed nanowire trunks to yield finally the branch structure
in a follow-up process step. In this second process step, individual synthesis
conditions, for example, the molecular wire precursor, can be varied, giving rise to
branched nanowire heterostructures. The individual nanowire diameter of the
branches is determined by the Au catalyst particle size; however, additional deposi-
tion of material on the side facets of the wires leads to thickening of the wires, and a
tapered structure is therefore often observed [108].
The hierarchical growth of already branched nanowire structures to higher

organized ensembles can also be realized in a solution-based growth process [105].
The precursor (e.g., an elemental chalcogenide) and a capping agent [e.g., an alkyl

Figure 5.38 Branched nanowire and hetero
nanowire formation process. Au particles are
deposited on a substrate (a); precursor
molecules (arrows) are introduced at elevated
temperatures and combine beneath seed
particles to formcompoundnanowire trunks (b);
a second set of Au particles is deposited onto

these trunks (c); branched nanowires grow in the
same way as for (b) in (d); a third set of Au
particles is introduced (e), followed by a new set
of precursor molecules, which results in the
growth of branched hetero nanowires (f).
Adapted from Ref. [108].

Figure 5.37 SEM image of a ZnO tetrapod with two W contacts
and one Pt contact made to each arm of the structure. Scale
bar¼ 1 mm. Reprinted with permission from Ref. [106].
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(aryl)phosphine] first initiates the nanorod growth, followed by branching due to the
facetted growth mechanism into a nanotetrapod structure. An end selective exten-
sion and further branching of such nanotetrapods are then possible by adding a new
precursor to the samemixture. However, removal of the nano-objects from the initial
synthesis mixture of the grown nanostructures, redispersion and regrowth, for
example, with a different precursor, are also possible and allow further hierarchical
growth at the ends of the original tetrapod structures. This growth gives rise to the
formation of branched heterostructures. Thus, interfaces with different composi-
tions can be designed in these structures, allowing control over charge carriers
(electrons or holes) due to tailoring of the interface.
A detailed catalyst-driven (via Au aerosol particles) growth study of branched

heterostructures by combiningGroup III–Vmaterials, GaAs, GaP, InP andAlAs, has
led to the conclusion that the growth mechanisms of such heterostructures depend
on the relationship of the interface energies between the growing materials and the
catalyst particle. It turned out that the growth of straight heterostructures in a
particular direction seems favored over growth in another direction.
Finally, comparing gas-phase techniques and solution-based routes to branched

nanowire structures, both methods show great potential towards the synthesis of
higher organized morphologies based on 1D wires. It is remarkable that in both
synthetic approaches the growth can be initiated on already formed branched struc-
tures just by adding fresh catalyst particles. However, the solution-based methods
surely are favored due to the relative ease of formation of such structures and their
further assembly potential towards higher organizedmultibranched wire structures.
One further step towards this end has been demonstrated by tipping the ends of
individual CdSe rods or tetrapods on both sides with Au nanoparticles, in solution
(Figure 5.39) [109].
Although already a truly composite structure on its own (e.g., the excitonic spectra

of the CdSe nanorod structure and the plasmonic Au spectra are not a superposition
of the individual features of the individual semiconductor material and the metal
nanoparticle), functionalization of the nanoparticle ends with alkanedithiols has led
to assembled lines of individual composite nanowires (Figure 5.39) [109].

Figure 5.39 Schematics of dumbbell-like
structures of a CdSe nanorod with Au gold tips at
both ends. Single CdSe dumbbell doubly tipped
with Au nanoparticles (a); typical unordered
arrangement of Au tippedCdSe nanorods, where
the Au tip size can be varied by increasing the

AuCl3 concentration during tip growth (b); self-
assembled chain of nano CdSe dumbbells (real
size 29 · 4 nm) formed by adding hexanedithiol
bifunctional linker molecules which connect Au
tipped ends of CdSe dumbbells. Adapted from
Ref. [110].
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5.5
Outlook

Studies towards functionality in inorganic 1Dmaterials are an interesting and inter-
disciplinary field, bringing together fundamental science and opening up opportu-
nities towards possible applications of these materials in various areas. Directed,
organized growth of such 1D objects is surely a key inmost of the envisioned areas of
application of nanoscience.
In recent years, it has become clear that in addition to a bottom-up synthetic

approach to 1D nanomaterials, a top-down approach which allows structuring,
assembly and integration of 1D nanomaterials on the next higher length scale is
necessary to organize and use 1Dmaterials as building blocks in functional devices.
The question no longer seems to be which of the two techniques, bottom-up or top-
down, is the more powerful approach to new functional devices, but rather how we
canmake use in the most efficient way of both technologies to bridge the dimension
gap: nano–micro–macro. In areas where current microtechnologies and materials
are best compatible with bottom-up techniques for the synthesis and handling of 1D
nanomaterials, they already work hand in hand and the unique properties of, for
example, 1D materials have to be exploited successfully. This has already been
demonstrated in current electronic and optoelectronic devices such as field effect
transistors, light-emitting diodes, gas sensors and nanoresonators [110]. A key to this
development of the field is certainly strong interdisciplinary research efforts between
chemists, physicists and engineers.
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6
Biomolecule–Nanoparticle Hybrid Systems
Maya Zayats and Itamar Willner

6.1
Introduction

Metal and semiconductor nanoparticles (NPs) or quantumdots (QDs) exhibit unique
electronic, optical and catalytic properties. The comparable dimensions of NPs or
QDs and biomolecules such as enzymes, antigens/antibodies and DNA suggest that
by the integration of the biomolecules with NPs (or QDs) combined hybrid systems
with the unique recognition and catalytic properties of biomolecules and with the
electronic, optical and catalytic features of NPs might yield new materials with
predesigned properties and functions. For example, metallic NPs, such as Au or Ag
NPs, exhibit size-controlled plasmon excitons. These plasmon absorbance bands are
sensitive to the dielectric properties of the stabilizing capping layers of the NPs [1, 2]
or to the degree of aggregation of the NPs that leads to interparticle-coupled plasmon
excitons [3, 4]. Thus, spectral changes occurring inmetal NP assemblies as a result of
biomolecule-induced recognition events that occur on NP surfaces and alter the
surface dielectric properties of the NP or stimulate aggregation might be used for
optical biosensing. Similarly, semiconductor QDs reveal size-controlled absorption
and fluorescence features [5–7]. The high fluorescence quantum yields of QDs and
the stability of QDs against photobleaching can be used to develop new fluorescent
labels for optical biosensors [8, 9]. Alternatively, metallic NPs exhibit catalytic
functions reflected by their ability to catalyze the reduction and growth of the NP
seeds by the samemetal or a differentmetal to form core–shell NPs. These properties
may be applied to form NP-functionalized proteins or nucleic acids that provide
hybrid systems that act as electroactive labels for amplified biosensing [10, 11] or as
templates for growing nanostructures [12]. Furthermore, the coupling of biomole-
cules to metallic or semiconductor NPs might allow the use of the electron-
conducting properties of metal NPs or the photoelectrochemical functions of
semiconductor NPs to develop new electrical or photoelectrochemical biosensors.
Indeed, tremendous scientific advances have been achieved in the last few years by
conjugating biomolecules and NPs to functional hybrid systems. Numerous new
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biosensors and bioanalytical paradigms were developed, and substantial progress
in the use of these hybrid systems as building units of nanodevices was achieved.
Several comprehensive review articles addressed different aspects and future per-
spectives of biomolecule–NP hybrid systems [13–18]. This chapter is aimed at
summarizing the different venueswhere the unique optical and electronic properties
of biomolecule–NP hybrid systems have been applied and to discuss future
opportunities in the area. Naturally, this review is not aimed at providing full
bibliographic coverage of the different topics, but it will highlight the different
scientific directions that use biomolecule–NP hybrid systems, and address some
specific examples.

6.2
Metal Nanoparticles for Electrical Contacting of Redox Proteins

The electrical contacting of redox proteins with electrodes is a key issue in bioelec-
tronics. Numerous redox enzymes exchange electrons with other biological compo-
nents such as other redox proteins, cofactors or molecular substrates. The exchange
of electrons between the redox centers of proteins and electrodes could activate the
bioelectrocatalytic functions of these proteins and thus provide a route to design
different amperometric biosensors. Most of the redox proteins lack, however, direct
electron transfer communication with electrodes, and hence, the bioelectrocatalytic
activation of the redox enzymes is prohibited. The lack of electrical contact between
the redox centers and the electrode surfaces is attributed to the spatial separation of
the redox sites from the electrode by means of the protein shell [19]. Different
methods to electrically communicate redox enzymeswith electrodeswere developed,
including the application of diffusional electronmediators [20], tethering redox relays
to the proteins [21–23] and the immobilization of redox proteins in electroactive
polymers [24–26]. A recently developed procedure for the electrical contacting of
redox proteins with electrodes involved the extraction of the native redox cofactor
from the protein and the reconstitution of the resulting apo-enzyme on a surface
modified with a monolayer consisting of a relay tethered to the respective cofactor
units [27–30]. The reconstitution process aligned the protein on the electrode surface
in an optimal orientation, while the relay units electrically contacted the cofactor sites
with the conductive support, by shortening the electron transfer distances [31]. All of
these methods permitted the bioelectrocatalytic activation of the respective enzymes
and the development of amperometric biosensors and biofuel cells, [32, 33].
The availability of metal nanoparticles exhibiting conductivity allowed the

generation of nanoparticle–enzyme hybrid systems for controlled electron trans-
fer [34, 35]. Recently, highly efficient electrical contacting of the redox enzyme
glucose oxidase (GOx) through a single Au nanoparticle (AuNP) was demonstrated
[36]. The GOx–Au NP conjugate was constructed by the reconstitution of an
apo-flavoenzyme, apo-glucose oxidase (apo-GOx) on a 1.4-nm Au55 nanoparticle
functionalized with N6-(2-aminoethyl) flavin adenine dinucleotide (FAD cofactor,
amino derivative, 1). The resulting enzyme–NP conjugate was assembled on a
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thiolatedmonolayer by using different dithiols (2–4) as linkers [Figure 6.1(A), route a].
Alternatively, the FAD-functionalized Au nanoparticle was assembled on a thiolated
monolayer associated with an electrode, and apo-GOx was subsequently reconstituted
on the functional nanoparticles [Figure 6.1(A), route b]. The enzyme electrodes
prepared by these two routes revealed similar protein surface coverage of about
1· 10�12mol cm�2. The Au NPwas found to act as a nanoelectrode that acted as relay
units transporting the electrons from theFADcofactor embedded in the protein to the
electrode with no additional mediators, thus activating the bioelectrocatalytic func-
tions of the enzyme. Figure 6.1(B) shows the cyclic voltammograms generated by the
enzyme-modified electrode, in the presence of different concentrations of glucose.
Theelectrocatalytic currents increase as the concentrations of glucose are elevated, and
the appropriate calibration curve was extracted [Figure 6.1(B), inset]. The resulting
nanoparticle-reconstituted enzyme electrodes revealed unprecedented efficient elec-
trical communication with the electrode (electron transfer turnover rate about
5000 s�1). This effective electrical contacting, far higher than the turnover rate of
the enzymewith its native electron acceptor, oxygen (about 700 s�1),made the enzyme
electrode insensitive to oxygen or to ascorbic acid or uric acid, which are common
interferents in glucose biosensing. The rate-limiting step in the electron transfer
communication between the enzyme redox center and the electrode was found to be
the charge transport across the dithiol molecular linker that bridges the particle to the
electrode. The conjugated benzenedithiol (4) was found to be the most efficient
electron-transporting unit among the linkers (2–4).
A similar concept was applied to electrically contact pyrroloquinoline quinone

(PQQ)-dependent glucose dehydrogenase [37]. Apo-glucose dehydrogenase (apo-
GDH) was reconstituted on PQQ-cofactor units (5) covalently linked to the
amino-functionalized Au NPs [Figure 6.2(A)]. The electrocatalytic anodic currents
developed by the enzyme-modified electrode, in the presence of variable concentra-
tions of glucose, are depicted in Figure 6.2(B). The resulting electrocatalytic currents
imply that the system is electrically contacted and that the Au NPs mediate the
electron transfer from the PQQ-cofactor center embedded in the protein to the
electrode. Using the saturation current value generated by the system [Figure 6.2(B),
inset] and knowing the surface coverage of the reconstituted enzyme, 1.4· 10�10

mol cm�2, the electron transfer turnover rate between the biocatalyst and the
electrode was estimated to be 1180 s�1, a value that implies effective electrical
communication between the enzyme and the electrode, which leads to the efficient
bioelectrocatalytic oxidation of glucose.

6.3
Metal Nanoparticles as Electrochemical and Catalytic Labels

The possibility to functionalize metallic nanoparticles with different biomolecules
allows theuse of the biomolecule–-NP conjugates as labels for the amplified detection
of biorecognition events. The NPs may be modified by their direct functionalization
with the biomolecules, for example, the binding of thiolated nucleic acids to Au or Ag
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Figure 6.1 (A) The assembly of an electrically-
contacted glucose oxidase (GOx) monolayer-
functionalized electrode by the reconstitution of
the apo-enzyme on an Au NP modified with the
flavin adenine dinucleotide (FAD) cofactor (1).
(B) Cyclic voltammograms corresponding to the
bioelectrocatalyzedoxidationof different glucose

concentrations by the GOx-reconstituted
electrode: (a) 0, (b) 1, (c) 10, (d) 20 and (e)
50mM. Scan rate 5mV s�1. Inset: calibration
plot derived from the cyclic voltammograms at
E¼ 0.6 V in the presence of different
concentrations of glucose. (Reproduced from
[36]. Reprinted with permission from AAAS).
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Figure 6.2 (A) The assembly of an electrically
contacted glucose dehydrogenase (GDH)
enzyme electrode by the reconstitution of the
apo-enzyme on a PQQ (5)-functionalized Au NP
associated with the electrode. (B) Cyclic
voltammograms corresponding to the
bioelectrocatalyzed oxidation of glucose by the
GDH reconstituted on the PQQ-functionalized

Au NPs associated with an Au electrode in the
presence of different concentrations of glucose:
(a) 0, (b) 1, (c) 5, (d) 20, (e) 40 and (f) 100mM.
Potential scan rate 5mV s�1. Inset: calibration
plot derived from the cyclic voltammograms at
E¼ 0.7 V. (Reprinted with permission from [37].
Copyright 2005 American Chemical Society).
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NPs [3, 38, 39], the covalent tethering of the biomolecules to chemically functionalized
NPs [40, 41] or the supramolecular binding of biomolecules to functionalizedNPs, for
example, the association of avidin-tagged nucleic acids with biotinylated NPs [42]. The
biomolecule-modified NPs may be employed as electrochemical tracers for the
amplified detection of biorecognition events [43, 44]. The chemical dissolution of
the NP labels associated with the biorecognition events followed by electrochemical
preconcentrationof the released ionson theelectrode and the subsequent strippingoff
of the collectedmetal provide a generalmeans for theuse of the particles as amplifying
units for the biorecognition events [45]. Alternatively, the direct electrochemical
stripping off of the NPs bound to the biorecognition complex was employed to
transduce the biorecognition events [46–48]. These methods for stripping of the
electrochemically pre-concentratedmetals or the direct electrochemical dissolution of
the metals led to 3–4 orders of magnitude improved detection limits, compared with
normal pulse voltammetric techniques used to monitor DNA hybridization.
Themethod for the detection ofDNAby the capturing the gold [49, 50] or silver [51]

nanoparticles on the hybridized target, followed by the anodic stripping off of the
metal tracer is depicted in Figure 6.3. Picomolar and sub-nanomolar levels of the
DNA target have thus been detected. For example, the electrochemical method was
employed for the Au NP-based quantitative detection of the 406-base human
cytomegalovirus DNA sequence (HCMV DNA) [50]. The HCMV DNA was immo-
bilized on a microwell surface and hybridized with the complementary oligonucleo-
tide-modified Au nanoparticles as labels. The resulting surface-immobilized Au
nanoparticle double-stranded assembly was treated with HBr–Br2, resulting in the
oxidative dissolution of the gold particles. The solubilized Au3þ ions were then
electrochemically reduced and accumulated on the electrode and subsequently
analyzed by anodic stripping voltammetry. The same approach was applied for
analyzing an antigen [52] using Au nanoparticle labels and stripping voltammetry
measurement. Further sensitivity enhancement can be obtained by catalytic enlarge-
ment of the gold tracer in connection with nanoparticle-promoted precipitation of
gold [49] or silver [53–55]. Combining such enlargement of the metal particle tags,
with the effective �built-in� amplification of electrochemical stripping analysis, paved
the way to sub-picomolar detection limits. The silver-enhanced Au NP stripping
method was used for the detection of DNA sequences related to the BRCA1 breast
cancer gene [53]. The method showed substantial signal amplification as a result of

Figure 6.3 Electrochemical detection of a DNAby its labeling with
a complementary nucleic acid-functionalized Au NP and the
subsequent dissolution of the NPs and the electrochemical
stripping of the Au3þ ions.
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the catalytic deposition of silver on the gold tags; the silver signal was 125 times
greater than that of the gold tag. A detection limit of 32 pM was achieved.
A further modification of the metal NP-induced amplified detection of DNA

involved combination of magnetic particles and biomolecule-functionalizedmetallic
NPs as two inorganic units that operate successfully in biosensing events. The
formation of a biorecognition complex on themagnetic particles followed by labeling
of the complex with the metallic NPs allowed the magnetic separation of the metal-
labeled recognition complexes and their subsequent electrochemical detection by
stripping voltammetry [49, 53]. Whereas the magnetic separation of the labeled
recognition complexes enhanced the specificity of the analytical procedures, the
stripping off of the metallic labels contributed to specific analysis [56, 57]. Further-
more, the use of themetallic NP labels accumulated on themagnetic NPs as catalytic
seeds for the electroless enlargement of the particles by metals provided a further
amplification path for the electrochemical stripping of the labels [57].
Figure 6.4 depicts the amplified detection of DNA by the application of nucleic

acid-functionalized magnetic beads and Au NPs as catalytic seeds for the deposition
of silver [57]. A biotin-labeled nucleic acid (6) was immobilized on the avidin-
functionalized magnetic particles and hybridized with the complementary biotiny-
lated nucleic acid (7). The hybridized assembly was then reacted with the
Au-nanoparticle-avidin conjugate (8). Treatment of the magnetic particles–DNA–Au
nanoparticle conjugate with silver ions (Agþ) in the presence of hydroquinone results
in the electroless catalytic deposition of silver on the Au nanoparticles, acting as
catalytic labels. The latter process provided the amplification path since the catalytic
accumulation of silver on the Au nanoparticle originates from a single DNA recogni-
tion event. The magnetic separation of the particles by an external magnet concen-
trated the hybridized assembly from the analyzed sample. The current originated by
the voltammetric stripping off of the accumulated silver then provided the electronic

Figure 6.4 Electrochemical analysis of a DNA (7) by its
hybridization with the complementary nucleic acid (6)-
functionalized magnetic particle and the hybridization with
the complementary nucleic acid (8)-modified Au NPs, followed
by the depositionof Ag0 on theparticles. The analysis is performed
by themagnetic separation of the particles aggregates, followedby
the electrochemical stripping of the metallic NPs.
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signal that transduced the analysis of the target DNA. Also, Au nanoparticle-based
detection of DNA hybridization based on the magnetically induced direct electro-
chemical detection of the 1.4-nm Au67 NP tag linked to the target DNA was
reported [58]. The Au67 NP tag was directly detected after the hybridization process,
without the need for acid dissolution.
An additional method to enhance the sensitivity of electrochemical DNAdetection

involved the use of polymeric microparticles (carriers) loaded with numerous Au
nanoparticle tags [59]. The AuNP-loadedmicroparticles were prepared by binding of
biotinylated Au NPs to streptavidin-modified polystyrene spheres. The hybridization
of target DNA immobilized on magnetic beads with the nucleic acid functionalized
with Au nanoparticle-carrier polystyrene spheres, followed by the catalytic enlarge-
ment of gold labels, magnetic separation and then detection of the hybridization
event by stripping voltammetry (Figure 6.5) allowed the determination of DNA
targets at a sensitivity corresponding to 300 amol. A furthermethod for the amplified
detection of biorecognition complexes included the use of Au NPs as carriers of
electroactive tags [60]. That is, the redox-active units capping the AuNPs linked to the
biorecognition complexes allowed the amperometric transduction of the biosensing
process. A detection limit of 10 amol for analyzing DNAwith the functionalized NPs
was reported.
The metal NP labels might be linked along double-stranded DNA, rather than be

tethered by hybridization to the analyzedDNA, for the amplified electrical analysis of
DNA. The generation of the metal nanoclusters along the DNA and their use for the
amplified electrical analysis of DNA are depicted in Figure 6.6 and they follow
the concepts used for the fabrication ofmetallic nanowires (see Section 6.10) [61]. The
method involves the immobilization of a short DNA primer on the electrode that

Figure 6.5 Amplified electrochemical detection
of DNA by using nucleic acid–Au NP-
functionalized microparticles as labels, and
electroless catalytic deposition of gold on the
NPs as a means of amplification: (a)
hybridization of the nucleic acid–Au
NP-functionalized microparticles with the

target DNA, which is associated with a magnetic
bead; (b) enhanced catalytic deposition of gold
on the NPs; (c) dissolution of the gold clusters;
(d) detection of the Au3þ ions by stripping
voltammetry. (Reproduced with permission
from [59]. Copyright 2004 Wiley-VCH).
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hybridizes with the target DNA (step A). The negative charges associated with the
phosphate units of the long target DNA collect Agþ ions from the solution to form
phosphate–Agþ complexes (step B). The bound Agþ ions are then reduced by
hydroquinone, resulting in the formation of metallic silver aggregates along the

Figure 6.6 Outline of the steps involved in the
amplified electrochemical detection of DNA by
the deposition of catalytic silver clusters on the
DNA strand: (A) hybridization of the
complementary target DNA with the short DNA
primer, which is covalently linked to the electrode
surface through a cystamine monolayer; (B)
loading of the Agþ ions on to the immobilized

DNA; (C) reduction of Agþ ions by hydroquinone
to form silver aggregates on the DNA backbone;
(D) dissolution of the silver aggregates in acidic
solution and transfer of the solution to the
detection cell for stripping potentiometric
measurement (PSA¼ potentiometric stripping
analysis).
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DNA (step C). The subsequent dissolution and electrochemical stripping of the
dissolved silver clusters (stepD) then provide the route to detect the hybridizedDNA.
The catalytic features of metal nanoparticles permit the subsequent electroless

deposition of metals on the nanoparticle clusters associated along the DNA and the
formation of enlarged, electrically interconnected, nanostructered wires. The forma-
tion of conductive domains as a result of biorecognition events then provides an
alternative path for the electrical transduction of biorecognition events. This was
exemplified by the design of a DNA detection scheme by using microelectrodes
fabricated on a silicon chip [62] (Figure 6.7). Themethod relied on the generation of a
DNA–AuNP sandwich assay within the gap separating twomicroelectrodes. Aprobe
nucleic acid (9) was immobilized in the gap separating the microelectrodes. The
target DNA (10) was then hybridized with the probe interface and, subsequently,
the nucleic acid (11)-functionalized Au nanoparticles were hybridized with the free
30-end of the target DNA, followed by silver enhancement of the Au NP labels.
Catalytic deposition of silver on the gold nanoparticles resulted in electrically
interconnected particles, exhibiting low resistance between the electrodes. The low
resistances between the microelectrodes were controlled by the concentration of the
target DNA, and the detection limit for the analysis was estimated to be about
5· 10�13M. Adifference of 106 in the gap resistance was observed upon analyzing by
this method the target DNA and its mutant. A related conductivity immunoassay of
proteins was developed, based on Au NPs and silver enhancement [63].

Figure 6.7 The use of a DNA–Au NP conjugate and subsequent
silver deposition to connect two microelectrodes, as a means of
sensing a DNA analyte.
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A further approach for the amplified detection of DNA or proteins by employing
metal nanoparticle (Pt NP) labels as catalysts for the reduction of H2O2 was
described [64]. Nucleic acid-functionalized Pt NPs act as catalytic labels for the
amplified electrochemical detection of DNA hybridization and aptamer/protein
recognition events. Hybridization of the nucleic acid-modified Pt NPs to the nucleic
acid–analyte DNA complex associated with an electrode permits the amperometric,
amplified, detection of the DNA through the Pt NP electrocatalyzed reduction of
H2O2 with a sensitivity limit of 1 · 10�11M [Figure 6.8(A)]. Similarly, the association
of the aptamer-functionalized Pt NPs to a thrombin aptamer–thrombin complex
associated with the electrode allowed the amplified, electrocatalytic detection of
thrombin with a sensitivity limit corresponding to 1 · 10�9M [Figure 6.8(B)].

6.4
Metal Nanoparticles as Microgravimetric Labels

Nanoparticles provide a �weight label� that may be utilized for the development of
microgravimetric sensing methods [quartz crystal microbalance (QCM)] that are
ideal for the detection of biorecognition events. Also, the catalytic properties of
metallic NPs may be employed to deposit metals on the NP-functionalized bior-
ecognition complexes, thus allowing enhanced mass changes on the transducers

Figure 6.8 (A) Amplified electrochemical analysis of a DNA by
nucleic acid-functionalized Pt NPs acting as electrocatalysts
for the reduction of H2O2. (B) Amplified electrochemical analysis
of thrombin by an aptamers monolayer-functionalized
electrode and an aptamer-functionalized Pt NP labels as
electrocatalysts for the reduction of H2O2.
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(piezoelectric crystals) and amplified biosensing. For a quartz piezoelectric crystal
(AT-cut), the crystal resonance frequency changes by Df when a mass change Dm
occurs on the crystal according to the Sauerbrey equation [65]:

Df ¼ �2f 20½Dm=AðmqrqÞ1=2� ð6:1Þ
where f0 is the fundamental frequency of the quartz crystal,Dm is themass change,A
is the piezoelectrically active area, rq is the density of quartz (2.648 g cm

�3) and mq is
the shear modulus (2.947· 1011 dyn cm�2 for AT-cut quartz). Thus, any mass
changes of the piezoelectric crystals are accompanied by a change in the resonance
frequency of the crystal.
The microgravimetric QCM method was applied for the amplified detection of

DNA using nucleic acid-functionalized Au NPs as �weight labels� [66–68]. A target
DNAmolecule (13) was hybridized to an Au–quartz crystal that was modified with a
probe oligonucleotide (12) and the 14-functionalized Au NPs were hybridized to the
30-end of the duplex DNA associated with the crystal (Figure 6.9). The subsequent
secondary dendritic amplification was achieved by the interaction of the resulting
interface with the targetDNA (13) that was pretreatedwith the (12)-functionalized Au
NP [67, 69]. Concentrations ofDNA (13) as low as 1· 10�10Mcould be detected by the
amplification of the target DNA by the nucleic acid-functionalized Au NP labels.
Also, the detection of DNAusing nucleic acid-functionalized Au NPs and catalytic

metal deposition on the NPs labels was reported [70, 71]. The Au nanoparticles act as
catalytic �seeds� and catalyze the reduction of AuCl4

� and the deposition of gold on
the Au NPs. Thus, the catalytic enlargement of the nanoparticles increased the mass
associatedwith the piezoelectric crystal and provided an active amplification route for
the amplified microgravimetric detection of the DNA. For example, Figure 6.10(A)
depicts the amplified detection of the 7249-baseM13mp18DNAbyusing the catalytic

Figure 6.9 Dendritic amplified DNA sensing by the use of
oligonucleotide-functionalized Au NPs, which are assembled
on a quartz crystal microbalance (QCM) Au–quartz crystal
(Reproduced from [67] by permission of The Royal Society
of Chemistry).

150j 6 Biomolecule–Nanoparticle Hybrid Systems



depositionof gold onanAuNPconjugate [71]. TheDNAprimer (15)was assembledon
an Au–quartz crystal. After hybridization with M13mp18 DNA (16), the double-
stranded assembly was replicated in the presence of a mixture of nucleotides
(deoxynucleotide triphosphates, dNTP mixture) that included dATP, dGTP, dUTP,
biotinylated dCTP (B-dCTP) andpolymerase (Klenow fragment). The resulting biotin-
labeled replica was then treated with the streptavidin–Au NP conjugate (Sav–Au NP)
(17), and the resulting Au-labeled replica was subjected to the Au NP-catalyzed
deposition of gold by the NH2OH-stimulated reduction of AuCl4

�. The replication
process represents the primary amplification step as it increases the mass associated
with the crystal and simultaneously generates a high number of biotin labels for the
association of the Sav-Au NP. The binding of the conjugate represents the secondary
amplification step for the analysis of M13mp18 DNA. The third step, which involves
the catalyzed precipitation of themetal, led to the greatest amplification in the sensing
process as a result of the increase in themass of the AuNPs. Thismethod enabled the
M13mp18 DNA to be sensed with a detection limit of �1· 10�15M.
This amplification method was also applied for the analysis of a single-base

mismatch in DNA as depicted in Figure 6.10(B) [70, 71]. This was exemplified with
the analysis of the DNAmutant 18a, which differs from the normal gene (18) by the
substitution of a Gbase with an A base. The analysis of themutant was performed by
the immobilization of the probe DNA (19), which is complementary to the normal
gene (18) and also to the mutant (18a) (up to one base prior to the mutation site), on
the Au–quartz crystal. Hybridization of the normal gene or the mutant with this
probe interface, followed by the reaction of the hybridized surfaces with biotinylated
dCTP (B-dCTP) in the presence of polymerase (Klenow fragment), led to the
incorporation of the biotin-labeled base only into the assembly that included the
mutant 18a. The subsequent association of the Sav–Au NP conjugate 17 followed by
the catalyzed deposition of gold on the Au NPs amplified the analysis of the single-
basemismatch in 18a. Figure 6.10(C), curve a, shows themicrogravimetric detection
of the mutant 18a revealing a frequency change of Df¼�700Hz upon analyzing
(18a), 3 · 10�9M. The normal gene (18) does not alter the frequency of the crystal
[Figure 6.10(C), curve b]. The mutant could be detected with a detection limit of
3· 10�16M.
Microgravimetric detection method was further extended to analyze proteins by

aptamer-functionalized surfaces, using metal NPs as �weight labels� and as catalytic
sites for enlargement of nanoparticles and the amplified sensing of the proteins.
The use of metal nanoparticle labels for the amplified analysis of thrombin was
reported [72]. The fact that thrombin consists of a dimer with two binding sites for
aptamers [73, 74] allowed the application of aptamer-functionalized Au NPs for
developing a microgravimetric QCM aptasensors for thrombin (Figure 6.11).
The thiolated aptamer 20 was linked to an Au–quartz crystal. The interaction of
the 20-modified Au–quartz crystal with thrombin and the subsequent association of
the aptamer 20-functionalizedAuNPsprovide a primary amplification of the analysis
of thrombin by applying the Au NPs as a �weight label�. The secondary catalytic
enlargement of the Au nanoparticles by the particle-catalyzed reduction of AuCl4

� by
1,4-dihydronicotinamide adenine dinucleotide (NADH) [75] provided a further

6.4 Metal Nanoparticles as Microgravimetric Labels j151



152j 6 Biomolecule–Nanoparticle Hybrid Systems



amplification for the sensing of thrombin. Upon analyzing thrombin at a concentra-
tion of 2· 10�9M, the primary amplification step resulted in a frequency change of
�30Hz, whereas the secondary amplification step altered the crystal frequency by
�900Hz.

6.5
Semiconductor Nanoparticles as Electrochemical Labels for Biorecognition Events

Other inorganic nanoparticle composites such as semiconductor NPs (or quantum
dots) have been employed as labels (that substitute metallic NPs) for the amplified
electrochemical detection of proteins or DNA [16, 43, 44]. The use of different
semiconductorNPs allowed the parallel analysis of different targets, using theNPs as
codes for different analytes. For example, CdS semiconductor nanoparticles modi-
fied with nucleic acids were employed as labels for the detection of hybridization

Figure 6.10 (A) Amplified detection of the 7249-
base M13mp18 DNA (16) using the catalytic
deposition of gold on an Au nanoparticle
conjugate. (B) Analysis of a single-base
mismatch in DNA (18a) using the catalytic
deposition of gold on an Au nanoparticle
conjugate. (C) Microgravimetric detection of a
single-base mutant (18a) enhanced by the

catalytic depositionof goldon anAunanoparticle
conjugate. The frequency responses were
observedwith amutantDNA (18a) (a) andwith a
normal DNA (18) (b). Arrow (1) shows the
attachment of the Sav–AuNP conjugate (17) and
arrow (2) shows catalytic deposition of gold on
the Au NPs. (Reproduced from [71] by
permission of The Royal Society of Chemistry).

Figure 6.11 Microgravimetric analysis of thrombin by an aptamer
(20)-functionalized Au–quartz crystal and the aptamer-
functionalized Au NP as label and the subsequent enlargement of
the NPs by the NADH-induced reduction of Au3þ ions. The
enlarged NPs act as �weight labels� for the amplified detection of
thrombin.
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events of DNA [76]. Dissolution of the CdS (in the presence of 1MHNO3) followed by
the electrochemical reduction of the Cd2þ to Cd0 accumulated the metal on the
electrode. The subsequent stripping off of the generated Cd0 (to Cd2þ) provided the
electrical signal for the DNA analysis. This method was further developed by using
magnetic particles functionalized with probe nucleic acids as sensor units that
hybridize with the analyte DNA and the nucleic acid-functionalized CdS NPs labels
that hybridizewith the single-strand domain of the analyteDNAand trace the primary
formation of the probe–analyte double-stranded complex. Themagnetic separation of
themagnetic particle–CdSNPaggregates crosslinked by the analyteDNA, followed by
dissolutionof theCdSandelectrochemical collection and strippingoff of theCdmetal,
provide the amplified electrochemical readout of the analyte DNA. In fact, this system
combined the advantages of magnetic separation of the tracers CdS NPs associated
with the DNA recognition events with the amplification features of the electrochemi-
cal stripping method. Highly sensitive detection of DNA is accomplished by this
method (detection limit 100 fmol, reproducibility¼RSD 6%) [76].
By using different semiconductor NPs as labels, the simultaneous and parallel

analysis of different antibodies or different DNAs was accomplished. Amodel system
for multiplexed analysis of different nucleic acids with semiconductor NPs was
developed [77]. Three different kinds of magnetic particles were modified by three
different nucleic acids (21a–c) and subsequently hybridized with the complementary
target nucleic acids (22a–c). The particles were then hybridized with three different
kinds of semiconductor nanoparticles, ZnS, CdS, PbS, that were functionalized with
nucleic acids (23a–c) complementary to the target nucleic acids associated with the
magnetic particles [Figure 6.12(A)]. Themagnetic particles allowed the easy separation
andpurification of the analyte samples, whereas the semiconductor particles provided
nonoverlapping electrochemical readout signals that transduced the specific kind of
hybridized DNA. Stripping voltammetry of the respective semiconductor nanopar-
ticles yielded well-defined and resolved stripping waves, thus allowing simultaneous
electrochemical analysis of several DNA analytes. The same strategy was also applied
for the multiplexed immunoassay of proteins [78], with simultaneous analysis of four
antigens. The arsenal of inorganic labels for the parallel multiplexed analysis of
biomolecules and the level of amplificationwere further extendedbyusingothermetal
sulfide composite nanostructures. For example, InS nanorods provided an additional
resolvable voltammetric wave, while the nanorods configuration of the label increased
the amplification efficiency due to the higher content of stripped-off metal from the
nanorod configuration as compared with a spherical NP structure [79].
This method to encode biomolecular identity by semiconductor NPs was extended

for the parallel analysis of different proteins by their specific aptamers [80]. An Au
electrode was functionalized with aptamers specific for thrombin and lysozyme
[Figure 6.12(B)]. Thrombin and lysozyme were labeled with CdS and PbS NPs,
respectively, and the NP-functionalized proteins acted as tracer labels for the analysis
of the proteins. TheNP-functionalized proteinswere linked to the respective aptamers
and subsequently interacted with the nonfunctionalized thrombin or lysozyme. The
competitive displacement of the respective labeledproteins associatedwith the surface
by the analytes, followed by dissolution of the metal sulfides associated with the
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surface and the detection of the released ions by electrochemical stripping, then
allowed the quantitative detection of the two proteins [Figure 6.12(C)]. This method
was further extended for coding unknown single polymorphisms (SNPs) using
different encoding QDs [81]. This protocol relied on the ZnS, CdS, PbS and CuS
NPs modified with four different mononucleotides and the application of the NPs to
construct different combinations for specific SNPs, that yielded a distinct electronic
fingerprints for the mutation sites.

6.6
Metal Nanoparticles as Optical Labels for Biorecognition Events

The unique size-controlled optical properties of themetallic NPs reflected by intense
localized plasmon excitons [1, 2, 82] turn the NPs into powerful optical tags for
biorecognition processes. Furthermore, the electronic interactions of the localized

Figure 6.12 (A) Parallel electrochemical analysis
of different DNAs using magnetic particles
functionalized with probes for the different DNA
targets and specific nucleic acid-functionalized
metal sulfides as tracers. (B) Simultaneous
electrochemical analysis of the two proteins,
thrombin and lysozyme, using a competitive
assay, where thrombin modified with CdS QDs

and lysozyme modified with PbS QDs are
used as tracers. (C) Square-wave stripping
voltammograms corresponding to the
simultaneous detection of lysozyme (a) and
thrombin (b): (I) no (a), no (b); (II) 1mg L�1 (a),
no (b); (III) no (a), 0.5mg L�1 (b); (IV) 1mg L�1 (a),
0.5mg L�1 (b). (Reprinted with permission from
[80]. Copyright 2006 American Chemical Society).
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plasmon with other plasmonic waves allow one not only to develop new optical
amplification paths for biosensing, but also the use these electronic coupling
phenomena to follow dynamic processes associated with biorecognition events. For
example, surface plasmon resonance (SPR) is a common technique for following
biorecognition events at metallic surfaces [83–85]. The changes in the dielectric
properties of the metallic surfaces and the changes in the thickness of the dielectric
films associated with themetallic surfaces alter the resonance features of the surface
plasmon wave and provide the basis for SPR biosensors. The electronic coupling
between an Au NP conjugated to the biorecognition complex and the plasmon wave
may lead to amplification of the detection processes [86].
A colorimetric detection method for nucleic acids is based on the distance-

dependent optical properties of DNA-functionalized Au NPs. The aggregation of
AuNPs leads to a red shift in the surface plasmon resonance of the AuNPs as a result
of an interparticle coupled plasmon exciton. Thus, the hybridization-induced aggre-
gation of DNA-functionalized Au NPs changes the color of the solution from red to
blue [3]. Changes in the optical properties of the Au NPs upon their aggregation
provide a method for the sensitive detection of DNA and provide a way to design
optical DNA biosensors [87–90]. Specifically, two batches of 13-nm diameter Au NPs
were separately functionalized with two thiolated nucleic acids that acted as labels for
the detection of the analyte DNA [Figure 6.13(A)]. Each of the NP labels is modified
with nucleic acid complementary to the two ends of the analyte DNA. Since each of
the nucleic acid-functionalized Au NPs includes many modifying oligonucleotides,
the addition of the target DNA to a solution of the two DNA-functionalized Au NPs
resulted in the crosslinking and aggregation of the nanoparticles through hybridiza-
tion. Aggregation changed the color of the solution from red to purple as a result of
interparticle coupled plasmon absorbance [Figure 6.13(B)]. The aggregation process
was found to be temperature-dependent, and the aggregated Au NPs can reversibly
dissociate uponelevationof the temperature through themeltingof thedouble strands
and reassociate with a decrease in the temperature through the rehybridization
process, which results in the reversible changes of the spectrum [91]. These melting
transitions, aggregation and deaggregation, occur in a narrow temperature range
[Figure 6.13(C)] and allow the design of selective assays for DNA targets and high
discrimination of the mismatched targets. The color changes in the narrow tempera-
ture range lies in the background of the simplest test to follow the aggregation of Au
NPs, the �Northwestern� spot test [87]. This is an extremely sensitive method to
discriminate between aggregated and nonaggregated gold NPs in aqueous solutions,
and it relies on a detectable color change from red to blue upon aggregation. The test
consists of spotting of a droplet of an aqueous solution of particles on a reversed-phase
thin-layer chromatographic plate. A blue spot indicates aggregation in the presence
of the target DNA, whereas a red spot indicates the presence of freely dispersed
particles [Figure 6.13(C)]. The sharp melting transitions of DNA-functionalized
gold nanoparticles were applied to discriminate the target DNA from DNA with
single-base-pair mismatches simply by following the changes in the nanoparticle
absorptionas a functionof temperature [87, 88]. Themeltingproperties ofDNA-linked
nanoparticle aggregates are affected by a number of factors, which include DNA
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surface density of the modifying nucleic acids, nanoparticle size, interparticle dis-
tances and salt concentration [91].
Recently, the use of DNA-based machines for the amplified detection of DNA was

developed [92, 93]. The aggregation ofAuNPswas used as a readout signal that follows
the operation of themachine and the detection of the respectiveDNA [94] [Figure 6.14
(A)]. Themachine consists of a nucleic acid �track� (24) that includes three domains, I,
II and III. Domain I acts as the recognition site, andhybridizationwith the targetDNA
(24a) triggers, in the presence of polymerase and the dNTPmixture, the replication of
the DNA track. Formation of the duplex, and specifically the formation of the duplex
region II, generates the scission site for nicking enzyme Nb BbvC I. The enzyme-
induced scission of the duplex activates the autonomous operation of the machine,
where the replication and strand displacement of the complementary nucleic acid of
region III proceed continuously. The displaced nucleic acid 25may be considered as
the �waste product�. In the presence of two kinds of nucleic acids 26- and 27-

Figure 6.13 Optical detection of a target DNA
through the hybridization of two kinds of nucleic
acid-functionalized Au NPs complementary to
the ends of the target DNA. The hybridization
leads to the aggregation of the NPs (A) and to
a red-to-purple color transition (B). The

deaggregation of the nanoparticles is stimulated
by the melting of the crosslinked DNA duplexes
(C). Part (B) (Reprinted with permission from
[15]. Copyright 2005 American Chemical
Society). Part (C) (Reprinted from [87] with
permission from AAAS).
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functionalized Au NPs, which are complementary to the two ends of the �waste
product�, aggregation of Au NPs proceeds. The color changes as readout method of
aggregation of the Au NPs are depicted in Figure 6.14(B). The method allowed the
optical detection of the target DNAwith a sensitivity that corresponded to 1· 10�12M.
A different metal NP-induced analysis of DNA through the aggregation of the NPs

employed the salt effect on the double layer potential of the NPs [95, 96]. Au NPs
(15 nm) were functionalized with a probe nucleic acid, and the effect of the addition
of the salt (up to 2.5M) on the stability of the modified particles, as compared with
unmodified (bare) NPs was examined. While the nucleic acid-functionalized Au NPs
revealed stability in the presence of added salt, the nonfunctionalized Au NPs
precipitated at a salt concentration of 0.1M. The probe-functionalized Au NPs, when
hybridized with the complementary target DNA, revealed a rapid red to purple color
transition (<3min) upon addition of 0.5M NaCl. This color change was attributed to
the lowering of theAuNPsurface potential upon addition of the salt, which resulted in
a decrease in the electrostatic repulsive interactions between the particles and
consequently to shorter interparticle distances and a coupled plasmon absorbance.
The effect of salt on the stability of unmodified Au NP upon interaction with a

probe nucleic acid before and after hybridization was used for the colorimetric
detection of specific sequences in amplified genomic DNA [97, 98]. The method
relied on the different effects of single- and double-stranded DNA on unmodified
citrate-coated Au NPs. The adsorption of short ss-DNA probes on Au NPs stabilizes
the citrate-coated NPs against salt-induced aggregation. The exposure of unmodified
gold nanoparticles to a saline mixture containing amplified genomic DNA and short
ss-DNA complementary to the regions in genomic DNA resulted in the aggregation
of Au NPs and a color change from red to blue. If the short oligomers were not
complementary to the regions in the genomic DNA, no color change occurred due to
the stabilization of Au NPs by these oligomers. Themethod permitted the sequence-
specific detection of label-free oligonucleotides at the level of 100 fmol and was
adapted to detect single-base mismatches.
The hybridization-induced aggregation of metallic NPs was extended to analyze

ions and smallmolecules using aptamers andDNAzymes. Aptamers are nucleic acids
with specific recognition properties towards small molecules or proteins. They are
prepared by the Systematic Evolution of Ligands by Exponential Enrichment (SELEX)
procedure, which involves the selection and amplification of a sequence-specific
nucleic acid to a target molecule from a library of 1015–1016 nucleic acids [99–101].
Similarly, catalytic nucleic acids (DNAzymes or ribozymes) are prepared by eliciting

Figure 6.14 (A) Analysis of a DNA target (24a),
by a nucleic acid �track� (24), consisting of
regions I, II and III. The replication followed by
nicking of the primary duplex (24a)/(24) yields
displacement of the �waste product� (25). The
displaced product (25) stimulates the aggre-
gation of (26)- and (27)-functionalized Au NPs
that are complementary to the two ends of (25).

(B) Spectral changes upon analyzing different
concentrations of the target DNA (24a) through
the aggregation of the Au NPs by the �waste
product� (25) generated by the DNA machine
operated for a fixed time interval of 120min: (a) 0,
(b) 1· 10�6, (c) 1· 10�7, (d) 1· 10�8 and (e)
1· 10�9M. (Reproduced with permission from
[94]. Copyright 2007 Wiley-VCH).

3

6.6 Metal Nanoparticles as Optical Labels for Biorecognition Events j159



160j 6 Biomolecule–Nanoparticle Hybrid Systems



nucleic acids by in vitro selection towards transition-state analogues of chemical
reactions [102] or by the selection of nucleic acids with binding affinities to metal
ions [103–105] or active site analogues such as a heme [106, 107]. For example, the
�8–17� DNAzyme has demonstrated high activity and specificity towards Pb2þ ions
and revealed catalytic activity towards the specific scission of the complementary
nucleic acid that included the respective cleavage site [108, 109]. Au NPs were used as
optical labels for the detection of Pb2þ ions based on the activity of thePb2þ-dependent
DNAzyme that effects the separation of Au NP aggregates [110] (Figure 6.15). The
method used the �8–17� DNAzyme that reveals high activity and specificity toward
Pb2þ ions. The system consists of a substrate strand 17DS that includes the cleavage
site and is complementary to enzyme strand 17E, which recognizes Pb2þ ions. The
enzyme strand revealed catalytic activity in the presence of Pb2þ ions and resulted in
scission of the substrate strand at the cleavage site. The complementary substrate
strand of the DNAzyme was elongated with nucleic acid residues that are comple-
mentary to secondary nucleic acids labeledwith AuNPs [Figure 6.15(A)]. Mixing of all
three components of the DNAzyme – the enzyme strand, the complementary nucleic
acid substrate and the nucleic acid-labeled Au NPs – resulted in the hybridization of
the respective components, the aggregation of theAuNPs [Figure 6.15(A), part (c)] and
the appearance of blue color, which indicated interparticle-coupled plasmon absor-
bance [Figure 6.15(B), part (a), curve 1]. The addition of Pb2þ ions resulted in the
DNAzyme-assisted cleavage of the substrate strand, and this led to the separation of
the Au NP aggregates and to a red color corresponding to the deaggregated Au NPs
[Figure 6.15(B), part (a), curve 2]. This method allowed the colorimetric detection of
Pb2þ ions in the concentration range 0.1–4mM [Figure 6.15(B), part (c), curve 1]. The
function of DNAzyme as an active component for the detection of Pb2þ ions was
confirmed by using an inactive DNAzyme (17Ec) with poor scission activity of the
substrate strand in the presence of Pb2þ ions [Figure 6.15(B), part (b), curves 1 and 2]
and with low sensitivity [Figure 6.15(B), part (c), curve 2].

Figure 6.15 (A) DNAzyme system for the
analysis of metal ions. (a) Secondary structure of
the �8–17�DNAzyme system that consists of the
enzyme strand 17E and a substrate strand 17DS.
Except for a ribonucleoside adenosine (rA) at the
cleavage site, all other nucleosides are
deoxyribonucleosides; (b) cleavage of 17DS by
17E in the presence of Pb2þ ions; (c) DNAzyme-
directed assembly of the oligonucleotide-
functionalized Au NPs and the application of the
assemblies for Pb2þ sensing. (B) UV–visible
absorbance spectra of (a) the active 17E
DNAzyme–NP sensor and (b) an inactive 17Ec
DNAzyme–NP sensor; the spectra were
recorded in the absence (curve 1) or presence
(curve 2) of Pb2þ ions (5mM); (c) calibration
plots for the analysis of Pb2þ ions, in which the
enzyme strand is the active 17E only (curve 1)
and when the 17E:17Ec ratio is 1:20 (curve 2).

(C) Colorimetric detection of adenosine
monophosphate by a DNAzyme–aptamer
conjugate, through the deaggregation of Au NPs
aggregates: (a) the construct of the blocked
Pb2þ-stimulated nucleotide cleaving DNAzyme
tethered to the anti-adenosine aptamer that
bridges Au NPs; (b) schematic colorimetric
detection of adenosine by the DNAzyme–
aptamer construct: (i) aggregated structure of
blocked DNAzyme-aptamer construct; (ii)
adenosine-induced release of the aptamer unit
from the blocked construct followed by the
activation of the DNAzyme, cleavage of the
bridging units and deaggregation of the NPs.
(Parts A and B reprinted with permission from
[110]. Copyright 2003 American Chemical
Society. Part C reprinted with permission from
[111]. Copyright 2004 American Chemical
Society).
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The DNAzyme-controlled aggregation of AuNPs was expanded to a broader range
of analytes, and a colorimetric biosensor for adenosinewas tailored on the basis of the
aptazyme-directed assembly of gold NPs [111]. The aptazyme is based on an �8–17�
DNAzyme that is allosterically activated by the adenosine aptamer [Figure 6.15(C),
part (a)]. In the absence of adenosine, an inactive aptazyme is formed, and the
substrate strand operates as a linker for the assembly of a blue colored aggregate of
13-nm Au NPs [Figure 6.15(C), part (b), route (i)]. In the presence of adenosine,
however, the aptazyme is activated and the substrate strand is cleaved [Figure 6.15(C),
part (b), route (ii)]. This prevents the aggregation of theAuNPs,which results in a red-
colored system characteristic of the individual nonaggregated nanoparticles. Con-
centrations of up to 1mM of adenosine could be semiquantitatively analyzed by
the extent of blue-to-red color changes or quantitatively measured by the ratio of the
absorbance values at 520 and 700 nm. The addition of guanosine, cytidine or uridine
(all 5mM) instead of adenosine did not affect the aggregation of the DNA-bound Au
NPs, indicating the specificity of the system towards adenosine.
Aptamer- and oligonucleotide-induced aggregation processes of AuNPswere used

to develop colorimetric sensors for low molecular weight substrates such as adeno-
sine and cocaine [112]; for example, a nucleic acid strand (28) that includes the
specific anti-adenosine aptamer sequence and tether units I and II complementary to
two kinds of 29- and 30-functionalized Au NPs. The mixture of (28) with the
functionalized Au NPs resulted in the aggregation of the Au NPs through bridging
of the NPs by hybridization of 28 with the functionalized NPs (Figure 6.16). In the
presence of added adenosine, the adenosine–aptamer complex folds to a configura-
tion that destabilizes the double-stranded structure, resulting in deaggregation of the
particles and a purple-to-red color transition. The method allowed the detection of
adenosine in the concentration range 0.3–2mM. The generality of this method was
further demonstrated by the construction of a colorimetric sensor for cocaine based
on a specific cocaine aptamer [112].
The aggregation of the AuNPs is not limited toDNAdetection and the process was

applied to develop optical biosensing assays for sensing enzyme activities. For
example, the detection of proteases (thrombin and letal factor) by the enzyme-
induced cleavage of peptides was reported [113]. In this protocol, acetylated cysteine
residues were added to two termini of the peptide substrate. As the cysteine units
bind to AuNPs, the intact peptide bridged theNPs, resulting in their aggregation and
the formation of a violet–blue color. The pretreatment of the modified peptide with
target protease led to the cleavage of the peptide to the monofunctionalized cysteine
residues that did not lead to the aggregation of theNPs. The assay demonstrated high
sensitivity and it allowed the sensing of thrombinwith a detection limit as low as 5 nM
and the detection of letal factor with a detection limit of 25 nM. An additionalmethod
for the detection of proteases (thermolysin and nACT–PSA) activity was de-
scribed [114]. This method is based on the protease-induced deaggregation of Au
NP clusters crosslinked by p-stacking of the Fmoc residues linked to the peptide
coating of the Au NPs. The cleavage of the peptide by target protease resulted in
deaggregation of NPs and a color change from blue to red. Similarly, the activity of
alkaline phosphatase (ALP) wasmonitored through the aggregation of Au NPs [115].
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The phosphorylated peptide H2N-Cys-Tyr(PO3
2�)-Arg-OH was assembled on Au

NPs through the cysteine group. Electrostatic repulsion of the negatively charged Au
NPs retained the nonaggregated configuration of the NPs. The hydrolytic dephos-
phorylation of the peptide by ALP removed the phosphate group, thus permitting the
bridging and aggregation of the NPs by the free amino group on the peptide chains.
The aggregation of Au NPs as colorimetric test for biorecognition events was

extended to numerous other biorecognition complexes. For example, the processwas
used to detect the cholera toxin [116]. Au NPs were modified with a lactose capping

Figure 6.16 Colorimetric analysis of adenosine monophosphate
through the deaggregation of Au NPs bridged by the blocked
adenosine aptamer tethered to a nucleic acid (28), that is hybri-
dized with nucleic acids (29)- and (30)-functionalized Au NPs.
Formation of the aptamer–substrate complex separates the (29)-
modified Au NPs and stimulates the deaggregation of the NPs.
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layer, and the cholera toxin (B-subunit) linked to the lactose derivative induced
aggregation of the Au NPs. Upon aggregation, the color of solution of Au NPs
changed from red to deep purple. The selectivity of the bioassay arises from the fact
that thiolated lactose mimics the GM1 ganglioside, the native receptor of the cholera
toxin. The detection limit of the assay was 54 nM. Similarly, the colorimetric sensing
of platelet-derived growth factors (PDGFs) and their receptors (PDGFRs) based on
aggregation of aptamer-functionalized Au NPs was also developed [117].
In addition to the absorbance features of metallic NPs that were used to follow

biorecognition events in solution and on surfaces, other optical methods have been
employed to detect the association of biomolecule-functionalized AuNPs on biochips.
These methods included scanometric detection by light scattering, surface plasmon
resonance spectroscopy, resonance-enhanced absorption by NPs and enhanced
Raman scattering.
A scanometric DNA detection method was developed, and this was based on a

sandwich assay format involving a DNA-functionalized glass slide, the target DNA
and Au NP probes [118]. In a typical setup for scanometric detection, the modified
glass slide was illuminated in the plane of the slide with white light. The slide served
in such a configuration as a planar waveguide that prevents any light from reaching
the microscope objective by total internal reflectance. Wherever NP probes were
attached to the surface, evanescently coupled light was scattered from the slide, and
the NP labels were imaged as bright, colored spots. This approach was used for the
detection of target DNA molecules that were specifically bound to a DNA-functio-
nalized surface. The resulting DNA hybrid was labeled with gold nanoparticles that
allowed the scanometric detection of the DNA (Figure 6.17). At high target con-
centrations (�1 nM), theAuNPson the surface could be visualizedwith naked eye.At
low target concentrations (�100 pM), the coverage of the surface-bound Au NPs was
too low, and an enhancement process was needed. Enlargement of the AuNPs by the
catalytic reduction of silver ions and the deposition of silver metal on the Au NPs

Figure 6.17 Scanometric detection of DNA on a surface using gold–silver core–shell NPs.
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resulted in a 100-fold increase in the light-scattered signal and thus increased the
sensitivity detection of target DNA (50 fM) [118]. This method was used to detect
single-base mismatches in oligonucleotides, which were hybridized to DNA probes
andwere immobilized at different domains of a glass support.High sensitivitieswere
provided by the deposition of silver, whereas the selectivity was achieved by
examination of the melting properties of the spots: the mismatched spot reveals a
lower melt temperature owing to its lower association constant. The scattering of
light is size-dependent, and hence, by using different sized nanoparticles the
simultaneous detection of different DNA sequences is feasible. Accordingly, the
light scattered by DNA-functionalized 50- and 100-nm Au NP probes was used to
identify two different target DNAs in solution [119]. The scanometric method was
successfully applied to detect theMTHFR gene from genomic DNA at concentration
as low as 200 fM without PCR amplification of the target, by the application of
improved optical imaging instruments [120]. A similar approachwas used to identify
single nucleotide polymorphisms (SNPs) in unamplified human genomic DNA
samples representing all possible genotypes for three genes involved in thrombotic
disorders [121].
The scanometric method was applied as an optical detection means in a series of

systems that employed nucleic acid-functionalized Au NPs as barcodes for bior-
ecognition events such as antigen–antibody complex formation or DNA hybridiza-
tion. In one system (Figure 6.18), prostate-specific antigen (PSA) was detected by
nucleic acid-functionalized Au NPs that acted as signaling barcodes [122]. The Au
NPs were modified with the polyclonal anti-PSA Ab that was further functionalized
with thiolated nucleic acid (31), which were hybridized with the complementary
nucleic acid (310), and its sequence acted as a barcode for the sensing process. In the
presence of PSAandmagnetic particles functionalizedwith themonoclonal anti-PSA
Ab, an aggregate consisting of the �sandwich� structure of the Au NPs and the
magnetic particles was formed. The magnetic separation of the aggregate was
followed by the thermal displacement of the barcode DNA. The released barcode
nucleic acid was then amplified by the polymerase chain reaction (PCR), and the
productwas used to bridge theAuNPswith the complementary nucleic acid to a glass
surface. The Ag-enhanced Au NPs were then analyzed by the scanometric method.
Although this analytical protocol involves many steps, the PCR amplification step
leads to an ultrasensitive detectionmethod, and PSA at a level of 30 aMwas analyzed.
An analogous process was used to analyze DNA (Figure 6.19) [123]. By this

method, the functionalized Au NPs include the duplex DNA barcode (32/320) and
the nucleic acid units (33) that recognize the target DNA. In the presence of the
target DNA (35), the magnetic particles modified with the nucleic acids 34 and the
32/33-functionalized Au NPs, the magnetic particle–Au NP aggregate is formed
through crosslinking the particles by 35. The subsequent magnetic separation of the
aggregate and the thermal separation of the DNA barcode were followed by scano-
metric detection of the released DNA code on surfaces. A PCR-like sensitivity that
corresponded to 500 zM was claimed for the analysis of DNA. The DNA barcode-
based sensing protocols were used to analyze protein cancer markers [124], the
amyloid biomarkers for Alzheimer�s disease [125] and the genes of various
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pathogens, such as hepatitis B, Ebola virus, variola virus (smallpox, VV) and human
immunodeficiency virus (HIV) [126]. Furthermore, different modifications of the
method that use fluorescence detection [127] and colorimetric assay [128] have been
reported.
The colorimetric scattering assay of gold nanoparticles was applied for the rapid

detection of mecA gene in unamplified genomic DNA sequences [129]. The method
was based on hybridization of DNA-functionalized Au NPs probes with the comple-
mentary sequences of target DNA in solution. The resulting solutionwas then spotted
on a glass waveguide, which was illuminated with white light in the plane of the slide.
The color of the light scattered by the oligonucleotide-functionalized AuNPs probes is
different from that of the Au NPs aggregates generated by the hybridization process

Figure 6.18 Scanometric detection of a target
protein (PSA) by an immunoassay that amplifies
the analysis by the PCR-induced generation of a
DNA barcode: (A) preparation of the antibody-
modified magnetic particles; (B) synthesis of
antibody and duplex DNA (31/310)-

functionalizedAuNPs; (C) formation of theDNA
barcode-labeled Au NP immunocomplex on the
magnetic particles, separation of the complex
and the PCR amplification of the DNA barcode
(310). The amplified production is scanometri-
cally detected on the surface.
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between the probes and target DNA. In the absence of the target DNA, individual
40–50-nm Au NPs scatter green light, whereas in the presence of the target DNA
aggregatednanoparticles scatter yellow to orange light. Themethod showed enhanced
detection sensitivity (about four orders ofmagnitude) compared with the colorimetric
assay, thus allowing the detection of zeptomole quantities of target DNA, 333 fM of
synthetic DNA and 33 fM of genomic DNA. An improved light-scattering strategy
using gold nanoparticles as labels for the detection of specific target DNA in a

Figure 6.19 Scanometric detectionof aDNAby a
nucleic acid barcode-functionalized Au NP: (A)
synthesis of Au NP labeled with the nucleic acid
(32), complementary to the DNA barcode (320)
and the nucleic acid (33) complementary to the
target; (B) preparation of the magnetic particles
modified with the nucleic acid (34)

complementary to the other end of the target; (C)
aggregationof the functionalizedAuNPs and the
magnetic particles through hybridization with
the target, magnetic separation of the
aggregates, thermal separation of the DNA
barcode and its scanometric detection.
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homogeneous solutionwas reported [130]. Themethod is based on the aggregation of
DNA-functionalized Au NPs through the hybridization of the target DNAwith probe-
labeled Au NPs and enhanced light scattering that originated from the aggregates in
solution. The light-scattering assay demonstrated high sensitivity, and the human p53
gene, exon 8 DNA, was detected at a concentration as low as 0.1 pM. Moreover, the
assay showed a high degree of specificity and was used for discrimination between
perfectly matched targets and targets with single base-pair mismatches.
The hyper-Rayleigh scattering (HRS) technique (nonlinear light scattering) was

used to monitor DNA hybridization on unmodified gold nanoparticles in a saline
solution, and the target DNA was analyzed at a concentration of 10 nM [131]. The
HRS assay for DNA detection was based on the differences in the electrostatic
interactions between ssDNA and dsDNA with the particles. The method permitted
the analysis of single-base mismatch in DNA by monitoring the HRS intensity from
the different DNAs interacting with the gold nanoparticles.
Surface-enhanced Raman scattering (SERS) of nanoparticle-bound substrates

allows the amplification of molecular vibrational spectra by up to 106-fold [132–
134]. Modification of metal NPs with different Raman dyes was used to generate
multiply coded NPs [135–138] and for the preparation of thousands of codes to be
written and read by means of surface-enhanced Raman resonance (SERR) scattering
without the need for spatial resolutionof components of the code [135, 137]. Theuse of
SERS for the analysis of biorecognition events was demonstrated with the application
of Au NPs that were functionalized with Raman dyes and recognition ele-
ments [139, 140]. Formation of the complementary recognition complex on surfaces,
followed by the electroless deposition of Ag on the Au NPs, allowed the enhanced
readout of the biorecognition events by SERS. The concept was applied for the parallel
detectionof various analytes on surfaces in an array configuration [Figure 6.20(A)]. For
example, six different thiol-functionalized Raman-active dyes, Cy3, Cy3.5, Cy5,
TAMRA, Texas Red and Rhodamine 6G, were linked through an oligonucleotide
spacer (10 adenosine units) to six different oligonucleotides and coupled to Au NPs
(13 nm) to yield six different Raman dye-labeled Au NP probes [139] [Figure 6.20(B)].
These Au NP probes were then employed as labels for hybridization with the
complementary targets. The capture DNA strands were spotted on a surface, and
the specific binding of Au NPs by hybridization with target DNAs was followed by the
silver enhancement of the Au NPs and analysis by SERS [Figure 6.20(C) and (D)]. The
detection limit of this method was 20 fM. The assay demonstrated the ability to
discriminate SNPs in DNA and RNA targets. A similar concept was also used to
identify protein–protein and protein–small molecule interactions by using Au NPs
that were functionalized with specific antibodies and encoded with specific Raman
dyes [140]. Compared with colorimetric and scanometric detection methods, this
methodoffers enhancedmultiplex sensing capabilities affordedby thenarrowspectral
bands – fingerprints of Raman dyes. Further developments of the SERS technique
allowed highly sensitive immunoassay procedures [141–143].
Au NPs have been widely employed for signal amplification of biorecognition

events based on nanoparticle-enhanced SPR spectroscopy [82, 86]. The changes in
the dielectric properties at thin films of metals, such as gold films, as a result of
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biomolecular recognition processes, are the basis for the SPR technique. Labeling of
the biorecognition complexes with Au or Ag NPs besides changing the dielectric
properties, results in the electronic coupling between the localized NPs plasmon and
the surface plasmon wave of the metal film. This electronic coupling significantly
affects the resonance frequency of the surface wave, thus leading to the enhanced
amplified optical transduction of the biorecognition events. Accordingly, Au NPs
were used as labels in immunosensing [144–146] and DNA sensing [147–149]
applications. The binding of Au NPs to the immunosensing interface led to a large
shift in the plasmon angle, a broadening of the plasmon resonance region and an
increase in the minimum reflectance, and these effects allowed the detection of the
antigen with picomolar sensitivities [144]. Similarly, the sensitivity of DNA analysis
was enhanced 1000-fold (10 pM) when Au NP-functionalized DNA molecules

Figure 6.20 (A) Detection of a target DNA by the
use of dye-functionalizedAuNPs as labels for the
SERS imaging. (B) Dye-labeled sequences of
nucleic acids complementary to target DNAs of
different pathogens. (C) Raman spectra of the
dye-labeled Au NPs probes after silver

enhancement upon the parallel analysis of the
different pathogens on surfaces. (D) Flatbed
scanner images of silver-enhanced microarrays
upon the sensing of different pathogens. (Parts
B, C and D reprinted from [139] with permission
from AAAS).
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were used as labels [147]. Also, the sensitive detection of DNA hybridization by
applying catalytic growth of Au NPs as a means to enhance the SPR shifts was
demonstrated [150].
The charging of Au NPs that are coupled to thin gold films affects the electronic

coupling between the localized NP plasmon and the surface plasmonwave, resulting
in a shift in the SPR spectra. Thus, biocatalytic electron transfer reactions that
involved NP–enzyme conjugates may be monitored by SPR spectroscopy [151]. Au
NPs (1.4 nm)were functionalizedwithN6-(2-aminoethyl)flavin adenine dinucleotide
(FAD cofactor, amine derivative; (1), and apo-glucose oxidase (apo-GOx) was
reconstituted onto the cofactor sites. The nanoparticle–GOx conjugates were then
assembled on a gold thin film (SPR electrode) by using a long-chain dithiol, HS
(CH2)9SH, monolayer as a bridging linker. This yielded the biocatalytically active
glucose oxidase (GOx) bound to the Au NPs in an aligned configuration [Figure 6.21
(A)]. The biocatalyzed oxidation of glucose resulted in the formation of the reduced
form of the cofactor, FADH2. In the absence of O2 that acts as the natural electron
acceptor for GOx, electron transfer proceeded from the reduced cofactor to the Au

Figure 6.21 (A) Assembly of Au NP-bound
reconstituted glucose oxidase (GOx) on a dithiol
monolayer that is associated with an SPR-active
surface andbiocatalytic charging of theAuNPs in
the presence of glucose. (B) SPR spectra of the
Au NP–GOx hybrid system upon the addition of

various concentrations of glucose: (a) 0, (b) 0.3,
(c) 1.6, (d) 8, (e) 40 and (f) 100mM. Inset:
calibrationplot of theSPRspectraminimumshift
as a function of glucose concentration.
(Reprinted with permission from [151].
Copyright 2004 American Chemical Society).
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NPs, resulting in their charging. The long-chain dithiol monolayer provided a
barrier for the electron tunneling from theAuNPs to the bulk Au electrode, and this
preserved the electrical charge that was produced on the Au NPs. Potentiometric
measurements indicated that the long-chain dithiol linkers provided a resistance
layer that generated a potential gradient between the charged Au NPs and the
conductive support. This potential gradient originated from the charging of the Au
NPs by the biocatalytic process and thus, charge accumulated on the NPs was
controlled by the biocatalytic process (the concentration of glucose). Accordingly,
the plasmon coupling between the chargedAuNPs and the Au support resulted in a
shift of the SPR spectra, and these were dependent on the charge generated on the
NPs [Figure 6.21(B)]. As the charge value was controlled by the rate of the
biocatalytic reaction, the shift in the SPR spectrum was enhanced upon elevation
of the glucose concentration [Figure 6.21(B), inset].
Metal nanoparticles exhibit a strongUV–visible absorption band that is not present

in bulkmaterial [1, 2, 152–154]. This absorption band, known as the localized surface
plasmon resonance (LSPR), occurs when the incident photon frequencymatches the
collective oscillations of the conduction electrons. It is well established that the
maximum extinctionwavelength, lmax, of the LSPR is controlled by the composition,
size, shape and interparticle spacing of the nanoparticles, and also by the dielectric
properties of their local environment (i.e., substrate, solvent and surface-bound
molecules) [82]. The sensitivity of lmax of the LSPR to the molecular environment of
the NPs allowed the development of a new class of optical biosensors [155, 156] that
operate in an analogous manner to their SPR counterparts by transducing small
changes in the refractive index near the noble metal surface into a measurable
wavelength-shift response. Triangular silver nanoparticles,�100 nmwide and 25 nm
high, fabricated by the nanosphere lithography (NSL) technique [Figure 6.22(A)],
showed very unique optical properties [157, 158]. In particular, the lmax of their LSPR
spectrum is unexpectedly sensitive to the size, shape and local external dielectric
environment of the nanoparticles (10–40 nm shift). The Ag nanotriangles were used
to follow the streptavidin–biotin interactions as a model system for LSPR-based
biosensors [157]. Triangular silver NPs were functionalized with biotin units and the
changes in the LSPR spectra were followed upon binding of streptavidin molecules.
The detection by LSPR was further amplified by the secondary coupling of biotiny-
lated Au NPs to the streptavidin-saturated interface. A similar method was applied to
design an immunosensor [158]. In addition, LSPR spectroscopy was applied for the
detection and diagnosis of biomarkers, for example, the amyloid-b-derived diffusible
ligands (ADDLs) that are markers for Alzheimer�s disease [159, 160]. The sandwich
assay composed of antibody/ADDLs/antibody was developed to amplify the LSPR
response, and thus to improve the detection limit [160] [Figure 6.22(B)]. The LSPR
nanosensor demonstrated sensitivity and selectivity in the detection of ultralow
concentrations of ADDLs in synthetic and human samples [human brain extracts,
cerebrospinalfluid (CSF)] [Figure 6.22(C)]. A detection limit corresponding to 100 fM
was achieved for synthetic ADDLs. Also,modified LSPR-based biosensors consisting
of gold-capped silica nanoparticle-layered substrates for monitoring DNA hybridiza-
tion and antigen–antibody interactions were fabricated [161, 162].
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6.7
Semiconductor Nanoparticles as Optical Labels

The unique optical properties of semiconductor nanoparticles or quantum dots,
QDs, offer a number of advantages for biosensing, including size-controlled lumi-
nescence properties, impressive photostability and high quantum yields [5–
7, 163, 164]. Efficient methods for the preparation of semiconductor nanoparticles

Figure 6.22 (A) AFM image of Ag0-triangle NPs
assembled on a mica surface. (B) Schematic
analysis of the amyloid-b-derived diffusible
ligands (ADDLs) by an immunoassay on Ag
triangle NPs using LSPR. (C) LSPR curves
corresponding to: (a) the capture anti-ADDL
antibody-modified NPs; (b) themodified surface

after treatment with the antigen (ADDL, from
CSF); (c) the antibody–antigen complex after
interaction with the secondary anti-ADDL
antibody. (Reprinted with the permission from
[160]. Copyright 2005 American Chemical
Society).
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and their functionalization with biomolecules were developed recently [165, 166].
Unlike molecular fluorophores, which typically have very narrow excitation spectra,
semiconductor QDs absorb light over a very broad spectral range. This makes it
possible to excite optically a broad spectrum of quantum dot �colors� using a single
excitation laser wavelength, which may enable one to probe simultaneously several
markers in biosensing and assay applications. Indeed, functionalized semiconductor
QDs have been used as fluorescence labels for numerous biorecognition
events [9, 167–170], including their use in immunoassays for protein detection
[Figure 6.23(A)] and nucleic acid detection [Figure 6.23(B)]. For example, CdSe/ZnS
QDs were functionalized with avidin and these were used as fluorescent labels for
biotinylated antibodies. Fluoroimmunoassays utilizing these antibody-conjugated
NPs were successfully used in the detection of protein toxins (staphylococcal
enterotoxin B and cholera toxin) [171, 172].
Similarly, CdSe/ZnS QDs conjugated to appropriate antibodies were applied for

the multiplexed fluoroimmunoassay of toxins [Figure 6.24(A)]. Sandwich immu-
noassays for the simultaneous detection of the four toxins (cholera toxin, (CT), ricin,
shiga-like toxin 1 (SLT), and staphylococcal enterotoxin B, (SEB)) by using different
sized QDs were performed in single wells of a microtiter plate in the presence of
mixture of all four QD–antibody conjugates [Figure 6.24(B)] [173], thus leading to the
fluorescence that encodes for the toxin. In another example, multiplexed immuno-
assay formats based on antibody-functionalized QDs were used for simultaneous
detection of Escherichia coli O157:H7 and Salmonella typhimurium bacteria [174] and
for the discrimination between diphtheria toxin and tetanus toxin proteins [175].
Fluorescent QDswere used for the detection of single-nucleotide polymorphism in

human oncogene p53 and for themultiallele detection of the hepatitis B and hepatitis
C virus in microarray configurations [176]. DNA-functionalized CdSe/ZnS QDs of
different sizes were used to probe hepatitis B and C genotypes in the presence of a
background of human genes. The discrimination of a perfectly matched sequence of
p53 gene in the presence of background oligonucleotides including different single-
nucleotide polymorphism sequences was detected with true-to-false signal ratios
higher than 10 (under stringent buffer conditions) at room temperature within
minutes. Also, DNA–QD conjugates were used as fluorescence probes for in situ

Figure 6.23 Fluorescent analysis of (A) an antigen by antibody-
functionalized QDs and (B) a DNA by a nucleic acid-functionalized
QD.
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Figure 6.24 (A) Parallel optical analysis of different antigens in a
well-array format using the fluorescence of different sized
quantum dots. (B) Fluorescence spectrum observed upon
analyzing the four analytes, 1mgmL�1, by the different sized QDs
(a), and deconvoluted spectra of individual toxins: (b) CT, (c) ricin,
(d) SLT and (e) SEB. (Reprinted with permission from [173].
Copyright 2004 American Chemical Society).

hybridization assays (FISH). For example, the QD-based FISH labeling method was
used for the detection of Y chromosome in human sperm cells [177]. A QD-based
FISHmethod to analyzehumanmetaphase chromosomeswas reported [178] byusing
QD-conjugated total genomic DNA as a probe for the detection of EBRB2/HER2/neu
gene. Also, the FISH technique was used for the multiplex cellular detection of
different mRNA targets [179].
Nonetheless, the superior photophysical features of semiconductor QDs are dem-

onstrated in organic solvents, and their introduction into aqueous media, where
biorecognition and biocatalytic reactions proceed, is accompanied by a severe or even
complete loss of their fluorescence properties. Different methods to stabilize the
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fluorescence properties of semiconductor QDs in aqueous media were reported,
including their surface passivation with protective layers [180, 181] and the coating
of the QDs with protecting glass films [182, 183] or polymers [184]. Although these
methods preserve the photophysical properties of the QDs, the protective layers limit
important useful applications of theQDs.Quantumdots could be employed as optical
labels for dynamic biological processes such as biocatalyzed transformations or
structurally induced biomolecular changes, for example, opening of a hairpin nucleic
acidby thehybridizationofDNA,usingfluorescenceresonanceenergy transfer (FRET)
or electron transfer quenching as photophysical probe mechanisms [185, 186]. The
sensitivity of these photophysical processes to the distance separating the donor–-
acceptor or chromophore–quencher pairs prevents, however, the use of fluorescent
QDs passivated by relatively thick protecting layers as optical probes for dynamic
bioprocesses.Hence, a verydelicate nanostructuringof the capping layer is essential to
allow the use of QDs as active components in energy/electron transfer reactions.
Different sensing schemes have been developed that useQDs as a FRETdonor. For

example, CdSe/ZnS QDs conjugated to nucleic acids have been used to follow the
biocatalyzed replication of DNA [187]. CdSe/ZnS NPs were functionalized with the
DNA primer 36, which is complementary to a domain of M13mp18 DNA. Hybrid-
ization of the M13mp18 DNAwith the nucleic acid-functionalized QDs, followed by
the replication of the assembly in the presence of polymerase and the nucleotide
(dNTP) mixture that included Texas Red-functionalized dUTP (37), resulted in the
incorporation of the dye labels into the DNA replica [Figure 6.25(A)]. The FRET
process from the semiconductor NPs to the incorporated dye units resulted in
emission from the dye with concomitant quenching of the fluorescence of the QDs
[Figure 6.25(B)], and it allowed the identification of the primary hybridization.
A similar approach was used to follow telomerase activity, a biocatalytic ribonu-

cleoprotein that is a versatile marker for cancer cells. The CdSe/ZnS QDs were
modifiedwith a nucleic acid primer that is recognized by telomerase. In the presence
of telomerase and the nucleotide mixture dNTPs, that included Texas Red-functio-
nalized dUTP (37), the telomerization of the nucleic acid associated with the QDs
was initiated, while incorporating the Texas Red-labeled nucleotide into the telomers
[Figure 6.25(C)]. The FRETprocess from the QDs to the dye units then enabled the
dynamics of the telomerization process to be followed [187].
Also, the association of maltose with the hybrid composed of maltose-binding

protein was examined by the application of a CdSe/ZnS QD linked to the maltose
binding protein (MBP) [188]. CdSe/ZnS QDs were functionalized with MBP, and
these were interactedwith a b-cyclodextrin–QSY-9 dye conjugate [Figure 6.26(A)]. The
b-cyclodextrin–QSY-9 dye conjugate resulted in quenching of the luminescence of the
QDs by the dye units. Addition of maltose displaced the quencher units, and this
regenerated the luminescence of the QDs [Figure 6.26(B)]. This method allowed the
development of a competitive QD-based sensor for maltose in solution. Similarly, a
competitive QD-based assay for the detection of the explosive trinitrotoluene (TNT)
was developed [189]. CdSe/ZnSQDswere functionalizedwith a single-chain antibody
fragment that selectively binds TNT. The analogue substrate trinitrobenzene (TNB)
covalently linked to thequencherdyeBHQ10wasboundto theQD–antibodyconjugate
and quenched the QD fluorescence. In the presence of the TNTanalyte, the quencher
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TNB–BHQ10 conjugate was competitively displaced. This eliminated the FRET
interactionsbetween theQDand thedye, andthefluorescenceof theQDswasrestored.
The hydrolytic functions of a series of proteolytic enzymes were followed by the

application ofQDsmodifiedwith peptides as reporter units and theFRETprocess as a
readoutmechanism [190, 191]. CdSeQDsweremodified with different peptides that
included specific cleavage sequences for different proteases, and quencher units
were tethered to the peptide termini. The fluorescence of the QDs was quenched in

Figure 6.25 (A) Optical detection of M13 phage
DNA by nucleic acid-functionalized CdSe/ZnS
QDs. The replication of the analyte in the
presence of the dNTP mixture that includes
the Texas Red-labeled dUTP (37) results in the
incorporation of the dye into the replica and
the stimulates of a FRET process. (B) Time-
dependent fluorescence changes upon

incorporation of the dye (37) into the DNA
replica and the analysis of the M13 phage DNA
according to (A). (C) Optical analysis of
telomerase activity by the incorporation of the
Texas Red-dUTP (37) into the telomers
associated with CdSe/ZnS QDs. (Reprinted with
permission from [187]. Copyright 2003 American
Chemical Society).

176j 6 Biomolecule–Nanoparticle Hybrid Systems



the presence of the quencher–peptide capping layer. The hydrolytic cleavage of the
peptide resulted in the removal of the quencher units and this restored the fluores-
cence of the QDs. For example, collagenase was used to cleave the Rhodamine Red-X
dye-labeled peptide (38) linked toCdSe/ZnSQDs [Figure 6.27(A)].While the tethered
dye quenched the fluorescence of the QD, hydrolytic scission of the dye and its
corresponding removal restored the fluorescence [Figure 6.27(B)].
In a related study, the activity of tyrosinase (TR) was analyzed by CdSe/ZnS

QDs [192]. The QDs were capped with tyrosine methyl ester monolayer. The
tyrosinase-induced oxidation of the tyrosine groups to the respective dopaquinone
units generated active quencher units that suppressed the fluorescence of the QDs

Figure 6.26 (A) Application of CdSe/ZnS QDs
for the competitive assay of maltose using the
maltose binding protein (MBP) as sensing
material and b-cyclodextrin–QSY-9 dye
conjugate, b-CD–QSY–9, as FRET quencher.

(B) Fluorescence changes of the MBP-
functionalized QDs upon analyzing increasing
amounts of maltose. (Reprinted by permission
from Macmillan Publishers Ltd.; Nature
Materials [188], Copyright (2003)).
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[Figure 6.28(A)]. The depletion of the fluorescence of the QDs upon their interaction
with different concentrations of tyrosinase (TR) is displayed in Figure 6.28(B). The
tyrosinase-stimulated oxidation of phenol residues was further employed to use the
QDs to monitor the activity of thrombin [192]. The CdSe/ZnS QDs were functio-
nalized with the peptide 39 that included the specific sequences for cleavage by
thrombin and the tyrosine site. The tyrosinase-induced oxidation of tyrosine yields
the dopaquinone units that quenched the fluorescence of the QDs [Figure 6.29(A)].
The hydrolytic scission of the peptide by thrombin cleaved off the quinone quencher
units and restored the fluorescence of the QDs [Figure 6.29(B)].
The FRETprocess occurring within a duplex DNA structure consisting of tethered

CdSe/ZnS QDs and a dye was applied to probe DNA hybridization and the DNase
I cleavage of the DNA [193]. Nucleic acid 40-functionalized CdSe/ZnS QDs
were hybridized with the complementary Texas Red-functionalized nucleic acid
41 [Figure 6.30(A)]. The time-dependent resonance energy transfer from the QDs to
the dye units was used to monitor the hybridization process. Treatment of the DNA
duplex with DNase I resulted in the cleavage of the DNA and the recovery of the
fluorescence properties of the CdSe/ZnS QDs. After cleavage of the double stranded
DNA with DNase I, the intensity of the FRET band of the dye decreased and the
fluorescence of CdSe/ZnS QDs increased [Figure 6.30(B)]. The luminescence
properties of the QDs were only partially recovered due to the nonspecific adsorption
of the dye on QDs.

Figure 6.27 (A) Application of CdSe/ZnS
QDs for the optical analysis of the protease-
mediated hydrolysis of the Rhodamine Red-X-
functionalized peptide (38). (B) Decrease in the
fluorescence of the dye and the corresponding

increase in the fluorescence of the QDs upon
interaction with different concentrations of
collagenase. (Reprinted with permission from
[191]. Copyright 2006 American Chemical
Society).
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TheQDswere alsoused toprobe the formationof aptamer–protein complexes [194].
An anti-thrombin aptamer was coupled to QDs, and the nucleic acid sequence was
hybridized with a complementary oligonucleotide–quencher conjugate (Figure 6.31).
The fluorescence of the QDs was quenched in the QD–quencher duplex. In the
presence of thrombin the duplex was separated and the aptamer underwent a
conformational change to the quadruplex structure that binds thrombin. The dis-
placement of quencher units from the blocked aptamer activated the luminescence
functions of the QDs, and a about 19-fold increase in their fluorescencewas observed.

6.8
Semiconductor Nanoparticles for Photoelectrochemical Applications

The photoexcitation of the semiconductor quantum dots yields the transfer of an
electron from the semiconductor valence band to its conduction band, to yield an
electron–hole pair. The electron–hole recombination in the QD may lead to either
thermal or radiative relaxation of the excited species. The immobilization of QDs

Figure 6.28 (A) Analysis of tyrosinase activity
by the biocatalytic oxidation of the methyl ester
tyrosine-functionalized CdSe/ZnS QDs to the
dopaquinone derivative that results in the
electron transfer quenching of the QDs.
(B) Time-dependent fluorescence quenching

of the QDs upon tyrosinase-induced oxidation of
the tyrosine-functionalized QDs: (a) 0, (b) 0.5,
(c) 2, (d) 5 and (e) 10min. (Reprinted with
permission from [192]. Copyright 2006 American
Chemical Society).
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onto electrodes permits the utilization of the photogenerated electron–hole pair for
inducing the formation of photocurrents (photoelectrochemical effect). The photo-
current may be formed by the transfer of the conduction band electrons to the bulk
electrode and the concomitant transfer of electrons from the electron donor to
the valence band holes to yield a steady-state cathodic photocurrent. Alternatively,
the photogenerated conduction band electrons may be transferred to a solution-
solubilized electron acceptor, with the concomitant transfer of electrons from the

Figure 6.29 (A) Sequential analysis of tyrosinase
activity and thrombin activity by the tyrosinase-
induced oxidation of the tyrosine-containing
peptide (39) associated with the CdSe/ZnS QDs
that results in the electron transfer quenching of
the QDs, followed by the thrombin-induced
cleavage of the dopaquinone-modified peptide

that restores the fluorescence of the QDs. (B)
Fluorescence of: (a) the 39-modified QDs; (b)
after reaction of theQDswith tyrosinase, 10min,
and (c) after treatment of the dopaquinone-
functionalized QDs with thrombin, 6min.
(Reprinted with permission from [132].
Copyright 2006 American Chemical Society).
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Figure 6.30 (A) Assembly of the CdSe/ZnS and Texas Red-
tethered duplex DNA. (B) Fluorescence spectra of: (a) the (40)-
functionalized CdSe/ZnS QDs; (b) the (40)/(41) duplex DNA
tethered to the QDs and the Texas Red chromophore; (c) after
treatment of the duplex DNA tethered to CdSe/ZnS and the dye
with DNase I. (Reprinted with permission from [193]. Copyright
2005 American Chemical Society).

Figure 6.31 Analysis of thrombin by the protein-induced
separation of the anti-thrombin aptamer blocked by a quencher-
functionalized nucleic acid that restores the fluorescence of the
QDs.
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electrode to the valence band hole and the formation of an anodic photocurrent. The
coupling of biomolecule–QDconjugates to electrode surfaces enables one not only to
use the photoelectrochemical effect as a means to transduce biosensing processes,
but also to tailor functional nano-architectures on surfaces that perform logic gate
operations or act as switching systems. Different QD–DNAhybrid systems [195, 196]
orQD–protein conjugates [197, 198]were assembled on electrodes, and the control of
the photoelectrochemical properties of the QDs by the biomolecules was demon-
strated. CdS nanoparticles were assembled on electrodes by double-stranded nucleic
acids acting as bridging units, and the effect of a redox-active intercalator on the
resulting photocurrent and its direction was demonstrated [196]. Dithiol-tethered
single-stranded ssDNA (42) was assembled on an Au electrode and subsequently
hybridized with a complementary dithiolated ssDNA (43) to yield a double-stranded
DNA. The resulting surface was treated with CdS–NPs to yield a semiconductor
nanoparticle interface linked to the electrode surface (Figure 6.32). Irradiation of the
dsDNA–CdS NP-modified electrode in the presence of triethanolamine (TEOA) as
electron donor resulted in an anodic low-intensity photocurrent. The observed
generated photocurrent was attributed to an imperfect structure of the CdSNP–DNA
assemblies that resulted from direct contact between the NPs and the electrode,
rather then from charge transport through the DNA. The DNA duplex structure
linking the CdS NPs to the electrode could be employed, however, as a medium to
incorporate redox-active intercalators that facilitate electrical contact between the NPs
and the electrode, resulting in enhanced photocurrents.Methylene blue (MB) (44) was
intercalated into the (42/43)-dsDNA coupled to the CdS NPs [Figure 6.32(A) and (B)].
The cyclic voltammogram of the system implied that at potentials E>�0.28V (vs.
SCE) the intercalator exists in its oxidized form (44), whereas at potentialsE<�0.28V
(vs. SCE) the intercalator exists in its reduced leuco form (45). Coulometric analysis of
the MB redox wave, E� ¼�0.28V (vs. SCE), knowing the surface coverage of the

Figure 6.32 Directional electroswitched
photocurrents in the CdS NP–ds-DNA–
intercalator system. (A) Enhanced generation
of anodic photocurrent in the presence of the
oxidized methylene blue intercalator (44)
(applied potential E¼ 0 V). (B) Enhanced

generation of cathodic photocurrent in the
presence of the reduced methylene blue
intercalator (45) (applied potential E¼�0.4 V).
(Reproduced with permission from [196].
Copyright 2005 Wiley-VCH).
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dsDNA, indicated that about 2–3 intercalator units were associated with the double-
strandedDNA.Ananodic photocurrentwas generated in the system in the presence of
TEOA as electron donor and MB intercalated into the dsDNA and while applying a
potential of 0 V (vs. SCE) on the electrode. At this potential MB existed in its oxidized
state (44), which acts as an electron acceptor. The resulting photocurrent was about
fourfold higher than that recorded in the absence of the intercalator.
The enhanced photocurrent was attributed to the trapping of conduction band

electrons by the intercalator units and their transfer to the electrode that was biased at
0 V, thus retaining the intercalator units in their oxidized form. The oxidation of
TEOA by the valence band holes then led to the formation of the steady-state anodic
photocurrent. Biasing the electrode at a potential of�0.4 V (vs. SCE), a potential that
retained the intercalator units in their reduced state (45), led to blocking of the
photocurrent in the presence of TEOA and under an inert argon atmosphere. This
experiment revealed that the oxidized intercalator moieties with the DNA matrix
played a central role in the charge transport of the conduction band electrons and the
generation of the photocurrent.
Figure 6.33(A), curve b, shows the photocurrent generated by the (42/43)–dsDNA

linked to the CdSNPs in the presence of the reduced intercalator 45 under conditions
where the electrode was biased at�0.4 V (vs. SCE) and the system was exposed to air
(oxygen). At a bias potential of �0.4 V (vs. SCE), the intercalator units exist in their
reduced leuco form (45) that exhibits electron-donating properties [Figure 6.32(B)].
Photoexcitation of theCdSNPs yields electron–hole pairs in the conduction band and
valence band, respectively. The transport of the conduction band electrons to oxygen
with the concomitant transport of electrons from the reduced intercalator units to the

Figure 6.33 (A) Cathodic photocurrents
generated in the CdS NP–dsDNA system
associated with the electrode: (a) in the absence
and (b) in the presence of reduced methylene
blue intercalator (45). The data were obtained at
the applied potential E¼ �0.4 V and in the
presence of air. (B) Electrochemically switched

anodic and cathodic photocurrents generated by
the Cd NP–dsDNA–44/45 systems at 0 and
�0.4 V, respectively, in the presence of 20mM
TEOA and air. Photocurrents were generated
with irradiation at l¼ 420 nm. (Reproducedwith
permission from [196]. Copyright 2005 Wiley-
VCH).
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valence band holes completed the cycle for the generation of the photocurrent. The
fact that the electrode potential retained the intercalator units in their reduced state
and the infinite availability of the electron acceptor (O2) yielded the steady-state
cathodic photocurrent in the system.
The introduction of TEOA and oxygen to the electrode modified with (42/

43)–DNA duplex and associated CdS NPs allowed the control of the photocurrent
direction by switching the bias potential applied on the electrode. Figure 6.33(B)
depicts the potential-induced switching of the photocurrent directionupon switching
the electrode potential between �0.4 (cathodic photocurrents) and 0V (anodic
photocurrents), respectively. A layer-by-layer deposition of nucleic acid-functiona-
lized CdS QDs on the electrode was followed by the photoelectrochemical transduc-
tion of the assembly process [195]. Semiconductor CdS NPs (2.6� 0.4 nm) were
functionalized with one of the two thiolated nucleic acids 46 and 47 that are
complementary to the 50- and 30-ends of a target DNA molecule (48). An array of
CdS NP layers was then constructed on an Au electrode by a layer-by-layer hybrid-
ization process with the use of the target DNA 48 as crosslinker of CdS QDs
functionalized with nucleic acids (46 or 47) complementary to the two ends of the
DNA target (Figure 6.34). Illumination of the array in the presence of a sacrificial
electron donor resulted in the generation of a photocurrent. The photocurrents
increased with the number of generations of CdS NPs associated with the electrode,
and the photocurrent action spectra followed the absorbance features of theCdSNPs,
which implies that the photocurrents originated from the photoexcitation of the CdS
nanoparticles. The ejection of the conduction band electrons into the electrode
occurred from theQDs that were in intimate contact with the electrode support. This
was supported by the fact that Ru(NH3)6

3þ units (E� ¼�0.16V vs SCE), which were
electrostatically bound to the DNA, enhanced the photocurrent from the DNA–CdS
array. The Ru(NH3)6

3þ units acted as charge transfer mediators that facilitated the
hopping of conduction band electrons fromCdS particles, which lacked contact with
the electrode, due to their separation by the DNA tethers.
Enzymes or redox proteins were also linked to semiconductor QDs, and the

resulting photocurrents were employed to assay the enzyme activities and to develop
different biosensors. Cytochrome c-mediated biocatalytic transformations were cou-
pled to CdSNPs, and the direction of the resulting photocurrent was controlled by the
oxidation state of the cytochrome cmediator [198]. TheCdSNPswere immobilized on
an Au electrode through a dithiol linker, and mercaptopyridine units, acting as
promoter units that electrically communicate between the cytochrome c and the NPs,
were linked to the semiconductor NPs (Figure 6.35). In the presence of reduced
cytochrome c, the photoelectrocatalytic activation of the oxidation of lactate by lactate
dehydrogenase (LDH) proceeded, while generating an anodic photocurrent [Fig-
ure 6.35(A)]. Photoexcitation of the NPs resulted in the ejection of the conduction
band electrons into the electrode and the concomitant oxidation of the reduced
cytochrome c by the valence band holes. The resulting oxidized cytochrome c
subsequently mediated the LDH-biocatalyzed oxidation of lactate. Similarly, cyto-
chrome c in its oxidized form was used to stimulate the bioelectrocatalytic reduction
ofNO3

– toNO2
� in the presence of nitrate reductase (NR), while generating a cathodic
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Figure 6.35 Generation of photocurrents by the
photochemically induced activation of enzyme
cascades by CdS NPs. (A) Photochemical
activation of the cytochrome c-mediated
oxidation of lactate in the presence of LDH.
(B) Photochemical activation of the cytochrome

c-mediated reduction of nitrate (NO3
�) by nitrate

reductase (NR). (C) Photocurrents generated by
the biocatalytic cascades in the presence of
various concentrations of the substrates
(lactate/nitrate). (Reproduced from [198] by
permission of The Royel Society of Chemistry).
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photocurrent [Figure 6.35(B)]. The transfer of conduction band electrons to the
oxidized, heme-containing cofactor generated the reduced cytochrome c, while the
transfer of electrons from the electrode to the valence band holes of the NPs restored
the ground state of the NPs. The cytochrome c-mediated biocatalyzed reduction of
NO3

� to nitrite then allowed the formation of the cathodic photocurrent, while biasing
the electrode potential at 0V vs. SCE. The photocurrents generated by the biocatalytic
cascadesatvariousconcentrationsof thedifferentsubstratesaredepictedinFigure6.35
(C). These results demonstrated that photoelectrochemical functions of semiconduc-
tor NPs could be used to develop sensors for biocatalytic transformations. A related
study employed CdSe/ZnS QDs capped with mercaptosuccinic acid as a protecting
layer for the generation of photocurrents in the presence of cytochrome c [199].
In a different study [197], CdS NPs were assembled on an Au electrode, and the

NPs were further modified with acetylcholinesterase (Figure 6.36). The biocatalyzed

Figure 6.36 Assembly of the CdS NP–AChE hybrid system for the
photoelectrochemical detection of the enzyme activity
(h+¼ hole). (Reprinted with permission from [197]. Copyright
2003 American Chemical Society).
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hydrolysis of acetylthiocholine (49) by acetylcholinesterase generated thiocholine
(50), which acted as an electron donor for the photogenerated holes in the valence
band of the CdSNPs. The resulting photocurrent was controlled by the concentration
of the substrate andwas depleted in the presence of inhibitors of acetylcholinesterase.
The systemwas suggested as a potential sensor for chemicalwarfare agents that act as
inhibitors of acetylcholinesterase.

6.9
Biomolecules as Catalysts for the Synthesis of Nanoparticles

It is well established that living organisms may synthesize NPs and even shaped
metallic NPs [200–205]. For example, triangular gold nanoparticles were synthesized
by using Aloe vera and lemongrass plant (Cymbopogon flexuosus) extracts as reducing
agents [205, 206]. Although the mechanism of growth of the NPs is not clear, the
resulting nanostructures originate from one or more products that are generated by
the cellmetabolism. This suggests that biomoleculesmight be active components for
synthesizing NPs.
Indeed, a new emerging area in nanobiotechnology involves the use of biomater-

ials and, specifically, enzymes as active components for the synthesis and growth of
particles [207]. As the enlargement of the NPs dominates their spectral properties
(extinction coefficient, plasmon excitationwavelength), the biocatalytic reactions that
yield the nanoparticles may be sensed by the optical properties of the generated NPs.
Furthermore, enzyme–metal NP conjugatesmay provide biocatalytic hybrid systems
that act as amplifying units for biosensing processes.
Different oxidases generate H2O2 upon biocatalyzed oxidation of the correspond-

ing substrates bymolecular oxygen. TheH2O2 generatedwas found to reduceAuCl4
�

in the presence of Au NP seeds that act as catalysts. This observation led to the
development of an optical system for the detection of glucose oxidase activity and for
the sensing of glucose [208] [Figure 6.37(A)]. A glass support was modified with an
aminopropylsiloxane film to which negatively charged Au NPs were linked. Glucose
oxidase (GOx) biocatalyzed the oxidation of glucose, and this led to the formation of
H2O2 that acted as a reducing agent for the catalytic deposition of Au on the Au NPs
associated with the glass support. The enlargement of the particles was then followed
spectroscopically [Figure 6.37(B)]. Since the amount of theH2O2 formed is controlled
by the concentration of glucose, the absorbance intensities of the resulting NPs are
dominated by the concentration of glucose and the respective calibration curve
[Figure 6.37(C)] was extracted. Other enzymes demonstrated, similarly, the biocata-
lytic generation of reducing products that grow NPs. For example, alkaline phospha-
tase hydrolyses p-aminophenol phosphate to yield p-aminophenol and the latter
product reduces Agþ on Au NP seeds that act as catalytic sites [209].
Different bioactive o-hydroquinone derivatives such as the neurotransmitters

dopamine (51), L-DOPA (52), adrenaline (53) and noradrenaline (54), were found
to act as effective reducing agents of metal salts to the respective metal NPs, for
example, the reduction of AuCl4

� to Au NPs without catalytic seeds [210]. For
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Figure 6.37 (A) Biocatalytic enlargement of Au
NPs in the presence of glucose and glucose
oxidase (GOx). RT, room temperature; CTAC,
cetyltrimethylammonium chloride. (B)
Absorbance spectra of Au NP-functionalized
glass supports upon reaction with 2 · 10�4M
HAuCl4 and 47mgmL�1 GOx in 0.01M
phosphate buffer that includes CTAC
(2· 10�3M) and different concentrations of
b-D-(þ)-glucose: (a) 0, (b) 5 · 10�6, (c) 2· 10�5,

(d) 5· 10�5, (e) 1.1· 10�4, (f) 1.8· 10�4 and (g)
3.0· 10�4M. For all experiments, the reaction
time was 10min and the temperature was 30 �C.
(C) Calibration curve corresponding to the
absorbance at l¼ 542 nm of the Au NP-
functionalized glass supports upon analyzing
different concentrations of glucose. (Reprinted
with permission from [208]. Copyright 2005
American Chemical Society).



example, Figure 6.38 depicts the absorbance features of the Au NPs generated by
different concentrations of dopamine (51). As the concentration of dopamine
increased, the plasmon absorbance of the Au NPs was intensified. Although the
AuNPswere enlarged, as the concentration of dopaminewas elevated, themaximum
absorbance of the plasmon band was blue-shifted. A detailed TEM analysis revealed
that the increase in the concentration of dopamine indeed enhanced the growth of the

Figure 6.38 Absorbance spectra of Au NPs
formed in the presence of different
concentrations of dopamine (51): (a) 0, (b)
2.5· 10�6, (c) 5 · 10�6, (d) 8 · 10�6, (e) 1· 10�5,
(f) 1.5· 10�5 and (g) 2· 10�5M. All systems
include HAuCl4 (2· 10�4M) and CTAC
(2· 10�3M) in 0.01M phosphate buffer. Spectra

were recorded after a fixed time interval of 2min.
Inset: calibration curve corresponding to the
absorbance of the Au NP solution at l¼ 540 nm
formed in thepresenceof various concentrations
of dopamine. (Reprinted with permission from
[210]. Copyright 2005 American Chemical
Society).
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AuNP. Nonetheless, the enlargement process generated on the Au NP surface small
(1–2 nm) Au clusters that were detached to the solution, and these acted as additional
seeds for enlargement. As a result, the absorbance spectra corresponded to the
enlarged particles and to the numerous small clusters/NPs, and these led to the blue
shift in the plasmon absorbance. The spectral features permitted the extraction of a
calibration curve corresponding to the optical detection of dopamine (Figure 6.38,
inset). Analogous results were observed for the detection of the other neurotrans-
mitters (52–54) [210].
The optical detection of L-DOPA (52) bymeans of theAuNPs enabled the following

of the activity of tyrosinase. The enzyme tyrosinase is specifically expressed by
melanocytes and melanoma cells and is viewed as a specific marker for these
cells [211]. Tyrosinase hydroxylates tyrosine to L-DOPA using O2 as the oxygen
source [Figure 6.39(A)]. Consequently, the biocatalytically generated L-DOPA stimu-
lated the synthesis of theAuNPs, and these acted as optical labels for the activity of the
enzyme. Figure 6.39(B) shows the absorbance spectra of the Au NPs upon analyzing
different amounts of tyrosinase. It was found that tyrosinase could be detected by this
method with a sensitivity limit of 10 units.
The catalytic growth of metallic NPs by enzymes and the optical monitoring of the

biocatalytic transformations were extended to probe enzyme inhibition [212]. The
biocatalyzed hydrolysis of acetylthiocholine (49) (an analog of acetylcholine) yields
thiocholine (50), and the thiol productwas found to act as a reducingagent that reduces
AuCl4

� on Au NP seeds. The enlargement of the NPs was used to follow the AChE

Figure 6.39 (A) Assay of tyrosinase activity
through the biocatalyzed oxidation of tyrosine
and the L-DOPA (52)-mediated formation of Au
NPs. (B) Absorbance spectra of the Au NPs
formed by various concentrations of tyrosinase:
(a) 0, (b) 10, (c) 20, (d) 30, (e) 35, (f) 40 and (g)

60UmL�1. All systems include tyrosine
(2· 10�4M), HAuCl4 (2· 10�4M) and CTAC
(2· 10�3M) in 0.01M phosphate buffer. Spectra
were recorded after a fixed time interval of
10min. (Reprinted with permission from [210].
Copyright 2005 American Chemical Society).
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activity [Figure6.40(A)].Thefact that theenzymecontrols theabsorbanceof theAuNPs
and thus their degree of enlargement [Figure 6.40(B)] suggested that upon inhibition
ofAChE the growth of theparticleswouldbeblocked. Indeed, the additionof paraoxon
(55), a well-established AChE irreversible inhibitor that mimics the functions of
organophosphate nerve gases, to the biocatalytic system that synthesizes the nano-
particles resulted in the inhibition of the growth of the Au NPs [Figure 6.40(C)].
Also, an electron-transfer mediator, Os(II) bispyridine-4-picolinic acid, was used for
the enlargement of Au NP seeds through the biocatalytic oxidation of glucose by
GOx [213]. A similar mediated redox mechanism was used to follow the inhibition of
AChE through blocking the enlargement of the Au NPs [213].

Figure 6.40 (A) AChE-mediated growth of Au
NPs and its inhibition by a nerve gas analog. (B)
Absorbance spectra of the Au NPs formed in the
presence of AChE (0.13UmL�1), HAuCl4
(1.1· 10�3M), Au NP seeds (3.6· 10�8M) and
various concentrations of acetylthiocholine (49):
(a) 0, (b) 2.4 · 10�5, (c) 4.8· 10�5, (d) 9.5· 10�5,
(e) 1.4· 10�4, (f) 1.9· 10�4, (g) 2.4· 10�4 and
(h) 3.8· 10�4M. Spectra were recorded after
5min of particle growth. (C) Absorbance spectra
of the Au NPs formed in the presence of AChE
and acetylthiocholine in the presence of different
concentrations of the inhibitor (55): (a) 0, (b)

1.0· 10�8, (c) 5.0� 10� 8, (d) 1.0� 10� 7, (e)
2.0� 10� 7 and (f) 4� 10� 7M. All systems
include AChE (0.13UmL� 1), HAuCl4
(1.1� 10� 3M), Au NP seeds (3.6� 10� 8M)
and acetylthiocholine (1.4� 10� 3M). In all
experiments, AChE was incubated with the
respective concentration of the inhibitor for a
time interval of 20min, and the absorbance
spectra of the enlarged Au NPs were recorded
after 5min of biocatalytic growth. (Reprinted
with permission from [212]. Copyright 2005
American Chemical Society).
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1,4-Dihydronicotinamide adenine dinucleotide (phosphate) (NADH or NADPH)
cofactors were found to enlarge Au NP seeds by the reduction of AuCl4

�. The
enzyme/cofactor-mediated enlargement or synthesis of metal NPs thus provides a
means to follow the activities of enzymes or their substrates. Numerous biocatalyzed
transformations involve NADþ-dependent enzymes and the coupling of these
biocatalysts to the growth of Au NPs allowed the development of different biosen-
sors [75]. Figure 6.41(A) shows the absorbance spectra of a system consisting of Au
NP seeds, AuCl4� and cetyltrimethylammonium bromide (CTAB) upon addition of
various concentrations of NADH. The plasmon absorbance of the generated Au NPs
is intensified as the concentration of NADHincreases. Accordingly, the growth of the
AuNPs allowed thequantitative optical analysis ofNADH [see the calibration curve in
Figure 6.41(A), inset]. The enlargement of the Au NP seeds was also examined on

Figure 6.41 (A) Absorption spectra
corresponding to the growth of Au NPs
(4.0· 10�10M) in solution in the presence of
increasing concentrations of NADH: (a) 0, (b)
4.2· 10�5, (c) 8.4· 10�5, (d) 12.6· 10�5, (e)
21 · 10�5, (f) 30 · 10�5, (g) 42 · 10�5 and (h)
63 · 10�5M. Inset: calibration curve for the
analysis of NADH by the resulting Au NPs at
l¼ 524 nm. (B) Absorbance changes of the Au
NP–aminopropylsiloxane-functionalized glass
slides upon enlargement with different
concentrations ofNADH: (a) 0, (b) 14· 10�5, (c)
27� 10� 5, (d) 34� 10� 5, (e) 41� 10� 5, (f)

44� 10� 5, (g) 48� 10� 5, (h) 51� 10� 5, (i)
54� 10� 5, (j) 58� 10� 5, (k) 61� 10� 5, (l)
65� 10� 5, (m) 68� 10� 5 and (n)
1.36� 10� 3M. All systems included HAuCl4
(1.8� 10� 4M) and CTAB (7.4� 10� 2M). (C)
SEM images of NADH-enlarged Au particles
generated on an Au NP-functionalized glass
support using HAuCl4 (1.8� 10� 4M), CTAB
(7.4� 10� 2M) and NADH: (I) 2.7� 10� 4; (II)
5.4� 10� 4 and (III) 1.36� 10� 3 M.
(Reproduced with permission from [75].
Copyright 2004 Wiley-VCH).
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surfaces. Citrate-stabilized Au NP seeds were immobilized on an aminopropylsilox-
ane film associated with a glass support, and the functionalized surface was treated
with different concentrations of NADH in the presence of AuCl4

�. The growth of the
Au NPs was followed spectroscopically [Figure 6.41(B)]. The plasmon absorbance of
theAuNPs increased as the concentration ofNADHwas elevated, consistentwith the
growth of the particles. The SEM images of the particles confirmed the growth of the
NPs on the glass support, [Figure 6.41(C)]. The particles generated by 2.7· 10�4,
5.4· 10�4 and 1.36· 10�3M NADH are shown in images (I), (II) and (III), which
reveal the generation of Au NPs with an average diameter of 13� 1, 40� 8 and
20� 5 nm, respectively. The NPs generated by the high concentration of NADH (III)
reveals a 2D array of enlarged particles that touch each other, consistent with the
spectral features of the surface.
Thequantitative growth ofAuNPs byNADHallowed the assay ofNADþ-dependent

enzymes and their substrates. Thiswas demonstratedby theapplicationof the enzyme
lactate dehydrogenase (LDH) and lactate as substrate [75] [Figure 6.42(A)]. The
absorbance spectra of the NPs enlarged in the presence of different concentrations
of lactate, are shown in Figure 6.42(B). From the derived calibration curve, lactate

Figure 6.42 (A) Biocatalytic enlargement of Au
NPs by the NADþ–LDH–lactate system. (B)
Spectral changes of the Au NP-functionalized
glass supports upon interaction with the growth
solution consisting of HAuCl4 (1.8 · 10�4M),
CTAB (7.4 · 10�2M) and lactate–LDH-

generated NADH formed within 30min in the
presence of various concentrations of lactate: (a)
0, (b) 2.9· 10�3, (c) 3.6· 10�3, (d) 5.1· 10�3, (e)
5.8· 10�3, (f) 6.6· 10�3, (g) 7.3· 10�3, (h)
9.8· 10�3M. (Reproduced with permission
from [75]. Copyright 2004 Wiley-VCH).
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could be analyzed with a sensitivity limit corresponding to 3· 10�3M. Also, the
reduced cofactor NADH was also employed to reduce Cu2þ ions to Cu0 metal
deposited on core Au NPs [214].
The NADH-induced growth of Au NPs was further developed by demonstrating

that the reduced cofactor was able to synthesize, under controlled conditions, shaped
NPs (in the form of dipods, tripods and tetrapods). These shaped particles exhibit
unique optical properties (color) as a result of their high aspect ratio and the existence
of a longitudinal plasmonic exciton [215]. It was demonstrated that in basic aqueous
solution (pH¼ 11) that included ascorbate and NADHas reducing agents and CTAB
as surfactant, the rapid formation of the shaped Au NPs was observed. The Au NP
shapes consisted of dipods (12%), tripods (45%), tetrapods (13%) and spherical
particles (30%) (Figure 6.43). The shaped particles were made of �arms� about
20–25 nm long and with a width of 2–5 nm (Figure 6.43). The development of the
shaped particles was controlled by the concentration of NADH. At low NADH
concentrations, �embryonic-type� shapes were observed, and at high cofactor con-
centrations, well-shaped particles were detected [Figure 6.43(A)–(C)]. A series of
experiments indicated that the particles were formed in two steps. In the primary
step, ascorbate reduced, at pH 11, AuCl4

� to Au NP seeds. These particles acted as
catalysts for the rapidNADH-mediated reduction ofAuCl4

� toAu0 thatwas deposited
on the seeds. High-resolution transmission electron microscopy (HRTEM) allowed

Figure 6.43 (A–C) Typical TEM images of dipod-,
tripod- and tetrapod-shaped Au NPs formed in
the presence of 4.0 · 10�6M NADH,
respectively. (D) HRTEM image of a
representative tripod-shaped Au NP formed in
the presence of, 4.0· 10�6M NADH. (E)
HRTEManalysis of the tripod AuNP. The inset in
(D) shows the crystal planes and the tripod
growth directions extracted from the HRTEM
analysis. (F) Absorbance spectra corresponding
to the Au NPs formed by the biocatalytic

generation of NADH in the presence of alcohol
dehydrogenase (AlcDH) and variable
concentrations of ethanol: (a) 0, (b) 7.3 · 10�5,
(c) 9.4· 10�5, (d) 1.5· 10�4, (e) 2.0· 10�4 and
(f) 2.9· 10�4M. Inset: calibration curve
corresponding to the absorbance of the shaped
Au NPs at l¼ 680 nm formed in the presence of
different concentrations of ethanol. (Reprinted
with permission from [215]. Copyright 2005
American Chemical Society).
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the detailed analysis of the growth directions of the shaped NPs, and this enabled the
growth mechanism to be proposed. For example, HRTEM images of tripod particles
are given, Figure 6.43(D) and (E). The lattice planes exhibit an inter-planar distance of
0.235 nm that corresponds to the {1 1 1} type planes of crystalline gold. The pods,
separated by 120�, revealed a crystallite orientation of [0 1 1] with growth directions of
the pods of type<211>; namely the pods are extended the direction [1�1�2], [�2�11] and
[1 2 1] [Figure 6.43(D), inset]. The shaped Au NPs revealed a red-shifted plasmon
absorbance band at l¼ 680 nm, consistent with a longitudinal plasmon exciton in
the �rod-like� structures. The blue color of the shaped Au NPs distinctly differs from
the red spherical Au NPs.
The fact that the degree of shaping and the absorbance spectra of the resulting Au

NPs were controlled by the concentration of NADH allowed the development of an
ethanol biosensor based on the shape-controlled synthesis of NPs. The biocatalyzed
oxidation of ethanol by AlcDH yields NADH, and the biocatalytically generated
NADHacted as an active reducing agent for the formation of blue shaped AuNPs. As
the amount of NADH is controlled by the concentration of ethanol, the extent of the
structurally developed shaped nanoparticles exhibiting the red-shifted longitudinal
plasmonwas then controlled by the substrate concentration. Figure 6.43(F) shows the
absorbance spectra resulting from the gradual development of the shaped Au NPs
formed in the presence of different concentrations of ethanol. The derived calibration
curve corresponding to the optical analysis of ethanol by the shaped Au NPs is
depicted in Figure 6.43(F), inset.

6.10
Biomolecule Growth of Metal Nanowires

The synthesis of nanowires is one of the challenging topics in nanobiotechnol-
ogy [216, 217]. The construction of objects at the molecular or supramolecular level
could be used to generate templates or �seeds� for nanometer-sizedwires. Nanowires
are considered as building blocks for the self-assembly of logic and memory circuits
in future nanoelectronic devices [218]. Thus, the development of methods to
assemble metal or semiconductor nanowires is a basic requirement for the con-
struction of nanocircuits and nanodevices. Furthermore, the nanowires should
include functional sites that allow their incorporation into structures of higher
complexity andhierarchical functionality. Theuse of biomaterials as templates for the
generation of nanowires and nanocircuitry is particularly attractive. Biomolecules
exhibit dimensions that are comparable to those of the envisaged nano-objects. In
addition to the fascinating structures of biomaterials that may lead to new inorganic
or organic materials, templates of biological origin may act as �factories� for the
production of �molds� for nanotechnology. The replication of DNA, the synthesis of
proteins and the self-assembly of protein monomers into sheets, tubules and
filaments all represent biological processes for the high-throughput synthesis of
biomolecular templates for nanotechnology. Specifically, the coupling of NPs to
biomoleculesmight yield newmaterials that combine the self-assembly properties of
the biomolecules with the catalytic functions of the NPs. That is, the catalytic
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enlargement of theNPs associatedwith the biomoleculesmight generate themetallic
nanowires.
Among the different biomaterials, DNA is of specific interest as a template for the

construction of nanowires [219–221]. The ease of synthesis of DNA of controlled
lengths and predesigned shapes, together with the information stored in the base
sequence, introduce rich structural properties and addressable structural domains for
the binding of the reactants that form nanowires. Also, numerous biocatalysts such as
endonucleases, ligase, telomerase and polymerase can �cut�, �paste�, elongate or
replicate DNA andmay be considered as nanotools for shaping the desired DNA and,
eventually, for the generation of nanocircuits. In addition, the intercalation of molec-
ular components intoDNAand thebindingof cationic species suchasmetal ions to the
phosphate units of nucleic acids allow the assembly of chemically active functional
complexes, which may be used as precursors for the formation the nanowires.
One of the early examples that demonstrated the synthesis of Ag nanowires [222] is

depicted in Figure 6.44. Two microelectrodes, which were positioned opposite one

Figure 6.44 (A) Construction of a nanowire that bridges two
microelectrodes by the deposition of Agþ ions on a bridging DNA
strand followed by the chemical reduction of the Agþ ions to the
metallic agglomerate. (B) Current versus voltage (I–V ) curves
obtained with the structures produced. (Reprinted with
permission from Macmillan Publishers Ltd: Nature [222].
Copyright 1998).
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another with a 12–16-mm separation gap, were functionalized with 12-base oligonu-
cleotides that were then bridged with a 16-mm long l-DNA [Figure 6.44(A)]. The
resulting phosphate units of the DNA bridge were loaded with Agþ ions by ion-
exchange and the bound Agþ ions were reduced to Agmetal with hydroquinone. The
resulting small Ag aggregates along the DNA backbone were further reduced by
reducing Agþ under acidic conditions and catalytic deposition of Ag on the Ag
aggregates formed metallic nanowires. The resulting Ag nanowires exhibited dimen-
sions corresponding to micrometer long and about 100 nm wide nanowires. The
conduction properties of the nanowires revealed non-ohmic behavior and threshold
potentials were needed to activate electron transport through the wires [Figure 6.44
(B)]. The potential gap in which no current passes through the nanowires was
attributed to the existence of structural defects in the nanowires. The �hopping� of
electrons across these barriers requires an overpotential that is reflected by the break
voltage. This study was extended with the synthesis ofmany othermetallic nanowires
on DNA templates, and Cu [223], Pt [224] and Pd [225] nanowires were generated on
DNA backbones.
The use of DNA and metallic NPs as templates and NPs as building blocks of

nanowires was further demonstrated by using telomers synthesized by HeLa cancer
cell extracts [226]. The constant repeat units that exist in the telomers provided
addressable domains for the self-assembly of theNPs and the subsequent synthesis of
the nanowires. By one approach, the primer 56was telomerized in the presence of the
dNTPs nucleotidemixture, which contained (aminoallyl)-dNTPs (57) [Figure 6.45(A)].
The resulting amine-containing telomers were treated with Au NPs (1.4 nm) (58),
which were functionalized with the single N-hydroxysuccinimidyl ester groups, to
yield Au NP-modified telomers. The Au NP-decorated DNAwires were then enlarged
by electroless gold deposition to generate metallic nanowires [Figure 6.45(B) and (C)].
A second approach involved the telomerase-induced generation of telomers that
included constant repeat units. The hybridization of the Au NPs functionalized with
nucleic acids complementary to the telomer repeat domains, followed by electroless
enlargement of the NPs, yielded Au nanowires.
The binding of proteins, such as RecA, to DNA has been used as a means for the

patterning of nanoscale DNA-based metal wires with nonconductive or semiconduc-
tive gaps [227]. The metallization of the free, non-protein-coated DNA segments
permitted the sequence-specific biomolecular lithography of DNA-based nano-
wires [228]. A single-stranded nucleic acid sequence was complexed with RecA and
was carried to a double-stranded duplex DNA, a process that led to the nanolitho-
graphic patterned insulation of the DNA template by the protein [Figure 6.46(A)].
A carbon nanotube was then specifically attached to the protein patch using a series
of antigen–antibody recognition processes: The anti-RecA antibody (Ab) was bound to
the protein linked to the DNA duplex and the biotinylated anti-antibody was then
linked to the RecA Ab. The latter Ab was used to bind specifically the streptavidin-
coated carbon nanotubes on the protein patch. Agþ ions were bound to the free DNA
domains and these were reduced to Ag clusters that were associated with the DNA
assembly. ThedsDNAwasmodifiedwith aldehydegroupsprior to this process to allow
the chemical reduction of the electrostatically bound Agþ ions to Ag clusters. The
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subsequent catalytic electroless enlargement of the Ag0 nanoclusters with gold
generated thedevicewhere the twoAu contactswere bridged by the carbonnanotubes.
A representative SEM image of the device is depicted in Figure 6.46(B). The resulting
device deposited on a Si substrate acted as a field-effect nanotransistor, where the gold
contacts bridged by the CNTacted as the nanoscale source and drain electrodes, and
the current flow through the CNTwas gated by the applied potential on the Si support
[Figure 6.46(C)]. Other DNA–protein arrays based on streptavidin and biotinylated
DNA were used to organize tailored NP nanostructures that were subsequently
metallized to composite architectures of nanowires [229].
Proteinsmay be applied as templates for the deposition ofmetal nanoparticles and

for the formation of metal nanowires. For example, aromatic short-chain peptides,
such as the Alzheimer�s diphenylalanine b-amyloid (59), form well-ordered nano-

Figure 6.45 Assembly of Au nanowires on a telomer template.
(A) Covalent attachment of Au NPs to amine groups, which were
introduced into the telomer structure during the telomerization
step, followed by catalytic enlargement of the NPs. (B) TEM and
(C) AFM images of an Au nanowire that was generated according
to the procedure outlined in (A). (Reprinted with permission from
[226]. Copyright 2004 American Chemical Society).
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Figure 6.46 (A) Construction of a DNA-templated CNT FET.
(B) SEM image of a rope of CNTs andmetallic wires contacting it.
(C) Electrical circuit and electrical characterization of the DNA-
templatedCNTFET. Thedrain–source current is given versus gate
voltage for different values of drain–source bias: VDS¼ (a) 0.5, (b)
1, (c) 1.5 and (d) 2 V. (Parts B and C reproduced from [227] with
permission from AAAS).
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tubes that were used as templates for growing Ag nanowires [230] [Figure 6.47(A)].
The peptide nanotubeswere loadedwithAgþ ions, whichwere reducedwith citrate to
yield metallic silver nanowires inside the peptide nanotubes [Figure 6.47(B)]. The
peptide coating was then removed by enzymatic degradation in the presence of
proteinase K to yield micrometer-long Ag nanowires with a diameter of 20 nm
[Figure 6.47(C)]. Upon application of D-phenylalanine-based peptide fibrils, which
are resistant to proteinase K, the peptide coating of the Ag nanowires was preserved.
Peptide nanotubes were also used to generate coaxial metal–insulator–metal nano-
tubes [231] [Figure 6.48(A)]. The D-phenylalanine peptide 59 assembled nanotube
was interacted with Agþ ions and the resulting intra-tube-associated ions were
reduced to form the Ag0 nanowire. The resulting composite was further modified
by tethering of a thiol-functionalized peptide to the nanowire peptide coating. The
association of Au NPs with the thiol groups followed by deposition of gold on the Au
NP seeds generated the resulting coaxial metal nanowires [Figure 6.48(B)].

Figure 6.47 (A) Formationof a silver nanowire inside a channel of
a short-chain diphenylalanine peptide tube. (B) TEM image of the
peptide template, which is filled with a metallic silver nanowire.
(C) TEM image of the silver nanowire after the degradation of the
peptide template in the presence of proteinase K. (Parts B and C
reproduced from [230] with permission from AAAS).
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The specific assembly of protein subunits into polymeric structures could provide a
means for the patterning of the generated metal nanowires. The f-actin filament
provides specific binding for the biomolecular motor protein myosin, which forms a
complexwith thefilament,where themotility ofmyosin along thefilament is drivenby
ATP [232, 233]. The f-actin filament is formed by the reversible association of
g-actin subunits in presence of ATP, Mg2þ and Naþ ions. Accordingly, the f-actin
filament was used as a template for the formation of metallic nanowires [234]. The
f-actinfilamentwas covalentlymodifiedwithAuNPs (1.4 nm) thatwere functionalized
with singleN-hydroxysuccinimidyl ester groups, and theAuNP-functionalized g-actin
subunits were then separated and used as versatile building blocks for the formation
of the nanostructure. The Mg2þ/Naþ/ATP-induced polymerization of the functiona-
lized monomers yielded the Au NP-functionalized filaments [Figure 6.49(A)],
and electroless catalytic deposition of gold on the Au NP-functionalized f-actin
filament yielded 1–3-mmlong goldwires of height 80–150nm. Thegoldwires revealed
metallic conductivity with a resistance similar to that of bulk gold. By the sequential
polymerization of naked actin filament units on the preformed Au NP–actin wire
and the subsequent electroless catalytic deposition of gold on the Au NPs, patterned
actin–Au wire–actin filaments were generated [Figure 6.49(C)]. A related approach
was applied to yield the inverse Au wire–actin–Au wire patterned filaments
[Figure 6.49(B)]. The nanostructure consisting of actin–Au nanowire–actin was used

Figure 6.48 (A) Stepwise synthesis of coaxial Ag/Aunanowires in a
peptide template. (B) TEM image of the coaxial wire formed in the
peptide template. (Reproduced with permission from [231].
Copyright 2006 American Chemical Society).
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as a nanotransporter driven by an external fuel. The actin–Au nanowire–actin
nanostructure was deposited on a myosin-modified glass surface. Addition of ATP
resulted in themotility of the nanostructures on the surface of 250� 50nms�1. Thus,
such metallic nano-objects conjugated to motor proteins were suggested as potential
nanotransporters, where chemicals deposited on the Au cargo are carried by the
proteins.
In contrast with the use of proteins as passive templates for the growth of

nanowires, one can use enzymes and NPs as active hybrid systems for the synthesis
of nanocircuitry and for the preparation of patterned nanostructures. The participa-
tion of enzymes in growing metal NPs and particularly the biocatalytic enlargement
of metal NP seeds suggests that metal NP–enzyme hybrids could be used as active
components for the synthesis of metallic nanowires. The flavoenzyme glucose
oxidase was functionalized with Au NPs (1.4 nm, average loading of 12 NPs per

Figure 6.49 (A) Assembly of patterned actin-basedAunanowires:
Left: an Au wire–actin–Au wire filament; Right: an actin–Au
wire–actin filament. (B) AFM image of the Au wire–actin–Au wire
filament. (C) AFM image of the actin–Au wire–actin filament.
(Reprinted by permission fromMacmillan Publishers Ltd: Nature
Materials 234, Copyright (2004)).

6.10 Biomolecule Growth of Metal Nanowires j203



enzyme unit) and the biocatalytic–NP hybrid material was used as a template for the
stepwise synthesis of metallic nanowires [209] [Figure 6.50(A)]. The enzyme–Au NP
hybrid was used as a �biocatalytic ink� for the pattering of Si surfaces using dip-pen
nanolithography (DPN). The subsequent glucose-mediated generation of H2O2 and
the catalytic enlargement of the NPs resulted in the catalytic growth of the particles,

Figure 6.50 (A) Generation of an Au nanowire by the biocatalytic
enlargement of an Au NP functionalized GOx line deposited on a
silicon support by DPN. (B) Atomic force microscopy (AFM)
image of the Au nanowire generated by the Au NP-functionalized
GOx �biocatalytic ink�. (Adapted with permission from [209].
Copyright 2006 Wiley-VCH).
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and this yielded micrometer-long Aumetallic wires exhibiting heights and widths in
the region of 150–250 nm, depending on the biocatalytic �development� time interval
[Figure 6.50(B)].
This process is not limited to redox enzymes, and NP-functionalized biocatalysts

that transform a substrate to an appropriate reducing agent may be similarly used
as �biocatalytic inks� for the generation of metallic nanowires. This was exempli-
fied with the application of Au NP-functionalized alkaline phosphatase, AlkPh
(average loading of 10 NPs per enzyme unit) as �biocatalytic ink� for the generation
of Ag nanowires [209] [Figure 6.51(A)]. The alkaline phosphatase-mediated hydro-
lysis of p-aminophenol phosphate (60) yielded p-aminophenol (61), which reduced
Agþ to Ag0 on the Au NP seeds associated with the enzyme. This allowed the
enlargement of the Au particles acting as a core for the formation of a continuous
silver wires exhibiting height of 30–40 nm, on the protein template [Figure 6.51
(B)]. The method allowed the stepwise, orthogonal formation of metal nanowires
composed of different metals and controlled dimensions [Figure 6.51(C)]. Fur-
thermore, the biocatalytic growth of the nanowires exhibited a self-inhibition
mechanism and upon coating of the protein with themetal no further enlargement
occurred. This self-inhibition mechanism is specifically important since the
dimensions of the resulting nanowires are controlled by the sizes of the biocata-
lytic templates.

6.11
Conclusions and Perspectives

Nanobiotechnology, andparticularly, biomolecule–NPhybrid systems, that represent
the functional elements of nanobiotechnology, provide an emerging interdisciplinary
scientific discipline. This chapter has addressed these scientific areas by discussing
numerous biomolecule–NP conjugates as functional units for biosensing, building
elements of nanocircuitry and devices and composite materials for intracellular
diagnostics or medical therapeutics. Biomolecule–NP hybrid systems combine the
evolution-optimized recognition and reactivity properties of biomolecules with the
unique electronic, catalytic and optical properties of metallic or semiconductor NPs.
The biomolecule–NP hybrids provide new materials that reveal unique properties
and functions as a result of the composite structures and the quantum size effects
accompanying the different nano-assemblies.
The analytical applications of biomolecule–NP systems have seen tremendously

advances in the last decade. The electronic properties of metallic NPs were used to
electrically communicate redox proteins with electrodes and to develop amperomet-
ric biosensors. The catalytic functions ofmetallicNPswere broadly applied to develop
amplificationmethods for biosensing events, and the localized plasmonic features of
NPs were extensively used to develop new optical methods that probe biorecognition
events and design novel biosensor configurations. Optical phenomena such as the
surface-enhanced fluorescence or Raman signals by dye-modified metallic NPs, the
coupling of the localized plasmon of metallic NPs with surface plasmonic waves,

6.11 Conclusions and Perspectives j205



Figure 6.51 (A) Biocatalytic enlargement of Au
NP-modified AlkPh with silver and fabrication of
silver lines on a support using DPN and the
�biocatalytic ink�. (B) AFM image of Ag
nanowires generated on the Au NP–AlkPh
template deposited on the silicon support by
DPN after 40min of enlargement in the Ag
growth solution. (C) AFM image of Au and Ag

nanowires generated by deposition and
enlargement of the Au NP–GOx template,
followed by the passivation of the Au nanowire
with mercaptoundecanoic acid and the
subsequent depositionof AuNP–AlkPh template
and its enlargement to the Ag nanowire.
(Adapted with permission from [209]. Copyright
2006 Wiley-VCH).

206j 6 Biomolecule–Nanoparticle Hybrid Systems



the interparticle plasmon coupling in metallic NP aggregates and the reflectance of
NPs were creatively used to image biorecognition events and to develop optical
biosensors. Similarly, the coupling of biomolecules to semiconductor NPs (quantum
dots) demonstrated the utility of these systems to assemble new optical and photo-
electrochemical biosensor systems. The size-controlled emission properties of
semiconductor QDs, as a result of the quantum confinement of the electronic levels
in the nanoparticles, allow themultiplexed analysis of different targets and the design
of high-throughput analyses in array formats. The development of photoelectro-
chemically based biosensors by the use of biomolecule–semiconductor hybrid
systems highlights the bridge between the optical and electronic applications of
biomolecule–NP hybrids for biosensing.
The development of biomolecule–NP-based sensors reached the level of practical

applicability, and various analytical systems for clinical diagnostics, the analysis of
food products, environmental pollutants and homeland security biosensors are
expected to emerge from these hybrid nanocomposites. Some new challenging
research directions in the analytical applications of biomolecule–NP hybrid systems
can be identified, however. The unique optical properties of metal or semiconductor
nanorods [235, 236] pave the way to new optical applications of these nano-objects.
Composite nanorods may act as optical barcodes for biosensing events and could
provide a rich library of labels for the parallel analysis of complexmixtures. Similarly,
metal NP–semiconductor quantum dot (dumbbell) nanostructures [237] may pro-
vide new composites to assemble biomolecule hybrid systems of tailored electronic
and optical functions.
Significant progress in the use of biomolecules as templates for the synthesis of

nanostructures and nanocircuitry has been achieved in recent years. DNA and
proteins act as efficient nanoscale templates for the synthesis of metallic or semi-
conductor nanowires. Although the scientific approaches to construct the nanowires
are innovative, important challenges in this field are still ahead of us. The non-ohmic
behavior of the conductance through nanowires and the difficulties in electrically
wiring the nanowires to micro-contacts requires a fundamental experimental and
theoretical understanding of charge transport phenomena across these nanostruc-
tures. The use of enzymes as catalysts that grow nanowires of predesigned struc-
tures [209] represents an important path to the further development of nanocircuitry
and devices.
Numerous other applications of biomolecule–NP hybrid systems may be envis-

aged. The use of such systems in nanomedicine [238] has attracted increasing
interest, and different applications such as photodynamic anticancer therapy [239],
targeted delivery of radioisotopes [240], drug delivery [241] and gene therapy [242]
have been demonstrated.
Physicists, chemists, biologists andmaterial scientists have already recognized the

limitless scientific opportunities and challenges in the applications of biomole-
cule–NP hybrid systems. The rapid progress in the field suggests that these
interdisciplinary efforts will lead to exciting new science of immense practical and
technological utility.
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7
Philosophy of Nanotechnoscience
Alfred Nordmann

7.1
Introduction: Philosophy of Science and of Technoscience

One way or another, the philosophy of science always informs and reflects the deve-
lopment of science and technology. It appears in the midst of disputes over theories
and methods, in the reflective thought of scientists and since the late nineteenth
century also in the analyses of so-called philosophers of science. Four philosophical
questions, in particular, are answered implicitly or contested explicitly by any
scientific endeavor:

. How is a particular science to be defined and what are the objects and problems in
its domain of interest?

. What is the methodologically proper or specifically scientific way of approaching
these objects and problems?

. What kind of knowledge is produced and communicated, how does it attain
objectivity, if not certainty, and how does it balance the competing demands of
universal generality and local specificity?

. What is its place in relation to other sciences, where do its instruments and
methods, its concepts and theories come from and should its findings be explained
on a deeper level by more fundamental investigations?

When researchers publish their results, when they review and critique their peers,
argue for research funds or train graduate students, they offer examples of what they
consider good scientific practice and thereby adopt a stance on all four questions.
When, for example, there is a call formore basic research on some scientific question,
one can look at the argument that is advanced and discover how it is informed by a
particular conception of science and the relation of science and technology. Fre-
quently it involves the idea that basic science identifies rather general laws of causal
relations. These laws can then be applied in a variety of contexts and the deliberate
control of causes and effects can give rise to new technical devices. If one encounters
such an argument for basic science, onemight ask, of course, whether this picture of
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basic versus applied science is accurate. While it may hold here and there, especially
in theoretical physics, it is perhaps altogether inadequate for chemistry. And thus one
may find that the implicit assumptions agree less with the practice and history of
science and more with a particular self-understanding of science. According to this
self-understanding, basic science disinterestedly studies the world as it is, whereas
the engineering sciences apply this knowledge to change the world in accordance
with human purposes.
Science and scientific practice are always changing as new instruments are

invented, new problems arise, new disciplines emerge. Also, the somewhat idealized
self-understandings of scientists can change. The relation of science and technology
provides a case point. Is molecular electronics a basic science? Is nanotechnology
applied nanoscience? Are the optical properties of carbon nanotubes part of theworld
as it is or do they appear only in the midst of a large-scale engineering pursuit that
is changing the world according to human purposes? There are no easy or straight-
forward answers to these questions and this is perhaps due to the fact that the
traditional ways of distinguishing science and technology, and basic and applied
research, do not work any longer. As many authors are suggesting, we should
speak of �technoscience� [1, 2] which is defined primarily by the interdependence
of theoretical observation and technical intervention [3].1) Accordingly, the desig-
nation �nanotechnoscience� is more than shorthand for �nanoscience and nano-
technologies� but signifies a mode of research other than traditional science and
engineering. Peter Galison, for example, notes that �[n]anoscientists aim to build –

not to demonstrate existence. They are after an engineering way of being in
science� [5]. Others appeal to the idea of a �general purpose technology� and thus
suggest that nanotechnoscience is fundamental research to enable a new technolog-
ical development at large. Richard Jones sharpens this when he succinctly labels at
least some nanotechnoscientific research as �basic gizmology.�2)

Often, nanoscience is defined as an investigation of scale-dependently discontin-
uous properties or phenomena [6]. This definition of nanoscience produces in its
wake an ill-defined conception of nanotechnologies – these encompass all possible
technical uses of these properties and phenomena. In its 2004 report on nanoscience
and nanotechnologies, the Royal Society and Royal Academy of Engineering defines
these terms as follows:

1) This is in reference to Ian Hacking�s distinc-tion
of �representing� and �intervening� [4]: In
technoscientific research, the business of
theoretical representation cannot be dissociated,
even in principle, from thematerial conditions of
knowledge production and thus from the
interventions that are required to make and
stabilize the phenomena. In other words,
technoscience knows only one way of gaining
new knowledge and that is by first making a new
world. If the business of science is the theoretical

representation of an eternal and immutably
given nature and if the business of technology is
to control the world, to intervene and change the
�natural� course of events, �technoscience� is a
hybrid where theoretical representation becomes
entangled with technical intervention.

2) Jones used this term in conversation (and on his
web site, www.softmachines.org) and referred,
for example, to Nadrian Seeman�s systematic
exploration of DNA as a building block or
component of future technical systems.
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�Nanoscience is the study of phenomena and manipulation of
materials at atomic, molecular and macromolecular scales, where
properties differ significantly from those at a larger scale.
Nanotechnologies are the design, characterisation, production and
application of structures, devices and systems by controlling shape
and size at the nanometre scale� [7].

The notion of �nanotechnoscience� does not contradict such definitions but
assumes a different perspective – it looks from within the organization of research
where fundamental capabilities are typically acquired in the context of funded
projects with a more or less concretely imagined technical goal. This is what Galison
means by an engineering way of being in science. Even though a great deal of
scientific knowledge and experience goes into the acquisition of such capabilities and
the investigation of novel phenomena, it is not quite �science� because the point of
this investigation is not normally to question received conceptions and to establish
new truths, nor is it to produce and test hypotheses or to develop theories that close
important gaps in our understanding of the world. And even though nanoscale
research practice involves a good bit of tinkering and pursues technological chal-
lenges and promises, it is also not �engineering� becausemost researchers are not in
the business of building devices for more or less immediate use. At best, they lay the
groundwork for concrete engineering projects in the future.
For this �engineering way of being in science�, a philosophy of technoscience is

needed that asks for nanotechnological, biomedical or semiconductor research the
four questions that were identified above: what is the role of theory and theory-
development in nanoscale research and what kinds of theories are needed for
nanotechnological development?; what are the preferred methods and tools and
the associated modes of reasoning in nanoscientific research?; what is nanotech-
noscience and how are its objects constituted?; and what kind of knowledge do
technoscientific researchers typically produce and communicate? The four main
sections of this chapter will address these questions – and in all four cases, strictly
philosophical considerations will shade into societal dimensions and questions of
value. That this is so is due to the fact that theremay have been �pure science� but that
there is no such thing as �pure technoscience.� Indeed, one way of characterizing
technoscience is by noting that academic laboratory research is no longer answerable
just to standards of peer researchers but has entered the �ethical space� of engineer-
ing with its accountability also to patrons and clients, to developers and users [8, 9].

7.2
From �Closed Theories� to Limits of Understanding and Control

7.2.1
Closed Relative to the Nanoscale

In the late 1940s, the physicist Werner Heisenberg introduced the notion of �closed
theories�. In particular, he referred to four closed theories: �Newtonian mechanics,
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Maxwell�s theory with the special theory of relativity, thermodynamics and statistical
mechanics, non-relativistic quantummechanicswith atomic physics and chemistry�.
These theories he considered to be closed in four complementary respects:

1. Their historical development has come to an end, they are finished or have
reached their final form.

2. They constitute a hermetically closed domain in that the theory defines conditions
of applicability such that the theory will be true wherever its concepts can be
applied.

3. They are immune to criticism; problems that arise in contexts of application are
deflected to auxiliary theories and hypotheses or to the specifics of the set-up, the
instrumentation, and so on.

4. They are forever valid: wherever and whenever experience can be described with
the concepts of such a theory, the laws postulated by this theory will be proven
correct [10].3)

All this holds for nanotechnoscience: It draws on an available repertoire of theories
that are closed or considered closed in respect to the nanoscale, but it is concerned
neither with the critique or further elaboration of these theories, nor with the
construction of theories of its own.4) This is not to say, however, that closed theories
are simply �applied� in nanotechnoscience.
WhenHeisenberg refers to the hermetically closed character of closed theories (in

condition 2 above), he statesmerely that the theory will be truewhere its concepts can
be applied and leaves quite openhowbig or small the domain of its actual applicability
is. Indeed, he suggests that this domain is so small that a �closed theory does not
contain any absolutely certain statement about the world of experience� [10]. Even for
a closed theory, then, it remains to be determined how and to what extent its concepts
can be applied to the world of experience.5) Thus, there is no pre-existing domain of
phenomena to which a closed theory is applied. Instead, it is �a question of success�,

3) Heisenberg�s notion of closed theories
influenced Thomas Kuhn�s conception of a
paradigm [11]. It also informed the so-called
finalization thesis, one of the first systematic
accounts of technoscience [12]. Heisenberg also
emphasized a fifth and especially contentious
aspect of closed theories: an expansion of their
domain of application will not introduce a
change to the theory. This aspect and
Heisenberg�s particular list of closed theories
plays no part in the following discussion.

4) In the case of nanotechnoscience, this repertoire
includes far more than the four theories singled
out by Heisenberg. It is a bold claim, to be sure,
that nanotechnoscience is not concerned with
the construction of theories of its own. One
counterexample might be the discovery and
subsequent theoretical work on the giant
magnetoresistance effect [13]. Also, there are

certain isolated voices who call for the
development of theory specifically suited to the
complexities of the nanocosm [14, 15]. These
voices are isolated, indeed, and the consensus
appears to be that the development of
nanotechnologies can dowithout such theories –
which might be hard to come by anyway [16].

5) Here, Heisenberg might have been inspired by
HeinrichHertz, who formulated the Principles of
Mechanics as a closed theory [17]. He defined as
mechanical problems all those phenomena of
motion that can be accounted for by his
fundamental law, albeit with the help of
additional assumptions. Phenomena that cannot
be accounted for in such a way, are not
mechanical problems and simply outside the
domain of mechanics (for example, the
problems of life).
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that is, of calibration, tuning or mutual adjustment to what extent phenomena of
experience can be assimilated to the theory such that its concepts can be applied to
them.

7.2.2
Applying Theory to the Nanoscale: Fitting Versus Stretching

This notion of �application� has been the topic of many recent discussions on
modeling6) – but it does not capture the case of nanotechnoscience. For in this case,
researchers are not trying to bring nanoscale phenomena into the domain of
quantum chemistry or fluid dynamics or the like. They are not using models to
extend the domain of application of a closed theory or general law. They are not
engaged in fitting the theory to reality and vice versa. Instead, they take nanoscale
phenomena as parts of a highly complexmesocosmbetween classical and quantum
regimes. They have no theories that are especially suited to account for this
complexity, no theories, for example, of structure–property relations at the nano-
scale.7) Nanoscale researchers understand, in particular, that the various closed
theories have been formulated for far better-behaved phenomena in farmore easily
controlled laboratory settings. Rather than claim that the complex phenomena of
the nanoscale can be described such that the concepts of the closed theory now
apply to them, they draw on closed theories eclectically, stretching them beyond
their intended scope of application to do some partial explanatory work at the
nanoscale.8) A certain measurement of a current through an organic–inorganic
molecular complex, for example,might be reconstructed quantum-chemically or in
the classical terms of electrical engineering – and yet, the two accounts do not

6) See the work, in particular, of Nancy
Cartwright, Margaret Morrison and Mary
Morgan [18, 19].

7)Note that the term �complexity� is used here in
a deliberately nontechnical manner. It does not
refer to phenomena that fit the constraints of
nonlinear complex dynamics, �complexity
theory� or the like. The complexity at the
nanoscale is one of great messiness, too many
relevant variables and properties and multiple
complicated interactions. This becomes
apparent especially in contrast to the
comparatively neat world of the laboratory
phenomena that underwrite classical and
quantum physics. In its complexity, the �real-
world situation� of the nanoworld is
precariously situated between classical and
quantum regimes.

8) Here is another way to characterize this
contrast between �applying� theory by fitting
and by stretching: In the standard case of
fitting theory to reality and vice versa, the

problem concerns ways to compensate for
the idealizations or abstractions that are
involved in formulating a theory and
constructing a model. However, classical
theories do not abstract from nanoscale
properties and processes, nor do they refer
to idealizations of nanoscale phenomena. In
this case, the challenge is that of crossing
from the intended domain of a classical
theory into quite another domain. – like all
attempts to distinguish systematically the
new nanotechnoscience from old-fashioned
�science and engineering,� this one is
vulnerable to the critique that the two
notions of �application� (bringing
phenomena into the domain of application,
stretching the domain of application to areas
for which the theory has not been made) are
not categorically distinct but differ only by
degree. I thank Eric Winsberg for suggesting
this line of thought.
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compete against each other for offering a better or best explanation [20]. Armed
with theories that are closed relative to the nanoscale, researchers are well equipped
to handle phenomena in need of explanation, but they are also aware that they bring
crude instruments that are not made specifically for the task and that these
instruments therefore have to work in concert. Indeed, nanoscale research is
characterized by a tacit consensus according to which the following three proposi-
tions hold true simultaneously:

1. There is a fundamental difference between quantum and classical regimes such
that classical theories cannot describe quantum phenomena and such that
quantum theories are inappropriate for describing classical phenomena.

2. The nanoscale holds intellectual and technical interest because it is an �exotic
territory� [14] where classical properties such as color and conductivity emerge
when one moves up from quantum levels and where phenomena such as
quantized conductance emerge as one moves down to the quantum regime.

3. Nanoscale researchers can eclectically draw upon a large toolkit of theories from
the quantum and classical regimes to construct explanations of novel properties,
behaviors or processes.

Taken together, these three statements express a characteristic tension concerning
nanotechnology, namely that it is thought to be strange, novel and surprising on the
one hand, familiar and manageable on the other. More significantly for the present
purposes, however, they express an analogous tension regarding available theories:
they are thought to be inadequate on the one hand but quite sufficient on the other.
The profound difference between classical and quantum regimes highlights what
makes the nanocosm special and interesting – but this difference melts down to a
matter of expediency and taste when it comes to choosing tools from classical or
quantum physics. Put yet another way: what makes nanoscale phenomena scientifi-
cally interesting is that they cannot be adequately described from either perspective,
butwhatmakes nanotechnologies possible is that the two perspectivesmake dowhen
it comes to accounting for these phenomena.
Available theories need to be stretched in order to manage the tension between

these three propositions. How this stretching actually takes place in research practice
needs to be shown with the help of detailed case studies. One might look, for
example, at the way in which theory is occasionally �stuck in� to satisfy an extraneous
explanatory demand.9) A more prominent case is the construction of simulation

9) See, for example, a publication in Science on
observed effects (large on–off ratios, negative
differential resistance) in a molecular device.
Asked by peer reviewers to offer an explanation
of the observed effect, the authors suggest a
somewhat arbitrary but plausible candidate
mechanism and call for theories and future
experimental work to �elucidate the transport
mechanisms� [21]. This discussion was

introduced reluctantly since it is clearly
unnecessary for the point they wish to make
(namely that they can consistently pass a current
where no one had done so before) and because it
is obviously easy to come up with a sufficiently
credible explanation from the toolkit of available
theory. The authors implicitly acknowledge that
another explanation could easily substitute for
theirs.
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models where integrations of different levels of theoretical description are tuned to
the actual behavior of a nanoscale system or process [22, 23]. This implies also that
the very meaning of theories is stretched, especially where they account for the causal
structure behind the observed phenomena: as these theories are applied in situations
that are taken to be far more complex than the one for which the theories were
developed, the causal story offered by them takes a backseat to the contributions they
can make towards a description of the phenomena. In other words, algorithms
descriptive of a certain dynamics become detached from the causal explanation they
originally helped to provide, since it is the initial or structural conditions precisely
that are not thought to hold continuously from macro to nano to quantum
regimes.10)

There is quite another symptom of the ways in which theories and concepts are
stretched as they are applied to the nanoscale. The nanoworld is taken to be complex,
self-organizing, full of surprises – a world characterized by chemical and biological
activity. The aspirations of nanotechnologies therefore emphasize the construction of
active rather than merely passive devices.11) The so-called first generation of nano-
technological achievements was limited to the generation of new materials (passive
structures), the second generation is supposed to incorporate molecular activity into
nanotechnical systems.12)However, from the point of view of theories that are closed
relative to the nanoscale, one cannot �see� any of that novel activity and liveliness but
onlywhat has become stabilized in the formulations and formalisms of those theories.
Several descriptive or programmatic terms for nanoscale phenomena therefore strain
to reach beyond their actual meanings. A prime example of this is the term �selective
surface� which attributes agency to something that remains quite passive: Cells may
attach to a givensurfacedifferentially, but the surface isnot therefore doinganything to
favor or disfavor certain cells; the selection is entirely on the side of the engineer who
selects that surface in order to achieve some functionality. The same holds for

10) At the panel �Ontologies of Technoscience� at
the October 2006 Bielefeld Conference
(�Science in the Context of Application�),
Bernadette Bensaude-Vincent showed
that in the development of materials science
and nanotechnologies the focus on
structure–function relations (Crick�s
dogma that scientific understanding requires
that function is referred to underlying
structure) gives way to analyses of dynamic
patterns in the observed functions and
properties. Davis Baird offered as an example
of this a particular nanotechnological detection
device that physically instantiates factor
analysis and therefore statistically infers
underlying causes fromobserved properties (in
other words, it does not perform a physical or

chemical analysis to identify the presence of
what is measured). Nicole Karafyllis finally
suggested that (nano)technologies are now
entering into a novel relation to biology as they
design function not through construction (e.g.
from structural principles) but by way of
growth (e.g. by way of harnessing of self-
organization).

11)Regarding the prestige of the device vis-�a-vis the
material, see [23a] on Herbert Gleiter as a
pioneer of nanotechnology.

12) The notion of first/second generation passive/
active devices was established and promoted
especially by Mihail Roco of the National
Nanotechnology Initiative. This paper is
agnostic as to whether the second generation
will ever be attained.
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�self-cleaning surfaces�, �smartmaterials�, �autonomous (self-propelled)movement�,
the different conceptions of �self-assembly� or �soft machines�.13) All these terms
have a specificmeaning and at the same time refer to somethingmore visionary,more
genuinely �nano� that goes beyond their origin in theories that come from outside the
nanoworld.14)

7.2.3
Mute Complexity

So far, the notion of stretching what we know in one regime to phenomena in
another one has been taken descriptively to characterize nanoscale research.
Here, however, arises an occasion for critical questioning by scientists, citizens,
concerned policy makers. To the extent that one cannot see the specific com-
plexity from the point of view of theories closed relative to the nanoscale, we may
find that the difficulties of understanding and controlling nanoscale phenomena
are not adequately expressed. By stretching closed theories one recovers partial
explanations of phenomena and thereby partial stories only of success. In other
words, the assurance that much is amenable to explanation from the large toolkit
of available theories finds ample expression, but there is no theoretical frame-
work for the actual struggle of taming and controlling nanoscale phenomena –

this part of the story remains untold, locked up in the laboratory.15) Put bluntly,
one might be doing years and years of interesting research only to discover that
most of the phenomena one is tinkering with, that one is stabilizing and probing
in the laboratory, will never be robust enough to serve as components in
nanotechnological devices. There is no language, in other words, to identify
specific limits of knowledge and control.
Having arrived at this point in a rather roundabout manner, one might ask

whether the limited ways to speak of limits of understanding and control can be
shown more straightforwardly. A telling illustration or example is provided by

13) Since the publication of Richard Jones�s book
on Soft Machines, that concept has been the
subject of an emerging discussion [25, 26]. It
concerns the question of whether the term
�machine� retains anymeaning in thenotion of
a �soft machine� when this is thought of as a
non-mechanical, biological machine (while it
clearly does retain meaning if thought of as a
�concrete�machine in the sense of Simondon).

14) This is especially true, perhaps, for the concept
�self-assembly�, which has been cautiously
delimited, for example, by George Whitesides
[27], but which keeps escaping the box and
harks backwards and forwards to far more
ambitious notions of order out of chaos,
spontaneous configurations at higher levels,
etc.

15) To be sure, it is a commonplace that laboratory
practice is more complex than the stories told
in scientific papers. Traditional scientific
research often seeks to isolate particular
causal relations by shielding them against
interferences from the complex macroscopic
world of the laboratory. Whether it is easy or
difficult to isolate these relations, whether
they are stable or evanescent, is of little
importance for the scientific stories to be told.
The situation changes in respect to
nanotechnoscience: its mission is to ground
future technologies under conditions of
complexity. In this situation, it is more
troubling that scientific publications tell
stories only of success.
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nanotoxicology. It is finding out the hard way that physico-chemical characteriza-
tion does not go very far, and that even the best methods for evaluating chemical
substances do not REACh all the way to the nanoscale [28].16) In other words, the
methods of chemical toxicology go only so far and tell only a small part of the
toxicological story – though regarding chemical composition, at least, there are
general principles, even laws that can be drawn upon. With regard to the surface
characteristics and shape of particles of a certain size, one has to rely mostly on
anecdotes from very different contexts, such as the story of asbestos. For lack of
better approaches, therefore, one begins from the vantage point of chemical
toxicology and confidently stretches available theories and methods as far as they
will go – while the complexities of hazard identification, let alone risk assessment
(one partially characterized nanoparticle or nanosystem at a time?!) tend to be
muted.17)

There is yet another, again more general, way to make this point. Theories that
are closed relative to the nanoscale can only introduce nonspecific constraints.
The prospects and aspirations of nanotechnologies are only negatively defined:
Everything is thought to be possible at the nanoscale that is not ruled out by
those closed theories or the known laws of nature. This, however, forces upon us
a notion of technical possibility that is hardly more substantial than that of logical
possibility. Clearly, the mere fact that something does not contradict known laws
is not sufficient to establish that it can be realized technically under the complex
conditions of the nanoregime. Yet once again, there is no theoretical framework
or language available to make a distinction here and to acknowledge the
specificities and difficulties of the nanoworld – since all we have are theories
that were developed elsewhere and that are now stretched to accommodate
phenomena from the nanosphere.18) However, failure to develop an understand-
ing also of limits of understanding and control at the nanoscale has tremendous
cost as it misdirects expectations, public debate and possibly also research
funding.

16) The pun is intended: REACh refers to the new
style of regulating chemical substances in and
by the EU. It is widely acknowledged that it does
not apply where properties depend not only on
chemical composition but also on surface
characteristics, size, shape, perhaps also
engineered functionality and the specificities of
their environments. (Along similar lines,
Joachim Schummer [29] has argued that
REACh does not even reach the products of
conventional synthetic chemistry.)

17) SabineMaasen andMonika Kurath have shown
that this difficulty for chemical toxicology
creates interesting new opportunities for

nanotoxicology [31]. For another illustration of
the predicament, one might recall that carbon
nanotubes were �discovered� in the 1980s,
that for a good number of years they have been
being commercially manufactured and that
researchers are still complaining that no two
batches are alike.

18) I have been urging that more attention should
be paid to limits of understanding and
control at the nanoscale. If I am right in this
section, I have been asking for something
that cannot be done (as of now) in a
straightforward way.
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7.3
From Successful Methods to the Power of Images

7.3.1
(Techno)scientific Methodology: Quantitative Versus Qualitative

As was shown above, Heisenberg considered �a question of success� the extent to
which phenomena of experience can be fitted to closed theories [10]. This suggests
the questionwhat �success� amounts to in nanoscale research, that is, what it takes to
satisfy oneself that one has reached a sufficiently good understanding or control of
the phenomena under investigation.
ForHeisenberg and any philosopher of sciencewho is oriented towards theoretical

physics, this question boils down to the predictive success of a quantitative science.
Here, �quantitative� means more than the employment of numbers and even of
precision measurements. The characteristics of quantitative approaches include the
following. First, predicted numerical values are compared with values obtained by
measurement. The reasonably close agreement between two numbers thus serves to
establish the agreement of theory and reality. Second, this quantitative agreement
emphatically makes do without any appeal to a likeness or similarity between
theoreticalmodels and the real-world systems they are said to represent. Quantitative
science rests content if it reliably leads from initial conditions to accurate predictions,
it does not require that all the details of its conceptual apparatus (every term in its
algorithms) has a counterpart in reality. Both characteristics of quantitative science
are familiar especially from twentieth century theoretical physics – but do they serve
to characterize also nanotechnoscience [31]?
In the light of the extremely heterogeneous research practices under the

general heading of �nanoscience and nanotechnologies� there may not be a
general answer to this question. Yet it is fair to say that much nanotechno-
scientific research is qualitative. Its epistemic success consists in constructions
of likeness.19)

The shift sounds innocent enough but may have significant consequences: the
agreement of predicted andmeasured quantities is being displaced by an agreement
of calculated and experimental images. The latter qualitative agreement consists

19)Here, a case study of JanHendrik Sch€onmight
show that he was caught between quantitative
and qualitativemethodologies. He was �caught
cheating�, after all, when it was discovered that
for different experimentshe includedanexactly
identical plot of current flow. This diagram is
supposed to be generated from a series of
measurements but the characteristic shape of
the curve is also a qualitative short-hand
expression for �current is flowing.� In a culture
of research that is moving increasingly to
produce effects, Sch€onmay well have �written�

this diagram as it is generally �read� – without
regard to the particular values but as a symbol
for a certain type of event. Overall, Sch€on�s case
is less innocent andmore complicated than this
[32]. But perhaps in other regards, too, it is
symptomatic of the ambivalence that results
from the transdisciplinary qualitative
orientation of nanotechnoscience even as
nanoscale research continues to be informed
mostly by rigorously quantitative disciplinary
traditions.
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primarily in the absence, even deliberate suppression of visual clues by which to hold
calculated and experimental images apart. Indeed, the (nano)technoscientific re-
searcher frequently compares two displays or computer screens. One display offers a
visual interpretation of the data that were obtained through a series ofmeasurements
(e.g. by an electron or scanning probe microscope), the other presents a dynamic
simulation of the process he might have been observing – and for this simulation to
be readable as such, the simulation software produces a visual output that looks like
the output for an electron or scanning probe microscope. Agreement and disagree-
ment between the two images then allows the researchers to draw inferences about
probable causal processes and to what extent they have understood them. Here, the
likeness of the images appears to warrant the inference from the mechanism
modeled in the simulation to the mechanism that is probably responsible for the
data that were obtained experimentally. Accordingly (and this cannot be done here),
one would need to show how nanoscale researchers construct mutually reinforcing
likenesses, how they calibrate not only simulations to observations and visual
representations to physical systems but also their own work to that of others, current
findings to long-term visions. This kind of study would show that unifying theories
play little role in this, unless the common availability of a large tool-kit of theories can
be said to unify the research community. Instead of theories, it is instruments (STM,
AFM, etc.), their associated software, techniques and exemplary artefacts (buckyballs,
carbon nanotubes, gold nanoshells, molecular wires) that provide relevant common
referents [33–35].

7.3.2
�Ontological Indifference�: Representation Versus Substitution

This is also not the place to subject this qualitative methodology to a sustained
critique. Such a critique is easy, in fact, from the point of view of rigorous and
methodologically self-aware quantitative science [31]. Far more interesting is the
question of why, despite this critique, a qualitative approach appears to be good
enough for the purposes of nanoscale research. As Peter Galison has pointed out,
these purposes are not to represent the nanoscale accurately and, in particular, not to
decide what exists and what does not exist, what is more fundamental and what is
derivative.He refers to this as the �ontological indifference� ofnanotechnoscience [5].
Why is it, then, that nanotechnological research can afford this indifference? For
example, molecular electronics researchers may invoke more or less simplistic
pictures of electron transport but they do not need to establish the existence of
electrons. Indeed, electrons are so familiar to them that they might think of them
as ordinary macroscopic things that pass through a molecule as if it were another
material thing with a tunnel going through it [20]. Some physicists and most
philosophers of physics strongly object to such blatant disregard for the strangely
immaterial and probabilistic character of the quantum world that is the home of
electrons, orbitals, standing electronwaves [36, 37]. And indeed, to achieve a practical
understanding of electron transport, it may be necessary to entertain more subtle
accounts.However, it is the privilege of ontologically indifferent technoscience that it
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can always developmore complicated accounts as the need arises. For the time being,
it can see how far it gets with rather more simplistic pictures.20)

Ontological indifference amounts to a disinterest in questions of representation
and an interest, instead, in substitution.21) Instead of using sparse modeling tools
to represent only the salient causal features of real systems, nanoresearchers
produce in the laboratory and in their models a rich, indeed oversaturated
substitute reality such that they begin by applying alternative techniques of data
reduction not to �nature out there� but to some domesticated chunk of reality in the
laboratory. These data reduction andmodeling techniques, in turn, are informed by
algorithms which are concentrated forms of previously studied real systems, they
are tried and true components of substitute realities that manage to emulate real
physical systems [38].22) In other words, there is so much reality in the simulations
or constructed experimental systems before them, that nanotechnology research-
ers can take them for reality itself [39]. They study these substitute systems and, of
course, have with these systems faint prototypes for technical devices or applica-
tions. While the public is still awaiting significant nanotechnological products to
come out of the laboratories, the researchers in the laboratories are already using
nanotechnological tools to detach and manipulate more or less self-sufficient
nanotechnological systems which �only� require further development before they

20) A particularly interesting and challenging
example of this is Don Eigler�s famous picture
of a quantum corral that confines a standing
electron wave. The picture�s seemingly
photographic realism suggests that the
quantum corral is just as thing-like as a
macroscopic pond. It brazenly bypasses all
discussions regarding the interpretation of
quantum mechanics and thus displays its
ontological indifference. Nevertheless, it is an
icon of nanotechnoscience, testimony to new
capabilities of manipulation and visualization
and a down-payment of sorts on the promise
that technical control does not stop at the
threshold to quantum effects.

21) Compare Peter Galison�s suggestion above that
the relevant contrast is that between
demonstrating existence and building things.
Yet, as will be shown in Section 7.5 below,
�building� is too narrow and too �technical� a
notion. It does not do justice to the intellectual
engagement, even passion for the challenges
encountered at the nanoscale.

22) Rom Harr�e contrasts scientific instruments
that serve as probes into causal processes and
modeling apparatus (including simulations)
that domesticates or produces phenomena. It
is this modeling apparatus that underwrites

epistemic success in constructions of likeness:
Instruments typically obtain measurements
that can be traced back down a causal chain to
some physical state, property or process. As
such, the instruments are detached from
nature – measurements tell us something
about the world. Physical models, in contrast,
are part of nature and exhibit phenomena such
that the relevant causal relations obtain within
the apparatus and the larger apparatus–world
complex. Whether it domesticates a known
phenomenon such as the rainbow or elicits an
entity or process that does not occur
�naturally�, it does not allow for
straightforward causal inference to the world
within which the apparatus is nested [38]. As
the metaphor of domestication and Harr�e�s
conception of an apparatus–world complex
suggest, causal inference from the apparatus
to the world may be required only for special
theoretical purposes that are characterizedbya
specific concern for reality (for example, when
something goes wrong and one wants to
explore the reasons for this). At the same time,
the very fact that the apparatus is nested in the
world delivers an (unarticulated) continuity of
principles and powers and the affordance of
ontological indifference.
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can exist as useful devices outside the laboratory, devices that not only substitute for
but improve upon something in nature.

7.3.3
Images as the Beginning and End of Nanotechnologies

Again, it may have appeared like a cumbersome path that led from qualitative
methodology and its constructions of likeness to the notion that models of nanoscale
phenomena do not represent but substitute chunks of reality and that they thereby
involve the kind of constructive work that is required also for the development of
nanotechnological systems and devices. For a more immediate illustration of this
point, we need to consider only the role of visualization technologies in the history of
nanotechnological research.23) Many would maintain, after all, that it all began for
real when Don Eigler and Erhard Schweizer created an image with the help of 35
xenon atoms. By arranging the atoms to spell �IBM� they did not represent a given
reality but created an image that replaces a random array of atoms by a technically
ordered proto-nanosystem. Since then, the ability to create images and to spell words
has served as a vanguard in attempts to assert technical control in the nano-regime –
the progress of nanotechnological research cannot be dissociated from the develop-
ment of imaging techniques that are often at the same time techniques for
intervention. Indeed, Eigler and Schweizer�s image has been considered proof of
concept for moving atoms at will. It is on exhibit in the STM web gallery of IBMs
Almaden laboratory and is there appropriately entitled �The Beginning� – a begin-
ning that anticipates the end or final purpose of nanotechnologies, namely to directly
and arbitrarily inscribe human intentions on the atomic or molecular scale.
Images from the nanocosm are at this point (early 2008) still the most impressive

as well as popular nanotechnological products. By shifting from quantitative co-
ordinations of numerical values to the construction of qualitative likeness, from the
conventional representation of reality to the symbolic substitution of one reality by
another, nanotechnoscience has become beholden to the power of images. Art
historians and theorists like William Mitchell and Hans Belting, in particular, have
emphasized the difference between conventional signs that serve the purpose of
representation and pictures or images that embody visions and desires, that cannot
be controlled in that they are not mere vehicles of information but produce an excess
of meaning that is not contained in a conventional message [40, 41].
The power of images poses some of the most serious problems of and for

nanoscience and nanotechnologies. This is readily apparent already for �The
Beginning�. As mentioned above, it is taken to signify that for the first time in
history humans have manipulated atoms at will and thus as proof of concept for the
most daring nanotechnological visions and by the most controversial nanotechno-
logical visionaries such as Eric Drexler. This was not, of course, what Eigler and

23) It is no accident that this is perhaps the best-
studied and most deeply explored aspect of
nanotechnologies.
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Schweizer wanted to say. Their image is testimony also to the difficulty, perhaps the
limits of control of individual atoms. But the power of their image overwhelms any
such testimony.
Here arises a problem similar to the one encountered in Section 7.2.3. The

specificity, complexity and difficulty of work at the nanoscale do not have a language
and do not find expression. The theories imported from other size regimes can only
carve out an unbounded space of unlimited potential, novelty, possibility. And the
pictures from the nanocosm show us a world that has already been accommodated to
our visual expectations and technical practice.24) Ontologically indifferent, nano-
technoscience may work with simplistic conceptions of electron transport and it
produces simplistic pictures of atoms, molecules, standing electron waves which
contradict textbook knowledge of these things. For example, it is commonly main-
tained that nanosized things consist only of surface and have no bulk. This is what
makes them intellectually and technically interesting. But pictures of the nanocosm
invariably showobjectswith very familiar bulk-surface proportions, aworld that looks
perfectly suited for conventional technical constructions. And thus, again, we might
be facing the predicament of not being told or shownwhat the limits of nanotechnical
constructions and control might be.
The power of images also holds another problem, however. In the opposition

of conventional sign and embodied image the totemistic, fetishistic, magical
character of pictures comes to the fore. To the extent that the image invokes a
presence and substitutes for an absence, its kinship to voodoo-dolls, for example,
becomes apparent. This is not the place to explore the analogy between simula-
tions and voodoo-dolls [31], but it should be pointed out that nanotechnologies in
a variety of ways cultivate a magical relation to technology – and their imagery
reinforces this. Indeed, in the history of humankind we might have begun with
an enchanted and uncanny nature that needed to be soothed with prayer to the
spirits that dwelled in rocks and trees. Science and technology began as we
wondered at nature, became aware of our limits of understanding and yet tamed
and rationalized nature in a piece-meal fashion. Technology represents the extent
to which we managed to defeat a spirited, enchanted world and subjected it to
our control. We technologized nature. Now, however, visitors to science mu-
seums are invited to marvel at nanotechnologies, to imagine technological
agency well beyond human thresholds of perception, experience and imagination
and to pin societal hopes for technological innovation not on intellectual
understanding but on a substitutive emulation that harnesses the self-organizing
powers of nature. We thus naturalize technology, replace rational control over
brute environments by a magical dependency on smart environments and we
may end up rendering technology just as uncanny as nature used to be with its
earthquakes, diseases and thunderstorms [42, 43].25)

24) Compare footnote 20 above.
25) This is a strong indictment not of particular

nanotechnologies but of certain ways of
propagating our nanotechnological future.

Considered another way, it is simply an
engineering challenge to design
nanotechnology for the human scale.
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7.4
From Definitions to Visions

7.4.1
Wieldy and Unwieldy Conceptions

The first two sections gave rise to the same complaint. After surveying the role of
theories and methodologies for the construction of technical systems that can
substitute for reality, it was noted that this tells us nothing about the specificity,
complexity and difficulty of control at the nanoscale. The nanocosm appears merely
as that place fromwherenanotechnological innovations emanate and so far it appears
that it can be described only in vaguely promising terms: the domain of interest to
nanoscience and nanotechnologies is an exotic territory that comprises all that lies in
the borderland of quantum and classical regimes, all that is unpredictable (but
explicable) by available theories and all that is scale-dependently discontinuous,
complex, full of novelty and surprise.26)

However, as one attempts a positive definition of nanotechnoscience and its
domain of phenomena or applications, one quickly learns how much is at stake.
In particular, definitions of �nanotechnology� suggest the unity of a program so
heterogeneous and diverse that we cannot intellectually handle or manage the
concept any more. By systematically overtaxing the understanding, such definitions
leave a credulous public and policy makers in awe and unable to engage with
�nanotechnology� in a meaningful manner. The search for a conceptually manage-
able definition is thus guided by an interest in specificity but also by a political value –
it is to facilitate informed engagement on clearly delimited issues. In purely public
contexts, therefore, it is best not to speak of nanotechnology in the singular at all but
only of specific nanotechnologies or nanotechnological research programs [44]. In
the present context, however, an effort is made to circumscribe the scope or domain
of nanotechnoscience, that is, to consider the range of phenomena that are encoun-
tered by nanoscience and nanotechnologies. This proves to be a formidable
challenge.

7.4.2
Unlimited Potential

There is an easyway to turn the negative description of the domain into a positive one.
One might say that nanoscience and nanotechnologies are concerned with every-
thing molecular or, slightly more precisely, with the investigation and manipulation
of molecular architecture (as well as the properties or functionalities that depend on
molecular architecture).

26) Tellingly, the most sophisticated definition of
nanoscience is quite deliberate in saying
nothing about the �nanocosm� at all. Indeed,
this definition is not limited to nanoscale
phenomena or effects but intends a more

general nanoscience of scale-dependently
discontinuous behaviors at all scales:
nanoscience is everywhere where one
encounters a specific kind of novelty or
surprise [6].
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Everything that consists of atoms is thus an object of study and a possible design
target of nanoscale research. This posits a homogeneous and unbounded space of
possibility, giving rise, for example, to the notion of an all-powerful nanotechnology
as a combinatorial exercise that produces the �little BANG� [45] – since bits, atoms,
neurons, genes all consist of atoms, since all of them aremolecular, they all look alike
to nanoscientists and engineers who can recombine them at will. And thus comes
with the notion of an unlimited space of combinatorial possibilities the transgressive
character of nanotechnoscience: categorial distinctions of living and inanimate,
organic and inorganic, biological and technical things, of nature and culture appear to
become meaningless. Although hardly any scientist believes literally in the infinite
plasticity of everythingmolecular, themolecular point of view proves transgressive in
many nanotechnological research programs. It is particularly apparent where
biological cells are redescribed as factories with molecular nanomachinery. Aside
from challenging cultural sensibilities and systematic attempts to capture the special
character of living beings and processes, nanotechnoscience here appears naively
reductionist. In particular, it appears to claim that context holds no sway or, in other
words, that there is no top–down causation such that properties and functionalities of
the physical environment partially determine the properties and behaviors of the
component molecules.27)

This sparsely positive and therefore unbounded viewof nanoscale objects and their
combinatorial possibilities thus fuels also the notion of unlimited technical potential
along with visions of a nanotechnological transgression of traditional boundaries.
Accordingly, this conception of the domain of nanoscience and nanotechnologies
suffers from the problem of unwieldiness – it can play no role in political discourse
other than to appeal to very general predispositions of technophobes and
technophiles [46].
Three further problems, at least, come with the conception of the domain as

�everything molecular out there.� And as before, internally scientific problems are
intertwined with matters of public concern. There is first the (by now familiar)
�scientific� and �societal� problem that there is no cognizance of limits of
understanding and control – as evidenced by a seemingly naive reductionism.
There is second the (by now also familiar) problem that technoscientific achieve-
ments and conceptions have a surplus of meaning which far exceeds what the
research community can take responsibility for – the power of images is dwarfed
by the power of visions (positive or negative) that come with the notion of
unlimited potential. And there is finally the problem of the relation of technology
and nature.

27) I cannot pass judgement on these claims.
However, even Richard Jones�s Soft Machines
[32] with its vivid appreciation of the
complexities of �biological nanotechnology�
does not reflect the findings of developmental
biologists regarding environmental stimuli to
gene expression. Recent work on adult stem

cells appears to reveal that they can be reverted
to earlier states but that they nevertheless
�remember� what they were. Such findings
complicate immensely the apparently
unbounded promise that nanotechnology can
solve all problems at the level of molecules.

232j 7 Philosophy of Nanotechnoscience



Martin Heidegger, one of the sharpest critics of modern technology, chastised
it for treating all of nature as a mere resource that is �standing in reserve� to be
harnessed by science and industry [47]. The power of his argument derives
precisely from the fact that he saw all of modern technoscience as one: it is a
scaffolding or harness (the German word is Gestell) that recruits humans and
nature into a universal scheme of production. Rather than accept as a gift what
nature, poetry or craft brings forth, it demands the deliverance of what it has
learned rationally to expect from the study of nature as a calculable system of
forces. Conceived as a unified enterprise with an unbounded domain of
�everything molecular�, nanotechnology fits the bill of such an all-encompassing
modern technology. It does so because it employs what one might call a thin
conception of nature. According to this conception, nature is circumscribed by
the physical laws of nature. All that accords with these laws is natural. Thus,
nanotechnology can quickly and easily claim for itself that it always emulates
nature, that it manufactures things nanotechnologically just as nature does when
it creates living organisms. This conception, however, is too �thin� or superficial
to be credible and it suffers from the defect that the conditions of (human) life on
earth have no particular valence in it: from the point of view of physics and the
eternal laws of nature, life on Earth is contingent and not at all necessary. The
laws predate and will outlive the human species. In contrast, a substantial, richly
detailed or �thick� conception of nature takes as a norm the special evolved
conditions that sustain life on Earth. Here, any biomimetic research that
emulates nature will be characterized by care and respect as it seeks to maintain
these special conditions. This involves an appreciation of how these conditions
have evolved historically. On this conception, context holds sway and a molecule
that occurs in a technical system will not be the same as one in a biological
system, even if it had the same chemical composition.
It is an open question and challenge to nanoscience and nanotechnologies,

however, whether it can embrace such a thick or substantial conception of
nature.

7.4.3
A Formidable Challenge

It was not very difficult to identify at least four major problems with the
commonly held view that the domain of nanotechnological research encom-
passes �everything molecular� It proves quite difficult, in contrast, to avoid
those problems. In particular, it appears to defy common sense and the insights
of the physical sciences to argue that molecules should have a history or that
they should be characterized by the specific environments in which they appear.
Is it not the very accomplishment of physical chemistry ever since Lavoisier that
it divested substances of their local origins by considering them only in terms
of their composition, in terms of analysis and synthesis? [48]. And should one
not view nanoscience and nanotechnologies as an extension of traditional
physics, physical chemistry and molecular biology as they tackle new levels
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of complexity? All this appears evident enough, but yet there are grounds on
which to tackle the formidable challenge and to differentiate the domain of
nanoscientific objects.28)

As noted above, bulk chemical substances are registered and assessed on the
grounds of a physico–chemical characterization. Once a substance has been ap-
proved, it can be used in a variety of contexts of production and consumption. On this
traditional model, there appears no need to consider its variability of interactions in
different biochemical environments (but see [29, 30]). Although the toolkit of
nanotoxicology is still being developed, there is a movement afoot according to
which a carbon nanotube is perhaps not a carbon nanotube.What it is depends on its
specific context of use: dispersed in water or bound in a surface, coated or uncoated,
functionalized or not – all this is toxicologically relevant. Moreover, a comprehensive
physico-chemical characterization that includes surface properties, size and shape
would require a highly complex taxonomy with too many species of nanoparticles,
creating absurdly unmanageable tasks of identification perhaps one particle at a time.
Instead, the characterization of nanoparticles might proceed by way of the level of
standardization that is actually reached in production and that is required for
integration in a particular product – with a smaller or larger degree of variability,
error tolerance, sensitivity to environmental conditions, as the case may be for a
specific product in its context of use. Nanotoxicology would thus be concerned with
product safety rather than the safety of component substances. On this account, the
particles would indeed be defined by their history and situation in the world and thus
thickly by their place within and their impact upon nature as the specific evolved
conditions of human life on Earth.29)

There is another, more principled, argument for a thickly differentiated
account of the objects that make up the domain of nanoscience and nano-
technologies. The unbounded domain of �everything molecular� includes not
only the objects and properties that we now have access to and that we can now
measure and control. It also includes those objects and properties that one may
gain access to in the future. This way of thinking is indifferent to the problem of
actual technical access also in that it does not consider how observational
instruments and techniques structure, shape and perhaps alter the objects
in the domain. On this account, the domain appears open and unlimited because

28) One might argue that a definition requiring
scale-dependent discontinuities already does
offer such a differentiation [6]. This is not the
case, however. It is a beginning at best. As
shown above, this definition excludes certain
phenomena and processes from nanoscience
and thus claims specificity, but it leaves
nanotechnology entirely undetermined:
nanoscience tends to certain novel or
surprising properties and processes,
nanotechnology is whatever one can make of
these properties and processes. More

significantly, however, the appearance of
scale-dependent novel properties can be
claimed rather generically. Not every property
at the nanoscale is discontinuous in respect of
scale. However, for every substance one can
claim that it may or will have some such
properties simply by virtue of the proportion
of atoms in the boundary layers.

29) Nanotoxicology in particular, and
nanotechnological research in general, might
thus become a �social science of nature� [49].
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it refers to an imaginary (future) state of total information and the nonintrusive
and presence of observers in the nanoworld. In contrast to this account, the
domain could be delimited more concretely and its visionary surplus could be
contained more effectively if it did not include all nanoscale objects �out there�
but considers how these objects are constituted, how they become accessible
to nanoscale research. Accordingly, the domain of objects and processes would
consist of just those phenomena and effects that are revealed by scanning
tunneling microscopy and other specifically nanotechnological procedures
[50, 51].
However, more so than the current attempt to formulate a philosophy of

nanotechnoscience, this proposal by Peter Janich ascribes to nanotechnoscience
a methodological unity or basis in common practice. He suggests a philosophical
program of systematizing the operations by which nanoscale objects become
amenable to measurement and observation. Such a systematic reconstruction of
the domain of objects of nanotechnological research might begin by looking at
length measurement or scanning probe microscopy. However, research practice
is not actually unified in this manner. Even scanning probe microscopy – to
many a hallmark or point of origin for nanotechnologies – plays a minor role in
the work of many nanoscale researchers [52]. Also, the above-mentioned strug-
gles to attain standard measures or to characterize nanomaterials testify to the
unruliness of the objects of research. They are not constituted through methodi-
cal procedures that individuate objects and make them comparable throughout
the scientific community. Instead, it appears that they are constituted through
complicated interactions that are difficult to reproduce and that rely on proximate
likeness.
Since Janich�s approach faces considerable odds, all one can do perhaps is to

generalize the previous lesson from nanotoxicology: The objects of nanoscale
research are constituted through their specific histories – histories that concern
their origin (in a tissue sample, in the soil, in a chemically produced batch), that
include nanotechnological interventions as well as their location finally in a
technical system. This would promote, of course, the fragmentation of
�nanotechnology� into as many �nanotechnologies� as there are nanotechnolo-
gical devices or applications. A nightmare vision for some, others may consider
this an intellectual requirement. If this is so, it becomes impossible to uphold the
idea of carbon nanotubes as all-purpose technical components. If they contribute
to the performance of some product, then they are individuated or characterized
as being carbon-nanotubes-in-that-product and they are as safe or unsafe as that
product is. By the same token, they are no longer conceived as molecular objects
that are combinable in principle with just about any other. The open space of
unlimited potential differentiates into a manifold of specific technological
trajectories.
The formidable challenge has not been met by this proposal. It does help

dramatize, however, the inherent tension in the commonly held view of nanotech-
nological objects, as well as the difficulties (once again) of prediction and control at
the nanoscale.

7.4 From Definitions to Visions j235



7.5
From Epistemic Certainty to Systemic Robustness

7.5.1
What Do Nanoscientists Know?

The previous sections considered research practices of nanotechnosciences – how
theories are stretched to the complexities at the nanoscale, how a qualitative method-
ology serves the construction of likeness and inferences from that likeness, how the
research objects are individuated and encountered. All these practices contribute to
the generation of knowledge but it remains to be explored in which sense this is
�objective knowledge.� As in traditional science, the findings of nanotechnoscientific
research are published in scientific journals, so thequestions is,more concretely, what
kind of knowledge is expressed or communicated in a nanoscientific journal article?
To answer this question properly, contrasts need to be established and particular
publications compared. Here, a summary must suffice.
A typical research article in classical science states a hypothesis, offers an account

of the methods, looks at the evidence produced and assesses the hypothesis in the
light of the evidence. It participates in a public process of evaluating propositions, of
finding certain statements true or false and of seeking certainty even where it is
impossible to attain. In contrast, a technoscientific research article provides testi-
mony to an acquired capability. It offers a sign or proof of what has been accom-
plished in the laboratory and tells a story of what has been done. The telling of the
story does not actually teach the capability but it offers a challenge to the reader that
they might develop this capability themselves. As opposed to epistemic knowledge
(concerned with truth or falsity of propositions), nanoscale research produces skill
knowledge. This is not an individualized skill, however, or tacit knowledge. Acquired
capabilities can be objective and public, specifically scientific and communicable.
They grasp causal relations and establish habits of action. They are assessed or
validated not by the application of criteria or norms but by being properly entrenched
in a culture of practice. One cannot judge their truth or falsity (skills are not true or
false) but one can judge the robustness of demonstrability: If one has acquired a
capability, one can more or less consistently do something in the context of an
�apparatus–world complex� [38]. As opposed to the truth or falsity, certainty or
uncertainty of hypotheses, the hallmarks of technoscientific knowledge are robust-
ness, reliability, resilience of technical systems or systematic action.

7.5.2
The Knowledge Society

This account of skill knowledge presses the question of where the �science� is in
�technoscience�. The answer to this question can be found in the first section of this
chapter: it is in the (closed) theories that are brought as tools to the achievement of
partial control and partial understanding. Nanotechnoscience seeks not to improve
theory or to change our understanding of the world but primarily to manage
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complexity and novelty. As such, nanotechnoscience is just technical tinkering, just
product development, just an attempt to design solutions to societal problems or to
shape and reshape the world. However, the conceptual and physical tools it tinkers
with do not come from ordinary experience, from common sense and a craft
tradition but concentrate within them the labors of science. So, the �science� of
�nanotechnoscience� is what goes into it. What comes out is skill knowledge and this
knowledge does not rely on a corresponding scientific understanding. As long as one
can produce an effect in a reasonably robustmanner, it does not reallymatterwhether
scientific understanding catches up. Indeed, the complexities may be such that it
cannot fully catch up.30)

The standard example of technology being ahead of science is the steam engine,
whichwas developedwithout a proper understanding of the relation betweenheat and
work [53]. This understanding came much later and, indeed, was prompted by the
efficient performance of the steam engine. The steam engine itself was therefore not
appliedsciencebuttheresultoftechnical tinkering.Itwasmadeofvalves,pumps,gears,
and so on, of which there was good nonscientific craft-knowledge – and it worked just
finebefore the advent of thermodynamics. In a sense, it did not need to beunderstood.
As opposed to the steam engine, nanotechnological devices (whatever theymay be),

geneticallymodifiedorganisms, drugdelivery systemsareoffspringsof theknowledge
society.Theyarenotmadeofvalvesandpumpsbutassembledfromhighly�scientized�
components such as algorithms, capabilities acquired by scientifically trained re-
searchers who are using measuring and monitoring devices that have plenty of
knowledge built in [39]. The science that goes into the components is well understood,
not so the interactions of all the components and their sensitivities in the context of the
overall technical system.Still, like thesteam-engine, itmaywork justfinewithoutbeing
fully understood. And although one cannot attain positive knowledge from which to
derive or predict its performance, we may learn to assess its robustness.

7.5.3
Social Robustness

The shift from hypotheses that take the form of sentences to actions within techno-
cultural systems, from epistemic questions of certainty to systemic probes of
robustness has implications also for the �risk society� that looks to government
mostly for protection from risk [54].31)

30) This diagnosis is not entirely novel or
surprising. Technology, writes Heidegger, is
always ahead of science and, in a deep sense,
science is only applied technology [47]. By this
he means not only that laboratory science
requires instruments and experimental
apparatus for stabilizing the phenomena. He
means more generally that a technological
attitude informs the scientific way of
summoning phenomena to predictably appear
once certain initial conditions are met.

31) The precautionary principle refers to the
certainty and uncertainty of knowledge
regarding risks. Where technology assessment
shifts from truth of sentences about risk to the
robustness or resilience of emerging technical
systems and their interaction with other
technical systems. In this case, a different kind
of prudential approach is required – for
example, Dupuy and Grinbaum�s �ongoing
normative assessment� [55].
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Expectations of certainty and assurances of safety will not be met by nano-
technologies. Other technologies already fail to meet them. Certainty about the
safety of a new drug, for example, is produced by the traditionalmethod of a clinical
trial that establishes or refutes some proposition about the drug�s efficacy and
severity of side-effects. A far more complex and integrated mechanism is required
where such certainty is unattainable and where robustness needs to be demon-
strated. Here, several activities have to work in tandem, ranging from traditional
toxicology, occupational health and epidemiology all the way to the deliberate
adoption of an unknown risk for the sake of a significant desired benefit. If this
integration works, social robustness will be built into the technical system along
with the robustness of acquired skills, tried and true algorithms, measuring and
monitoring apparatus. The fact that nanoscale researchers demonstrate acquired
capabilities and that they thus produce �mere� skill knowledge creates a demand for
skill knowledge also in a social arena where nanotechnological innovations are
challenged, justified and appropriated.

7.6
What Basic Science Does Nanotechnology Need?

The preceding sections provided a survey of nanotechnoscience in terms of disci-
plinary questions (a complexfield partially disclosed by stretching closed theories), of
methodology (constructions and qualitative judgments of likeness), of ontology (a
thin conception of nature as unlimited potential) and of epistemology (acquisition
and demonstration of capabilities). This does not exhaust a philosophical characteri-
zation of thefieldwhichwould have to include, for example, a sustained investigation
of nanotechnology as a conquest of space or a kind of territorial expansion.32) Also,
nothing has been said so far about nanotechnology as an enabling technology that
might enable, in particular, a convergence with bio- and information technologies.
Finally, it might be important to consider nanotechnoscience as an element or
symptom of a larger cultural transition from scientific to technoscientific research.
This survey is limited in other ways. It glossed over the heterogeneity of research

questions and research traditions. And it focused exclusively on the way in which
nanotechnological research has developed thus far. There is nothing in the preceding
account to preclude a profound reorientation of nanoscience and nanotechnologies.
Indeed, one reorientation might consist in the whole enterprise breaking apart and
continuing in rathermore traditional disciplinary settings –with �nano� ceasing to be
a funding umbrella but becoming a prefix that designates a certain approach. Thus,
under the sectoral funding umbrellas �food and agriculture�, �energy�, �health�,
�manufacturing� or �environment� researchers with the �nano� prefix would investi-
gate how problems and solutions can be viewed at the molecular level. Their work

32) One implication of this is that nanotechnology
should not be judged as the promise of a
future but, instead, as a collective experiment
in and with the present [56].
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would then have to be integrated into more comprehensive approaches to the
problem at hand.
Alternatively, nanotechnological researchers may pursue and promote discipli-

nary consolidation and unification.33) In that case, they might be asking the
question, �what kind of basic science does nanotechnology need?�. From quantum
mechanics, hydrodynamics, and so on, derive the (closed) theories that serve as the
toolkit on which nanoscale research is drawing. While these are basic sciences, of
course, they are not therefore the basis of nanoscience. What, then, is the basic
scientific research that needs to be done in order to ground nanotechnologies
properly or to establish nanoscience as a field in its own right? There have been no
attempts so far to address this question in a systematic way.34) And obviously, one
should not expect any consensus regarding the following list of proposed basic
research for nanotechnology.
In terms of empirical grounding or a theoretical paradigm, some call for general

theories of (supra-)molecular structure–property relations, others imagine that there
will be a future science of molecular and nanotechnical self-organization.35) Follow-
ing the suggestion of Peter Janich (see above, Section 7.4.3), one might identify and
systematize how nanoscale phenomena are constituted through techniques of
observation and measurement – this might render theories of instrumentation
basic to nanoscience.36)

Another kind of basic research entirely would come from so-calledBildwissenschaft
(image or picture science) that could provide a foundation for image-production and
visualization practice in nanotechnoscience. Such investigations might contribute
visual clues for distinguishing illustrations fromanimations, fromsimulations, from
visualizations of microscopically obtained data. They might also turn to image–text
relations or develop conventions for reducing the photographic intimations of
realism while enhancing informational content.37)

33) The field of �nanomedicine� appears to be
moving in that direction by distinguishing its
research questions and paradigms from
�medical nanotechnologies.� It is not at all clear
yet whether nanomedicine will emerge from
this with a disciplinary identity of its own,
including perhaps a unique body of theory.

34) To be sure, there are piecemeal approaches.
One might say, for example, that a theory of
electron transport is emerging as a necessary
prerequisite for molecular electronics (but see
[57]). Also, the giant magnetoresistance effect
might be considered a novel nanotechnological
phenomenon that prompted �basic� theory
development [13].

35) See, for example, [15]. In [14] Michael Roukes
calls for the identification of the special laws
that govern the nanoscale. To be sure, there is
profound skepticism in the scientific
community (a) that there can be laws of
structure-property relations at the nanoscale

and (b) that they are needed in order to pursue
nanotechnological research. On this latter view,
the account provided in thefirst four sections of
this paper provides sufficient �grounding� of
nanotechnology.

36) See, for example, [58] on modeling of
measurements at the nanoscale. Can this kind
of theory development and modification serve
to constitute a nanoscale research community –
or does it belong to a special tribe of instrument
developers that merely enters into a trade with
other nanotechnology researchers? [59].

37) Compare the suggestion by Thomas Staley (at
the conference on Imaging Nanospace) that
visualizations of data could be constructed like
maps with graphic elements even text imposed
upon the quasi-photographic image [60]. This
might break the spell of the powerful image
(see above, Section 7.3.3) and return ownership
of the image to the scientific community.
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Finally, one might ask whether nanotechnoscience can and should be con-
strued as a �social science of nature�.38) As an enabling, general-purpose or key
technology it leaves undetermined what kinds of applications will be enabled by
it. This sets it apart from cancer research, the Manhattan project, the arms race,
space exploration, artificial intelligence research, and so on. As long as nano-
technoscience has no societal mandate other than to promote innovation, broadly
conceived, it remains essentially incomplete, requiring social imagination and
public policy to create an intelligent demand for the capabilities it can supply. As
research is organized to converge upon particular societal goals [61], nanoscience
and nanotechnology might be completed by incorporating social scientists,
anthropologists and philosophers in its ambitions to design or shape a world
atom by atom.
Nanotechnologies are frequently touted for their transformative potential, for

bringing about the next scientific or industrial revolution. This chapter did not
survey a revolutionary development, but pragmatic and problematic integra-
tions of pre-existing scientific knowledge with the novel discoveries at the
nanoscale. If one expects science to be critical of received theories and to
produce a better understanding of the world, if one expects technology to
enhance transparency and control by disenchanting and rationalizing nature,
these pragmatic integrations appear regressive rather than revolutionary. If one
abandous these expectations and makes the shift from epistemic certainty to
systemic robustness, these pragmatic integrations hold the promise of produc-
ing socially robust technologies. In the meantime, there is no incentive for
researchers and hardly any movement on the side of institutions to consider
seriously the question of a disciplinary reorientation and consolidation of the
nanosciences and nanotechnologies. A nanotechnological revolution has not
happened yet: we may be waiting for it in vain and this is probably a good
thing.39)

38) See footnotes 3 and 29. The term Soziale
Naturwissenschaft was coined in the context
of the finalization thesis and could be
designated more literally as a social natural
science – science of a nature that is socially
shaped through applied science, technology
and human action. It is thus not social
science but an integrated approach that
acknowledges the social character of the
world. Here, this proposal is taken up in two
ways. Materials (as opposed to matter) and
molecules defined by their history and
situation are social entities, as such objects of
this socials science of nature. Second,
nanotechnoscience is a program for shaping
and reshaping, for designing and

redesigning, for reforming the world. To the
extent that this is also a social reform it is
systematically incomplete without societal
agenda setting: What are the projects, the
problems to be solved, the targets and design
norms of nanotechnoscience?

39) Some are waiting, of course, not for a radically
new and progressive way of doing science but
for the far-off scientific breakthroughs that
inspire speculations about human
enhancement and mind–machine interfaces.
However, in the context not of pure philosophy
but of supposed implications of current
research, �revolutionary� human enhancement
is a non-issue that can only distract from more
urgent questions [62].
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8
Ethics of Nanotechnology. State of the Art and Challenges Ahead
Armin Grunwald

8.1
Introduction and Overview

In view of the revolutionary potentials attributed to nanosciences and nanotech-
nology with respect to nearly all fields of society and individual life [1, 2], it is not
surprising that �nano� has attracted great interest in the media and in the public.
Parallel to high expectations, for example in the fields of health, growth and
sustainable development, there are concerns about risks and side-effects. Analyzing,
deliberating and assessing expectable impacts of nanotechnology on future society
are regarded as necessary parts of present and further development. There have
already been commissions and expert groups dealing with ethical, legal and social
implications of nanotechnology (ELSI) [3, 4]. An ethical reflection on nanotechnology
emerged and has already led to new terms such as �nano-ethics� and the recent
foundation of a new journal Nano-Ethics. The quest for ethics in and for nanotech-
nology currently belongs to public debate in addition to scientific self-reflection. The
ethical aspects of nanotechnology discussed in the (so far few) treatises available
show broad evidence of this relatively new field of science and technology ethics.
Nanotechnology has been attracting increasing awareness in practical philosophy

and in professional ethics. However, there has been some time delay compared with
the development of nanotechnology itself: �While the number of publications on NT
[nanotechnology] per se has increased dramatically in recent years, there is very little
concomitant increase in publications on the ethical and social implications to be
found� [5, p. R10]. Certain terms, such as privacy, man–machine interface, the
relationship between technology and humankind or equity are often mentioned.
In the last few years, ethical reflection on nanotechnology developed quickly and

identified many ethically relevant issues [6, 7]. However, well-justified criteria for
determiningwhy certain topics, such as nanoparticles or crossing the border between
technology and living systems, should be ethically relevant are mostly not given and
there is no consensus yet. In particular, the novelty of the ethical questions touched
by developments emerging from nanotechnology compared with ethical issues in
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well-known fields of technology is often not clear. Furthermore, although ethical
aspects of nanotechnology have been identified, their analysis and the elaboration of
proposals for how to deal with them in society is still at the beginning. Ethics of
nanotechnology is, therefore, still an emerging field, in spite of the thematic
broadness and the scientific awareness of the ongoing discussion.
In view of this situation, the purpose of this chapter consists primarily in studying

current and foreseeable developments in nanotechnology from the viewpoint of
philosophical ethics. Which developments are ethically relevant? Are there ethical
questions which have already been tackled by current or recent discussions in the
ethics of technology or in bioethics? Could the analysis of ethical aspects of nano-
technology benefit from other ethical discussions? Are there developments which
pose completely new ethical questions? To this end, it is necessary to clarify the
understanding of the notion of �ethics� to be used in order to look for criteria for
decidingwhen something is ethically relevant in a transparentway (Section8.2). These
criteria are then applied to the field of nanotechnology and the ethical challenges are
�mapped out� and described briefly, in order to give a broad overview (Section 8.3).
This overview is complemented by two in-depth case studies of ethical aspects in
nanotechnology: the challenge of dealing with possible risks of nanoparticles and the
role of the precautionary principle (Section 8.4) and the human enhancement case,
which is directly related to nanotechnology via the debate on �converging tech-
nologies� (Section 8.5). Dealing constructively and in a rational way with these ethical
challenges requires specific conceptual and methodical developments. In particular,
some effort has to be invested into handling the dimension of the future in normative
as well as in epistemological regard in a non-partisan way (Section 8.6).

8.2
The Understanding of Ethics1)

In modern discussion, the distinction between factual morals on the one hand and
ethics as the reflective discipline in cases of moral conflicts or ambiguities on the
other has widely been accepted [10]. This distinction takes into account the plurality
of morals in modern society. As long as established traditional moral convictions
(e.g. religious ones) are uncontroversial and valid among all relevant actors and as
long as they are sufficient to deal with the respective situation and do not leave open
relevant questions, ethical reflection is not in place. Morals are, in fact, the action-
guiding maxims and rules of an individual, of a group or of society as a whole.
Ethical analysis, on the other hand, takes these morals as its subjects to reflect on.
Ethics is concerned with the justification of moral rules of action, which can lay
claim to validity above and beyond the respective, merely particular morals [8]. In

1) This chapter summarises general work of the
author in the field of ethics of technology [8, 9]
in order to introduce the basic notions to be
used in the following in a transparent way. See
also [1, Section 6.2].
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particular, ethics serves the resolution of conflict situations which result out of the
actions or plans of actors based on divergent moral conceptions by argumentative
deliberation only, which is grounded in philosophical ideas such as the Categorical
Imperative by Immanuel Kant, the Golden Rule or the Pursuit of Happiness
(Utilitarianism).
Normative aspects of science and technology lead, in a morally pluralistic society,

unavoidably to societal debates at the least and often also to conflicts over technology.
We can witness recent examples in the fields of nuclear power and radioactive waste
disposal, stem cell research, genetically modified organisms and reproductive
cloning. As a rule, what is held to be desirable, tolerable or acceptable is controversial
in society. Open questions and conflicts of this type are the point of departure for the
ethics of technology [10, 11]. Technology conflicts are, as a rule, not only conflicts over
technological means (e.g. in questions of efficiency), but also include diverging ideas
over visions of the future, of concepts of humanity and on views of society.
Technology conflicts are often controversies about futures: present images of the
future – which are considerably influenced by our illustrations of the scientific and
technological advance – are highly contested [12]. The role of the ethics of technology
consists of the analysis of the normative structure of technology conflicts and of the
search for rational, argumentative and discursive methods of resolving them. In this
�continental� understanding, ethics is part of the philosophical profession. In ethical
reflection in the various areas of application, however, there are close interfaces to
and inevitable necessities for interdisciplinary cooperation with the natural and
engineering sciences involved as well as with the humanities. Even transdisciplinary
work might be included in cases of requests for broad participation, for example in
the framework of participatory technology assessment [13].
Technology is not nature and does not originate of itself, but is consciously

produced to certain ends and purposes – namely, to bring something about which
would not happen of itself. Technology is therefore always embedded in societal
goals, problem diagnoses and action strategies. In this sense, there is no �pure�
technology, that is a technology completely independent of this societal dimension.
Therefore, research on and development of new technologies always refer to
normative criteria of decision-making including expectations, goals to be reached
and values involved [14].
But even if technology is basically beset with values, this does not imply that every

decision in research and technology development must be scrutinized in ethical
regard. Most of the technically relevant decisions can, instead, be classified as a
�standard case� in moral respect in the following sense [6, 9]: they do not subject the
normative aspects of the basis for the decision (criteria, rules or regulations, goals)
to specific reflection, but assume them to be given for the respective situation and
accept the frame of reference they create. In such cases, no explicit ethical reflection
is, as a rule, necessary, even if normative elements self-evidently play a vital role in
these decisions – the normative decision criteria are clear, acknowledged and
unequivocal. It is then out of the question that this could be a case of conflict with
moral convictions or a situation of normative ambiguity – the information on the
normative framework can be integrated into the decision by those affected and by
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those deciding on the basis of axiological information, without analyzing it or
deliberating on it. The (national and international) legal regulations, the rules of
the relevant institutions (e.g. corporate guidelines), where applicable, the code of
ethics of the professional group concerned, as well as general societal usage, are
elements of this normative framework [14]. The requirements to be fulfilled in the
affected normative framework in order that the respective moral situation can be
assumed to be a �standard case� can be operationalized according to the following
criteria [6, 11]:

. Pragmatic completeness: the normative framework has to treat the decision to be
made fully with regard to normative aspects.

. Local consistency: there must be a �sufficient� measure of consistency between the
normative framework�s elements.

. Unambiguity: among the relevant actors, there must be a sufficiently consensual
interpretation of the normative framework.

. Acceptance: the normative framework must be accepted by those affected as the
basis for the decision.

. Compliance: the normative framework also has to be complied with in the field
concerned.

Standard situations in moral respect in this sense are governing decision-making
in many fields (e.g. in many cases of laboratory work, in public administration or in
private businesses). Technical innovations and scientific progress, however, can
challenge such situations by presentingnewquestions or by shaking views previously
held to be valid. This is then the entry point for ethical reflection in questions of
science and engineering, for the explicit confirmation,modification or augmentation
of the normative framework [15] but also for influencing the direction of further
development. This conceptual framework provides a point of departure to identify
ethically relevant aspects in new technological developments.Whether there are new
challenges for ethics in nanotechnology and which ethical questions will be ad-
dressed will be investigated against this background.

8.3
Ethical Aspects of Nanotechnology – an Overview

Ethical challenges of nanotechnology are, following the preceding section, challenges
of the existing normative frameworks including the social values represented by
them by emerging nanotechnological innovations. The task of identifying ethical
challenges emerging from nanotechnology, therefore, can be transformed into the
search for affected normative frameworks and social values. Because of the novelty of
nanotechnology, which still consists mostly of nanoscience [1, 2], corresponding
technology development will frequently take place in form of �radical design
processes� rather than as �normal design processes� which may be characterized
by more incremental approaches (following [14]). Therefore, we can expect that
ethical challenges will be relevant in many cases [15]. Establishing a �map� of the
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�landscape� of ethical questions caused by nanotech innovation means answering
the following questions:

. Which are the ethical aspects of nanotechnology and related innovations in the
sense defined above?

. Which of the identified ethical aspects of nanotechnology are specific for nano-
technology and novel to ethics?

. Where are relations to recent or ongoing ethical debates in other technology fields,
if any?

The resulting �map� of ethical aspects described in the following is organized with
reference to existing ethical debates (e.g., debates on privacy, equity or human
nature). This classification has the advantage that it automatically allows one to refer
to normative frameworks and therefore enables us to investigate whether (a) existing
frameworks are sufficient to deal with the value problems involved and (b) if not,
whether there are new challenges to the frameworks which are specifically caused by
nanotechnology. In this way, it is possible to arrive at a structured and well-founded
picture of ethical aspects in nanotechnology.2)

8.3.1
Equity: Just Distribution of Opportunities and Risks

A first type of ethical aspects of nanotechnology might result from considerations of
equity and distributional justice. Ethical questions concern the distribution of the
benefits of nanotechnology among different groups of the population or among
different regions of the world, as well as the spatial and temporal distribution of the
risks of nanotechnology [16]: �Nanotech offers potential benefits in areas such as
biomedicine, clean energy production, safer and cleaner transport and environmen-
tal remediation: all areas where it would be of help in developing countries. But it is at
present mostly a very high-tech and cost-intensive science and a lot of the current
research is focused on areas of information technology where one can imagine the
result being a widening of the gulf between the haves and the have-nots� [5].
Problems of distributive justice are inherent tomanyfields of technical innovation.

Because scientific and technical progress requires considerable investment, it usually
takes place where the greatest economic and human resources are already available.
Technical progress does, by its nature, tend to increase existing inequalities of
distribution. For example, nanotechnology-based medicine will, in all probability, be
rather expensive. Questions of equity and of access to (possible) medical treatments
could become urgent in at least two respects: within industrialized societies, existing
inequalities in access to medical care could be exacerbated by a highly technicized
medicine making use of nanotechnology and –with regard to less developed societies –
because likewise, already existing and particularly dramatic inequalities between
industrialized and developing nations could be further increased. Apprehensions

2) This analysis builds on earlier work in the
field [1, 6] and goes beyond the state reached. In
particular, the categorical classification infields
of ethical interest has been improved.
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with regard to both of these types of a potential �nano-divide� (after the well-known
�digital divide�) are based on the assumption that nanotechnology can leadnot only to
new and greater options for individual self-determination (e.g. in the field of
medicine), but also to considerable improvement of the competitiveness of national
economies. Current discussions on distributive justice on both national and inter-
national levels (in the context of sustainability as well) are therefore likely to gain
increased relevance with regard to nanotechnology.
A specific future field of debate with respect to equity will be the �human

enhancement� issue ([17]; see Section 8.5 of this chapter). If technologies of
improving human performance were to be available then the question arises of
whowill have access to those technologies, especially whowill be able to pay for them
and what will happen to persons and groups excluded from the benefits. There could
develop a separation of the population into �enhanced� and �normal� people where a
situation is imaginable with �normal� to be used as a pejorative attribute [18] and a
coercion towards enhancement might occur: �Merely competing against enhanced
co-workers exerts an incentive to use neuro-cognitive enhancement and it is harder to
identify any existing legal framework for protecting people against such incentives to
compete� [19, p. 423]. Special problems can be expected for disabled persons [20].
Equity aspects, however, are not really new ethical aspects caused by nanotechno-

logy, but are rather intensifications of problems of distribution already existing and
highly relevant. Problems of equity belong indispensably to modern technology in
general and are leading to ongoing and persistent debates in many fields. The digital
divide [21] is, perhaps, the best-known example. But also in military respects or with
regard to access to medical high-tech solutions these inequalities exist and are
debated inmany areas. There is nonew ethical question behind thembut theremight
be new and dramatic cases emerging driven by nanotechnological R&D. This point
has already arrived at the international level of the nanotech debate [22].

8.3.2
Environmental Issues3)

Technology isofmajor importance for thesustainability ofhumankind�s development.
On theonehand, technologydetermines toa large extent thedemandfor rawmaterials
and energy, needs for transport and infrastructure,massflows ofmaterials, emissions
and amount and composition of waste. Technology is, on the other hand, also a key
factor of the innovation system and influences prosperity, consumption patterns,
lifestyles, social relations and cultural developments. Therefore, the development,
production, use and disposal of technical products and systems have impacts on the
ecological, economic and social dimensions of sustainable development. In most
cases, these impacts are ambivalent with regard to sustainable development [23]: there
are both positive contributions and negative consequences. The overall concept of

3) A detailed analysis of nanotech potential with
regard to sustainable development can be
found in [26] and the respective Special Issue
of the Journal of Cleaner Production.
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sustainable development requires production and consumptionpatterns to be shaped in
a manner such that the needs of the current generations can be satisfied in a way that
they do not limit or threaten opportunities of future generations for satisfying their
needs [24, 25]. Of special relevance in this respect are (following [26]):

. The limited availability of many natural resources such as clean water, fossil fuels and
specific minerals highlights the importance of the efficiency of their use, of
recycling and of substituting non-renewable resources by renewable ones.

. The limited carrying capacity of the environment (atmosphere, groundwater and
surface water, oceans and pedosphere, ecosystems) emphasizes the necessity for
limiting or reducing emissions and for regenerating damaged environments.

. The postulate of intergenerational equity as a core part of the idea of sustainable
development requires consideration of the distribution of risks and benefits of new
technologies among the population and in the global dimension ([22]; see also the
preceding section of this paper).

. The sustainability issue of participation leads to consequences for the processes of
opinion-forming and decision-making in shaping technology and its interfaces
with the public (e.g., by means of participatory technology assessment [13]).

Many scientists and engineers claim that nanotechnology promises less material
and energy consumption and less waste and pollution from production. Nanotech-
nology is also expected to enable new technological approaches that reduce the
environmental footprints of existing technologies in industrialized countries or to
allow developing countries to harness nanotechnology to address some of their most
pressing needs [22]. Nanoscience and nanotechnology may be a critical enabling
component of sustainable developmentwhen they areusedwisely andwhen the social
context of their application is considered [26]. There are a lot of high expectations
concerning positive contributions of nanotechnology to sustainable development.
However, all the potential positive contributions to sustainable development may

come at a price. The ambivalence of technology with respect to sustainable develop-
ment also applies to nanotechnology [27]. The production, use and disposal of
products containing nanomaterials may lead to their appearance in air, water, soil or
even organisms [1, Chapter 5, 28]. Nanoparticles could eventually be transported as
aerosols over great distances and be distributed diffusely. Despite many research
initiatives throughout the world, only little is known about the potential environ-
mental and health impacts of nanomaterials. This situation applies also and above all
for substances which do not occur in the natural environment, such as fullerenes or
nanotubes. The challenge of acting under circumstances with high uncertainties but
with the nanoproducts already at themarketplace is the heart of the ethical challenges
by nanoparticles (because of the high relevance and because nanoparticles and their
possible risks are under intensive public observation today [29, 30], this topic will be
dealt with in-depth (see Section 8.4).
Questions of eco- or human toxicity of nanoparticles, on nanomaterial flow, on the

behavior of nanoparticles in spreading throughout various environmental media, on
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their rate of degradation or agglomeration and their consequences for the various
conceivable targets are, however, not ethical questions (see Section 8.2). In these
cases, empirical–scientific disciplines, such as human toxicology, eco-toxicology or
environmental chemistry, are competent. They are to provide the knowledge basis for
practical consequences for working with nanoparticles and for disseminating
products based on them. However, as the debate on environmental standards of
chemicals or radiation has shown [31, 32], the results of empirical research do not
determine how society should react. Safety and environmental standards – in our
case for dealing with nanoparticles – are to be based on sound knowledge but cannot
logically be derived from that knowledge. In addition, normative standards, for
example concerning the intended level of protection, the level of public risk accep-
tance and other societal and value-laden issues enter the field. Because of this
situation, it is not surprising that frequently conflicts about the acceptability of risks
occur [33, 34] – and this is obviously a non-standard situation in moral respect (see
Section 8.2). Therefore, the field of determining the acceptability and the tolerability
of risks of nanoparticles is an ethically relevant issue.
In particular, there are a lot of sub-questionswhere ethical investigation and debate

are asked for in the field of nanoparticles. Such questions are [1, Section 6.2]:

. What follows from our present lack of knowledge about the possible side-effects of
nanoparticles? This is a challenge to acting rationally under the condition of high
uncertainty – a common problem in practical ethics.

. Is the precautionary principle [35] relevant in view of a lack of knowledge and what
would follow from applying this principle [28, 31, 32] (see Section 8.4)?

. Which role do the – doubtlessly considerable – opportunities of nanoparticle-based
products play in considerations of this sort? According to which criteria may
benefits and hazards be weighed against each other, especially in cases when the
benefits are (relatively) concrete, but the hazards are hypothetical?

A further question would be by which means such balancing could be performed
in an inter-subjectively valid and commonly acceptable way. The quantification of
risks and benefits by using utility values might be very difficult or even impossible in
cases of high uncertainty about the probability, the kind and the extent of a possible
damage as well as in cases of ethical problematic procedures of quantification (such
as expressing the value of human life in monetarian units).
Are comparisons of the possible risks of nanoparticles with other types of risk

possible, in order to learn from them? Can criteria for assessing the nanoparticle
risks be gained from experience in developing new chemicals or medicines? Are
we allowed to look at risks of our daily life in order to determine what
nanoparticle risk should be acceptable in general [31]? Which normative premises
enter into such comparisons and by which argumentative means could they be
morally justified?
The questions of the acceptability and comparability of risks, the advisability of

weighing up risks against opportunities and the rationality of action under uncer-
tainty are, without doubt, of great importance in nanotechnology. A new field of
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application is developing here for the ethics of science and technology. The type
of questions posed, however, is well known from established discussions on risks
(e.g. risks by exposure to radiation or by new chemicals). Really novel ethical
questions are not to be expected in spite of the high practical relevance of the field.
Fromanethical point of view this situation iswell known: there are, on theonehand,

positive expectationswith regard to sustainable developmentwhich legitimate amoral
postulate to explore further and to exhaust those potentials. On the other hand, there
are risks and uncertainties. This situation is the basic motivation of technology
assessment (TA) as an operationalization of ethical reflections on technology [36].
The basic challenge with strong ethical support is shaping the further development of
nanotechnology in the direction of sustainable development [25, 37].

8.3.3
Privacy and Control

Another field regularly mentioned among the ethical aspects of nanotechnology is
the threat to privacy through new monitoring and control technologies. Nanotech-
nology offers a range of possibilities for gathering, storing and distributing personal
data to an increasing extent. In the course of miniaturization, a development of
sensor and memory technology is conceivable which, unnoticed by its �victim�,
drastically increases the possibilities for acquiring data. Furthermore, miniaturiza-
tion and networking of observation systems (e.g., in the framework of �pervasive� or
�ubiquitous� computing) could considerably impede present control methods and
data protection regulations or even render them obsolete [38]. Passive observation of
people could, in the distant future, be complemented by activelymanipulating them –

for instance, if it would be possible to gain direct technical access to their nervous
system or brain [19, 39].
Within the private sphere, health is a particularly sensitive area. The development

of small analyzers – the �lab on a chip� – can make it possible to compile
comprehensive personal diagnoses and prognoses on the basis of personal health
data. This technology can facilitate not onlymedical diagnoses, but can alsomake fast
and economical comprehensive screening possible. Everyone could let him- or
herself be tested, for example, for genetic dispositions for certain disorders – or
could be urged by his/her employer or insurance company to do so. In this manner,
individual persons could find themselves put under social pressure. Without suffi-
cient protection of their private sphere, people are rendered manipulable, their
autonomy and freedomof action are called into question. Stringent standards for data
protection and for the protection of privacy therefore have to be set.
Questions of privacy, ofmonitoring and controlling people are doubtlessly ethically

relevant. But all of these questions of monitoring and of data and privacy protection
are not posed exclusively by nanotechnology. Even without nanotechnology, obser-
vation technologies have reached a remarkable stage of development which poses
questions on the preservation of the private sphere. Even today, so-called smart tags,
based on RFID technology (radiofrequency identification), are being employed for
access control, such as ticketing, for example, in public transportation and in
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logistics. These objects have at present a size of several tenths of a millimeter in each
dimension, so that they are practically unnoticeable to the naked eye. Further
miniaturization will permit further reductions in size and the addition of more
functions – without nanotechnology being needed – but nanotechnology will
promote and accelerate these developments.
The ethically relevant questions on a right to know or not to know, on a personal

right to certain data, on a right to privacy, as well as the discussions on data protection
and on possible undesirable inherent social dynamisms and, in consequence, of a
drastic proliferation of genetic and other tests, have been a central point in bio- and
medical-ethical discussions for some time. Nanotechnological innovations can
accelerate or facilitate the realization of certain technical possibilities and therefore
increase the urgency of the problematics of the consequences; in this area, however,
they do not give rise to qualitatively new ethical questions.

8.3.4
Military Use of Nanotechnology

Nanotechnology can improve not only multiple peaceful uses but also military and
future arms systems. The foundation of the so-called Institute for Soldier Nano-
technologies (http://web.mit.edu/isn/) to enhance soldier survivabilitymakes it clear
that nanotechnology has applications in the military field. It is predicted that
nanotechnology will bring revolutionary changes in this areas as well [40–42].
Nevertheless, progress in a military technology will not only improve survival and
healing, it always implies its use to enhance the efficacy of weapons, surveillance
systems and othermilitary equipment. As nanotechnologywill providematerials and
products that are stronger, lighter, smaller and more sensitive, there may be
projectiles with greater velocity and smaller precision-guidance systems. Moreover,
nanotechnology will influence the processing in energy generation and storage,
displays and sensors, logistics and information systems, all being important ele-
ments of warfare. A particular point of interest is the use of BCI (brain–computer
interaction) for navigation support for jet pilots, which is being researched by many
projects funded by the US defense agency DARPA [43]. In several countries the
Departments or Ministries of Defense have arranged nanotechnological programs.
No one wants to be left behind [42].
The ethical concerns related to these developments mentioned in the available

literature may be classified into the following points [41, 42]:

. An arms race similar to that of nuclear weapons cannot be excluded.

. Present asymmetric power relation could be increased or intensified, for instance
to the disadvantage of developing countries [7].

. Some nanobased weapons might be much smaller and, perhaps, cheaper that
traditional ones. This could increase the risks of proliferation and of terrorist usage
of those weapons.

As long as the military in general is regarded as ethically allowed – and this is the
case in most concepts of ethics as far as the military is used for legitimate purposes
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such as self-defense of democratic states or legitimate interventions into totalitarian
states or for humanitarian reasons – there is little reason to investigate ethical aspects
of the use of new technologies in the military areas as a specific topic. At any time,
technology has been an important factor in military affairs and had a decisive
influence on power relations. Nations with highly developed industrial capacities
will be able to exploit themilitary possibilities of scientific and technological advances
to a greater extent than less developed nations.
However, the developments must be observed carefully from the standpoint of

peace-keeping and arms control. Possibly areas of international agreements must be
reconsidered [41], above all the arms control agreements (e.g. Biological Weapons
Convention; limits on conventional forces by new weapons types outside of treaty
definitions) or the international laws of warfare (e.g. through the introduction of
autonomous fighting systems not reliably discriminating between combatants and
non-combatants). There is a certain risk thatmilitary �facts� couldbecreatedbeforean
open debate about such developments has been launched. In this way, awareness
in ethical regard is required in this field but novel ethical questions are not in view
at present.

8.3.5
Health

Miniaturization is an essential means of progress in many medical areas. Smaller
samples for in vitro analysis allow less invasive and less traumatic methods of
extraction. Better interfaces and biocompatible materials provide new occasions for
implants and restoring damaged organic facilities. The field of medical application
seems to be the largest area of future nanotech applications [2]. Nanomedicine is
defined as �(1) the comprehensive monitoring, control, construction, repair, defense
and improvement of all humanbiological systems; working from themolecular level,
using engineered nanodevices and nanostructures; (2) the science and technology of
diagnosing, treating and preventing disease and traumatic injury, of relieving pain
and of preserving and improving humanhealth, usingmolecular tools andmolecular
knowledge of the human body; (3) the employment ofmolecular machine systems to
address medical problems, using molecular knowledge to maintain and improve
human health at the molecular scale� [44, p. 418].
With the help of nanotechnology-based diagnostic instruments, diseases or pre-

dispositions for diseases could possibly be discovered earlier than at present [45].
Through the development of �lab-on-a-chip�-technology, the emerging tendency
towards personalized medicine would be further promoted. In therapy, there is the
prospect, with the help of nanotechnology, of developing targeted treatments free of
side-effects. The broad use of nanoparticle dosage systems could lead to progress in
medicinal treatment. Through nanotechnological methods, the biocompatibility of
artificial implants can be improved. Drug delivery systems could considerably
enhance the efficiency of medication and minimize side-effects: �Although many of
the ideas developed in nanomedicinemight seem to be in the realm of science fiction,
only a fewmore steps are needed to make them come true, so the �time-to-market� of

8.3 Ethical Aspects of Nanotechnology – an Overview j255



these technologieswill notbe as longas it seems today.Nanotechnologywill soonallow
manydiseases to bemonitored, diagnosed and treated in aminimally invasiveway and
it thus holds great promise of improving health and prolonging life. Whereas
molecular or personalized medicine will bring better diagnosis and prevention of
disease, nanomedicine might very well be the next breakthrough in the treatment of
disease� [46, p. 1012).
Addressing symptoms more efficiently or detecting early onsets of diseases is

without doubt recommended by ethics. These potentials are so remarkable that
ethical reflection almost seems to be superfluous – if one looks solely at the potentials.
A comprehensive analysis, however, has to include – as noted above – also possible
side-effects, especially risks [48–50]. New types of responsibility and new tasks for
weighing up pros and cons might occur. For example, new forms of drug delivery
based on nanotechnology (using fullerenes, nanostructuredmembranes, gold nano-
shells, dendrimers [1, Section 3.3]) could also have consequences which are not
expected and might not be welcome. Careful observations of the advance of
knowledge and early investigations of possible side-effects have to be conducted.
HTA (Health TechnologyAssessment) offers several established approaches for early
warning. The ethically relevant issues are [7]:

. the gulf between diagnostic and therapeutic possibilities and the problem of
undesirable information;

. data protection and the protection of privacy (see Section 8.3.3), especially the
danger of genetic discrimination;

. preventive medicine and screening programs;

. increases in costs through nanomedicine and problems of access and equity (see
Section 8.3.1);

. deferment of illness during the lifetime of humans;

. changes in the understanding of illness and health [52].

However, there is probably no field of science in which dealing with risks is so well
established as in medicine and pharmaceutics. Advances in medicine (diagnosis and
therapy) are evidently related to risks and there are a lot of established mechanisms
such as approval procedures for dealing with them. There is nothing new about this
situation. Therefore, using nanotechnology for medical purposes is a standard
situation in moral respects (following the notion introduced in Section 8.2). Against
this background, it seems to be improbable that direct applications of nanotechnol-
ogy for medical purposes might lead to completely new ethical questions [47, 51].
The ethical topics to be aware of are not specific for the use of nanotechnology but
are also valid for a lot of other advances in medical science and practice.
The boundaries of such a standard situation in moral respects would, however, be

transgressed in some more visionary scenarios as in the vision of longevity or the
abolition of aging. Nanotechnology could, in connection with biotechnology and,
perhaps, neurophysiology, build the technological basis for realizing such visions. In
this respect, the idea has been proposed that nanomachines in the human body could
permanently monitor all biological functions and could, in case of dysfunction,
damage or violation, intervene and re-establish the �correct� status. In this way, an
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optimal health status could be sustained permanently [53] which could considerably
enlarge the human lifespan. Such methods, however, would require dramatic
technological progress [2, Section 7.2.3]. According to the state of present knowledge,
neither the prediction of the time needed for such developments nor an assessment
of their feasibility at all can seriously be given.
A new area that is both practically and ethically interesting and much closer to

realization consists of creating direct connections between technical systems and the
human nervous system [39, 54, 55]. There is intensive current work on connecting
the world of molecular biology with that of technology. An interesting field of
development is nanoelectronic neuro-implants (neurobionics), which compensate
for damage to sensory organs or to the nervous system [43]. Micro-implants could
restore the functions of hearing and eyesight. Even today, simple cochlear or retina
implants, for example, can be realized. With progress in nano-informatics, these
implants could approach the smallness and capabilities of natural systems. Because
of the undoubtedly positive goals of healing and restoring damaged capabilities,
ethical reflection could, in this case, concentrate above all on the definition and
prevention of misuse. Technical access to the nervous system, because of the
possibilities formanipulation and controlwhich it opens up, is a particularly sensitive
issue. A more complex ethical issue would be neuro-cognitive enhancement of
functions of the brain [19] (see Section 8.5).
Summing up, in the field of medical applications of nanotechnology there are,

considered from the standpoint of today�s knowledge, no ethical concerns which are
specifically related to the use of nanotechnology. There are a lot of positive potentials
which probably also will bear risks – these risks, however, might be dealt with by
�standard� measures of risk analysis and management established in medical
practice [48]. However, things might change in the more distant future (e.g., if there
were to be a shift from the classical medical viewpoint to the perspective of
�enhancing� human performance; see Section 8.5).

8.3.6
Artificial Life

Basic life processes take place on a nanoscale, because life�s essential building blocks
(such as proteins) have precisely this size. Bymeans of nanobiotechnology, biological
processes will, due to frequently expressed expectations, be made technologically
controllable. Molecular �factories� (mitochondria) and �transport systems�, which
play an essential role in cellular metabolism, can be models for controllable bio-
nanomachines. Nanotechnology on this level could permit the �engineering� of cells
and allow a �synthetic biology� constructing living systems �from the bottom� or
modifying existing living systems (such as viruses) by technicalmeans.An intermesh-
ingofnaturalbiologicalprocesseswithtechnicalprocessesseemstobeconceivable.The
classicalbarrierbetweentechnologyandlifeisincreasinglybeingbreachedandcrossed.
The technical design of life processes on the cellular level, direct links and new

interfaces between organisms and technical systems portend a new and highly
dynamic scientific and technological field. Diverse opportunities, above all, in the
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field ofmedicine, but also in biotechnology, stimulate research and research funding
[1, Section 3.3]. New ethical aspects are certainly to be expected in this field. They will
possibly address questions of artificial life and of rearranging existing forms of living
systems by technical means, for example the reprogramming of viruses. Their
concrete specification, however, will only be possible when research and develop-
ment can give more precise information on fields of application and products.
Withoutknowingmuchaboutproductsandsystemsemergingfromthementioned

developments, there isonethingwhichseemsclearalready today.Wecansurelyexpect
discussions about risks because technicallymodifying or even creating life ismorally
andwith respect a very sensitivefield [56]. The correspondingdiscussions of riskswill
have structural similarities to the discussion on genetically modified organisms
(GMOs) because in both cases the �source code of life� is attachedby technicalmeans.
It could come to discussions about safety standards for the research concerned, about
containment strategies, about �field trials� and release problems. The danger of
misuse will be made a topic of debate, such as technically modifying viruses in order
toproducenewbiologicalweaponsthatcouldpossiblybeusedbyterrorists. In thisarea
of nanotechnology, opposition, rejection and resistance in society could be feared,
comparable to the GMO case. There will be a demand for early dealing with possible
ethical and risk problems and for public dialogue and involvement.
In spite of the partly still speculative nature of the subject, ethical reflection of the

scientific advance on crossing the border between technology and life does not seem
to be premature [49, 50]. There are clear indications that scientific and technical
progress will intensify the – at present non-existent – urgency of these questions in
the coming years. However, against the questions to be answered in this section, it
has to be stated that these ethical questions are not really specific to nanotechnology.
The slogan �shaping the world atom by atom� [57] does not make a difference
between technology and life and is, therefore, background to crossing the border
between technology and life. But the ethical debates to be expected can rely on
preceding investigations. Since the 1980s, these subjects have been repeatedly
discussed in the debates on GMO, on artificial intelligence and on artificial life.
There is a long tradition of ethical thought which has to be taken into account when
facing the new challenges in the field.

8.3.7
Human Enhancement4)

Within the tradition of technical progress, that has, at all times, transformed
conditions and developments – which, until then, had been taken as given, as
unalterable fate – into influenceable, manipulable and formable conditions and
developments, the human body and its psyche are rapidlymoving into the dimension
of the formable. The vision of �enhancing human performance� has been conjured

4) Because of the high relevance in current
debates and the challenge to traditional
thinking involved, this topic has been selected
for an in-depth investigation (see Section 8.5).
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up, above all, in the field of �converging technologies� [17]. Nanotechnology, in
combination with biotechnology and medicine, opens up perspectives for funda-
mentally altering and rebuilding the human body. At present, research is being done
on tissue and organ substitution, which could be realized with the help of nano- and
stem cell technologies. Nano-implants would be able to restore human sensory
functions or to complement them, but theywould also be able to influence the central
nervous system (for an overview on types of enhancement, see [20]).
While the examples of medical applications of nanotechnology cited above [45]

remain within a certain traditional framework – because the purpose consists of
�healing� and �repairing� deviations from an ideal condition of health, which is a
classical medical goal –chances (or risks) of a remodeling and �improvement� of the
human body are opened up. This couldmean extending human physical capabilities,
for example tonew sensory functions (e.g., broadening the electromagnetic spectrum
that the eye is able to perceive). It could, however, also – by means of the direct
connection of mechanical systems with the human brain – give rise to completely
new interfaces between humans and machines. Even completely technical organs
and parts of the body (or even entire bodies) are being discussed, which, in
comparison with biological organisms, are supposed to have advantages such as
– perhaps – increased stability against external influences [17].
There are initial anthropological questions of our concept of humanity and of the

relationship between humanity and technology.With them, however, and at the same
time, the question poses itself of how far human beings can, should or want to go in
remodeling the human body and to what end(s) this should or could be done. The
practical relevance of such ethical questions in view of a possible technical improve-
ment of human beings (with the substantial participation of nanotechnology) may, at
first sight, seem limited. Three considerations, however, contest this estimation.
First, the vision of the technical enhancement of human beings is actually being
seriously advocated. Research projects are being planned in this direction and
milestones for reaching this goal are being set up, whereby nanotechnology takes
on the role of an �enabling technology�. Second, the visions of human enhancement
show consequences by merely communicating them – they currently modify the
conditio humana [58]. Third, technical enhancements are by no means completely
new, but are – in part – actually established, as the example of plastic surgery as a
technical correction of physical characteristics felt to be imperfections shows, and as
is the case in the practice of administering psycho-active substances. It is not difficult
to predict that the possibilities and the realization of technical improvements of
human beings will increase; demand is conceivable. In view of the moral questions
connected with this development and of their conflict potential, ethical reflection is
needed in this field already today although the feasibility of the enhancement
technologies at all and the time scale of their availability cannot be assessed with
any certainty. Because nanotechnology is seen as the �enabling technology� of these
developments, the emerging ethical questions can be related to nanotech develop-
ments.However, we have to keep inmind that there is a tradition of ethical thought in
anthropology, bioethics, medicine ethics and ethics of technology which provides a
lot of argumentations and analyses for the field of �human enhancement�.
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8.4
Nanoparticles and the Precautionary Principle5)

Nanoparticles and nanomaterials are among the first outcomes of nanotechnology to
enter the marketplace and can already be found in everyday products [59]. From the
�imperative of responsibility� [60] or the quest for �projected futures� [61, 62],
philosophical conclusions have been drawn for slowing the process of bringing
more and more nanoparticles into the environment and the human body without
knowing much about possible side-effects. Ethical reflection is asked for concerning
the question of how to deal responsibly with this situation involving high uncer-
tainties of knowledge.

8.4.1
The Risk Debate on Nanoparticles

Currently, special attention in public risk debate is being paid to synthetic
nanoparticles. A vast potential market for nano-based products is seen in this
field. Bymeans of admixtures or specific applications of nanoparticles, for example,
new properties of materials can be brought about, for instance, in surface
treatment, in cosmetics and in sunscreens. Consumers and citizens could easily
come in contact with nanoparticles already today and the probability of directly
having contact with synthetic nanoparticles will increase considerably in the next
few years because of the expanding market for the respective products [59]. In spite
of this situation, there is still little knowledge about possible impacts of nanopar-
ticles on human health and the environment. In order to allow rational risk
management strategies, knowledge about ways of spreading, behavior in the
atmosphere or in fluids, lifetime of nanoparticles as nanoparticles until agglomer-
ation to form other (larger) particles, their behavior in the human body and in the
natural environment, and so on, would be needed. Such knowledge, however, is
currently not available to an extent which would allow for classical risk manage-
ment strategies [1, Section 5.2, [27, 28]].
The growing awareness of this risk issue in combination with the fact of having

nearly no knowledge available about side-effects of nanotechnology led to severe
irritations and to a kind of helplessness in the early stages of that debate. Some
statements from that time will illustrate that situation. A re-assurance company
stated: �The new element with this kind of loss scenario is that, up to now, losses
involving dangerous productswere on a relativelymanageable scalewhereas, taken to
extremes, nanotechnology products can even cause ecological damage which is
permanent and difficult to contain. What is therefore required for the transportation

5) Parts of this work have been performed within
the expert group �Nanotechnology. Assessment
and Perspectives� of the European Academy
Bad Neuenahr-Ahrweiler [1]. I would like to
thank the group members for many fruitful
discussions. More specifically, I am deeply in-

debted to Harald Krug, who introduced the
knowledge available in human and eco-toxi-
cology about impacts of nanoparticles into those
discussions. An extended version of this chapter
is currently being published [66].
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of nanotechnology products and processes is an organizational and technical loss
prevention programme on a scale appropriate to the hazardous nature of the
products� [64, p. 13]. The ETC group postulated a ban on the commercial use of
nanoparticles until more knowledgewas available: �At this stage, we know practically
nothing about the possible cumulative impact of human-madenanoscale particles on
human health and the environment. Given the concerns raised over nanoparticle
contamination in living organisms, the, ETC group proposes that governments
declare an immediate moratorium on commercial production of new nanomaterials
and launch a transparent global process for evaluating the socio-economic, health
and environmental implications of the technology� [29, p. 72]. A completely different
but also far-reaching recommendation aims at �containing� nanotech research:
�CRN has identified several sources of risk fromMNT (molecular nanotechnology),
including arms races, gray goo, societal upheaval, independent development and
programmers of nanotech prohibition that would require violation of human rights.
It appears that the safest option is the creation of one – and only one – molecular
nanotechnology programme and the widespread but restricted use of the resulting
manufacturing capability� [65, p. 4]. This containment strategy would imply a secret
and strictly controlled nanotech development, which seems to be unrealistic and
unsafe aswell as undemocratic. These different proposals have enriched (andheated)
public and scientific debate onpossible nanoparticle risks.Nanotechnology, itself still
in an embryo state, experienced itself, at that time,more or less suddenly, as a subject
of public risk debate. The actors in the field seemed not to be prepared for this case.
Against this background, it is understandable that the first years of the nanotech risk
debate may be characterized mainly by mere suspicions, speculations and uncer-
tainties rather than by knowledge-based and rational deliberation.
In analyzing this situation with respect to conclusions for risk management,

careful normative reflection is required [35]. More precisely, thinking about the
precautionary principle implies the absence of a standard situation in moral, in
epistemic and in risk respect ([6]; see also Section 8.2 of this chapter). Ethical
reflection is needed to shed light on the normative premises of the options at hand as
well as on the criteria of decision-making. Such an ethical �enlightenment� is a
necessary precondition of deliberative procedureswithinwhich society could identify
adequate levels of protection, threshold values or action strategies. Questions of the
acceptability and comparability of risks, the advisability of weighing up risks against
opportunities and the rationality of action under uncertainty are, without doubt, of
great importance in the field of nanoparticles (for the general challenge related to
rationality and risk, see [33]). A new field of application is developing here for the
ethics of technology, where close cooperation with toxicology, social sciences and
jurisprudence is necessary [63].

8.4.2
The Precautionary Principle

Riskmanagement strategies accompanying the implementation of new technologies
and the introduction of new materials are standing in a long tradition. In earlier
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times, often a �wait-and-see� approach had been taken. New substances have been
introduced assuming that either probably no negative developments and impacts at
all would occur or that, in case of adverse effects, ex post repair and compensation
strategies would be appropriate. The asbestos case is one of the best-known
experiences where this approach failed and where the failure had dramatic
consequences [67].
Such experiences with hazards caused by new materials, by radiation or by new

technologies (see [68] for impressive case studies) led to risk regulations in different
fields, in order to prevent further negative impacts on health and the environment.
Important areas are [1, Section 5.1]:

. regulations for working places with specific risk exposures (nuclear power plants,
chemical industry, aircraft, etc.) to protect staff and personnel;

. procedural and substantial regulations for nutrition and food (concerning conser-
vation procedures, maximum allowed concentrations of undesirable chemicals
such as hormones, etc.) to protect consumers;

. environmental standards in many areas to sustain environmental quality (con-
cerning ground water quality, maximum allowed rate of specific emissions from
fabrication plants, power plants, heating in households, etc.);

. safety standards and liability issues to protect users and consumers (in the field of
automobile transport, for power plants, engines, technical products used in
households, etc.).

There are established mechanisms of risk analysis, risk assessment and risk
management in many areas of science, medicine and technology, for example in
dealing with new chemicals or pharmaceuticals. Laws such as the Toxic Substance
Control Act in the USA [69] constitute an essential part of the normative framework
governing such situations. This �classical� risk regulation is adequate if the level of
protection is defined and the risk can be quantified as the product of the probability of
the occurrence of the adverse effectsmultiplied by the assumed extent of the possible
damage. In situations of this type, thresholds can be set by law, by self-commitments
or following participatory procedures, risks can be either minimized or kept below a
certain level and also precautionary measures can be taken to keep particular effects
well below particular thresholds by employing the ALARA (as low as reasonably
achievable) principle [63]. Insofar as suchmechanisms are able to cover challenges at
hand to a sufficient extent, there is a standard situation in moral respect (see
Section 8.2) regarding the risk issue. As the ongoing debate shows (which will be
explained in more detail below), the field of risks of nanoparticles will not be a
standard situation in this sense.
As soon as the conditions for the classical riskmanagement approach are no longer

fulfilled, uncertainties and ambivalent situations are the consequence. This is the
case if, on the one hand, scientific knowledge concerning possible adverse effects is
not available at all or is controversial or highly hypothetical or if empirical evidence is
still missing. On the other, classical risk management might not be applicable if
adverse affects could have catastrophic dimensions with respect to the extent of
possible damage, also in case of (nearly) arbitrary small probabilities of their
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occurrence. In the field of nuclear power plants, scenarios of this type have been used
as counter-arguments against that technology. The catastrophic dimension of possi-
ble, at least thinkable, accidents should, in the eyes of opponents, be a decisive
argument even in case of an extreme low probability of such events. This type of
situation motivated, for example, Hans Jonas [60] to postulate a �heuristics of fear�
and the obligation to use the worst scenario as orientation for action.
In thephilosophical debate, however, it becameclear that Jonas�s approach–besides

inherent philosophical problems of the naturalistic and teleological approach –might
be very appropriate to raise awareness with regard to precautionary situations but
completely inadequate to be operationalized by regulation. Jonas�s approach missed
completely a legitimate procedure for deciding about the applicability and adequacy of
precautionary strategies. What can still be learned from Jonas�s work is the high
relevance of normative reflection in cases where classical risk management would no
longer be adequate [35]. Such situations often are welcomed entry points for ideology
and interest-driven statements in arbitrary directions. In fact, it is very difficult to
identify what a �rational� approach to dealing with non-classical situations could be
and in which way it could be proven to be rational [33].
The observation that in many cases severe adverse effects in the course of the

introduction of newmaterials had not been detected in an early stage but rather led to
immense damage to human health, the environment and also the economy [68]
motivated debates about precautionary regulation measures which could be applied
in advance of having certain and complete knowledge – because it might then be too
late to prevent damage.Wide international agreement on the precautionary principle
was reached during the Earth Summit [United Nations Conference on Environment
andDevelopment (UNCED)] in Rio de Janeiro in 1992 and became part of Agenda 21:
�In order to protect the environment, the precautionary approach should be widely
applied by States according to their capabilities. Where there are threats of serious or
irreversible damage, lack of full scientific certainty shall not be used as a reason for
postponing cost-effective measures to prevent environmental degradation� [70]. The
precautionary principle was incorporated in 1992 in the Treaty on the European
Union: �Community policy on the environment shall aim at a high level of protection
taking into account the diversity of situations in the various regions of the Commu-
nity. It shall be based on the precautionary principle . . .� (Article 174).
The precautionary principle substantially lowers the (threshold) level for action of

governments (see [35] for the following). It considerably alters the situation in
comparison with the previous context in which politicians could use (or abuse) a
persistent dissent among scientists as a reason (or excuse), simply not to take action at
all. In this way, political action simply could come much too late. It is, however, a
difficult task to establish legitimate decisions about precautionary measures without
either to run into the possible high risks of a �wait-and-see� strategy or to overstress
precautionary argumentation with the consequence of no longer to be able to act any
more or to cause other types of problems (e.g., for the economy) without need. The
following characterization of the precautionary principle shows – in spite of the fact
that it still does not cover all relevant aspects – the complex inherent structure of the
precautionary principle:
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�Where, following an assessment of available scientific information,
there is reasonable concern for the possibility of adverse effects but
scientific uncertainty persists, measures based on the precautionary
principle may be adopted, pending further scientific information for
a more comprehensive risk assessment, without having to wait until
the reality and seriousness of those adverse effects become fully
apparent� (modified from [35]).

Thinking about applying the precautionary principle generally starts with a
scientific examination.
An assessment of the state of the knowledge available in science and of the types

and extents of uncertainties involved is needed. In assessing the uncertainties
involved, normative qualifiers come into play [35]. It has to be clarified whether
there is reasonable concern in this situation of uncertainty. The qualifier �reasonable
concern� as employed by the EC guidelines makes no prejudice about the degree of
likelihood, but this qualifier relates to a judgment on the quality of the available
information [35]. Therefore, the assessment of the knowledge available including its
uncertainties is crucial to precautionary reflections.

8.4.3
The Precautionary Principle Applied to Nanoparticles

Following the preceding analysis, the central questions in the current situation
concerning the use of nanoparticles and the knowledge about possible impacts are as
follows [66]:

1. Is there a precautionary situation at all, characterized by epistemic uncertainty or
unquantifiable risk?

2. Is there �reasonable concern for the possibility of adverse effects� in the field of
nanoparticles to legitimate the application of the precautionary principle?

3. If yes, what would follow from this judgment with respect to adequate precau-
tionary measures?

The first question has to be answered positive (e.g. [1, Section 5.2, 27]). There are
unknown or uncertain cause-effect relations and still unknown probabilities of risks
resulting from the production, use and proliferation of nanoparticles. The scope of
possible effects, their degrees and the nature of their �seriousness� (in relation to the
chosen level of protection) can currently, even in the best cases, only be estimated in
qualitative terms. Therefore, we are witnessing a typical situation of uncertainty
where established risk management strategies are not to be applied [3, p. 4f, 27].
The answer to the second question, whether there is �reasonable concern for the

possibility of adverse effects� in the field of synthetic nanoparticles is also to be
answered positive. There are first toxicological results from the exposure of rats to
high concentrations of specific nanoparticles which showed severe up to lethal
consequences. Because the exposure concentrations were extremely high and the
transfer of knowledge achieved by the exposure of rats to the situation of humans is

264j 8 Ethics of Nanotechnology. State of the Art and Challenges Ahead



difficult, these results do not allow for the conclusion of evidence of harm to human
health – but they support assuming �reasonable concern for the possibility of adverse
effects� caused by synthetic nanoparticles. There is a strict difference from classical
risk management where evidence of adverse effects is required, not evidence of their
possibility (only).
The third question is themost difficult one. In the precautionary situation given by

positive answers to the first two questions, the challenge is to identify a �rational�
course of action. The suspicion of adverse effects of nanoparticles could serve as a
legitimating reason for very strict measures such as a moratorium on nanoparticle
use [29, 30]. However, a mere suspicion – this would be sufficient in the above-
mentioned Jonas scenario – does not legitimate strict precautionary measures.
Instead, this would depend on a scientific assessment of the state of the art and
that the quality of the information available [35]. This scientific assessment of the
knowledge available for the nanoparticle case has recently been performed [1, Section
5.2] in a comprehensivemanner. It resulted that there are indications for nanoparticle
risks for health and the environment in some cases but that there is, based on the state
of the art, no reason for serious concern about adverse effects but well-grounded serious
concern about the possibilities of such effects. In the same direction: �Taking into
account our present-day knowledge, there is, with regard to nano-specific effects
(excluding self-organization effects and cumulative effects of mass production), no
reason for particularly great concern about global and irreversible effects of the
specific technology �per se�, with it being on a par with the justifiable apprehension
concerning nuclear technology and genetic engineering� [27, p. 16].
The mere possibility of serious harm implied by a wider use of nanoparticles,

however, does not legitimize using the precautionary principle as an argument for a
moratorium or other prohibitivemeasures. However, because the state of knowledge
permanently changes, continuous monitoring and assessment of the knowledge
production concerning impacts of nanoparticles on human health and the environ-
ment are urgently required. One of the most dramatic lessons which can be learned
from the asbestos story is exactly the lesson about the crucial necessity for such a
systematic assessment [67].
The next question is what other (and weaker) types of measures are required in

the present (precautionary) situation. These could, for example, be self-organization
measures in science, such as the application of established codes of conduct or
the adaptation of existing regulation schemes to special features of nanoparticles.
It seems helpful to reconsider, as an example, the implementation of the precau-
tionary principle in the geneticallymodified organisms (GMOs) case: �The European
Directive 2001/18 (superseding Directive 90/220), concerning the deliberate
release of GMOs into the environment, is the first piece of international legislation
in which the precautionary principle is translated into a substantial precautionary
framework. . . . In the framework of this Directive the precautionary principle is
translated into a regulatory framework which is based on a so-called case-by-case
and a step-by-step procedure. The case-by-case procedures facilitates a mandatory
scientific evaluation of every single release of a GMO. The step by step procedure
facilitates a progressive line of development of GMOs by evaluating the
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environmental impacts of releases in decreasing steps of physical/biological
containment (from greenhouse experiments, to small-scale and large-scale fields
tests up to market approval). This procedural implementation of the precautionary
principle implies an ongoing scientific evaluation and identification of possible
risks� [35]. The application of the precautionary principle would, in this argument,
imply �that there is a need for a cautious step-by-step diffusion of risk-related
activities or technologies until more knowledge and experience is accumulated�
[27, p. 6].
Against this background there is a wide consensus that no really new regulatory

measures are needed: �. . . the existing regulative framework is adequate to deal with
the introduction of new substances in the nanotechnology sector� [27, p. 27]. There
are particular points of criticism concerning existing regulatory systems [69]; these
points may be taken into account by modifications and supplements. Treating
nanoparticles as new chemicals seems to be the adequate risk management
approach [1].
In the framework of the precautionary principle, there are urgent tasks to be done

by science [66], especially in order to close the still large knowledge gaps [27]. A
second line of activities required consists of systematically collecting all relevant
knowledge and of regularly conducting comprehensive evaluations of the respective
state of knowledge. A third field of activities should be directed to contributing to
public debate and to improving communication at the interface between science and
society. The following steps for further action, thereby meeting several of recom-
mendations by other groups [3, 27, 71], have been proposed [1]:

. develop a nomenclature for nanoparticles and assign a new Chemical Abstracts
Service (CAS) registry number to engineered nanoparticles;

. group and classify nanomaterials with respect to categories of risk, toxicity and
proliferation;

. treat nanoparticles as new substances and develop and approve tools for screening
and testing;

. improve the knowledge base in toxicology;

. develop guidelines and standards for good practices in cautiously dealing with
nanoparticles;

. avoid or minimize production and unintentional release of waste nanoparticles;

. establish comprehensive evaluation of the state of knowledge and its evaluation
with respect to implications for risk management as well as for identifying
knowledge gaps which should urgently be closed;

. create institutions to monitor nanotechnologies and the knowledge about possible
risks;

. establish a permanent and open dialogue with the public and with industry.

This step-by-step approach conforms to present knowledge and seems to be an
adequate way of applying the precautionary principle in a pragmatic way. However,
there is no guarantee of preventing all kinds of possible risks by applying these steps.
To repeat an important lesson from the asbestos story, the present situation which
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may be characterized by �no evidence of harm� must not be reinterpreted as
�evidence of no harm� [67].
With respect to the �reasonable concern for the possibility of hazards�, specific

caution in dealing responsibly with synthetic nanoparticles is required. Such
particles should be handled analogously to new chemicals even in the case that the
chemical composition is well known beyond the nano character. Dealing with new
nanoparticles is still based on a case-by-case approach because established nomen-
clature and classification schemes are not well prepared to be applied to nanopar-
ticles. This situation should be changed as soon as possible [1, 63].
Beyond risk management and regulation, public risk communication has to

be observed carefully because irritations in this communication could have a
dramatic impact on public acceptance and political judgment. Denying the
existence of risks of new technologies often causes mistrust and suspicion instead
of creating optimism. To speak frankly about possible risks increases the chance of
a trusty relationship between science and society: Building trust in public debate
needs an open debate about chances and risks and often requires schemes for
comparing different types and amounts of risk to be available [56, 63]. Transparency
about the premises of different risk assessment exercises is urgently required.
Knowledge about risks includes knowledge about the validity and the limits of
that knowledge. Communicative and participative instruments of technology
assessment [13, 72] could help improve mutual understanding and public risk
assessment.

8.5
Human Enhancement by Converging Technologies

The report �Converging Technologies for Improving Human Performance� [17]
caused a worldwide wave of intensive debate about the future of human nature and
on the current agenda of science [71]. It was based on earlier debates in the context of
biotechnical and genetic improvement strategies [73, 74]. The idea of NBIC (Nano–
Bio–Info–Cogno) convergence [1], however, led to a new degree of intensity. Nano-
technology has been seen as the �enabling technology� of such new strategies of
enhancementwhich allows the �converging technologies� to be given a place in a book
on nanotechnology.Without any doubt the question for human enhancement will not
be covered by a standard situation in moral respect.
In this section, we will use a topic-oriented approach, starting by discussing the

�human enhancement� topic first in general and then mentioning the contribu-
tions to this old topic of nanotechnologies and the converging technologies
(Section 8.5.1). The implications of the human enhancement idea by NBIC
technologies for the need for orientations will be discussed (Section 8.5.2), followed
by addressing specific ethical questions (Section 8.5.3). As a result, a rather
probable scenario of the further development will be given and discussed in an
ethical respect (Section 8.5.4).
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8.5.1
Human Enhancement: Visions and Expectations

Human enhancement is a very old theme. Mankind�s dissatisfaction with itself has
been known from ancient times – discontent with mankind�s physical endowments,
its physical and intellectual capabilities, with its vulnerability to exogenic eventuali-
ties such as disease, with the inevitability of aging and,finally, of death, dissatisfaction
with its moral capacities or – and this will probably be particularly frequent – with
one�s physical appearance. Various methods have been developed and established in
order to give certain wishes for improvement a helping hand. Today�s esthetic
surgery, as a kind of business with considerable and further growing returns, is
at present the probably most widespread method of human enhancement. Pharma-
ceuticals enhancing the performance of the mind or preventing tiredness are
increasingly used [19]. Extending the physical limits of human capabilities through
intensive training in competitive sports can also be understood as enhancement.
Making use of technicalmeans for improving performance in sport (doping), however,
is being practiced as we often can read about in newspapers but is still held to be
unsportsmanlike and unethical.
If the types of enhancement just listed apply to individuals (high athletic perfor-

mance, individual beauty), collective human enhancement is, in its turn, also no new
topic. Humankind�s often deplored defects in terms of morals or civilization led, for
example, in the – with regard to morality as well – progress-optimistic European
Enlightenment to approaches towards trying to improve humankind as a whole
through education. Beginning with the individual, above all, in school education, far-
reaching processes towards the advancement of human civilization were to be
stimulated and supported.
In the twentieth century, the totalitarian regimes in the Soviet Union and in the

German Nazi Reich also applied strategies for improvement – due to the respective
ideologies, either related to ideas of socio-Darwinist racism and anti-Semitism or to
the orthodox communist and anti-bourgeois ideology. These historical developments
show that strategies of improvement must be scrutinized very careful with respect to
possibly underlying totalitarian ideologies.
In the current discussion of human enhancement, it is neither a question of an

improvement through education and culture nor by indoctrination or power, but of
technical improvement. Initiatedbynewscientificvisionsandutopiaswhichareunder
discussion, completely newpossibilities of humandevelopment have been proposed.
The title of the report of an American research group to the National Science
Foundation conveys its program: �Converging Technologies for Improving Human
Performance� [17]. Nanotechnology and the Converging (NBIC) Technologies offer,
according to this report, far-reachingperspectives forperceivingeven thehumanbody
and mind as formable, to improve them through precisely targeted technical mea-
sures, and, in this manner, also to increase their societal performance. Strategies of
enhancement start at the individual levelbutareaiming, in the last consequence, at the
societal level: �Rapid advances in convergent technologies have the potential to
enhance both human performance and the nation�s productivity. Examples of payoff
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will include improving work efficiency and learning, enhancing individual sensory
and cognitive capacities, revolutionary changes in healthcare, improving both indi-
vidual and group efficiency, highly effective communication techniques including
brain to brain interaction, perfecting human–machine interfaces including neuro-
morphic engineering for industrial and personal use, enhancing human capabilities
for defense purposes, reaching sustainable development using NBIC tools and
ameliorating the physical and cognitive decline that is common to the aging mind�
[17, p. 1]. Among these proposed strategies of enhancement are the following:

. The extension of human sensory faculties: the capabilities of the human eye can be
augmented, for example,with respect to visual acuity (�Eagle Eye�) orwith regard to
a night vision capability by broadening the electromagnetic spectrum visible in the
infrared direction; other sensory organs, such as the ear, could likewise be
improved, or completely new sensory capabilities, such as the radar sense of bats,
could be made accessible to human beings.

. Expanding memory through technical aids: it would be conceivable, by means of a
chip which could be directly connected to the optic nerve [43], to record all of the
visual impressions perceived in real time and to store them externally. In this
manner, all of the visual impressions which accumulate in the course of a lifetime
could be recalled at any time. In view of our forgetfulness, this could be an attractive
idea for many people. Also the human memory could be enhanced by technical
means (neuro-cognitive enhancement [19]).

. Retardation of aging: according to our present knowledge, aging can, roughly
speaking, be interpreted as a form of degradation on the cellular level. If one could
succeed in discovering and repairing immediately all forms of such degradation,
agingcouldbegreatlydelayedorevenabolished.Forexample,thefamousnanorobots
acting as �submarines� in our bodies could detect and eliminate pathogens: �In the
hunt forpathogens,doctors sendtinymachines into thefurthest recessesof thebody.
These �mini-submarines� aresosmall that theyarenot visible to thenakedeyeevenas
a speckofdust.Rotatingcuttingdevices fromthesamedwarfworldburrow theirway
through blocked blood vessels to eliminate the causes of heart attacks and strokes�
[64, p. 3]. Overcoming aging with the help of nanotechnology would, then, in the
sense ofmedical ethics, be nothing other than fighting epidemics or other diseases.

This thinking aims at broadening human capabilities in comparisonwith thosewe
traditionally ascribe to a healthy human being. It is obvious that an entire series of
ethical or anthropological questions are associated with these visionary expectations
(or even just possibilities), which increase the contingency of the conditio humana
[58, 76]. These questions pertain to the moral permissibility or forbiddenness of
enhancement, to a possible duty to enhancement (if such a duty were possible), to the
consequences of enhancement with regard to distributive justice (who can afford to
have him- or herself enhanced [18]), to the consequences for our concept of humankind
and for the society of the future, to the questions of the possible limits of technical
enhancement and to legitimizing criteria for drawing such a boundary line. Without
any doubt it seems clear that these challenges demarcate a non-standard situation in
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moral respect (see Section 8.2) and that, therefore, this is a field where ethical
reflection is required in spite of the partially speculative status (see Section 8.3.7).

8.5.2
Occasions of Choice and Need for Orientation

Scientific and technical progress leads to an increase in the options for human action
and has therefore at first sight an emancipatory function: an augmentation of the
possibilities for acting and deciding and a diminution of the conditionswhich have to
be endured as unalterable takes place. Whatever had been inaccessible to human
intervention, whatever had to be accepted as non-influenceable nature or as fate
becomes an object of technical manipulation or shaping. This is an increase of
contingency in the conditio humana, a broadening of the spectrumof choices possible
among various options [58].
Influencing the faculties of the �healthy� human body in the form of an improve-

ment can be shown to be the logically consistent continuation of scientific and technical
progress [76]. Up to now the physical capabilities of healthy humans have to be taken
as given, as a heritage of the evolution of life. The sensoric capabilities of the eye or the
ear, for example, cannot be extended (except by technical means outside the human
body, such asmicroscopes). It would be an act of emancipation fromNature to be able
to influence these capabilities intentionally by technical means. New occasions of
choice would appear: in which directions would an enhancement be sensible, which
additional functions of the human body should be realized, and so on? Also, more
individuality could be the result if decisions on specific enhancements could bemade
at the individual level. In this way, human enhancement seems to contribute further
to realizing grand normative ideas of the Era of Enlightenment.
However, there is also another side of the coin. The first price to be paid is the

dissolution of established self-evidence about human beings and their �natural�
capabilities. The increase of contingency is also an increased need for orientation
and decision-making [58]. Second, the outcomes of those decisions about technical
improvements can then be attributed to human action and decision – increased
accountability and responsibility are the consequence [77]. Third, not only are new
options opened but existing ones might be closed. For example, it is rather probable
that disabled persons in a society using enhancement technologies to a large
extent would have greater problems of conducting their life [20]. Furthermore,
problems of access and equity would arise in increasing amount [18]. This ambivalent
situation is characteristic ofmanymodern technologies and does not per se legitimize
arguments against enhancement but calls for attention and awareness and also for
rational debates about dealing with the �dark side� of enhancement technologies.

8.5.3
Human Enhancement – No Simple Answers from Ethics

Increasing humankind�s occasions of choice and its emancipation from the given-
ness of its biological and intellectual constitution also bring about uncertainties, a loss
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of security which have been unquestioned up to now and the need for new orientation
to answering the above-mentioned general questions, as well as other, more specific
questions, for example concerning neuro-implants: �However, ethical dilemmas
regarding the enhancement of the human brain and mind are potentially more
complex than, for example, genetically enhancing one�s growth rate, muscle mass or
even appearance because we primarily define and distinguish ourselves as individuals
through our behavior and personality� [55]. This diagnosis poses the question of how
far humans may, should, want to go in the (re-)construction of the human body and
mind with the aim of enhancement [18, 74]. In advance of identifying the ethical
questions involved, it seems appropriate to highlight an anthropological aspect
affected: the difference between healing and enhancement.
Legitimate interventions into the human body andmind are at present carried out

with the aims of healing or preventing disease or deficiencies. Improving human
beings is, as yet, not a legitimate aim of medicine. Although the borderline between
healing and enhancing interventions can hardly be drawn unambiguously [74] and
although the terms �health� and �illness� are not well clarified [20, 52], there is
obviously a categorical difference between the intentional enhancement of human
beings and healing disorders [20]. Healing orients itself conceptually on a condition
of health held to be ideal. This can either be explicitly defined or merely implicitly
understood – in both cases, healing means closing the gap between the actual
condition and the assumed ideal condition. What is to be understood under the ideal
condition has certainly been defined culturally in different manners in the course of
history. In each individual case, however, this is, at least in context, obvious enough.
The ophthalmologist who subjects his patient to an eye-test has a conception of what
the human eye should be able to perceive. He or she will propose technical
improvements of the current state (e.g. a pair of spectacles) only for deviations from
this conception and only from a certain degree of deviation on. The purpose of such
measures is restoring the normal state, which succeed may more or less well.
Traditional medical practice is probably unimaginable without the manner of
thinking that a normal or ideal state serves in the background as a normative
criterion for defining deviation. Medical treatment does not extend beyond this
normal or ideal state. Just this – for medical practice, essential – way of thinking
would, in view of the possible technical improvement of human beings, probably
become meaningless. A situation would develop where normative frameworks for
technical interventions into the human body andmind would be needed but will not
be available because this is a completely new situation in moral respects. This poses
the question of how far humansmay, should, want to go in the (re-)construction of the
human body and mind with the aim of improving them.
Ethical issues raised by this situation have been characterizedwith regard to neuro-

cognitive enhancement [19]. This classification can be extended to other forms of
enhancement also:

. Safety: risks of enhancementmight consist of unintended side-effects for the brain
of the person to be enhanced (e.g., by unsuccessful technical interventions or in the
long term).
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. Coercion: the use of enhancement technologies by parts of the population might
exert force on others also to enhance themselves. Otherwise disadvantages in
professional or private life might be the consequence.

. Distributive justice: access to enhancement technologies might be distributed over
the population or between different regions of the world in a very inequitable way,
for example because of high costs of enhancement ([18]; for the topic of equity in
general, see Section 8.3.2).

. Personhood and intangible values: the way in which we see ourselves as humans and
our imagination of a �good life� could be changed.

First we have to draw our attention to the fact that the spontaneous rejection with
which the concept of human enhancement is often confronted in the population is, in
itself,noethicalargumentper se.Thefact thatwearenotaccustomedtodealingwith the
enhancement issue and the cultural alien-ness of the idea of technically enhanced
humanbeingsaresocial factsandarequiteunderstandable–but theyhaveonly limited
argumentative force as such. Spontaneous rejection might occur only because of
feeling uncomfortable and unfamiliar in thinking about technical enhancement and
could be changed by gettingmore familiarwith it. Therefore, feeling and intuition are
factual but still have to be scrutinized for whether there are ethical arguments hidden
behind them at all and how strong these arguments would be.
The often-mentioned assertion that a human being�s �naturalness� would be

endangered or even be eliminated by technical improvement is also no strong
argument per se. Humankind�s naturalness or culturality are competing and
partially linked patterns of interpretation of the human condition. Using
humankind�s naturalness as an argument in the sense that we should not
technically improve the evolutionarily acquired faculties of sight, hearing, think-
ing, and so on, just because they are naturally developed and evolutionarily adapted,
would be a naive naturalistic fallacy: out of the fact that we find ourselves to be
human beings, for instance, with eyes which function only within a certain
segment of the electromagnetic spectrum, nothing follows – normatively –directly
at all. Limiting human capabilities to the naturally given properties would reduce
humans to museum pieces and would blind out the cultural aspects of being
humans, to which also belongs transcending the status quo, that is thinking beyond
what is given, as has been the thesis ofmany writers on philosophical anthropology
such as Arnold Gehlen.
From these considerations it cannot be concluded that human enhancement is

permitted or even imperative. It merely follows that one should not make it too easy
on oneself with an ethical repudiation. Strong imperative arguments are, in fact, not
in sight [18]. However, argumentatively, the repudiation front also is not very strong.
It points to a great extent to the consequences of enhancement – consequences which,
like the fears of an increasing separation of society [18], are, to a great extent,
hypothetical and which can therefore provide only very general and provisional
orientation. In the final analysis, the ethical debate seems to narrow itself down to
single-case argumentation: which concrete improvement is meant, which goals and
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purposes are connected with it, which side-effects and risks are to be apprehended
and the question of weighing up these aspects against the background of ethical
theories, such as Kantianism or utilitarianism.Universally applicable verdicts such as
a strong imperative duty or a clear rejection of any improvement whatsoever seem at
present to be scarcely justifiable.What follows from this situation for the future is the
responsibility to reflect on the criteria for the desirability or acceptability of concrete
possibilities for enhancement. A lot of work is still in front of ethics [75, 78].
Recently, it has been proposed to structure the field of possible ethical standpoints

and perspectives with regard to enhancement technologies ([79, p. 9], applied to
cognitive enhancement, but the scheme seems to be more generally usable) in the
following, instructive way:

. Laissez-faire – emphasizes freedomof individuals to seek and employ enhancement
technologies based on their own judgment.

. Managed technological optimism –believes that although these technologies promise
great benefits, such benefits cannot emerge without an active government role.

. Managed technological skepticism – views that the quality of life arises more out of
society�s institutions than its technologies.

. Human essentialism – starts with the notion of human essence (whether God-given
or evolutionary in origin) that should not be modified.

The decision to take one of these perspectives and to work with it in conceptualiz-
ing future developments in this field depend on the assessment of the strength of
ethical arguments pro and con and also on images of �human nature�.

8.5.4
Enhancement Technologies – A Marketplace Scenario Ahead?

Whatwould follow from the description of the current debate given above? In order to
give an answerwe should take a brief look at thefield of human cloning, which is not a
technical enhancement of humans but would be a deep technical intervention into
human life. Human cloning is regarded against the background of many ethical
positions, for example Kantian ethics [74] as a form of instrumentalization of
humans. The genetic disposition of an individual would be intentionally fixed by
cloning. The persons affected would not be able to give their agreement to be cloned
in advance. Cloningmeans an intentional and external determination of the genome
of a later individual. An �informed consent�, the information of the affected person
about the cloning process and its impacts as well as the agreement of that person,
would not be possible because the cloning has to be done at the early embryo phase.
Therefore, human (reproductive) cloning and research to this end were banned in
many countries soon after the clone sheep �Dolly� had been presented.
The ethical debate about human enhancement is, so far, completely different from

the debate about human cloning. A restrictive regulation for human enhancement
technologies and the research which could enable it, similar to the ban on human
cloning technologies, has not been postulated yet. What makes the difference in
debating about regulation while the intuitive and spontaneous public reactions are
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similar in both fields? The thesis is that the situation in ethical respect itself is
completely different.
In the debate on human cloning, there is a strong ethical argument which

motivated severe concern. The postulate of human dignity implies, in many inter-
pretations, the idea that humansmust not be instrumentalizedwithout their consent.
But cloning means determining intentionally the genome of an individual without
any chance of consent in advance. In contradiction to the usual fertilization, which
includes a high degree of statistical influence, cloning would double or multiply a
well-known genome. This would imply a determination of the developing persons
without any chance of reversibility [74, 80, 81]. This point seems to be the ethical
reason behind the strong regulatory measures which have been taken extremely
quickly.
In the field of human enhancement, however, things are completely different in

this respect. Human enhancement in the fields mostly mentioned [1] would
be applied to adults. Additional or improved sensory capabilities, for example, would
be implemented in the same way as other medical procedures today: the candidates
would be informed about the operational approach, about costs, about the process of
adapting the new features, as well as about possible risks and side-effects. After
having received such information, the enhancement candidates would either leave
the �enhancement station� (in order not to use the term �hospital�) or would sign a
letter of agreement and, thereby, would give their �informed consent�.
Ethical argumentation, therefore, will be performed by using different types of

arguments. The arguments given so far aremostly concernedwith possible impacts of
technical enhancement. Expectable problems of distributive justice and equity are
often mentioned [18, 50, 75]. Such argumentations, however, work with highly
uncertain knowledge about future impacts of enhancement technologies. As can
be learned from the history of technology assessment, it is very difficult to assess
the consequences of completely new technologies where no or only little experience
would be available as a basis for projections. In such cases, normative biases, pure
imagination and ideology are difficult to separate from what could be derived from
scientific knowledge. Often, an argument can be countered by a contradicting
argument – for example, in the case of coercion mentioned above: �The straightfor-
ward legislative approach of outlawing or restricting the use of neurocognitive
enhancement in the workplace or school is itself also coercive. It denies people the
freedom to practice a safe means of self-improvement, just to eliminate any negative
consequences of the (freely taken) choice not to enhance� [19, p. 423]. Another
examplewould be the problemof equity: �Unequal access is generally not grounds for
prohibiting neurocognitive enhancement, any more than it is grounds for prohibit-
ing other types of enhancement, such as private tutoring or cosmetic surgery . . . . In
comparison with other forms of enhancement that contribute to gaps in socioeco-
nomic achievement, from good nutrition to high-quality schools, neuro-cognitive
enhancement could prove easier to distribute equitably� [19, p. 423]. Or take
arguments which make use of a possible change of the personhood of people by
enhancement: �And if we are not the same person on Ritalin as off, neither we are
the same person after a glass of wine as before or on vacation as before an exam�
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19, p. 424]. Therefore, ethical analysis building on such highly uncertain assump-
tions about possible impacts could only constitute weak ethical arguments, pro
enhancement as well as contra.
In this situation, it is rather probable that the introduction of enhancement

technologies could happen according to the economic market model. Enhancement
technologies would be researched, developed and offered by science and trans-
ferred to themarketplace. History shows (see Section 8.5.1) that a demand for such
enhancement technologies is imaginable, as is currently the case in the field of
esthetic surgery. Public interest would be restricted to possible situations ofmarket
failure. Such situations would be of the types discussed above: problems of equity,
prevention of risks, questions of liability or avoidance of misuse. This scenario
could be perceived as defensive with respect to current ethical standards, as cynical
or as poor in ethical respects. Many people might feel uneasy about it. However, at
the moment, such a scenario would fit the state of ethical analysis of technical
enhancement of the human body and mind.
Such a scenario, however, has not to be equivalent to a laissez-fairemodel of the use

of enhancement technologies [79; see the quotation at the end of Section 5.3]. Also, a
marketplace scenario would have to be embedded in a societal environment,
consisting of normative frameworks [15], ethical standards and regulation. To clarify
the ethical issues involved in enhancement technologies and their relations to social
values and to regulation is, to a large extent, still a task ahead.

8.6
Conceptual and Methodical Challenges

It is a characteristic trait ofmodern societies that they draw the orientation needed for
opinion formation and decision-making increasingly from debates about future
developments and less and less from existing traditions and values [77, 82]. Modern
secular and scienticized society generally orients itself, instead of on the past, more
on wishes and hopes, but also on fears with regard to the future. The notion of a �risk
society� [77] and the global movement towards sustainable development [25] are
examples of this approach. Ethical reflection, therefore, has to be related to commu-
nication about those future prospects. The necessity of providing orientation in
questions such as human enhancement leads to themethodical challenge of applying
the �moral point of view� on non-existing but only projected ideas with their own
uncertainties and ambiguities.

8.6.1
Ethical Assessments of Uncertain Futures

Ethical analysis onnanotech issues is to a large extent confrontedwith thenecessity to
deal with, in part far-reaching, future projections [58, 76]. Ethical inquiry in fields
such as artificial life or human enhancement takes elements of future communica-
tion like visions as its subject. Providing orientation then means to analyze, assess
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and judge those far-reaching future prospects on the basis of today�s knowledge and
seen from the today�s moral point of view.
Frequently, the �futures� used in the debate on nanotech and society differ to a

large extent and, sometimes, waver between expectations of paradise and fears of
apocalyptic catastrophes. Expectations which regard nanotech as the anticipated
solution of all of humanity�s problems standing in Drexler�s [53] technology-
optimistic tradition contrast radically with fears expressed in the technology-
skeptical tradition of Joy�s [83] line of argumentation where self-reproducing
nanorobots are no longer simply a vision which is supposed to contribute to the
solution of humanity�s gravest problems [53], but are communicated in public
partially as a nightmare. The visionary pathos in many technical utopias is
extremely vulnerable to the simple question of whether everything could not just
be completely different – and it is as good as certain that this question will also be
asked in an open society. But as soon as it is posed, the hoped effect of futuristic
visions evaporates and can even turn into its opposite [1, Section 5.3].
The general problem is that the spectrum of proposed future projections often

seems to be rather arbitrary, for example between expectations of paradise and
apocalypse, warning against catastrophes in completely diverging directions. One
example will be given: the uncertainty of our knowledge about future developments
of nanotechnology and its consequences in connection with the immense imagined
potential for damage, of possibly catastrophic effects, are taken as an occasion for
categorizing even the precautionary principle (see Section 8.4) as insufficient for
handling these far-reaching future questions [61, 62]. Instead, the author�s view of
society�s future with nanotechnology leaves open solely the existential renunciation
of nanotechnology as the only solution, going beyond even Hans Jonas� Imperative of
Responsibility [60], inasmuch as they formulate a �duty to expect the catastrophe� in
order to prevent the catastrophe (an analysis of the inherent contradictory structure of
this argument is included in [76]). It seems interesting that the argumentative
opponents, the protagonists of human enhancement by converging technologies,
also warn against catastrophes, but only in the opposite sense: �If we fail to chart the
direction of change boldly, wemay become the victims of unpredictable catastrophe�
[17, p. 3]. If, however, the ultimate catastrophe is cited in both directions as a threat,
this leads to an arbitrariness of the conclusions. Ethics, therefore, is confronted not
only with problems of judging states or developments by applying well-justified
moral criteria but also with the necessity to assess the �futures� used in these debate
with respect to their �rationality�.
This situation leads to new methodical challenges for ethical inquiry. Especially

the uncertainty of the knowledge available standing behind the future prospects
makes it difficult to assess whether a specific development at the human–machine
interface or concerning the technical improvement of the human body should
be regarded as science fiction (SF), as technical potential in a far future, as a
somewhat realistic scenario or as probably becoming part of reality in the near
future. Ethical analysis has to take into account this uncertainty and has to be
combined with an �epistemology� of future projections [76] and with new types of a
future knowledge assessment [84]. In the following, we will propose an �Ethical
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Vision Assessment� and an �Ethical Foresight Approach� which would be parts of a
concomitant ethical reflection parallel to the ongoing scientific advance, in close
relation to that advance but also in a distance which allows independent assessments
and judgments.

8.6.2
Ethical Vision Assessment

Far-reaching visions have been put forward in the nanotech debate since its very
beginning. A new paradise has been announced since the days of Eric Drexler�s
book Engines of Creation [53]. This line of story-telling about nanotech has been
continued in the debate on human enhancement by converging technologies:
�People will possess entirely new capabilities for relations with each other, with
machines and with the institutions of civilization. . . . Perhaps wholly new ethical
principles will govern in areas of radical technological advance, such as the routine
acceptance of brain implants, political rights for robots and the ambiguity of death in
an era when people upload aspects of their personalities to the Solar System Wide
Web� [17, p. 19]. It might seem that such speculations should not or could not be
subject to ethical inquiry at all.
Because of the �power of visions� in the societal debates – for examples for research

funding, motivating young scientists and for public acceptance – it is of great impor-
tance to scrutinize such visions carefully instead of denoting them as obscure and
fantastic. In spite of the �futuristic� and speculative nature of those visions (see [85] for
thenotionof�futuristicvisions�and[76]and [1] forfirststepstowardanepistemological
analysis of future knowledge), an early ethical dealing with nanotech visions would be
an important and highly relevant task in order to allow more transparent debate,
especially about science�s agenda [1, 71]. There is a need to make those visions more
specific, to extract their epistemic and normative key assumptions and ideas and to
relate them to other key issues in public debate. Visions in nanotechnology are very
different in nature and often refer to more general ideas, such as [49]

. the notion of free and curiosity-driven research as justification and paradigm in
itself;

. the Enlightenment ideology of human-centered and emancipatory progress;

. a transhumanist dogma driving forward human evolution by physically changing
humans and transforming them into technology;

. the aims and emphases of different religious belief systems including different
ideas about the �quality of life�;

. the promotion of global development, health and sustainable development,
partially following goals of environmentalism, movements for social justice or
particular campaign groups in the framework of the civil society;

. a neo-liberal winner-takes-all capitalist system;

. compassion, motivated by the desire to alleviate human suffering;

. a �medical success� culture driven by the felt obligation or goal to leave no disease
or conditionwithout a technical solution and to correct every physical disadvantage.
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Scrutiny of nanotech visions could be done in the framework of an �ethical vision
assessment� [1, Section 8.6]. Vision assessment can be analytically divided in several
steps which are not sharply separated and not linearly ordered but which serve
different sub-objectives and involve different methods [85]:

1. With respect to analysis (Vision Analysis), it would be a question of disclosing the
cognitive and normative contents of the visions and of judging epistemologically the
extent of their reality and practicability, self-evidently on the basis of current
knowledge. Then, an important aspect, the prerequisites for the visions� realiz-
ability and the time spans involved would have to be investigated. In both
analytical steps, observing the language used on the one hand and the question
of the antecedents of the predictive statements play a special role: � . . . the
nanoethics researcher must be attentive to the twists and turns of language
which can be symptoms bringing light to the most hidden layers of the scientific
or technological imagination� [61]. Further, the visions� normative contents have
to be reconstructed analytically: the visions of a future society or of the develop-
ment of human beings, as well as possible diagnoses of current problems, to the
solution of which the visionary innovations are supposed to contribute. For a
�rational� discussion, the transparent disclosure of the stocks of knowledge,
uncertainties and values involved is necessary, above all, with regard to the
relationship of fact to fiction [86]. The contribution of such reflective
analyses could consist in this respect in the �clarification� of the pertinent
communication: the partners in communication should know explicitly what
they are talking about as a prerequisite for more rational communication. It is a
matter of society�s �self-enlightenment� and of supporting the appropriate
learning processes.

2. VisionAssessment would, further, include evaluative elements (Vision Evaluation).
These arequestions of how the cognitive aspects are to be categorized, how they can
be judged according to the degree of realization or realizability, according to
plausibility and evidence andwhich status the normative aspects have, for example
relative to established systems of values or to ethical standards. The purpose is the
transparent disclosure of the relationship between knowledge and values, between
knowledge and the lack of it and the evaluation of these relationships and their
implications. On the one hand, one can draw upon the established evaluation
methods of technology assessment, which often include a participative compo-
nent [13, 72]. On the other, in the field of human enhancement there are some far-
reaching questions in a normative respect which stand to discussion and which
require ethical and philosophical reflection (see Section 8.5 and [18, 73, 74]).

3. Finally, it is a matter of deciding and acting (Vision Management). The question
is how the public, the media, politics and science can be advised with regard to a
�rational� use of visions. The question of alternatives, either already existing or
to be developed, to the visions already in circulation, stands here in the center
of interest, in accordance with the basic position of technology assessment, of
always thinking in terms of alternatives and options. In this manner, visions
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based on technology can be compared with one another or with non-technological
visions.

In particular, it would be the assignment of Vision Assessment in an ethical
respect to confront the various and, in part, completely divergent normative aspects
of the visions of the future directly with one another. This can, on the one hand, be
done by ethical analysis and desk research; on the other, however, the representatives
of the various positions should discuss their differing judgments in workshops
directly with and against one another, in order to lay open their respective
premises and assumptions (e.g., using technology assessment procedures [72]).

8.6.3
Ethical Reflection in Technology Foresight

In the last consequence, it would be necessary to transform the future prospects of
nanotech visionarists [17] into more negotiable and communicable, transparent
scenarios of the future. This could be realized by using the toolbox of (technology)
foresight [87]. According to the above-mentioned ideas and challenges, ethical
reflection of far-ranging future visions should be combined with research on and
procedures for making the various future prospects more transparent. A close
relation between an epistemology of future knowledge [84] ethical deliberation
emerges. This situation motivates having a brief look into the field of �technology
foresight� which has been developed in the last 10 years, especially at the European
level [87]. It seems to be possible to benefit from experiences which have been made
there in dealing with different kinds of future knowledge and assessments con-
cerning the agenda-setting processes. In particular, it adds to the previously men-
tioned dimensions of epistemology and ethics possibilities for public debate and
involving actors other than researchers and philosophers.
Foresight is the process of looking systematically into the longer-term future of

science, technology, the economy and society with the aim of identifying the areas of
strategic research (agenda setting) and the emerging generic technologies likely to
yield the greatest economic and social benefits at low risk [87]. As the term implies,
these approaches involve thinking about emerging opportunities and challenges,
trends and breaks from trends, future risks andways of dealingwith them, and so on.
Foresight involves bringing together key actors of change and sources of knowledge,
in order to develop strategic visions and to establish networks of knowledgeable actors
who can respond better to policy challenges in awareness of each others� knowledge
resources, values, interests and strategic orientations. The contexts in which fore-
sight can be employed are equally wide-ranging: much work to date has focused on
national competitiveness and especially the prioritization and development of
strategic goals for areas of research in science and technology. Foresight thus
occupies the space in which planning, future studies, technology assessment,
strategic deliberation and policy development overlap. It is not a matter of academic-
or consultancy-based forecasts of the future (though it has to take these into account
as necessary knowledge grounds).
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As can easily be seen, there are some similarities to the situation described above in
the field of nanotech: far-reaching visions and expectations, uncertainty of knowl-
edge, diverse positions of different actors and the aim at influencing agenda setting.
Obviously, there are also differences: usually, in foresight processes ethical reflection
is not part of the game whereas regional cooperation, creation of new networks,
mobilization and contributing to economic welfare by exploiting chances of new
technologies and of regional resources are major issues. The reason for bringing the
more philosophical issue of assessing and reflecting nanotech visions with respect to
epistemological and ethical questions with established foresight methodologies lies
in the common challenge of being confronted with the necessity to deal �rationally�
with highly uncertain future knowledge and the inseparably interwoven normative
elements of expectations, desires and fears often involved. Giving advice to the
scientific agenda, for example via contributing to the processes of defining issues and
priorities of the public funding of science and technology, following an open and
democratic debate, is, therefore, difficult to achieve.
In various foresight exercises, it has been a common experience that in order to

arrive at a workable view on the future in the respective field it is crucial to focus on a
concrete and tangible topic. Compared with this experience, it seems impossible to
apply a foresight exercise to such a broad and grand topic like nanotechnology.On the
contrary, more specific subtopics should be addressed such as the use of nanopar-
ticles in cosmetics, developments towards artificial life or opportunities or threats
concerning the equity of access to nanotech benefits. Then it is imaginable to set up a
foresight process which would

. include research and reflection parts as the vision assessment activities described
above;

. involve other societal groups (stakeholders, customers, policymakers, regulators,
business people, etc.);

. provide a balanced and ethically as well as epistemologically reflected view on the
respective part of the nanotech field which then could be used as a valuable input
for debates about science�s agenda in this field.

The task of such a foresight exercise would consist, first, of a �rationalization� of
diffuse future prospects in a double manner: rationalization concerning the episte-
mic contents as well as concerning the normative aspects involved. Second, the
resulting images of the future should be communicated to and debated with a
broader audience in society. In this way, there could be a success in transforming the
rather diffuse visionary prospects of nanotechnology into more specific scenarios in
specific areas, for instance of the human–machine interface.

8.6.4
Concomitant Ethical Reflection on Nanotechnology

Since the very beginning of ethical reflection in science and technology, therehas been
an ongoing discussion about an adequate relation in time between scientific–
technological advances and ethics. Ethics often seems to pant helplessly behind
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technical progress and to fall short of theoccasionally great expectations [88]. The rapid
pace of innovation in technicizationhas the effect that ethical deliberations often come
too late: when all of the relevant decisions have already been made, when it is long
since too late for shaping technology. Technological and scientific progress sets facts
which,normatively, canno longer be revised [74]: �It is a familiar clich�e that ethics does
not keep pace with technology� [38]. This �ethics last� model means that first there
have to be concrete technological developments, products and systems which then
could be reflected by ethics. Ethics in this perspective, could, at best, act as a repair
service for problems which are already on the table.
In contrast, the �ethics first� model postulates comprehensive ethical reflection

on possible impacts already in advance of technological developments. Ethics
actually can provide orientation in the early phases of innovation, for example
because future projections and visions emerging on the grounds of scientific and
technical advances may be subject to ethical inquiry. Because there are early ideas
available about the scientific and technical knowledge and capabilities as well as
about their societal impacts – risks as well as chances – long before market entry, it
is possible to reflect and discuss their normative implications. For example, Jonas
worked on ethical aspects of human cloning long before cloning technology was
available even in the field of animals. Obviously, ethical reflection in this model has
to deal with the situation that the knowledge about technology and its consequences
is uncertain and preliminary.
This does not necessarily mean that ethical deliberations have to be made for

absolutely every scientific or technical idea. The problems of a timely occupation with
new technologies appear most vividly in the diverse questions raised by the visions of
salvationandhorror as regardsnanotechnologyandhumanenhancement.What sense
is there in concerning oneself hypothetically with the ethical aspects of an extreme
lengtheningof thehumanlifespanorwithself-replicatingnanorobots [38]?The�ethics
first� perspective is exaggerated in these cases to such an extent that any relevance will
be lost.Most scientists are of the opinion that these are speculationswhich stemmuch
rather fromtherealmofsciencefiction than fromproblemanalysiswhich is tobe taken
seriously: �If discussions about the ethics and dangers of nanotechnology become
fixated on a worry that exists only in science fiction, we have a serious problem� [89].
We should not forget that ethical reflection binds resources and there should therefore
be certain evidence for the �validity� of these visions, if resources are to be invested
in them which could then be lacking elsewhere. Therefore, methods of assessing
visions of human enhancement are required which allow for an epistemological
investigation of the visions under consideration (see the sections above).
Ethical judgment in very early stages of development could provide orientation for

shaping the process of scientific advance and technological development (e.g., with
regard to questions of equity or of risks of misuse). In the course of the continuing
concretization of the possibilities for application of nanotechnologies, it is then
possible continuously to concretize the – at first abstract – estimations and orienta-
tions on the basis of newly acquired knowledge and finally to carry out an ethically
reflected technology assessment. In this way, ethical analysis is an ongoing process,
accompanying the scientific and technological advance.
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Due to nanotechnology�s and the converging technologies� early stage of devel-
opment, we have here a rare case of an advantageous opportunity: there is the
chance and also the time for concomitant reflection, as well as the opportunity to
integrate the results of reflection into scientific agenda and technology design and
thereby to contribute to the further development of science and technology [38]. In
view of the visionary nature of many the prospects in nanotechnology and of long
and longer spans of time within which the realization of certain milestones can be
expected, there is, in all probability, enough time to analyze the questions posed. In
general, it applies in this case that this reflective discussion should take place
already in the early phases of development, because then the greatest possibilities
for influencing the process of scientific development are given. The chances are
good that, in the field of nanotechnology, ethical reflection and the societal
discussion do not come too late, but can accompany scientific–technical progress
critically and can, in particular, help to influence science�s agenda by ethically
reflected advice.
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9
Outlook and Consequences
G€unter Schmid

�Nanotechnology could become the most influential force to take hold of the
technology industry since the rise of the Internet. Nanotechnology could increase
the speed of memory chips, remove pollution particles in water and air and find
cancer cells quicker. Nanotechnology could prove beyond our control and spell the
end of our very existence as human beings. Nanotechnology could alleviate world
hunger, clean the environment, cure cancer, guarantee biblical life spans or concoct
super weapons of untold horror . . . . Nanotechnology could spur economic develop-
ment through spin-offs of the research. Nanotechnology could harm the opportu-
nities of the poor in developing countries . . . . Nanotechnology could change the
world from the bottom up. Nanotechnology could become an instrument of terror-
ism. Nanotechnology could lead to the next industrial revolution . . . . Nanotechnolo-
gy could change everything.�
This only incompletely cited collection of meaningful as well as senseless pre-

dictions is listed in a brochure on �The Ethics and Politics of Nanotechnology� by
UNESCO published in 2006 [1]. It impressively demonstrates how the understand-
ing of nanotechnology depends from the observer�s individual opinion, the spread-
ing medium or from the different political trends. Depending on the respective
author�s personal attitude, hopes are raised or catastrophes are predicted.
In spite of the variations of the definition of nanotechnology (seeChapters 1 and 2),

from a scientific point of view, strictly observed in this and the other books in this
series, we must refrain from unserious promises, but also from scenarios drawing
the decline ofmankind. Both belong to thefield of sciencefiction and are not based on
scientificfindings. Indeed, there are enough scientifically substantiated factsmaking
nanotechnology one of the most influential technologies we have ever had, in
agreement with the very first of the UNESCO headlines cited above. This can be
followed from the few examples given in Sections 2.2.1–2.2.7 in Chapter 2, but even
more from the following volumes that deal with information technology, medicine,
energy and instrumentation on thenanoscale,making observations in the nanoworld
possible. Without entering science fiction fields, our present knowledge in na-
noscience allows the prognosis that nano-based data storage systems will offer
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capacities to store the whole of the world�s literature on a single chip and to construct
notebooks with the capacity of a computer center of today. Low-priced solar cells,
moldable accumulators of high capacities, highly efficient fuel cells and hydrogen
storage systems will become available. Last but not least, progress to be expected in
medical diagnosis and therapy will revolutionize health care, beginning with
enduringly working drug delivery systems, diagnostic potentials, improved by orders
of magnitude, up to individual cancer therapies, based on the personal genome of a
patient.
These few examples indeed demonstrate the innovative power of nanoscience

and -technology. On the other hand, we should not close our eyes to possible dangers
linked with the expansion of nanotechnology. From experiences in the past, for
instance in the cases of nuclear energy and genetically modified organisms, we
should avoid similar mistakes in the case of nanotechnology. Especially scientists
are asked to contribute to an objective discussion in public, free of ideologies and
pre-opinions.
An indispensable condition to discuss chances and risks of nanotechnology, free

from any prejudice, is a minimum knowledge about nanotechnology by the public.
This is not easy to achieve, due to the very complex nature of nanotechnology
extending from physics to the life sciences. Therefore, education processes have to
start as early as possible in primary and secondary schools, in colleges and universi-
ties. This is especially necessary in order to protect people fromwrong prophets, in a
positive as well as in a negative sense. There is no doubt that nanotechnology will
change our lives, but it depends on us what this change will look like.
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1
Pollution Prevention and Treatment Using Nanotechnology
Bernd Nowack

1.1
Introduction

Environmental nanotechnology is considered to play a key role in the shaping of
current environmental engineering and science. Looking at the nanoscale has
stimulated the development and use of novel and cost-effective technologies for
remediation, pollution detection, catalysis and others [1]. However, there is also a
wide debate about the safety of nanoparticles and their potential impact on environ-
ment and biota [2, 3], not only among scientists but also the public [4, 5]. Especially the
new field of nanotoxicology has received a lot of attention in recent years [6, 7].
Nanotechnology and the environment – is it therefore a Janus-faced relationship?
There is the huge hope that nanotechnological applications and productswill lead to a
cleaner and healthier environment [8]. Maintaining and re-improving the quality of
water, air and soil, so that the Earth will be able to support human and other life
sustainably, are one of the great challenges of our time. The scarcity of water, in terms
of both quantity and quality, poses a significant threat to the well-being of people,
especially in developing countries. Great hope is placed on the role that nanotech-
nology can play in providing clean water to these countries in an efficient and cheap
way [9]. On the other hand, the discussion about the potential adverse effects of
nanoparticles has increased steadily in recent years and is a top priority in agencies all
over the world [10, 11]. Figure 1.1 shows the hits for a search for �risk� related to
nanotechnology in theWeb of Science. Publications that deal in oneway or otherwith
�risk� have skyrocketed in the last few years since 2002.
The same properties that can be deleterious for the environment can be advanta-

geous for technical applications and are exploited for treatment and remediation.
Figure 1.2 shows a few examples of this Janus face of nanotechnology: engineered
particles with highmobility are needed for efficient groundwater remediation, but at
the same time this property will render a particle more difficult to remove during
water treatment. The toxicity of somenanoparticles can beused forwater disinfection
where killing ofmicroorganisms is intended,whereas the sameproperty is unwanted
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when nanoparticles eventually enter the environment. The catalytic activity of a
nanoparticle can be advantageous when used for the degradation of pollutants, but
can induce a toxic response when taken up by a cell. The high sorption capacity of
certain nanoparticles is exploited for the removal of organic and inorganic pollutants
while this property may also mobilize sequestered pollutants in the environment.
The engineering of nanoparticles that are easily taken up by cells will have a huge
impact on medicine and pharmacological research, but the dispersion of such
particles in the environment can lead to unwanted and unexpected effects. Also the

Figure 1.1 Hits in the Web of Science for the search terms
�(nanotechnol� OR nanopart� OR nanotub�) AND risk� for the
years 1990–2006.

Figure 1.2 The Janus face of nanotechnology.
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fact that many engineered nanoparticles are functionalized and therefore have a
different surface activity frompristine particles is pivotal formany applicationswhere
a tailored property is needed, but such particles may behave in a completely different
way fromstandard particles in the environment andmay, for example, bemuchmore
mobile or show an increased (or decreased, as the casemay be) toxicity. This short list
of properties exemplifies the fact that engineered nanoparticles or nanotechnological
applications make use of the same properties that are looked for by environmental
scientists.
This chapter will give a general overview of potential environmental applications of

nanotechnology and nanoparticles and will also give a short overview of the current
knowledge about possible risks for the environment.

1.2
More Efficient Resource and Energy Consumption

Pollution prevention by nanotechnology refers on the one hand to a reduction in the
use of raw materials, water or other resources and the elimination or reduction of
waste and on the other hand tomore efficient use of energy or involvement in energy
production [1]. The implementation of green chemistry principles for the production
of nanoparticles and for nanotechnological applications in standard chemical engi-
neering will lead to a great reduction in waste generation, less hazardous chemical
syntheses, improved catalysis andfinally an inherently safer chemistry [12].However,
there are very few data that actually show quantitatively that these claims are true and
that replacing traditionalmaterials with nanoparticles really does result in less energy
and materials consumption and that unwanted or unanticipated side effects do not
occur.
Nanomaterials can be substituted for conventional materials that require more

raw material, are more energy intensive to produce or are known to be environ-
mentally harmful [8]. Some new nanocatalysts can be used at much lower tem-
peratures than conventional catalysts and therefore require less energy input [13].
The capacity of nanocatalysts to function at room temperature opens the way for
broad applications of nanomaterials inmany consumer products. Another example
of how nanotechnology can reduce energy costs is nanomaterial coatings on ships,
which are expected to realize fuel savings on the order of $460 million per year for
commercial shipping in the USA [13]. Nanodiamonds are expected to increase
the life expectancy of automotive paints and therefore to reduce material costs
and expenditure [14]. Nanotechnology may also transform energy production and
storage by providing alternatives to current practices. One example is nanoparti-
culate catalysts for fossil fuels [15], which will lead to reduced emissions or better
energy efficiency, higher storage capacity for hydrogen [16, 17], biohydrogen
production [18] and more effective and cheaper solar cells or coatings on windows
that reduce heat loss [19]. Nanoparticles can increase the storage capacity of batteries
and rechargeable batteries [20–22] or are used in flat screens where they reduce the
amount of heavy metals [8].
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1.3
Pollution Detection and Sensing

Various nanostructured materials have been explored for their use in sensors for
the detection of different compounds [23]. An example is silver nanoparticle array
membranes that can be used as flow-through Raman scattering sensors for water
quality monitoring [24]. The particular properties of carbon nanotubes (CNTs)
make them very attractive for the fabrication of nanoscale chemical sensors and
especially for electrochemical sensors [25–28]. A majority of sensors described so
far use CNTs as a building block. Upon exposure to gases such as NO2, NH3 or O3,
the electrical resistance of CNTs changes dramatically, induced by charge transfer
with the gas molecules or due to physical adsorption [29, 30]. The possibility of a
bottom-up approach makes the fabrication compatible with silicon microfabrica-
tion processes [31]. The connection of CNTs with enzymes establishes a fast
electron transfer from the active site of the enzyme through the CNT to an elec-
trode, in many cases enhancing the electrochemical activity of the biomolecules
[27]. In order to take advantage of the properties of CNTs, they need to be properly
functionalized and immobilized. CNT sensors have been developed for glucose,
ethanol, sulfide and sequence-specific DNA analysis [27]. Trace analysis of organic
compounds, e.g. for the drug fluphenazine, has also been reported [32]. Nano-
immunomagnetic labeling using magnetic nanoparticles coated with antibodies
specific to a target bacteriumhave been shown to be useful for the rapid detection of
bacteria in complex matrices [33].

1.4
Water Treatment

Clean water is a requirement for all properly functioning societies worldwide, but is
often limited. New approaches are continually being examined to supplement tra-
ditional water treatment methods. These need to be lower in cost and more effective
than current techniques for the removal of contaminants from water. In this context
also nanotechnological approaches are considered. In this section the following
application areas will be covered: nanoparticles used as potent adsorbents, in some
cases combined with magnetic particles to ease particle separation; nanoparticles
used as catalysts for chemical or photochemical destruction of contaminants; nano-
sized zerovalent iron used for the removal of metals and organic compounds from
water; and nanofiltration membranes.

1.4.1
Adsorption of Pollutants

Sorbents are widely used in water treatment and purification to remove organic and
inorganic contaminants. Examples are activated carbon and ion-exchange resins.
The use of nanoparticles may have advantages over conventional materials due to
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themuch larger surface area of nanoparticles on amass basis. In addition, the unique
structure and electronic properties of some nanoparticles can make them especially
powerful adsorbents.Manymaterials have properties that are dependent on size [34].
Hematite particles with a diameter of 7 nm, for example, adsorbed Cu ions at lower
pH values than particles of 25 or 88 nm diameter, indicating the uniqueness of
surface reactivity for iron oxides particles with decreasing diameter [35]. However,
another study found that normalized to the surface area the nanoparticles had a lower
adsorption capacity than bulk TiO2 [36]. Several types of nanoparticles have been
investigated as adsorbents: metal-containing particles, mainly oxides, carbon nano-
tubes and fullerenes, organic nanomaterials and zeolites.
For the removal of metals and other inorganic ions, mainly nanosized metal

oxides [37, 38] but also natural nanosized clays [39] have been investigated. Also,
oxidized and hydroxylated CNTs are good adsorbers for metals. This has been found
for various metals such as Cu [40], Ni [41, 42], Cd [43, 44] and Pb [45, 46]. Adsorption
of organometallic compounds on pristine multi-walled CNTs was found to be
stronger than for carbon black [47].
Chemicallymodified nanomaterials have also attracted a lot of attention, especially

nanoporous materials dues to their exceptionally high surface area [48]. The particle
size of such materials is, however, not in the nano-range but normally 10–100mm.
Another option is to modify chemically the nanoparticle itself [49]. TiO2 functiona-
lized with ethylenediamine was, for example, tested for its ability to remove anionic
metals from groundwater [50].
CNTs have attracted a lot of attention as very powerful adsorbents for a wide variety

of organic compounds from water. Examples include dioxin [51], polynuclear
aromatic hydrocarbons (PAHs) [52–54], DDT and its metabolites [55], PBDEs [56],
chlorobenzenes and chlorophenols [57, 58], trihalomethanes [59, 60], bisphenol A
and nonylphenol [61], phthalate esters [62], dyes [63], pesticides (thiamethoxam,
imidacloprid and acetamiprid) [64] and herbicides such as sulfuron deriva-
tives [65, 66], atrazine [67] and dicamba [68]. Cross-linked nanoporous polymers
that have been copolymerized with functionalized CNTs have been demonstrated to
have a very high sorption capacity for a variety of organic compounds such as p-
nitrophenol and trichloroethylene [69]. It was found that purification (removal of
amorphous carbon) of the CNTs improved the adsorption [54]. The available
adsorption space was found to be the cylindrical external surface; neither the inner
cavity nor the inter-wall space of multi-walled CNT contributed to adsorption [70].
Unlike the case with fullerenes, no adsorption–desorption hysteresis was observed,
indicating reversible adsorption [70].
Fullerenes have also been tested for adsorption of organic compounds. Adsorption

depends to a great extent on the dispersion state of the C60 [71], which is virtually
insoluble in water [72]. Because C60 forms clusters in water, there are closed inter-
stitial spaces within the aggregates into which the compounds can diffuse, which
leads to significant adsorption–desorption hysteresis [70, 73]. Fullerenes are only
weak sorbents for awide variety of organic compounds (e.g. phenols, PAHs, amines),
whereas they are very efficient for the removal of organometallic compounds (e.g.
organolead) [74].
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An interesting application is oxide–CNTcomposites, which have been explored for
the removal of metals [75] and also of anions such as arsenate and fluoride [76, 77].
Specially designed polymers and dendrimers are exploited for their potential removal
of metals and organics [78, 79].

1.4.2
Magnetic Nanoparticles

Magnetic nanoparticles offer advantages over non-magnetic nanoparticles because
they can easily be separated from water using a magnetic field. Separation using
magnetic gradients, the so-called high magnetic gradient separation (HGMS), is a
processwidely used inmedicine and ore processing [80]. This technique allows one to
design processeswhere the particles not only remove compounds fromwater but also
can easily be removed again and then be recycled or regenerated. This approach has
been proposed with magnetite (Fe3O4), maghemite (g -Fe2O3) and jacobsite
(MnFe2O4) nanoparticles for removal of chromium(VI) from wastewater [81–83].
Water-soluble CNTs have been functionalized with magnetic iron nanoparticles for
removal of aromatic compounds from water and easy separation from water for
re-use [84].

1.4.3
Nanofiltration

Nanofiltrationmembranes (NFmembranes) are used inwater treatment for drinking
water production or wastewater treatment [85]. NFmembranes are pressure-driven
membranes with properties between those of reverse osmosis and ultrafiltration
membranes and have pore sizes between 0.2 and 4 nm. NF membranes have been
shown to remove turbidity, microorganisms and inorganic ions such as Ca and Na.
They are used for softening of groundwater (reduction in water hardness), for
removal of dissolved organic matter and trace pollutants from surface water, for
wastewater treatment (removal of organic and inorganic pollutants and organic
carbon) and for pretreatment in seawater desalination.
Carbon nanotubes have been arranged to form a hollow monolithic cylindrical

membrane [86], which was efficient for the removal of bacteria or hydrocarbons and
that can easily be regenerated by ultrasonication or autoclaving.

1.4.4
Degradation of Pollutants

The semiconductor TiO2 has been extensively studied for oxidative or reductive
removal of organic pollutants [49, 87]. Illumination promotes an electron to the
conduction band, leaving a hole in the valence band. This process produces a potent
reducing and oxidizing agent. In water, photo-oxidation occurs primarily through
hydroxyl radicals. Because TiO2 requires ultraviolet light for excitation, it has been
sensitized to visible light by dyes, through incorporation of transition metal ions [49]
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or by doping with nitrogen [88]. The degradation rate of several dyes by nanosized
TiO2 was found to be 1.6–20 times higher than for bulk TiO2 particles [89]. Several
types of compounds such as dyes [88, 90] and organic acids [91] have been shown to be
rapidly degraded. A special type of TiO2 photocatalysts are titania nanotubematerials,
which were shown to have superior activity [92, 93].

1.4.5
Zerovalent Iron

Laboratory research has established that nanoscale metallic iron is very effective in
destroying a wide variety of common contaminants such as chlorinated methanes,
brominatedmethanes, trihalomethanes, chlorinated ethenes, chlorinated benzenes,
other polychlorinated hydrocarbons, pesticides and dyes [94]. The basis for the
reaction is the corrosion of zerovalent iron in the environment:

2Fe0 þ 4Hþ þO2 ! 2Fe2þ þ 2H2O

Fe0 þ 2H2O! Fe2þ þH2 þ 2OH�

Contaminants such as tetrachloroethane can readily accept the electrons from iron
oxidation and be reduced to ethene:

C2Cl4 þ 4Fe0 þ 4Hþ !C2H4 þ 4Fe2þ þ 4Cl�

However, nanoscale zerovalent iron (nZVI) can reduce not only organic contami-
nants but also the inorganic anions nitrate, which is reduced to ammonia [95, 96],
perchlorate (plus chlorate or chlorite), which is reduced to chloride [97], selenate [98],
arsenate [99, 100], arsenite [101] and chromate [102, 103]. nZVI is also efficient in
removing dissolvedmetals fromsolution, e.g. Pb andNi [102, 104]. The reaction rates
for nZVI are at least 25–30 times faster and also the sorption capacity is much higher
compared with granular iron [105]. The metals are either reduced to zerovalent
metals or lower oxidation states, e.g. Cr(III), or are surface complexed with the iron
oxides that are formed during the reaction. Some metals can increase the dechlori-
nation rate of organics and also lead to more benign products, whereas other metals
decrease the reactivity [106].
The reaction rates for nZVI can be several orders of magnitude faster on a mass

basis than for granular ZVI [107]. Because the reactivity of ZVI towards lightly
chlorinated and brominated compounds is low and because the formation of a
passivating layer reduces the reactivity with time, many approaches have been
explored where the surface is doped with a catalyst (e.g. Pd, Pt, Cu, Ni) to reduce
the activation energy. The same approach has also been tested for nZVI. Surface-
normalized reaction rates for such materials were found to be up to 100 times faster
than for bulk ZVI [108–111].
The nanoscale iron particles can be produced either by a top-down approach (e.g.

milling of iron filings) or by direct chemical synthesis [105]. A common method for
synthesis of iron nanoparticles is by reduction of an aqueous ferric solution by
reducing agents such as sodium borohydride or sodium hypophosphite [49].
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Figure 1.3 Three approaches to application of ZVI for
groundwater remediation: (a) conventional reactive barrier using
granular ZVI; (b) injection of nZVI to form an immobile reaction
zone; (c) injection of mobile nZVI. Modified after [107].
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1.5
Soil and Groundwater Remediation

The use of nZVI for groundwater remediation represents the most widely inves-
tigated environmental nanotechnological technique. Granular ZVI in the form
of reactive barriers has been used for many years at numerous sites all over the
world for the remediation of organic and inorganic contaminants in groundwater
(see Figure 1.3a). With nZVI, two possible techniques are used: immobile nZVI is
injected to forma zone of ironparticles adsorbed on the aquifer solids (Figure 1.3b) or
mobile nZVI is injected to form a plume of reactive Fe particles that destroy any
organic contaminants that dissolve from aDNAPL (dense non-aqueous phase liquid)
source in the aquifer (Figure 1.3c). With this technique, the formation of a pollutant
plume is inhibited. The successful results of field demonstrations using nZVI have
been published, with reported reductions in TCEof up to 96%after injection of 1.7 kg
of nanoparticles into the groundwater [112]. A larger testwas conductedwhere 400 kg
of nZVI was injected and significant reductions in TCE soil concentration (>80%)
and dissolved concentrations (57–100%) were observed [113]. To date approximately
30 projects are under way in which nZVI is used for actual site remediation [105].
Whereas most research using nZVI has been devoted to groundwater, much less

has been published about soil remediation. These studies have mostly been done in
soil slurries and efficient removal of PAHs by nZVI has been reported [114, 115]. For

Figure 1.3 (continued)
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PCBs, a removal of only about 40%was attained, caused by the very strong adsorption
of PCBs to the soil matrix and limited transfer to the nZVI particles [116]. nZVI has
also been used to immobilize Cr(VI) in chromium ore processing residue [117].
Because the iron particles have a strong tendency to aggregate and adsorb on

surfaces of minerals, much effort has been directed towards methods to disperse the
particles in water and render themmobile. In one approach, water-soluble starchwas
used as a stabilizer [118], and in another, hydrophilic carbon or poly(acrylic acid)
delivery vehicleswere used [119].Modified cellulose, sodiumcarboxymethylcellulose
(CMC), was found to form highly dispersed nZVI [120] and also several polymers
have been tested and found to be very effective [121]. In this stabilized form the nZVI
was up to 17 times more reactive in degrading trichloroethene than non-stabilized
material. However, for other stabilizing agents a decrease in reactivity of up to 9- [121]
or 2–10-fold was observed [121]. To deliver the nZVI to the oil/water interface in the
case of DNAPL contamination, a copolymer was used to increase colloid stability and
at the same time increase phase transfer into the organic phase [122].

1.6
Environmental Risks

1.6.1
Behavior in the Environment

The use of nanoparticles in environmental applications will inevitably lead to the
release of nanoparticles into the environment. Assessing their risks in the envi-
ronment requires an understanding of their mobility, bioavailability, toxicity and
persistence. Whereas air-borne particles and inhalation of nanoparticles have
attracted a lot of attention [123], much less is known about the possible exposure
of aquatic and terrestrial life to nanoparticles in water and soils [2]. Nanoparticles
agglomerate rapidly into larger aggregates or are contained within other materials
(e.g. polymers). Cations, for example, are able to coagulate acid-treated CNTs with
critical coagulation concentrations of 37mM for Na, 0.2mM for Ca and 0.05mM for
trivalent metals (e.g. La3þ ) [124]. Aggregation of CNTs added as a suspension to
filtered pond water has been reported [125]. Sedimentation and therefore removal
fromwater can be expected under such conditions. The coagulation and interception
by surfaces also determine the fate of nanoparticles in porous media and rapid
removal has been observed in many, but not all, cases [126, 127]. However, a recent
study shows that humic and fulvic acids are able to solubilize CNTs under natural
conditions and that stable suspensions are obtained [128].
Most nanoparticles in technical applications are functionalized and therefore

studies using pristine nanoparticles may not be relevant for assessing the behavior
of the actually used particles. As mentioned above in Section 1.5 on groundwater
remediation, functionalization is often used to decrease agglomeration and therefore
increase mobility of particles. Very little is known to date about the influence of
functionalization on the behavior of nanoparticles in the environment.
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1.6.2
Ecotoxicology

A consistent body of evidence shows that nanosized particles can be taken up by a
wide variety of mammalian cell types, are able to cross the cell membrane and
become internalized [6, 7, 129–131]. The uptake of nanoparticles is size depen-
dent [132, 133]. Most of the toxicological studies have been carried out with
mammalian cells and therefore were carried out in a cell culturemedium containing
amixture of proteins and other biological compounds. In thismedium,nanoparticles
are coated with proteins and have a negative surface charge irrespective of the charge
of the pristine particles [132]. Results from such studies therefore cannot be directly
transferred to environmental conditions.
Ecotoxicological studies show that nanoparticles are also toxic to aquatic organ-

isms, both unicellular (e.g. bacteria or protozoa) and animals (e.g. daphnia or fish).
Whereas bulk TiO2 is considered to have no health effects on aquatic organisms, this
is clearly not the case for nanosized TiO2 [134]. This was found both for inorganic
nanoparticles such as TiO2 [134–136], CeO2 [137] and ZnO [136, 138] and for carbon-
containing particles such as fullerenes [139–143] and CNTs [144]. The observed
effects ranged from higher activity of certain stress-related genes, lipid peroxidation
and glutathione depletion and antibacterial activity (growth inhibition) for micro-
organisms to increasedmortality and reduced fertility at high particle concentrations.
Inorganic nanoparticular TiO2 had a toxic effect on bacteria and the presence of light
was a significant factor increasing the toxicity [136]. In copepods purified CNTs did
not show any effect whereas unpurified CNTs with all their byproducts increased
mortality [144]. Organisms are able to use a lipid coating of CNTs as a food source and
therefore alter the solubility and toxicity of the CNT in the organism [145].
Nanosized CeO2 particles were adsorbed on the cell wall of E. coli but the micro-

scopic methods were not sensitive enough to discern whether internalization had
taken place [137]. Nanosized ZnO was internalized by bacteria [138]. Nanoparticles
that damage bacterial cell walls have been found to be internalized, whereas those
without this activity were not taken up [146]. CNTs have been shown to be taken up by
a unicellular protozoan [125] and they induced a dose-dependent growth inhibition.
The CNTs were localized with the mitochondria of the cells.
These results from ecotoxicological studies show that certain nanoparticles will

have effects on organisms on the environment, at least at elevated concentrations.
The next step towards an assessment of the risks of nanoparticles in the environment
will therefore be to estimate the exposure to the different nanoparticles.

1.7
Conclusions

This chapter was intended to give an overview of the various aspects of nanotech-
nology and the environment, mainly looking at it from the side of applications rather
than from the risk side. It should have become clear that nanotechnology in general
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and nanoparticles in particular will have important impacts on various fields of
environmental technology and engineering. However, we should always keep in
mind that nanotechnology has a Janus face and that each positive and desired
property of nanomaterials could be problematic under certain conditions and pose a
risk to the environment. A careful weighing up of the opportunities and risks of
nanotechnology with respect to their effects on the environment is therefore needed.
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2
Photocatalytic Surfaces: Antipollution and Antimicrobial Effects
Norman S. Allen,Michele Edge, Joanne Verran, John Stratton, JulieMaltby, and Claire Bygott

2.1
Introduction to Photocatalysis: Titanium Dioxide Chemistry and Structure–Activity

For many years, titanium dioxide pigments have been used successfully for confer-
ring opacity and whiteness to a host of different materials. Their principal usage is in
applications such as paints, plastics, inks and paper, but they are also incorporated
into a diverse range of products, such as foods and pharmaceuticals. The fundamen-
tal properties of titaniumdioxide have given rise to its supreme position in thefield of
white pigments. In particular, its high refractive index permits the efficient scattering
of light. Its absorption of UV light has conferred durability on products. Its non-toxic
nature has meant that it can be widely used in almost any application without risk to
health and safety. However, the primary reason for its success is the ability to reflect
and refract or scatter light more efficiently than any other pigment, due to its high
refractive index in comparison with extenders, fillers and early pigments [1–5] (see
Table 2.1).
Titanium dioxide exists in three crystalline modifications, rutile, brookite and

anatase, all of which have been prepared synthetically. In each type, the titanium ion
coordinates with six oxygen atoms, which in turn are linked to three titanium atoms
and so on. Anatase (Figure 2.1) and rutile (Figure 2.2) are tetragonal whereas brookite
is orthorhombic. Brookite and anatase are unstable forms. Brookite is not economi-
cally significant since there is no abundant supply in nature.
Examination (Table 2.2) of the basic properties of the twomain crystal forms shows

differences in specific gravity, hardness, refractive index and relative tint strength.
The oil absorption of commercial anatase and rutile pigments also varies, in part due
to the different types of surface treatments applied to them.
Titanium dioxide has the highest average refractive index known. For anatase, it is

2.55 and for rutile it is 2.76. These high values account for the exceptional light
scattering ability of pigmentary titanium dioxide when dispersed in various media,
which in turns yields the high reflectance and hiding power associated with this
pigment. Although single-crystal titanium dioxide is transparent, as a finely divided
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powder it has a very high reflectance and it is intensely white because its high
reflectance is substantially uniform throughout the visible spectrum.Thiswhite color
is different in tone for the two crystal structures due to their different reflectance
curves across the visible and near-visible spectrum (Figure 2.3).
From examination of Figure 2.3, is evident that:

. Rutile TiO2 reflects the radiation slightly better that anatase and is therefore
brighter.

. The higher absorption of rutile at the very blue end of the visible spectrum and in
the UV region accounts for the yellower tone of rutile pigment. This higher UV

Table 2.1 Refractive index of TiO2 in comparison with extenders, filler and other pigments.

Material Refractive index

Rutile TiO2 2.76
Anatase TiO2 2.52
Lithopone 2.13
Zinc oxide 2.02
White lead 2.00
Calcium carbonate 1.57
China clay 1.56
Talc 1.50
Silica 1.48

Figure 2.1 Crystal structure of anatase.
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absorption also provides relatively better durability to a system as it reduces the
amount of energy available to degrade the binder.

Although the difference in refractive index gives rutile pigments up to 15%opacity
benefit over the anatase pigment, the bluer tone and lower hardness of anatase
pigments are beneficial in some applications, especially where low abrasivity may be
an issue. Where the highest possible optical efficiency (opacity) and durability are
required, rutile pigments are superior.
Refractive index varies with wavelength and for titanium dioxide the refractive

index is greater for shorter wavelengths (blue region) and lower for longer wave-
lengths (red region) of the visible spectrum.

Figure 2.2 Crystal structure of rutile.

Table 2.2 Typical properties of anatase and rutile polymorphs.

Property Anatase Rutile

Pigment form
Appearance Brilliant white powders
Density (g cm�3) 3.8–4.1 3.9–4.2
Refractive index 2.55 2.76
Oil absorption (1b/100b) 18–30 16–48
Tinting strength (Reynolds) 1200–1300 1650–1900

Crystal form
Density (g cm�3) 3.87 4.24
Hardness (Moh) 5–6 6–7

2.1 Introduction to Photocatalysis: Titanium Dioxide Chemistry and Structure–Activity j19



The performance of a pigment in a surface coating is significantly affected by the
interaction of the mediumwith the pigment surface. The consequences are felt at all
stages, but are particularly relevant for dispersion, shelf stability and exterior
durability. Treated TiO2 absorbs UV radiation and protects the polymer photochemi-
cally; untreated TiO2, however, is itself photocatalytic. Although it converts most of
the UV energy into heat, the remaining energy creates radicals, which accelerate the
breakdownof the polymer. Almost all titaniumdioxide used in plastics applications is
surface treated. Treatments are essentially the same, whether the base pigment is
produced by the chloride or the sulfate route. The level of photocatalytic activity may
be reduced by surface treatment of the base pigment with suitable inorganic
compounds [1]. The most common precipitates are oxyhydrates of aluminum and
silicon. Also used are oxides and oxyhydrates of zirconium, tin, zinc, cerium and
boron. The treatment functions by placing a physical barrier between the pigment
surface and the polymer matrix, blocking the active sites and minimizing degrada-
tion. The treatment may also aid and reduce the requirements of power and shear
when mixing. Many TiO2 pigments also have a final organic treatment, such as with
trimethylolpropane or pentaerythritol. Its primary function is to modify the interfa-
cial region between the hydrated inorganic oxide TiO2 particle surface and various
less polar organic polymers.
During the manufacturing process of TiO2, the pigment is formed as discrete

particles of around 0.2–0.4mm. The titanium dioxide manufacturers control
the operational variables to produce particles of a uniform size and distribution.
These 0.2–0.4mmparticles have been engineered tomaximize the scattering of light,
resulting in optimum brightness and opacity.
However, as soon as the particles are manufactured, they begin to combine into

aggregates, agglomerates and flocs. Aggregates are associations of pigment particles
that are fixed together along the crystal faces. Bonds between particles are strong
and cannot be broken by conventional grinding devices.Agglomerates are associations
of pigment particles and aggregates that are weakly bonded together. Flocs are

Figure 2.3 Reflectance of anatase and rutile pigments through the near-UV, visible and IR regions.
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associations of crystallites, aggregates and agglomerates joined across corners or
held together by short range attractive forces. These flocs disperse under moderate
shear (Figure 2.4).

Figure 2.4 Aggregates and agglomerates.
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Aggregates can only be broken into individual pigment particles with intensive
milling. One of the last manufacturing steps performed by the TiO2 manufacturer is
micronization and/or milling to dissociate as many aggregates as possible. Aggre-
gates will not reform unless the pigment is heated to over 500 �C. Agglomerates are
also broken up in the milling step. However, agglomerates will easily re-form during
packing, storage and transportation. The disruption of these inter-particle bonds is
generally understood to be the dispersion that needs to be performed by the TiO2

consumer.
It is possible to manipulate the TiO2 particle size to within a very narrow range

around a predetermined optimum. Generally, in paint applications this optimum is
approximately 0.2–0.3mm, as it is within this range that TiO2�s light scattering ability
is at its peak, which in turn maximizes the level of gloss finish.
TiO2 pigment particles are submicroscopic with size distributions narrower than

many so-called monodisperse particulates. Appropriately ground, pigment disper-
sions contain less than 5wt.% of particles smaller than 0.10mm and larger than
1.0mm. Optical effectiveness, that is, light scattering is controlled by the mass/
volume frequency of particles in the size range from 0.1 to 0.5mm. Gloss is
diminished by a relatively small mass/volume fraction of particle larger than about
0.5mm. Dispersibility and film fineness is degraded by a very small mass/volume
fraction of particles larger than about 5mm. Important optical properties such as
opacity, hiding power, brightness, tone, tinting strength and gloss are all dependent
upon the particle size and particle size distribution.
Pure titanium dioxide possesses by nature an internal crystal structure that yields

an innately high refractive index.When the particle size and particle size distribution
are to be optimized so as to contribute along with its high refractive index to a
maximum light scattering, conventional or pigmentary titanium dioxide is obtained. It
reflects all the wavelength of the visible light to the same degree, producing the effect
of whiteness to the human eye. All these attributes, together with its opacity, are
achieved for an optimal particle diameter which is approximately 0.2–0.4mm, that is,
in the order of half the wavelength of visible light. This fact can also be demonstrated
on the basics of Mie theory [6].
There exists, however, another type of titanium dioxide whose median crystal size

has been explicitly reduced up to 0.02mm. This is the so-called nanoparticles or
ultrafine TiO2 and will be the subject of this chapter.
The history of nanoparticle titanium dioxide dates back to the late 1970s when the

first patent on the preparation of thesematerials was issued in Japan. It is in principle
possible to obtain nanoparticle TiO2 by simple milling of the pigmentary TiO2 to a
finer particle [4]. However, the properties of the fine powders in terms of purity,
particle size distribution and particle shape remain highly unsatisfactory.
Several wet-chemical processes were developed during the 1980s by TiO2 pigment

manufacturers such as Ishihara, Tioxide andKemira. Thefirst part of the process, the
production of the nanoparticle base material, uses after-wash titanium hydroxylate
as the raw material. After subsequent process steps involving the decomposition of
the hydroxylate crystal structure and the reprecipitation of the TiO2, the product is
calcined to obtain oval-shapedparticleswith a desired primary crystal size andnarrow
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size distribution. The base crystals are coated in the after-treatment unit according to
the requirements of the end-use. One of the primary tasks of the after-treatment is to
ensure good dispersibility of extremely fine particles in the final application.
TiO2 nanoparticles are also routinely produced by the gas-to-particle conversion in

flame reactors because this method provides good control of particle size, particle
crystal structure and purity [4].
Typically, the crystal size of these products is about one-tenth of the size of

the normal pigmentary grade. Figure 2.5 shows typical transmission electron
micrographs for pigmentary and nanoparticulate titanium dioxide at the same
magnification.
Table 2.3 shows a comparison of some typical values of the physical properties of

nanoparticle and conventional titanium dioxide products.
The smaller crystal size influences various properties and leads to higher values for

the surface area and oil absorption. Lower values for specific gravity and bulk density
are also achieved. Otherwise, it has many of the properties of conventional TiO2

pigments: non-toxic, non-migratory, inert and stable at high temperatures.
The optical behavior of ultrafine TiO2 differs dramatically from that of conven-

tional TiO2 pigment. The optical properties of nanoparticle TiO2 are governed by the

Figure 2.5 Typical TEM images of pigmentary and nanoparticles.

Table 2.3 Typical properties of nanoparticle and conventional titanium dioxide.

Property Nanoparticle Pigmentary

Appearance White powder White powder
Crystal structure Anatase or rutile Anatase or rutile
Crystal size (mm) 0.005–0.05 0.15–0.3
Specific surface area (m2 g�1) 50–>300 15
Bulk density (gmL�1) 3.3 4.0
Oil absorption (g per 100 g) 30 16
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Rayleigh theory of light scattering. A simple interpretation of this theory is that
the shorter wavelengths of light are more efficiently scattered by very small particles.
The intensity of the scattered light is inversely proportional to the fourth power of the
wavelength. In practical terms, a reduction in the crystal size of a TiO2 product leads
to an optimum size of TiO2 of the order of 20–50 nmwhere the UVspectrum of light
(200–400 nm) is effectively scattered from the particles while the visible wavelengths
are transmitted through thematerial. Thematerial thus appears virtually transparent
to the naked eye. The behavior is demonstrated in Figure 2.6, which shows the
difference between pigmentary and nanoparticle TiO2.
The complete picture of the optical behavior of TiO2 becomes more complete by

recognizing that TiO2 is a semiconductor. TiO2 exhibits a characteristic energy gap
of 3.23 or 3.06 eV between the valence band and the conduction band for anatase
and rutile, respectively. Wavelengths shorter than 390 nm for anatase and 405 nm
for rutile – corresponding to higher energy than the threshold energy – will excite
electrons from the valence to the conduction band. Summarizing, titanium dioxide
exhibits various mechanisms on exposure to light depending on the wavelength and
the particle size: (see Table 2.4 andFigure 2.7). Electron–hole pairs are formed, giving
rise to various sensitization processes.
Based on the light scattering property described earlier, nanoparticle titanium

dioxide can be used to impart excellent UV protection. Compared with the available

Figure 2.6 Comparison of the optical behavior of ultrafine TiO2 and pigmentary TiO2.

Table 2.4 Optical behavior of pigmentary and nanoparticle TiO2 under visible and UV light.

Particle size Wavelength <400 nm Wavelength >400 nm

Pigmentary TiO2 Semiconductor absorption Scattering and reflection
(Mie scattering)

Nanoparticle TiO2 Semiconductor absorption
Scattering and reflection
(Raleigh�s theory)

Transmission of light
Particle diameter�wavelength
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UV absorbers, ultrafine TiO2 possesses effective UV filter properties over the entire
UV spectrum (UVC þ UVB þ AVA). For example, it is gaining wide acceptance for
use in sun creams. Nanoparticle TiO2, apart from its effective attenuating character-
istics, is extremely inert and, therefore, safe to use next to the skin [5]. Nanoparticle
TiO2 can also be used in clear plastic films to provideUVprotection to foodstuffs. UV
radiation from artificial lighting in a grocery store induces auto-oxidation in, e.g.,
meat and cheese, resulting in discoloration. In this regard it also exhibits antibacterial
behavior, which will be discussed later.
It is also possible to use ultrafine TiO2 as a light stabilizer in plastics to protect

the material itself from yellowing and to retard the deterioration of the mechanical
properties. A further example of the potential of nanoparticle TiO2 as a UV filter is
found in clear wood finishes. The original color of wood panels can be retained by a
clear lacquermadewith 0.5–4%nanoparticle TiO2 [7]. In addition to preventingwood
from darkening, ultrafine TiO2 also enhances its lifetime.
An exciting and increasing popular application of the optical properties of ultrafine

TiO2 is found in automotive coatings, where the ultrafine powder is used as an effect
pigment in combination with mica flakes to create the so-called titanium opalescent
effect. For UV protection applications and due to the intrinsic photoactivity of TiO2

pigments, mainly, nanoparticle surface-treated rutile pigments are used. Nanoparticle
anatase TiO2 finds applications in the field of photocatalysis.

Figure 2.7 Illustration of the major processes
occurring on a semiconductor particle following
electronic excitation. Electron –hole recombi-
nation can occur at the surface [reaction (a)]
or in the bulk [reaction (b)] of the semiconductor.
At the surface of the particle, photogenerated

electrons can reduce an electron acceptor A
[reaction (c)] and photogenerated holes can
oxidize an electro donor D [reaction (d)]. The
combination of reactions (c) and (d) represent the
semiconductor sensitization of general redox
reactions given later in the text.
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2.2
Applications

The field of heterogeneous photocatalysis is very diverse and involves many research
groups throughout the world. A number of research themes have emerged which
offer real potential for commercial developments and merit much greater research.
Figure 2.8 displays and summarizesmany of themajorfields inwhich TiO2 is used

as a photocatalyst, all related in a sense towards solving environmental issues.
For the purpose of this chapter, wewill just focus on our application studies of TiO2

for antibacterial, self-cleaning and depollution [atmospheric contaminants such as
volatile organic compounds (VOCs) and nitrogen oxides]. For example, in indoor
environments, most surfaces, e.g. ceramic tiles, window glass or paper, are gradually
covered with organic matter such as oils, dirt and smoke residue and become
fouled [8]. Transparent TiO2 coatings can be completely unobtrusive, causing no
readily discernible changes in the substrate color or transparency, but they can
decompose organic matter as it deposits. Thus, various types of surfaces with TiO2

can be covered to make them self-cleaning under sunlight as well as room light
(Figure 2.9). Thus, surfaces based on paints, ceramics, glass and cementitious
materials containing active photocatalytic titania nanoparticles have widespread
applications to create environmentally clean areas within their proximity.

2.3
Photocatalytic Chemistry

The overall catalytic performance of titanium dioxide particles has been found to be
dependent on a number of parameters, including preparation method, annealing
temperature, particle/crystal size, specific surface area, ratio between the anatase and
rutile crystal phases, light intensity and the substrate to be degraded [9]. Furthermore,
the electrons confined in the nanomaterial exhibit a different behavior to that in the

Figure 2.8 Major areas of activity in titanium dioxide photocatalysis.
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bulk materials. The properties of the electrons in small semiconductors should
be dependent on the crystallite size and the shape due to quantized motion of
the electron and hole in a confined space. This phenomenon is called the quantum
size effect. However, the quantization effect does not exist in amorphous phases [10].
As a result of the confinement, the bandgap increases and the band edges shift to
yield larger redox potentials. Hence the use of size-quantized semiconductor TiO2

particles may result in increased photoefficiencies [11].
However, other workers [12] reported that the photocatalytic activity increased

greatly and the blue shift was significant only at particle diameters less than 10 nm.
On the other hand, the small size effect can improve the photocatalytic activity of the
TiO2 due to the increasing specific surface area, which gives more reactive sites to
absorb pollutants. Meanwhile, the diffusion of the photoinduced electrons or holes
from bulk to surface becomes fast with a decrease in the particle size [13], which will
also lead to an enhancement of the photocatalytic activity. On the other hand, the
surface tension increases and causes a crystal lattice distortion with decreasing
particle size [14] and consequent change in the structure of the energy band.
The anatase TiO2 phase is more active than the rutile phase in photocatalysis. The

reason for the lower photocatalytic efficiencies in the rutile TiO2 phase is because the
recombinationof the electron-hole pair producedbyUV irradiation occursmore rapidly
on the surface of the rutile phase and the amounts of reactants and hydroxides attached
to the surface of the rutile phase are smaller than those of the anatase TiO2 phase [17].
However, according to other work, the decrease in the photocatalytic effect during the
transformation from the anatase to rutile TiO2 phase was not due to the change in the
crystalline structure, butmainly to changes in the specific surface area and porosity [16].
The photocatalytic processes on a titanium dioxide particle are displayed simply in
Figure2.10.Primarily followingphotoexcitation, anumberof surfaceprocesses can take
place providing activation and further reactions depending on the nature of the
environment in question. Holes can generate active hydroxyl radicals whereas active
oxygen species are generated through electron transfer processes. All exhibit high
activity that can react with surrounding organic and gaseous environments.

Figure 2.9 Schematic representation of the possible applications
of transparent TiO2 thin film photocatalyst in the indoor and
outdoor environments.
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Polymeric and organic coatings systems are commonly utilized by titania doping
for various applications. In outdoor applications all polymers degrade. The degrada-
tion rate depends on the environment (especially sunlight intensity, temperature and
humidity) and on the type of polymer. This so-called photo-oxidative degradation is
due to combined effects of photolysis and oxidative reactions. Sunlight photolytic
degradation and/or photo-oxidation can only occur when the polymer contains
chromophores which absorb wavelengths of the sunlight spectrum on Earth (>290
nm). These wavelengths have sufficient energy to cause a dissociative (cleavage)
processes resulting in degradation.
Chromophores that can absorb sunlight are:

. internal in-chain impurities such as hydroperoxides or carbonyls formed during
storage, processing or weathering;

. external impurities such as polymerization catalyst residues, additives (e.g. pig-
ments, dyes or antioxidants), pollutants from the atmosphere or metal traces
from processing equipment;

. parts of the molecular structure of the polymer, i.e. polyaromatics;

. charge-transfer complexes between oxygen and the polymer chain.

Photo-oxidative degradation is due to a radical-based auto-oxidative process
(Figure 2.11), which can be divided into four stages.
In the initiation step. free radicals are generated. During photo-oxidation these

radicals are formed due to a photolysis reaction of one of the chromophores
present. The propagation reactions are thermal reactions and these have been
studied in more detail. The rate of the reaction of oxygen with alkyl radicals is very
high and that is why the rate of the propagation is largely determined by the ease of
hydrogen atom abstraction in the second step of the propagation. The propagation
reaction is a repeating reaction; photochemically, hydroperoxides can decompose

Figure 2.10 Surface photocatalytic activity of titanium dioxide.
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Figure 2.11 Auto-oxidation mechanism for almost all polymers
(R¼polymer chain, H¼most labile hydrogen, X

r ¼ any radical,
ki¼ reaction rate).

homolytically into alkoxy and hydroxy radicals, which can initiate another propaga-
tion cycle [18, 19]. Termination reactions are bimolecular. In the presence of
sufficient air, which is normally the case for the long-term degradation of polymers,
only the reaction of two peroxy radicals has to be considered. Here the reaction
depends on the type of peroxy radical present. Aside from these processes, poly-
aromatics and heterochain polymers exhibit further complex reactions but for the
purposes of this chapter the main processes of concern are those induced by the
catalytic effect of the titanium dioxide.
The ability of pigments to catalyze the photo-oxidation of polymer systems has also

attracted significant attention in terms of their mechanistic behavior. In this regard,
much of the information originates from work carried out on TiO2 pigments in both
polymers and model systems [20–27]. To date their are three current mechanisms of
the photosensitized oxidation of polymers by TiO2 and, for that matter, other white
pigments such as ZnO:

1. The formation of an oxygen radical anion by electron transfer from photoexcited
TiO2 to molecular oxygen [20]. A recent modification of this scheme involves a
process of ion annihilation to form singlet oxygen, which then attacks any
unsaturation in the polymer [28].

TiO2 þO2 �!hn TiO2
þ r þO2

� rðIÞ

ðIÞ!TiO2 þ 1O2ðion annihilationÞ

ðIÞþH2O!TiO2 þHO
r þHO2

r
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2HO2
r !H2O2 þO2

RCH2 ¼ CHR0 þ 1O2 !RCH ¼ CHCHðOOHÞR0

2. Formation of reactive hydroxyl radicals by electron transfer from water catalyzed
by photoexcited TiO2 [29]. The Ti

3þ ions are reoxidized back to Ti4 þ ions to start
the cycle over again.

H2O �!ðTiO2Þhn
Hþ þ e0ðAquÞþ rOH

½Ti4þ �þ e0 ! ½Ti3þ �

½Ti3þ �þO2 !½Ti4þ �

3. Irradiation of TiO2 creates an exciton (p) which reacts with the surface hydroxyl
groups to form a hydroxyl radical [20]. Oxygen anions are also produced, which are
adsorbed on the surface of the pigment particle. They produce active perhydroxyl
radicals.

TiO2 �!hn e0 þ ðpÞ

OH
r þðpÞ!HO

r

Ti4þ þ e0 !Ti3þ

Ti3þ þ O2 !½Ti4þ � � �O2� �adsorbed

½Ti4þ � � �O2� �adsorbed þH2O!Ti4þ þHO
r þHO2

r

As mentioned previously, titanium dioxide particles are often coated with various
media. For example, to improve pigment dispersion and reduce photoactivity, the
surface of the pigment particles is coated with precipitated aluminosilicates. Zirco-
nates are also used in some instances whereas for other applications such as in nylon
polymers and fibers the anatase is coated with manganese silicates or phosphates.
Anatase will photosensitize the oxidation of a polymer, the effect being dependent on
the nature and density of the coating and increasing with pigment concentration.
Uncoated rutiles are also photosensitizers but again the effect is reduced and
proportional to the effectiveness of the coating. In this case, stabilization increases
with increasing coated rutile concentration. Thus, the surface characteristics of the
titania pigment are an important factor in controlling photoactivity. As discussed for
Figure 2.11, the surface is covered with hydroxyl groups of an amphoteric character
formed by the adsorption of water. These groups are more acidic in character on the
surface of anatase and less effectively bound than those on rutile. The surface carriers
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(excitons) therefore react more slowly with the hydroxyl groups in the case of rutile.
Infrared analysis has been used to characterize the different species on the particle
surfaces. At 3000–3700 cm�1 free and hydrogen-bonded OH groups can be detected
whereas in the region 1200–1700 cm�1 H�O�H bending and carbonates can be
seen.
Surfacemodifications of the TiO2 particles with inorganic hydratesmay reduce the

photochemical reactivity of titanium pigments. This can reduce the generation of
free radicals by physically inhibiting the diffusion of oxygen and preventing release
of free radicals. The often simultaneous chemical effects of surface modification
can involve provision of hole and electron recombination sites or hydroxyl radical
recombination sites. In addition to the latter effects, the surface treatment or coating,
as mentioned above, can improve other properties such as wetting and dispersion in
different media (water, solvent or polymer), to improve compatibility with the binder
and dispersion stability and color stability. The photosensitivity of titanium dioxide is
considered to arise from localized sites on the crystal surface and occupation of these
sites by surface treatments inhibits photo-reduction of the pigment by UV radiation
and hence the destructive oxidation of the binder is inhibited. Coatings containing
2–5wt.% of alumina or alumina and silica are satisfactory for general-purpose paints.
If greater resistance to weathering is desired, the pigments are coated more heavily
to about 7–10wt.%. The coating can consist of a combination of severalmaterials, e.g.
alumina, silica, zirconia, aluminum phosphates or other metals. For example, the
presence of hydrous alumina particles lowers van derWaals forces between pigment
particles by several orders of magnitude, decreasing particle–particle attractions.
Hydrous aluminum oxide phases appear to improve dispersibility more effectively
than most of the other hydroxides and oxides. Coated and surface-treated nanopar-
ticles of titania also have commercial uses in, for example, enhanced stabilization of
polymers and coatings [7].
During the weathering of commercial polymers containing white pigments

such as titania, oxidation occurs at the surface layers of thematerial, which eventually
erode away, leaving the pigment particles exposed. This phenomenon is commonly
referred to as �chalking� and has been confirmed by scanning electron microscopy.
Methods of assessing pigment photoactivities have attractedmuch interest fromboth
scientific and technological points of view. Artifical and natural weathering studies
are tedious and very time consuming. Consequently, numerousmodel systems have
beendeveloped to assess their photochemical activities rapidly.Most of these systems
undergo photocatalytic reactions to give products which are easily determined,
usually by UV absorption spectroscopy, HPLC, GC, microwave spectroscopy, etc.

2.4
Photoactivity Tests for 2-Propanol Oxidation and Hydroxyl Content

These are specific tests to ascertain titanium dioxide photoactivity. The various types
and grades of titania discussed in this chapter are listed in Table 2.5. The oxidation of
2-propanol to yield acetone is a specific methodology and this has been related to
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oxygen consumption during irradiation of the medium in the presence of the titania
particles [30]. The hydroxyl content relates to the concentration of hydroxyl func-
tionalities present on the pigment particles and is often related to activity [31]. The
data for both tests are compared in Figure 2.12. There are a number of correlations
and trends within the data. First, all the nanoparticle grades exhibit higher photo-
activities than the pigmentary grades. Thus, for oxygen consumption the anatase A is
more active than the rutile types B and D, the last being the least active and most

Table 2.5 Properties of pigmentary and nanoparticulate titanias.

Sample
BET surface
area (m2 g�1)

Particle
size

Surface
treatment

% Surface
treatments

A anatase normal 10.1 0.24mm None
B rutile normal 6.5 0.28mm Al 1
C rutile normal 12.5 0.25mm Al 2.8
D rutile normal 12.5 0.29mm Al 3.4
E nano anatase 44.4 20–30nm None
F nano anatase 77.9 15–25nm None
G nano anatase 329.1 5–10 nm None
H nano anatase 52.1 70 nm Hydroxyapatite 5
I nano rutile 140.9 25 nm None
J nano rutile 73.0 40 nm Al, Zr 13
K nano anatase 190.0 6–10 nm Al, Si, P 20
L nano rutile 73.0 30–50nm Al, Zr 13
M nano anatase 239.0 71 nm Al, Si, P 12
N nano anatase 190.0 92 nm Al, Si, P 20
O rutile normal 12.5 250 nm Al, Si, P 3.5

Figure 2.12 Comparison of hydroxyl content and oxygen
consumption rates for 2-propanol oxidation with pigmentary and
nanoparticle titanium dioxide.
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durable pigment. Second, of the nanoparticles the rutile grade I is the most active in
both tests. The three anatase grades E, F and G exhibit increasing activity with
hydroxyl content whereas for oxygen consumption F is the greater. It is nevertheless
clear from the data that nanoparticulates are significantly more active.
Environmental issues play an important role in the applications of titania

fillers. These include the use of their photocatalytic behavior in the development
of self-cleaning surfaces for buildings, i.e. antisoiling and antifungal growth and
VOC/NOx reduction (emissions). The latter can cause lung damage by lowering
resistance to diseases such as influenza and pneumonia whereas in combination
with VOCs it produces smog and contributes to acid rain, causing damage to
buildings. From a commercial point of view, such benefits have enormous implica-
tions. Japanese scientists [32] have been actively exploiting the development of a
variety of materials and a number of European ventures have followed suit, most
notably in Italy, with Global Engineering and Millennium Chemicals as examples,
and the European-funded PICADA Consortium [33]. Here, developments range
from self-cleaning and depolluting surfaces and facades based on nano-titania
activated coatings and cementitious materials. These applications include antisoil-
ing, depollution of VOCs andNOx contaminants and antifungal/microbial activities.
Numerous reports have appeared in newspapers and magazine articles highlighting
such applications, e.g. self-cleaning paving and building blocks and facades that can
also depollute the surrounding atmosphere, internal coatings and paints for saniti-
zation and elimination of MRSA and also, for example, clothes and textiles that
supposedly never need cleaning (although in many cases this is undoubtedly an
exaggeration and was promoted for public awareness of the potential). The cements
are normally loaded up to 3% w/w for optimum activation and cost efficiency.

2.5
Self-Cleaning Effects: Paints/Cementitious Materials

The relative photoactivities of the nanoparticles and pigments may be compared by
measuring their influence in the first instance, on the durability for example, of an
18% w/w PVC-based alkyd paint matrix. Mass loss and gloss loss are the two
industrial parameters often used and the former is compared in Figure 2.13 for
the range of pigments and nanoparticles given here. These results clearly show that
photoactivity is divided into two main trends. For mass loss, all four nanoparticle
anatase pigments are the most photoactive. The rutile pigments B and D and the
anatase pigment A exhibit similar activity to that of the nanoparticle rutile grade I.
In terms of self-cleaning, this can be described in a number of formats. For

cementitiousmaterials this would imply a surfacewhich under light activationwould
have the ability continuously to destroy or �burn off� by oxidation the surface dirt
layers, whether they be carbonaceous, oil or soil. This can be clearly seen visually in
some of the commercial trials undertaken by Millennium Chemicals in tunnels in
Italy (in conjunction with Global Engineering, Milan). The photocatalytic activity of
Eco-cements can be measured by, for example, determining the fading rate of an
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impregnated dye such as Rhodamine B. This is illustrated in Figure 2.14, where over
a given period of light exposure the cement with photocatalyst exhibits a rapid dye
fade compared with the undoped material. In reality, this is further illustrated by the
photographs of real trials in Milan (shown in Figure 2.15), where the photocatalytic
cement remains clean after a period of use compared with that for undoped cement.
For paints and coatings, the idea is to limit the oxidation and chalking of the paint

film to the very near surface layers such that over timewithweathering rainwater will

Figure 2.13 Weight loss (mgper 100 cm2) of PVCalkyd paint films
during irradiation in an Atlas Weatherometer containing
equivalent amounts of titania pigments.

Figure 2.14 Fading rate of Rhodamine B dye impregnated into
concrete with and without titania photocatalyst.
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wash the top layer, leaving an underlying clean, fresh surface. The other is like the
cementitious materials the surface deposits are oxidized or �burnt off� leaving the
surface layer clean. In the former case it is important that the coating exhibits high
durability for a reasonably cost-effective stable system. Also, the paints chosen must
be stable to flocculation and viscosity changes, cure or dry at ambient temperature
and ideally be water based to avoid further environmental problems. Most polymers
are carbon based and are unlikely to be photo-resistant, but water-based acrylic latex
paints have been evaluated. In the first instance four types of acrylic water-based
paints were evaluated in terms of relative stability toward photoactive nanoparticles.
Here a special sol–gel grade of anatase was prepared in the laboratory with no post-
firing. Particles of varying sizes were also prepared via this route. The relative paint
stabilities with and without the anatase sol particles (10–20 nm) at 5% w/w after 567
hours of weathering are shown in Table 2.6. Of these paint formulations, only the
polysiloxane BS45 (Wacker) proved to be resistant to the photocatalytic effects of the
titania particles. The styrene–acrylic, poly(vinyl acetate) and acrylic copolymers all
showed high degrees of chalking (weight loss).

Figure 2.15 Cementitious materials with and without
photocatalyst in a motorway tunnel in Italy after 3 months of
exposure.

Table 2.6 Weight loss for paints after 567 h of Atlas exposure:
various polymers plus 5% anatase sol particles, 10–20 nm.

Paint composition Weight loss (%)

Styrene acrylic 12.2
Styrene acrylicþ anatase sol 97.3
PVA copolymer 11.4
PVA copolymerþ anatase sol 97.9
Acrylic copolymer 7.4
Acrylic copolymerþ anatase sol 101.0
Polysiloxane BS45 23.3
Polysiloxane BS45þ anatase sol 13.6
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From the point of view of surface cleaning, paint films can also be impregnated
(like cement) with dyes and fading ratesmeasured. Aside from organic-based paints,
a number of inorganic paints are commercially available, a number made from
complex alkali metal silicates. Because of their inorganic nature, they tend to be
significantly light stable. An example of the self-cleaning effect of a typical silicate-
based paint is demonstrated by the fading data onmethylene blue dye in Figure 2.16.
It is seen that photobleaching of the dye occurs more rapidly in film with photo-
catalyst than an undyed (undoped) film and that this increases with increasing
concentration of PC105 nanoparticles.
Another method used potentially to enhance the durability of a substrate while

simultaneously controlling photocatalytic activity is to dope the paints with mixtures
of durable and catalytically active grades of titanium dioxide. In this regard, mixtures
of pigmentary rutile O and nanoparticle anatase F pigments appear to provide one
interesting illustration option, with the former inducing some level of base stability
while the presence of the latter gives rise to surface activity. Figures 2.17 and 2.18
illustrate this effect for a siliconized polyester coating exposed in a QUV weathe-
rometer for gloss and mass loss, respectively. Gloss loss is seen to be gradually
reduced with time the effect increasing with increasing loading of anatase nanopar-
ticle F. Mass loss is also seen to increase gradually with increasing levels of the same
nanoparticle. In this case, it is evident that only low levels of shedding/chalking
occur with time such that the paint film retains some level of durability except for
the very near surface layer.

Figure 2.16 Change in color difference factor L� with exposure
time for methylene blue-impregnated silicate paint films with
increasing nanoparticle titanium dioxide PC105.
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Figure 2.18 Mass loss versus irradiation time in a QUV
weatherometer for a DSM siliconized polyester resin with 20%
w/w rutile pigmentO plus increasing levels of 5, 10, 15, 20, 25, 30
and 35% w/w of nanoparticle anatase F.

Figure 2.17 Gloss loss versus irradiation time in a QUV
weatherometer for a DSM siliconized polyester resin with 20%
w/w rutile pigmentO plus increasing levels of 5, 10, 15, 20, 25, 30
and 35% w/w of nanoparticle anatase F.
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Table 2.7 Weight loss for Lumiflonpaint pigmentedwithRCL-696/
nano-TiO2 after 546 h of Atlas exposure.

Nano-TiO2 Pigmentary TiO2 Weight loss (%)

10wt.% PC500 RCL-696 19.0
20wt.% PC500 RCL-696 66.5
10wt.% PC105 RCL-696 31.0
20wt.% PC105 RCL-696 62.8
10wt.% PC50 RCL-696 30.4
20wt.% PC50 RCL-696 39.0
10wt.% Showa Denko RCL-696 77.0
20wt.% Showa Denko RCL-696 105.4
10wt.% AT1 RCL-696 16.6
20wt.% AT1 RCL-696 43.2
20wt.% PC500 None 97.6
20wt.% PC105 None 128.7
20wt.% PC50 None 121.4
20wt.% Showa Denko None 146.8
20wt.% AT1 None 138.7
None RCL-696 4.7
Clear resin blank None 5.4

A similar but perhaps more extreme effect is shown in Table 2.7 for a Lumiflon
fluorinated acrylic paintfilm. At 10 and 20% concentrations of the nanoparticlesG, F,
E and H, chalking is fairly high, whereas the pigmentary rutile O at 20% w/w only
gives a 4.7 mass loss value. The pigmentary uncoated anatase A is also an option,
giving high levels of chalking at 10 and 20% w/w. Thus, control of pigment type and
particle size in addition to their concentrations is a critical area of development for
effective self-cleanable paint surfaces, the effect varying also with the paint formula-
tion. In this regard, coatings could effectively be developed to suit a particular type of
environment.

2.5.1
Antibacterial Effect

The ability of the nanoparticles to destroy bacteria and fungi has also been actively
pursued and some data from our laboratories are demonstrated. The type of
photocatalytic medium, nanoparticle and bacteria/fungi all play an intimate key
role in performance. There are a number of tests one can apply [34–36], the simplest
evaluation being the typical zone of inhibition on agar plates where the growth of
bacteria is measured around a paint film. Staphylococcus aureus growth is shown on
agar plates in Figure 2.19 for typical silicate paint films with and without PC105
nanoparticles. On the right-hand picture plate a clear zone of inhibition is seen to
develop compared with that for the undoped film.
Similar tests have also been undertaken in our laboratories on titanium dioxide

powders. Here E. coli were used where their destruction (measured in terms of
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colony-forming units) after irradiation with UV light in the presence of the titania
particles is plotted against irradiation time. A study on the range of titania powders
showed (Figure 2.20) that there was an inverse relationship between antibacterial
activity and particle size: for the pigment powders, pigment E >H>F >G¼A, with a

Figure 2.19 A typical antibacterial evaluation on an agar plate
medium for Eco-paint films with and without nanoparticulate
photocatalyst titania.

Figure 2.20 Photocatalytic bactericidal effect of pigments A, B, E,
F, G andHpowders and C (colloid) at 0.01% in stirred conditions,
using unwashed cell suspensions.
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sol–gel colloid dispersion C and Degussa P25 having the greatest effects. However,
the experimental conditions used provided some confounding factors which re-
quired clarification in order to identify the best experimental method and the most
effective pigments in terms of antibacterial activity, as mentioned previously. Here
the particles were dispersed in a Calgon medium and this evidently reduced activity
on the plate.
In general, the antimicrobial effect increased with increasing concentration of

nanoparticles (Figure 2.21) up to 0.04%. In the absence of any dispersion effect, the
activity of the nanoparticle Ewas comparable to that of theDegussa P25, followed by F
and G and with little difference between A, H and D and the mercury lamp control
(Figure 2.22). Similar results were observed at 0.02% in our work. For the nanopig-
ments E, F and G, a further enhanced effect was noted at 0.1%, but the effect of P25
was reduced.
The enhanced activity of C over its derivative pigment Gwas lost when Cwas dried

and ground (Figure 2.23). This finding demonstrates that the drying process has a

Figure 2.21 Effect of concentration of pigment F on photocatalytic bactericidal effect.
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marked effect on activity, due to a decrease in surface area during aggregation and to a
decrease in dispersion stability in water.
Pigment E has the most reactive surface because it has fewer defects, which

increases the efficiency of the photogenerated radicals form our microwave analy-
sis [33]. Thus pigments calcined at higher temperatures (E >F >G) have better
crystallinity and therefore higher antibacterial activities.
The UV light itself has little effect on the bacteria; the pigmentary grade of anatase

A has a small effect whereas the nanoparticle G has a somewhat greater effect.
However, themost interesting feature of these data is the very high destructive effect
of the mixed phase nanoparticle grade made by Degussa (P25). This nanoparticle
grade of titania is well established is the literature in terms of its high photoactiv-
ity [32]. In this work, a grade of nanoparticle anatase Gwas prepared in the laboratory
whereby the particles were seeded form solution and then dried but not subsequently
oven fired. This so-called washed form of titania is seen in the data to be higher in
activity than that of the Degussa material. This effect is currently being investigated
further in terms of hydroxyl content and hydrogen peroxide generation.
The overall effect of activity will depend on whether more TiO2 is activated as a

consequence of increased surface area or whether less TiO2 is activated because less
light passes through the suspension due to light scattering. Larger aggregates of
particles sediment in a liquid system and an increased concentration of pigments

Figure 2.22 Photocatalytic bactericidal effect of pigments A, B D,
E, F, G and H at 0.01%, using washed cell suspensions.
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shows less of an antimicrobial effect since less light passes through the suspension if
the cell–particle mixture is not stirred. Conversely, Calgon milled pigments, which
are nanometer sized, also scatter light significantly at high concentrations and
decrease activity (optimum loading 0.01%), hence the optimum activity is presented
by nanoparticle powder aggregates in this work. The most important aspect to
consider in terms of antibacterial inactivation is the relative sizes of the titanium
particles/aggregates and the bacterial cell. E. colimeasures approximately 1� 3mm; a
benzene molecule is 0.00043mm. The porosity of the pigment has no bearing on the
antimicrobial effect, whereas the chemical pollutant can diffuse into the porous
particle structure. Thus, the higher surface area of pigment G did not enhance any
antibacterial effect. It has been verified using a disc centrifuge in our study that the
three nanoparticulate powder pigments E, F and G were aggregated into 0.7mm
particles. In this case, they would all offer comparable active areas to bacteria. Only
the inherent ability of the pigments to generate radicals will affect antibacterial
activity. Hence the process ismore sensitive to structure (crystallinity) than to texture
(surface area) and follows a clear inverse relationship with particle surface area.

2.5.2
Depollution: NOx/VOC Removal

The ability of photocatalytic surfaces to depollute the surrounding atmosphere
with a certain radius has been well documented recently in the literature [32, 33, 36].

Figure 2.23 Photocatalytic bactericidal effect for C colloid
suspension, C dried and milled and pigment G powder
(unstirred).
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Japanese scientists have been particularly prolific in this area for some time now. In
this part of the research work it was important to be able to develop coatings and
cementitiousmaterials that removeNOx, SO2, VOCs and potentially ozone especially
in areas where such contamination is likely to be above recommended standards.
Examples include motorway tunnels, underground car parks, busy highways,
chemical factories and city dwellings such as schools. A pictorial representation of
the key mechanistic features of the depolluting paint coatings is illustrated in
Figure 2.24.
The materials should in this regard be durable and show little or no loss in activity

with aging, in addition to having the ability to inactivate nitric acid reaction products.
Also, as above it should be self-cleaning. The coatingmay also, in some cases, need to
be translucent so that existing coatings or stonework can be over-coated without
any change in appearance. To some extent the coating must be photo-resistant to
the effects of the nano-TiO2 and would probably need to be porous to allow contact
between the TiO2 surface and the gaseous pollutants. Nano-TiO2 is an excellent
scatterer of light and if the coating is porous this further increases light scatter.
Some potential problems in the design of such coatings have been circumvented in
our laboratories, such as poor adhesion and poor durability. Also, the nitric acid
formed in the reaction could damage the substrate or poison the catalytic reaction.
A suitable test method was developed to measure the efficacy of the coatings studied
via a �Signal� detection system (Figure 2.25).
In the diagram shown, test films of paint are irradiated in a cell through which a

standard flow rate of nitrogen is passed with a set concentration of NOx gases. NOx

Figure 2.24 Depollution scheme for photocatalytic paints and surfaces.
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levels are measured via a chemiluminescence detector system before and after
irradiation to give a measure of depollution.
Commercial dry nano-TiO2 products with a range of particle size and surface

area were developed with surface areas ranging from 20 to 300m2 g�1 for evaluation
as indicated in Table 2.5. In addition to these, colloidal sol–gel particle media were
also developed for easy dispersion. Even with the smallest crystallite size it is difficult
to eliminate light scattering at levels above 5% at conventional coatings thickness
(25mm) due to aggregation. With special non-dried sol–gel nano-TiO2 there is
less light scattering because of reduced particle aggregation. It appeared that the
coatings had to be porous before there was a significant activity towards gaseous
reductions such as NOx.
From the data in Figures 2.26 and 2.27, the efficacy of NOx removal increases

significantly with both an increase in particle surface area and concentration of
nanoparticle titania (anatase) in a polysiloxane paint substrate. Porosity can also be
introduced by usingmaterials other than TiO2 itself. Nanoparticle calcium carbonate
offered the possibility of high translucency and the ability to react with nitric acid.
The results are confirmed in Figure 2.28, where it is seen that the NOx is reduced

Figure 2.25 Schematic diagram of NOx gas detection system for irradiated photocatalytic surfaces.

Figure 2.26 Percentage concentration ofNOx removed versus the
surface area of anatase sol–gel particles at 5% w/w in a
polysiloxane Wacker BS 45 paint system.
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not only with increasing titania doping but also with increasing levels of calcium
carbonate addition.
The most interesting feature of the results however, is the influence of titania

and calcium carbonate loading on the extent of degradation of the polysiloxane paint
films as measured by percentage weight loss. The data in Figure 2.29 show that in
the absence of calcium carbonate the extent of degradation is low, as indicated
above, whereas in its presence the rate of degradation increases with concentration
from2.5 to 5.0%w/w. At 10%w/w of titania the extent of degradation is significant in
the presence of the calcium carbonate. In this case the access of both moisture and
oxygen through the film matrix will be enhanced. Film translucency also decreases
with increasing loadings of titania and calcium carbonate particles, as shown by the
data on contrast ratio in Figure 2.30.
Measurements on NOx reductions have also been obtained in terms of NO and

NO2 gases, where it is seen that the rate of NOx destruction is clearly greater in the
presence of the nanoparticles alone whereas the paint matrix gives rise to a barrier
effect, as might be expected (Table 2.8, Figure 2.31). Nevertheless, the efficacy of the
paint films in destroying theNOx gases is high. The durability of a paint film in terms
of NOx reduction is also important and this is illustrated by the plot in Figure 2.32 for
a typical Eco-silicate paint system. Here the percentage reduction in NOx ability is
reduced by only about 10% and thereafter stabilizes after 12 months.

Figure 2.27 Percentage concentration ofNOx removed versus the
concentration of anatase sol–gel particles (10–20 nm) at 5% w/w
in a polysiloxane Wacker BS 45 paint system.

Figure 2.28 Percentage NOx reduction versus volume of titania
(anatase 10–20 nm) for a polysiloxane BS 45 paint substrate with
0, 2.5 and 5.0% w/w of nanoparticle calcium carbonate.
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Figure 2.29 Percentage weight loss versus exposure time in an
Atlas Ci65 weatherometer for polysiloxane paint films (BS 45)
containing different ratios of nanoparticle anatase (10–20 nm)
sol–gel titania (5/7.5/10) to calcium carbonate (0/2.5/10)
particles.

Figure 2.30 Translucency (contrast ratio) for BS 45 paint films
with volume addition of sol–gel anatase titania (10–20 nm)
particles versus calcium carbonate addition.

Table 2.8 NOx reduction comparisons for polysiloxane latex with
and without titania sol–gel and sol–gel alone using steady-state
signal detection apparatus.

Composition
NOx reduction (%)

NOx reduction
(mgm�2 s�1)

NO NO2 NO NO2

BS45 latex 0 0 0 0
BS45 latexþ 5% sol 84.9 9.3 0.060 0.055
Sol 84.9 55.8 0.320 0.409
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Another important factor is irradiation power or light flux density. Optimum
power appears to be achieved at 0.6mWcm�2 of film, as shown in Figure 2.32.
The effectiveness of the Eco-paint and cemetitious materials in terms of

depollution in surrounding areas is also important and effectively demonstrated
by the tunnel experiment in Figure 2.33. Here one wall is effectively coated with a
titania-doped cement whereas the other is undoped. NOx measurements under
stedy-state irradiation show significantly less ppb concentrations for the titania-
doped left wall under both actual conditions and also via mathematical modeling
experiments. With the same experiment using the Eco-cement coating, VOC
reductions can also be measured in relation to the air velocity. The data in
Figure 2.34 shows that as the air velocity is reduced so the VOC concentrations
are effectively reduced. The benzene being unsubstituted is more difficult to
decompose photocatalytically and therefore requires a slower abatement air speed
for effective decomposition. The greater the degree of alkyl group substitution, the
more effective and easier is the decomposition rate. Alkyl groups are more easily
oxidized than benzene rings.

Figure 2.31 Plot of reduction of NOx versus exposure time.

Figure 2.32 Reduction in NOx with UV radiation intensity for a typical Eco-silicate paint film.
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2.6
Conclusions

Photo-oxidation studies on paint films show a clear demarcation between nanoparticle
and pigmentary grade titanium dioxide, with the former being more active. Model
system studies based on 2-propanol oxidation and hydroxyl analysis go some way to
predictingpigmentactivitiesbutprecisecorrelationsdonotalwaysexist intherealworld.
The use of nanoparticle anatase in conjunction with pigmentary rutile grades

is also a viable option for the development of self-cleaning paint surfaces. For

Figure 2.33 NOx concentrations around a tunnel wall with and
without photocatalytic titanium dioxide doping for a cementitious
facade. NOx mean concentrations (ppb) per sector with TiO2

(period A) and without TiO2 (period B) for the right wall.

Figure 2.34 Steady-state concentration of aromatics in the vicinity
of an Eco-cement wall coating with a change in surrounding air
velocity.
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antibacterial surfaces nanoparticles are effective, whereas pigmentary grades are
ineffective. Highly effective photocatalytic grades of nanoparticles can also be
prepared through control of the preparation and subsequent drying operations.
The antibacterial activity of the nanoparticle pigments was inversely proportional

to particle size and relates to their intrinsic ability to generate active carriers giving
rise to active surface species. Pigments calcined at higher temperatures, consequent-
ly with fewer structural defects, aremore active, because defects act as recombination
centers for the electrons and holes. Hence the antibacterial efficiency of TiO2 is not
determined by surface area but by the ability to generate active carriers, resulting
eventually in the formation of effective chemical species such as peroxides (hydrogen
peroxide). This is not surprising because of the size of bacteria relative to the
pigments: the majority of the surface area offered by a pigment is sterically
unavailable to the bacterial cells. In terms of future building developments, especially
in the medical world, this would offer significant advantages for eliminating the
potential of MRSA.
The paint coatings are also active to NOx and VOCs, particularly once UV

irradiated, with high levels of TiO2 and CaCO3 enhancing activity. This effect is
associated with increased porosity of the paint system induced by both the titania
and calcium carbonate particles. Unfortunately, higher levels of TiO2 and CaCO3

impart lower durability to the paint matrix. Higher levels of TiO2 and CaCO3 also
reduce the translucency of the paint films, thus increasing absorptivity. On a positive
note, higher levels of CaCO3 would react with more HNO3.
Photocatalytic cementitious materials offer significant advantages from an envi-

ronmental point of view on all issues associated with long-term activity, durability,
self-cleaning and depollution of NOx and VOCs.
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3
Nanosized Photocatalysts in Environmental Remediation
Jess P. Wilcoxon and Billie L. Abrams

3.1
Introduction

3.1.1
Global Issues

Modern industrial economies have developed approaches to manufacturing, utiliza-
tion and disposal of chemical and biochemical products which have inflicted
considerable damage on our air and water environments. As such, advances in
technology, medicine, mining, transportation, agricultural practices and military
practices have not come without a price. Although the quality of human life has
benefited in many ways from advances in these areas, the anthropogenic impact on
the aquatic and terrestrial biosphere has been substantial, leading to pollution of the
world�s drinking water, soils and air. Unfortunately, the adverse anthropogenic
effects on the environment are increasing [1]. This poses an undeniable threat to
the ecosystem, biodiversity and ultimately human health and life.
Industry produces an estimated 300million tons of synthetic compounds annually,

a large percentage of which ends up as environmental pollutants [2]. As of 2001,
approximately 100 000metric tons of chemicalswere released into surfacewaters and
more than 720 000metric tonswere released into the atmosphere [3]. Table 3.1 shows
the 2001 toxic release inventory (TRI)figures [3]. The numbers specifically for surface
water and air pollution have not changed significantly for the 2004 TRI [4, 5].
However, as of the 2004 TRI, the total amount (including underground injection,
landfills andwastewater) of toxic chemical released into the environment as a result of
industrial practices stands at over 1.9 million metric tons [4, 5].
Accidental oil and gas spills on the order of 0.4 million tons have also resulted in

significant damage to the aquatic ecosystem [2]. In the Niger Delta alone, more than
6800 spills have been documented (approximately one spill per day for the past 25
years); however the real number is thought to be much higher [6].
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Historically, environmental protection regulations were lax, which encouraged
disposal of many chemicals in landfills, with little documentation of the types and
amounts of chemicals present. The worst of these sites became Superfund sites,
requiring billions of dollars of expenditure to treat using existing technologies. These
Superfund sites in the USA arose mainly as a result of industrial waste spills,
abandoned mines, landfills and contamination of groundwater and soil due to
abandonment of environmentally hazardous or controlled areas [7, 8]. As of the
most recentUSEnvironmental ProtectionAgency (EPA) release, there aremore than
1600 Superfund sites across theUSA [7]. The average cost of cleaning up one of these

Table 3.1 US EPA 2001 Toxic Release Inventory showing surface
water discharge and total air emissions for all chemicals produced
by industry. (Reprintedwith permission fromT.Ohe, T.Watanabe,
K. Wakabayashi, Mutagens in surface waters: a review, Mutation
Research 2004, 567, 109).

Industry type
Total water
releases (·103 kg)

Total air
emissions (·103 kg)

Chemical and allied products 26117.1 103348.6
Food and related products 25018.2 25463.3
Primary metal smelting and processing 20262.5 26132.9
Petroleum refining and related industries 7752.9 21849.6
Paper and allied products 7500.9 71283.5
Electric, gas, and sanitary services 1596.5 325492.4
Electronic and other electrical equipment 1332.2 5770.3
Fabricated metal products 790.8 18346.9
Photographic, medical and optical goods 646.1 3250.9
Coal mining and coal mine services 344.8 348.7
Tobacco products 241.7 1130.3
Metal mining (e.g., Fe, Cu, Pb, Zn, Au, Ag) 193.8 1294.8
Transportation equipment manufacture 89.9 30251.4
Textile mill products 79.6 2603.9
Stone, clay, glass, and concrete products 73.5 14181.8
Leather and leather products 56.6 547.7
Plastic and rubber products 32.2 34973.1
Solvent recovery operations (under RCRA) 10.7 442.0
Lumber and wood products 9.0 13825.1
Industrial and commercial machinery 8.2 3755.7
Petroleum bulk stations and terminals 5.1 9600.4
Chemical wholesalers 0.8 569.0
Furniture and fixtures 0.3 3548.9
Printing, publishing and related industries
terminals

0.1 8750.2

Apparel <0.1 155.7
No reported SIC code 483.2 1528.3
Miscellaneous manufacturing 16.6 3068.5
Total 100153.0 761763.6

Data obtained from: http://www.epa.gov/triexplorer/industry.htm and http://www.epa.gov/
region5/defs/html/rcra.htm.
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sites is on the order of $25 million [8]. These Superfund sites are only a small
sampling exemplifying the extent of pollution in theUSA. TheDepartment of Energy
(DOE) along with other US government agencies are also responsible for billions of
cubic meters of toxic contaminants affecting groundwater and soil [8]. Along these
lines, the US military stock piles contain approximately 3� 108 kg of munitions
waste [9]. Generally these munitions wastes, such as RDX and HMX (hexahydro-
1,3,4-trinitro-1,3,5-triazine and octahydro-1,3,5,7-tetratrinitro-1,3,5,7-tetrazocine, re-
spectively), are difficult to break downand thus linger in soil and groundwater, posing
significant health threats [9].
Agricultural activities also contribute to environmental contamination since they

rely on nitrogen- and phosphorus-based compounds for crop fertilization. They also
employ herbicides and pesticides to control weed and insect damage and to improve
crop yields. The run off from these activities contaminates aquifers used for human
water supply, damage coral reefs and contribute to algal blooms in costal areas and
inland water bodies.
From the above discussion, it is evident that the impact of pollution by humans on

the biosphere is extensive and perhaps overwhelming. However, as the scientific
community assesses the problem(s) at hand, new approaches to remediation will
emerge. This chapter outlines one possible approach to dealing with water and air
pollution: photocatalysis, specifically using nanosized semiconductors. It is by no
means an all-encompassing solution since there is no single approach that can
address the problems noted above. However, it has a lot of potential in several
specialized areas, especiallywhere visible light illumination, a free energy source, can
be utilized.

3.1.2
Scope

Since the topic of environmental remediation has been a focus in the scientific
community formany decades, there are numerous reviews in thisfield. For a broader
scope in the general field of environmental remediation, we refer the reader to some
of these publications [2, 3, 10–12]. This is just a small sampling of the literature in this
field and should not be regarded as a complete list.
Heterogeneous photocatalysis of pollutants is just one approach to environmental

remediation and has also been reviewed by numerous authors [13–17]. TiO2 has been
the standard material for photocatalysis since its initial use in the photoelectroca-
talytic generation of hydrogen reported by Fujishima and Honda in 1972 [18]. Since
this time, the field of photocatalysis has grown significantly and over 2000 papers
have been published [13, 17].
In recent years, with the avid interest in nanomaterials, there is also extensive

literature addressing the effects of size onphotocatalytic behavior [13, 14, 16, 17, 19–
35]. There is good evidence showing that size effects play a role in photocatalysis.
Accompanying a decrease in size is the increase in surface area with subsequent
changes in surface chemistry, both of which are critical in photocatalysis. Most of
the studies on nanosized photocatalysis for environmental remediation use TiO2
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as the photocatalyst material. However, different conclusions are often obtained
because of differences in photocatalyst preparation, size determination and reac-
tion rate methodologies used by various groups. There are large variations between
findings where some groups claim enhancement in photocatalytic activity as a
function of size and others claim the opposite.
With so many complete reviews in the field, it is difficult to present very new

information to guide people in the field. However, we can present alternative
perspectives that may aid in the thought processes needed to solve problems
involving the search for new materials to enhance photocatalytic efficiency. There-
fore, in this chapter, we focus on some important aspects relating the physical and
chemical properties of nanoparticles to their photocatalytic behavior. Also, sincemost
reviews in this field focus on TiO2 as the photocatalyst, we will include detailed
discussion of novel photocatalysts such as MoS2 and other dichalcogenides, while
discussing TiO2 in a selective and critical manner.
Our technological focus concerns the application of nanosized photocatalysts in

environmental remediation. Photocatalysis, the light-driven oxidation of organic and
inorganic pollutants, can be an effective approach for the treatment of dilute, large-
volume chemical contamination since visible sunlight is the most inexpensive and
largest energy source available on the planet. Hence the limiting factor in this
remediation method is the development of robust, inexpensive, environmentally
benign photocatalysts.
This chapter emphasizes the key approaches to photocatalyst synthesis and

characterization and the most salient research issues for the future. Following a
review of the general field of environmental remediation, we give a historical
background of the field with emphasis on the properties of titanium dioxide, since
studies of the photophysical properties of thismaterial have dominated the literature.
We then discuss selected photocatalysis studies and research findings associated

with TiO2. We next discuss research concerning layered semiconductors such as
MoS2 as photocatalysts. The ability to adjust the absorption onset and redox potential
with size and surface chemistry in nanosizedmaterials provide new opportunities in
photocatalysis. Finally, we give examples of recent technical applications of TiO2

semiconductors such as self-cleaning tiles and windows enabled by scientific
research on TiO2 photocatalysis.

3.2
General Field of Environmental Remediation

The best way to treat the pollution problem is to use conservation and preventive
measures such as recycling to limit emissions into air and water sources. Steps are
already being taken by industry to limit their emissions through optimization of
manufacturing practices in addition to recycling and regeneration of chemicals,
which also lead to economic savings in the long run [36]. Governments have also
initiated legislation putting constraints on the permissible emissions. However, the
fact remains that there is an abundance of toxic pollutants present in our water
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systems, soil and air. As such, the challenge for environmental remediation is
substantial.
Scientific and technical methods to mitigate environmental pollution rely on

many approaches and vary for the cases of soil, water and air purification. The
remediation approach chosen depends on the complexity and nature of the contami-
nated media and economic costs of the treatment. Often there are limited acceptable
treatment approaches, as is the case with DDT contamination of sediments off the
coast of California. Mixed wastes consisting of both radiological and chemical toxins
are especially difficult and costly to separate and treat. The lack of documentation of
the types and amounts of chemicals in many waste sites makes the remediation
process especially costly.
The most common environmental remediation techniques traditionally used to

treat large volumes of water intended for municipal water supplies include carbon
adsorption, air stripping, oxidation through ozonation or chlorination and incinera-
tion, ultrafiltration and sedimentation [13, 34, 35]. These approaches are generally
used for large-scale pollutant removal. The main drawbacks of these techniques are
thatmost of them are transfermethods, where the pollutant ismoved from one place
to another or transformed fromonephase to another.Activated carbon adsorption is a
common and generally effectiveway to capture both airborne [such as volatile organic
compounds (VOCs)] and waterborne contaminants. However, disposal of the satu-
rated carbon is an issue [13].
On a smaller scale, water purifiers for homeuse utilize activated carbon absorbents

to remove organic contaminants at the point-of-use. This point-of-use application is
especially useful for rural locations lacking central waste treatment facilities. How-
ever, disposal of the concentrated activated carbon in a safe manner is still
problematic.
Air stripping involves the removal of VOCs from wastewater, converting the

pollutant from waterborne to airborne, necessitating the treatment of the resulting
gaseous products. Outside Western countries, air stripping is often used to dilute
airborne contaminants from industrial waste effluents.However, this approach again
simply transfers the pollution problem from the liquid phase to the gas phasewithout
destroying the chemical and is therefore banned in Western countries [13].
If this stripping process is accompanied by adsorption of the stripped pollutants

and photocatalytic oxidation using a high surface area mesh containing a photo-
catalyst and a light source, the process is still very useful. Such an approach is being
implemented commercially in Japan, as discussed in a later section.
Some of the other techniques such as incineration do lead to partialmineralization

of the pollutants; however, they require high temperatures and again can result in
unwanted gaseous by-products. Oxidation and chlorination are usually not capable of
mineralizing all types of organic wastes completely. These techniques often lead to
the formation of secondary pollutants, which can be just as toxic as the original
pollutant.
Biological degradation processes in the presence of natural sunlight is an inex-

pensive, common route to degradation of certain noxious materials. The process is
sometimes called the activated sludge process and relies primarily on bacteria [13]. It
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is somewhat slow and efficient only at low toxin levels. It also requires that pH and
temperature levels be controlled for the health of the bacteria. Also, many toxic
chemicals, especially herbicides and pesticides, have low solubility inwater and these
pollutants are found primarily in sediments where sunlight does not penetrate.
Therefore, although pesticides such as DDT have been banned inWestern countries
for decades, they are still ubiquitous in riparian and coastal environments.
Chlorination is a good process for killing viruses and bacteria; however, side

chlorination reactions with organics present in the water may produce chlorinated
species which are known to be carcinogens. In the presence of nitrates the chlorina-
tion efficiency decreases and nitrates are fairly common in many water sources.
Completemineralization of organic pollutants is necessary and can be achieved by

advanced oxidation processes (AOPs). This terminology is used to describe a group of
photochemical techniques that lead to rapid and completemineralization of a variety
of organic compounds [13, 27, 37]. These techniques include UV ozonation, UV
peroxidation (using H2O2) and heterogeneous photocatalysis. Use of ozone as an
oxidant and disinfecting chemical is effective but can also produce unwanted by-
products such as bromate ions, which are suspected carcinogens. Thus, current
research in advanced oxidation techniques has emphasized combining photocata-
lysis with ozone treatment [38]. Generally, heterogeneous photocatalysis is preferable
over the other two processes. It uses air (O2) as opposed to O3 or H2O2, which are
relatively expensive reactants. Also, depending on which photocatalyst is employed,
excitation wavelengths are in the near-UV (TiO2 as photocatalyst) to visible range
(sensitized or doped TiO2, metal dichalcogenides as photocatalyst), whereas O3 and
H2O2 require short UVexcitation wavelengths. However, all threemethods are really
only applicable to small-scalewaste treatment siteswhere there is a low concentration
of contaminant present. Large-scalewaste remediation has yet to be demonstrated for
these AOP techniques [13, 37].
Photo-oxidation of organic and biological pollutants can be implemented along

with conventional methods using strong oxidants such as ozone and hydrogen
peroxide. However, this is really only viable for high pollution levels. Typically, this
treatment requires the concomitant use of short-wavelengthUV lamps that increases
the cost and restricts its application to point-of-use, small volume, water and
air treatment. A strong motivation for the development of photocatalysts such as
TiO2 is to decrease economic costs by using at least a small portion of available solar
light to photo-oxidize organic chemicals and convert them to harmless by-products in
dilute volumes of water and air.
It has been shown that photocatalysts such as titania in combination with oxidants

such as peroxide or ozone can also disinfect water by killing pathogens and oxidizing
even stable contaminants. At present the costs of this combined advanced oxidation
process are too great to be implemented on a large scale, butmay be viable in point-of-
use applications for smaller volumes in rural settings. Since titanium is the ninth
most abundant metal [39] on Earth, the cost of producing titania photocatalysts is not
likely to be the limiting factor for its application in environmental remediation.
Heterogeneous photocatalysis has a lot of potential in the field of environmental

remediation, mainly due to the prospects of complete pollutant mineralization.
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As such, it has been the focus of research for some time, with TiO2 as the most
studied photocatalyst. For economic viability, however, new photocatalysts which can
use visible light must be developed. Even the UV efficiency of the best TiO2

photocatalysts in water is only around 4%, which is too low to be economically
competitive with existing approaches. The efficiency for gas-phase reactions, fortu-
nately, is higher and therefore treatment of air contamination has been the first
commercial application of TiO2 photocatalysts.
Economic considerations in environmental remediation play a pivotal role in the

decision to employ a particular technology. This point needs to be emphasized when
comparing conventional treatment approaches with proposed methods such as
photocatalytic oxidation using nanosized catalysts. However, these nanosized cata-
lysts provide the possibility for accessing amuch larger portion of the solar spectrum
(i.e. the visible portion). This in itself would be very cost-effective, leading to a great
step forward in the field of photocatalysis for environmental remediation.
No single remediation technology can be expected to address the diverse global

problems outlined above.However, to bewidely implemented any approachwill have
to possess economic advantages and be scaleable to deal with large volumes of
contaminated solids, liquids and gasses. In the next 10–20 years it is possible that
photocatalytic oxidation will play a significant role in environmental remediation if
appropriate new materials such as nanosized photocatalysts can be developed and
optimized for specific reactions. In the interim, as stated above, the best approach is
resource conservation and recycling of materials so that waste generation is mini-
mized. Societies and their governments should provide tax incentives to promote
such approaches.

3.3
Photocatalysis

3.3.1
History and Background

A large surge in research and interest in the fields of photochemistry and photo-
catalysis was initiated by the oil crisis in the early 1970s, leading to a search for
alternative energy sources. Of special interest was the generation of hydrogen from
the photochemical splitting of water. Following the demonstration of photocatalytic
water splitting on a TiO2 electrode (in a photoelectrochemical cell) in 1972 by
Fujishima and Honda, the field of photocatalysis and photoelectrochemistry
flourished [18, 40, 41].
It is worth highlighting some of the initial achievements that participated in

developing photocatalysis as a field. The photocatalytic properties of wide-bandgap
metal oxide semiconductors such as ZnO and TiO2 were first discussed in a tutorial
article by Markham published in 1955 [42]. The first example of using light-driven
catalysis in environmental remediation was that of Frank and Bard, who described
the photo-reduction of cyanide ions in solution [43, 44]. The Ollis group reported the
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first photo-oxidation of several types of organic toxins using TiO2 in 1983 and this
work initiated many other studies of this process [45, 46]. The first application of
photocatalytic oxidation using TiO2 to kill bacteria such as Lactobacillus acidophilus,
Saccharomyces cerevisiae and Escherichia coliwas reported in 1985 [47]. A group led by
Fujishima demonstrated the first use of TiO2 semiconductor powders to photo-
oxidize HeLa tumor cells [48]. Eventually, extensive research on photocatalysis in the
1990s, particularly in Japan, led to the first report byWang and co-workers of surface
coatings of TiO2 powders which had self-cleaning properties [49]. These surfaces
were also superhydrophilic, which prevents water droplets from forming. This work
would eventually lead to the commercial production of anti-fogging glass in Japan.
As the above historical timeline indicates, nearly all reviews of photocatalysis using

semiconductors are dedicated to the properties of titania. [13, 17, 22, 28, 50]. TiO2 is
the most widely investigated material due to its ready availability, lack of toxicity and
photostability. However, due to its wide optical gap of 3–3.2 eV, which precludes full
use of the solar spectrum, research to develop alternativematerials continues actively.
Nevertheless, in Japan, commercial use of titania films in self-cleaning tiles and air
filters has been shown to be economically viable. Self-cleaning constructionmaterials
such as tiles are sold by several Japanese companies and these developments are a
subject of a recent review which we discuss in more detail at the end of this
chapter [50].
The search for new materials or ways to improve visible light absorption of TiO2

through sensitization and bandgap manipulation via doping continues. Improve-
ments in the synthesis, characterization and processing of semiconductor nanoclus-
ters is a major focus of this chapter. Recent developments in the last decade allow
photocatalysis using new nanomaterials such as WS2 and MoS2, which in the bulk
have near-IR bandgaps that are too small to drive many photo-oxidation processes.
Nanoclusters of thesematerials have been demonstrated to have bandgaps which red
shift into the visible regionwith decreasing size [51]. This permits the application of a
wider range of semiconductors as candidates for viable photocatalytic processes in
environmental remediation [52].

3.3.2
Definitions

Photocatalysis is the acceleration of a light-driven chemical reaction due to the
presence of a chemical called a catalyst. By definition, the catalyst simply lowers that
activation energy required for the process and the catalyst itself remains unchanged
by the reaction [53]. Determining that a catalyst really remains unchanged after the
reaction can be difficult and will be discussed in later sections. The specific
photoreaction which is the subject of this chapter is the creation of electron–hole
pairs in a semiconductor material. The electrons and holes interact with oxygen and
water, resulting in the formation of free radicals such as dioxygen radical anions and
hydroxyl groups. These radicals then begin a chain of �dark reactions�, ultimately
oxidizing chemicals in either the solid-, solution- or gas-phase environments,
resulting in CO2 and dilute mineral acids such as HCl. The complete reaction
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is often called total mineralization. A scheme for these processes using TiO2

photocatalysts and the time scales associated with various steps is shown in
Figure 3.1 [13] and Figure 3.2 [37]. Note the key role of hydroxyl radicals in both
figures. Also, depending on the chemical, there aremany possible rate-limiting steps
in the photocatalysis reaction.
Laser photolysis and transient absorption experiments have allowed the time

identification and time scales shown inFigure 3.1 to be determined [54]. Both trapped
holes and electrons have distinct absorbance spectra in the visible region and the
decay rate of these absorbance features following photoexcitation allows the carrier
transfer kinetics to be followed. The selectivity and efficiency of these processes
depends on many factors that we review in more detail subsequently.

3.3.3
Well-Known Example – Water Splitting Reaction

A light-driven electrochemical photocell to split water into hydrogen and oxygen was
first described by Fujishima and Honda in 1972 and was a key result motivating
interest in titania as a photocatalyst [18]. Although the oxidation and reduction
potentials of TiO2 are sufficient to drive this reaction, the kinetics are difficult,

Figure 3.1 Light-activated photocatalysis in a TiO2 particle.
(Reprinted with permission from O. Carp, C. L. Huisman, A.
Reller, Progress in Solid State Chemistry 2004, 32, 33 and A.
Hagfeldt, M. Gratzel, Chemical Reviews 1995, 95, 49).
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requiring four electrons to be transferred. Hence the efficiency of the process is low,
estimated at less than 0.1%. This low UV light efficiency combined with the fact that
TiO2 absorbs only small amounts of the total solar spectrummeans that most of the
absorbed light simply generates heat. A lesson learned from these experiments is that
although the thermodynamics for photocatalytic oxidation may be favored for a
chosen chemical, competing pathways may limit the efficiency and these pathways
must be eliminated by careful design of the nanocatalyst (see Section 3.4). It is
unlikely that a single type of photocatalyst will suffice for all oxidations of interest.
Many later reports of direct, fully catalytic water cleavage are doubtful since

chemicals present during the preparation of the particles (alcohols in the case of
the TiO2 synthesis), can act as electron donors, allowing hydrogen evolution to occur.
However, the electrons are not furnished by the conduction band of the TiO2 in this
case.Onemust also be cautious regarding the contributions of reactor cell leaks to the
observation of oxygen in these reactions. Mills and Le Hunte provide a good critique
of these experiments [17].

3.4
Design Issues for Environmental Remediation Photocatalysts

3.4.1
Introduction

The factors affecting photocatalysis when using bulk semiconductors such as TiO2

will also need to be considered when working with nanosized photocatalysts.

Figure 3.2 Photophysically and photocatalytically possible events
on a heterogeneous photocatalyst. (Reprinted with permission
from N. Serpone, Solar Energy Materials and Solar Cells 1995, 38,
369).
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The important processes outlined in Figure 3.1 can be viewed as design parameters
requiring optimization in order to have an efficient photocatalytic reaction.

3.4.2
Charge Separation

For the size range of nanoparticle photocatalysts discussed in this chapter, photo-
generated charges rapidly diffuse to the particle surface and are trapped. Many TiO2

surfaces, for example, have oxygen vacancies that function as electron traps.
However, the electrons in these traps have lower energies than the initially photoex-
cited conduction band electrons and so are less likely to be transferred to oxidants. It
is possible tomodify a nanocluster surface to improve the electron transfer process as
we discuss in the synthesis section of this chapter (Section 3.6). A longer electron
lifetime improves the generation of hydroxyl radicals from surface Ti–OH species.
Spatially separating the electrons from the holes by introduction of metal or
semiconductor islands on the TiO2 surface is a good approach for increasing the
electron lifetime and the photocatalytic efficiency since the electron transfer is usually
the rate-limiting step. This is why most reactions are conducted in oxygen-saturated
water since oxygen is a good electron scavenger.
Several approaches to improving charge separation in titania photocatalysts have

been suggested and implemented. Deposition of metal islands such as Ag or Pt on
TiO2 clusters has been shown to facilitate the electron charge-transfer process, which
is kinetically the slowest redox event [55, 56]. The metal islands are thought to
function as sinks for electrons, reducing the recombination of the photogenerated
charges. The presence of Ag on the TiO2 was shown to enhance dye photo-oxidation
compared with the TiO2 particles alone in a batch slurry-type reactor. Orlov and co-
workers [55] used a flow-through reactor design with immobilized Au-coated TiO2

particles to improve photoactivity for two common pollutants, methyl tert-butyl ether
(MTBE) and 4-chlorophenol.
In general, not all dopants will enhance charge separation and the subsequent

quantum yield of all reactions. For example, Fe3þ , which is one of the most
common dopants, is capable of enhancing the photodegradation of certain
pollutants (CCl4, CHCl3 [57, 58]) while negatively impacting the photo-oxidation
of other pollutants (e.g. 4-nitrophenols [58, 59]). It has also been reported that there
is an optimum dopant concentration which depends on TiO2 particle size [58].
Particularly for Fe3þ , the necessary doping level was found to increase with
decreasing TiO2 particle size where sizes �11 nm showed enhanced behavior for
photodegradation of CHCl3 [58]. However, it is not clear that the particle size and
size distribution were controlled, so specific conclusions based on size may be
difficult.
Alternatively, coupling two semiconductors can be used to improve charge

separation by transfer of one of the charges, say the electron, from the semiconductor
with the higher potential to the lower one. This leaves the hole on the original
semiconductor and can achieve better spatial charge separation. An example of this is
TiO2–CdS, where CdS can absorb visible light and transfer its electron to TiO2 [60].
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3.4.3
pH of Solution

The solution pH has an important effect on the adsorption of organic molecules
on the catalyst surface, particularly if the chemical to be oxidized has a net charge
or is very polar. For example, since the oxidation depends exponentially on the
distance of the chemical from either the holes or the surface hydroxyl radicals, if
the organic molecule has a positive charge (such as a quaternary ammonium salt),
low pH values, where a metal oxide like TiO2 will be positively charged, are less
favorable than slightly alkaline values (e.g. pH� 9). The opposite will hold for
anionic contaminants. For neutral organic substrates, the more important effect of
pH is to increase the activity at higher pH values by producing a more hydroxyl-
ated surface. This sort of surface is more effective in trapping photogenerated
holes. As an example, the pH corresponding to neutrality in Degussa P25 TiO2 is
around 6.2 [17], so for values less than this, the surface is charged and cationic
chemicals are repelled, whereas for values greater than 6.2, anionic species are
repelled. Despite these facts, most photocatalysis reactions using TiO2 have a weak
pH dependence.

3.4.4
Charge Transfer

The initial carrier generation process important in photocatalysis is the photoge-
neration of electrons and holes, which occurs on the femtosecond time scale [24], as
shown in Figure 3.1. The carriers then diffuse to the cluster surface in less than 10 ns
and are trapped. The holes can be trapped at Ti(IV)–OHþ sites and the electrons at
Ti(III)–OH sites in around 10 and 0.1 ns, respectively. Interfacial charge transfer of
the Ti(IV)–OHþ holes to adsorbed organic molecules and Ti(III)–OH to molecular
oxygen then can occur on time scales of around 100 ns (holes) to milliseconds. The
slow time for the latter means that methods to accelerate the transfer of electrons are
important to minimize undesired surface trapped carrier recombination.

3.4.5
Presence of Simple and Complex Salts

Metal salts, especially simple ones such as NaCl, are present in most wastewater and
many natural aquifers. As such, they affect both photocatalytic activity and selectivity.
Most common anions found in water systems such as chloride, nitrate, phosphate
and sulfate decrease the catalytic oxidation of organic compounds [13, 61–63]. The
presence of ions during water purification using photocatalysis is an important
research topic since some present and future sources of water will require desalina-
tion and this source of salt water also contains organic pollutants from off-shore
dumping, etc. If brackish water must first be completely desalinated to avoid
poisoning of the photocatalyst, the cost of environmental remediation of organic
contaminants will not be economically competitive with carbon adsorption
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approaches that do not have this requirement. Hence the ability to formulate a
photocatalyst which is somewhat salt tolerant is important.
Certainanions,suchassulfateandphosphate ions,canformreactivespeciessuchas

H2PO4, which are good oxidants, thus improving the photo-oxidation rate. However,
their other effect is to adsorb on the photocatalyst surface, which can block active
catalytic sites. This adsorption is strong enough thatwashingwith analkaline solution
isnecessary to restore thephotocatalytic activity.Forexample, phosphateadsorptionat
low concentrations of only 1mM has been reported to reduce the photo-oxidation of
organics such as ethanol and aniline by around 50% [61].
The effect of cations on the photoactivity is more varied and dependent on the

type of organic molecule considered in addition to the metal ion type and concen-
tration [13, 31, 64, 65]. At high concentrations, their presence is mostly unfavorable
since they may undergo photo-reduction by the photocatalyst itself and deposit on
the surface, blocking active sites. By maintaining the reaction media at low pH,
the positively charged photocatalyst surface will repel cations, lessening their negative
impact.
Photo-reduction, however, can be useful in improving activity in the case ofmetals

such as Pt, Ag or Pd, provided that full coverage of the catalyst surface does not occur.
Instead, metal islands are formed, which function as electron storage sinks and
facilitate charge separation and transfer. This topic is discussed in more detail in the
section on synthesis and photocatalyst surface modification. Certain types of metal
ions such as Cu(II) and Fe(II) can enhance photocatalysis by limiting carrier
recombination through trapping either electrons or holes. The facile ability to change
oxidation state is critical to this function. However, many metals, including Fe, are
prone to hydroxide formation and deposition of these metal hydroxides on the
photocatalyst surface is almost always detrimental. Thismeans that an optimalmetal
ion concentration in the range 100–500 ppm (0.01–0.05%) should be determined and
used for a chosen photocatalytic reaction.
There is a close connection between the pH of the solution and whether an ion

such as Cu(II) accelerates photocatalysis or not. For example, in the photo-oxidation
of aliphatic acids by TiO2 in the presence of Cu(II), it was reported that for pH
values <4 Cu(II) forms complexes which are active intermediates, trapping holes,
whereas copper diacetate complexes form at higher pH values and poison the
photocatalyst [66, 67].
In our work on the photo-oxidation of pentachlorophenol, we demonstrated that

nanosized TiO2 and SnO2 synthesized by ambient temperature hydrolysis, followed
by dialysis to remove unwanted by-products, was quenched by the addition of simple
salts such as NaCl at concentrations of only 10mM [68]. These low concentrations of
NaCl have a poisoning effect on the catalyst, although it is mild in this case. Similar
observations have beenmade in field tests of TiO2 where deionization of the aqueous
waste stream has been found to be necessary [69]. This is an important consideration
when estimating costs of remediation using photocatalysts, since desalination is a
costly process. In other studies by Barbeni et al., no inhibition of the PCP photo-
catalysis by TiO2 in the presence of NaCl at 1mM occurred, so the presence of low
level salts is acceptable [70].
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3.4.6
Effect of Surfactants

In our work, we investigated not only the effect of simple salts on the rate of photo-
oxidation of PCP, but also that of complex, surface-active salts/surfactants such as
dodecyltrimethylammmonium chloride (DTAC), a cationic quaternary ammonium
salt with an organic, hydrophobic tail group. Using this surfactant, we could isolate
the effects of the common anion chloride from that of its ion pair, NaCl in one case
anddodecyltrimethylammoniumchloride for the other. To our surprise, this complex
cationic surfactant significantly accelerated the rate of photo-oxidation of PCP
by Degussa P25 titania in addition to our nanosized photocatalysts [68]. Two
explanations of these experiments are reasonable:

1. Binding of PCP at photocatalytic surface sites by the presence of a bulky surfactant
such as DTAC is not the rate-determining factor in the photo-oxidation of PCP by
TiO2. Instead, this surfactant either aids hole or electron transfer toPCPor electron-
accepting species such as oxygen. Possibly free hydroxyl radicals are formed, which
can diffuse to the PCP so that direct hole transfer to bound PCP is not required.

2. The sodium cation in NaCl is mainly responsible for the strong quenching of the
photo-oxidation. This contradicts other studies cited above, however.

The significant enhancement (note the logarithmic scale on the vertical axis) due to
the presence of a surfactant is shown inFigure 3.3.Note that at similar concentrations
of NaCl the rate of PCP photo-oxidation is significantly slower. A common argument
against using surfactant-stabilized nanoclusters as catalysts is that the surfactant will
block access to the cluster surface and thus poison the catalyst. Our study shows this
is not the case for DTAC. We also discovered that substitution of a bromide
counterion for the chloride in DTAC does not increase the photo-oxidation of PCP
as greatly as for DTAC. It is also worth noting that the surfactant peaks in the

Figure 3.3 Relative PCP concentration vs. irradiation time,
showing the effect of surfactant type on photocatalytic destruction
of PCP. (Reprinted with permission from J. P. Wilcoxon, Journal of
Physical Chemistry B 2000, 104, 7334).
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chromatograms [high-performance liquid chromatography (HPLC) was used to
monitor reactant and product species throughout all photocatalysis experiments;
see Section 3.6.2) did not decrease in area during the photo-oxidation of PCP,
indicating that both DTAC and DTAB are resistant to photo-oxidation.
In studies of the reduction of nitrate ions by nanosized CdS which was surface

stabilized by charged organic thiols, Korgel andMonbouquette also found significant
photocatalytic activity despite the strong surface binding of thiols toCdS [71]. The best
way to rationalize this result is to remember that the surfactant used to stabilize a
nanocluster in solution is in dynamic equilibriumwith the surface. By thiswemean a
free stabilizer is constantly being exchanged with bound surfactant, thus allowing
other chemicals transient access to the photocatalyst surface. So, binding of other
chemicals is not statically blocked by the surfactant. In fact, the surfactant might
increase the local concentration of organic chemical near the photocatalyst surface
since its hydrophobic tail groups have much more favorable interactions with non-
polar organic chemicals than does the continuous phase, water. An enhancement of
the local concentration of pollutants will increase the reaction rate.

3.4.7
Effect of Solvent and Dissolved Oxygen

Most photocatalysis studies have been performed in aqueous solution. An observa-
tion common to photo-oxidation of most organics in water is that dissolved oxygen
plays a vital role in the oxidation process by forming first dioxygen radical anions by
abstraction of the electron formed upon photoexcitation of the semiconductor and
then peroxides by reaction with the water [72]. Many researchers deliberately aerate
their photocatalyst slurry suspensions in order to optimize the photo-oxidation
process and claims have been made numerous times that nearly total quenching
of the photo-oxidation process occurs when inert gas purging is employed [70]. Thus,
the use of aprotic organic solvents should cause a severe quenching of the photo-
oxidation due to both the lack of OH radicals and reduced oxygen levels because of
decreased oxygen solubility.
Molecular oxygen has a strong affinity for electrons and its presence should reduce

undesired carrier recombination, thus increasing the effectiveness of the photo-
catalyst [73]. However, there is evidence that at high concentrations of oxygen the
photocatalytic activity is reduced, possibly due to changes to the TiO2 surface such as
hydroxylation, which could interfere with the adsorption of the organic on catalytic
sites [74].
If water and dissolved oxygen play critical roles in the photocatalysis process using

TiO2, then carrying out these reactions in a polar, but aprotic solvent such as
acetonitrile (ACN) would be expected to quench the process and could alter the
photo-oxidation pathway.However, complete quenching is not observed in anaerobic
catalytic photo-oxidation of pentachlorophenol byDegussa TiO2 in the aprotic solvent
ACN (filled triangles, Figure 3.4).Uncatalyzed photo-oxidation inACN,which occurs
by a differentmechanism, is quenched, however (open diamonds, Figure 3.4) [68]. In
Figure 3.4, it can be observed that although the rate of catalytic photo-oxidation is 2–5
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times slower in nitrogen¼ purged ACN than water, photocatalysis does occur. Also,
the mechanism for PCP photo-oxidation in water and in ACN is similar, as verified
by the presence of common elution peaks for themain photo-oxidation intermediate
in the HPLC traces for both solvents.

3.4.8
Light Intensity

For low light intensity, up to around 25mWcm�2 at 365 nm (depending on reactor
geometry and nanoparticle concentration), the rate of electron–hole transfer is
fast enough to allow each photocatalyst particle to absorb photons and create
electron–hole pairs. Hence the rate is first order or proportional to the light intensity.
At higher intensities, the existence of an electron–hole pair on a particle prevents the
photogeneration of another one on the same particle and full utilization of the
incident photons cannot be realized. The photocatalysis rate is found to be propor-
tional to the square root of the intensity in this regime [73]. The practical aspect of this
observation is that slurry-type batch reactors are best operated at low light intensity
such as found in natural sunlight, which provides 2–3mWcm�2 in the absorbance
region of TiO2. It also indicates that schemes for concentrating sunlight to higher
fluxes to increase the rate of photo-oxidation will be of limited utility.

3.5
Potential for Nanomaterials in Environmental Remediation

3.5.1
Introduction

Nanosized materials for photocatalysis and photo-oxidation have evolved from
conventional bulkmetals and semiconductors to colloidal (large cluster,�10–100 nm

Figure 3.4 Relative PCP concentration (10 ppm at t¼ 0) vs.
irradiation time using a xenon arc lamp. Significant photocatalysis
occurs in oxygen-free solutions of acetonitrile (ACN). (Reprinted
with permission from J. P.Wilcoxon, Journal of Physical Chemistry B
2000, 104, 7334).
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in size) materials and, most recently, to nanosized materials or small clusters
(1–10 nm). We distinguish these classes of materials by the way in which physical
properties depend on surface area and the significant changes in electronic and
photocatalytic behavior with decreasing size. In the nanosize regime, quantum
confinement and cluster surface chemistry dominate materials properties.
Nanoparticles of a given material can exhibit very different behavior to their bulk

counterpart. For example, the potential for oxidation and reduction could become
stronger with decreasing size, so more types of organic or inorganicmaterials can be
photo-oxidized or photo-reduced at faster rates. Since the specific surface area is so
much greater, more economical use of material reduces costs. Also, the large surface
to volume ratio means that subtle changes to the surface due to addition of other
atoms or molecules can lead to dramatic alterations of physical properties such as
substrate binding. A number of fields, including magnetism, luminescence and
renewable/alternative energy to sensors/taggants as well as photocatalysis, will
benefit from capitalizing on the surface–size relationship. The unifying theme in
these disparate fields is controlled alteration and possible enhancement of physical
properties due to quantum size and cluster interface effects.
Semiconductor surfaces in small clusters can be considered defective relative to

perfect micron-sized crystals of the same material. This can be a major advantage in
photocatalysis since either electron or hole traps at the surface will determine the
recombination time, in many instances reducing the recombination rate and
increasing the probability of carrier transfer to an adsorbed organic molecule. The
effect is that the efficiency for catalytic photo-oxidation can increase with decreased
size in addition to being strongly influenced by substitutional ions such as iron [58].
In the last 20–30 years, scientific interest in the properties of nanosized materials

and the need for newmaterials for photocatalysis applications such as environmental
remediation and renewable energy has motivated research in both fields. As
mentioned above, several reviews relating nanoparticles and photocatalysis have
already appeared. The effects of size quantization using colloidal materials was
reviewed in 1988 and 1989 by Henglein [75, 76]. A large motivation for new
developments in colloidal science was the investigation of particle size effects on
optical properties and photocatalysis. Complementing Henglein�s viewpoint, other
reviews provided a detailed overview of colloidal semiconductors and their photo-
chemical properties [23]. The photo-redox reactions in nanocrystalline systems were
subsequently reviewed byHagfeldt and Gratzel [24]. This early research by Henglein
and Hagfeldt and Gratzel (along with others) emphasized the use of optical
techniques to learn about the size-dependent behavior of semiconductors. Techni-
ques such as transient absorbance to monitor electrons and holes and their
recombination kinetics guided future research in photocatalysis. Several reviews
(1995–98), by Howe [16], Hoffmann et al. [26] and Linsebigler et al. [40], analyzed the
effect of carrier confinement and size effects in TiO2. Other reviews have focused
more specifically on the use of nanomaterials in environmental and energy applica-
tions [30, 32, 35]. Beydoun et al. presented a broad overview of the nanoparticles in
photocatalysis [21]. They reported many instances where nanoparticles, especially
TiO2, enhance the photocatalytic process. It is difficult to separate the effects of carrier
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confinement due to decreased particle size from surface chemistry changes which
occur in the same size range. We will give examples of both types of size-dependent
changes in this chapter.

3.5.2
Nanomaterials and Advantages in Photocatalysis

3.5.2.1 Semiconductor Nanoclusters
As in the case of their bulk counterparts, nanosized semiconductors have a range of
forbidden energy states whosemost important effect for photocatalysis is to allow the
creation of valence band holes and conduction band electrons using light. Fast
recombination of these photoexcited holes and electrons is an undesirable effect for
photocatalysis. Hence nanosized semiconductors with strong photoluminescence
are poor candidates as photocatalysts. Fortunately, the diffusion time for electrons or
holes in nanoclusters is so fast that the normal bulk recombination process is not
important. The most important effect is trapping of the carriers at the surface. This
trapping can be influenced by cation or anion vacancies [e.g. Ti(IV) or O2�] at the
surface which are deliberately or accidentally introduced during the synthesis. It is
also possible to use surface-active molecules such as surfactants, certain ions and the
general solvent environment to change the carrier lifetime at the cluster surface and
improve the oxidation process for adsorbed organic chemicals. Deposition of metal
islands such as Pt that improve charge separation by serving as electron traps is
another avenue for enhancing charge separation. Each of these synthetic strategies
will be illustrated inmore detail laterwith examples from the literature.Many of these
effects are simply due to the different geometry and chemical bonding in a cluster
surface at small dimensions (1–3 nm) and would occur even in the absence of
quantum confinement of the electron–hole pair.

3.5.2.2 Quantum Confinement
The quantum size effect was first discussed by Frohlich in 1937 [77, 78]. The concept
of quantum confinement that he described evolved from a series of observations
where light interactions with certain materials varied as a function of form. Frohlich
discussed quantum size effects in the context of observed differences in light-
scattering behavior between small particles and corresponding thin films of the
samematerial [77, 78]. The quantum confinementmodel is similar to the particle-in-
a-boxmodel where an electron is confined in afinite volume in space and the number
and energy levels of the possible states is determined by the confining potential. In an
aromatic molecule, for example, this electron confinement or delocalization is
determined by the degree of bond conjugation setting a length scale over which
the electron is confined by the electrostatic potential. In such a system only a discrete
number of energy states are possible and as the physical size or delocalization of the
electron increases so does the number of states, eventually becoming so closely
spaced as to be essentially continuous.
In a semiconductor, the states which make up the valence and conduction bands

are also so closely spaced as to appear continuous. However, as the semiconductor
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size decreases to a length scale comparable to the confinement potential of the
electron–hole pair or exciton, (the Bohr radius), the particle size strongly influences
the exciton energy, increasing the energy as the size decreases. Thus, the onset of
light absorption shifts to the blue with decreasing size. The continuous bands
become discrete states (as in a molecule) and discrete absorption bands emerge
(Figure 3.5). Since such a nanosized semiconductor lacks the long-range transla-
tional symmetry of its bulk counterpart, the distinction between light-driven direct
(momentum conserving) and indirect transitions (requiring phonon assistance)
between the highest energy states in the valence band and the lowest energy states in
the conduction band is lost. Thismeans that optical transitions with a low probability
or oscillator strength in an indirect semiconductor such as silicon or MoS2 are likely
and the extinction coefficient is strong in nanoclusters of these materials. As the
semiconductor size approaches molecular dimensions, it is most appropriate to
model the valence band as consisting of the highest occupied molecular orbital(s)
(HOMO) and the conduction band as the lowest unoccupied molecular orbital(s)
(LUMO). In order to model these states properly, chemical bonding at the surface
must be understood and included. Ligands bound to surface atoms should also
be included. This is nearly impossible to do properly, so quantum confinement

Figure 3.5 Molecular orbital schematic showing the development
of bands as a function of increasing particle size. (Reprinted with
permission from D. W. Bahnemann, Israel Journal of Chemistry
1993, 33, 115).
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predictions of energy shiftswith size are qualitative, rarely agreeingwith experiments
for sizes less than 4–5 nm.
Discussions of quantum confinement have been the subject of several re-

views [13, 15, 17, 34, 75, 76, 79–81]. Many reviews have considered the effects
of quantum confinement on electrical, optical and photocatalytic properties. In
particular, Brus modeled the shift in redox potential with decreasing particle size
for CdS and InSb [82]. Brus�s model is based on a description of bulk state
behavior in the limit of small crystallite size. It uses approximations from band
theory of perfect lattices and assumes a crystal structure matching that of the bulk
material. As a result, it could not account for surface states. In general, this model
predicts fairly mild quantum effects as a function of size, especially when the
crystallite sizes are larger than 5 nm.
Some of the predictions are based on the relationship between the particle size and

the effectivemass of the exciton [i.e. the effectivemassmodel (EMM)]. There is some
controversy as to whether the effective mass model should be used to make
quantitative estimates of particle sizes based on absorption spectra shifts and the
use of the same exciton effectivemass as that for the bulk counterpart [79]. The actual
value for the exciton effective mass is itself dependent on size and shape.
Both cluster size and shape influence the energy shifts observed in nanoparticles.

A rod-like cluster will have different confinement potentials for the longitudinal and
transverse directions, for example. Also, the confining potentials for electrons and
holes are typically different, as reflected in the different effectivemass of the electrons
and holes or curvatures of the potential surfaces for the valence and conduction
bands. In most materials, electrons are much more mobile than holes and the
conduction band will shift more strongly than the valence band with decreasing size.
As noted by Wise [83], the particle size at which confinement effects become
prominent is greatly influenced by whether or not the charge carrier mobilities are
similar. Certain materials such as PbS and PbSe satisfy this requirement, but most
others such as CdS and TiO2 do not. Chemically, this is due to the unequal sharing of
electrons in polar semiconductors such as metal oxides and sulfides.
The blue shift of the bandgap absorption onset impacts the design of nanosized

photocatalysts in several ways and the length scale at which such effects are first
observed is materials dependent. This increase in the bandgap as a function of
decreasing size allows the possible use of awider range ofmaterials as photocatalysts.
Many of materials are not catalytically active in their bulk form. For example,
semiconductors such as MoS2 and WS2, which have near-IR absorption onsets, can
be shifted into the visible region by decreasing the cluster size. Both valence and
conduction bands shift in energy, the valence band becomingmore positive and thus
the holesmore strongly oxidizing. The photoexcited electrons in the conduction band
are shifted to more negative potentials, also improving their transfer to such species
asmolecular oxygen. In general, the greater the effectivemass of the holes compared
with the electrons, the larger is the shift in the conduction band energy with
decreasing size. The amount of the shift can be estimated by measuring the rate
of hole or electron transfer to fluorescent hole or electron acceptor molecules as a
function of cluster size [84].
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The interplay between quantum size effects and surface chemistry changes with
decreasing particle size can be optimized in order to enhance the activity of a
particular catalytic reaction. However, in order to do this, there must be fairly good
synthetic control over particle size and monodispersity. This size control is not
available through all synthesis techniques and seems to be difficult in the case of
TiO2. As a result, many conclusions relating photocatalytic activity to size may seem
contradictory. More often than not, other factors such as photocatalyst environment
or synthetic protocol dominate the changes in the observed reactivity.

3.5.2.3 Surface Chemistry
In addition to increasing the strength of the confining potential and shifting the light
absorption onset, decreasing particle size results in a larger fraction of atoms which
are in surface sites with bonding differing from the interior atoms. For small clusters
(1.5–2 nm), �70–80% of all the atoms reside on the surface [85]. Sometimes cluster
surface structures are considered defective. However, these defectsmay be useful for
photocatalysis. For example, a metal oxide defect structure (e.g. TiO2) with oxygen
vacancies can enhance both the adsorption of water on the surface and the dissocia-
tion rate of water into hydroxyl groups and protons. This water dissociation process
requires the presence of paired acid–base sites that are situated in close proximity.
Surface sites with acid character such as titanium cations initially bind water
molecules, whereas neighboring sites with basic characteristics such as Ti–O–Ti
structures can accept a proton from the water molecule. In nanosized materials, the
structural arrangement of interior atoms that is simply the phase structure as
determined by diffraction methods, is less significant than the surface chemistry.
For example, in the case of titania, the surface hydroxyl groups play a critical role in
initiating the oxidation process by both influencing the adsorption of organic
chemicals and aiding the dissociation of adsorbed water into hydroxyl radicals and
hydrogen ions. Free hydroxyl radicals are very good at attacking and oxidizing a wide
range of organic groups and, with a potential of around 2.8 V, aremore effective than
any radical except fluorine. Even surface-bound hydroxyl radicals with a potential of
1.5 V can be effective oxidants [86].
Synthetic changes of the surface properties of nanosized catalysts can also be used

to modify redox potentials and substrate binding, independent of quantum confine-
ment effects. Kamat and Meisel have taken advantage of this effect through altera-
tions of the interface of nanosized TiO2 particles deposited on Au [27]. The intimate
contact between the metal and the surface of the nanosized TiO2 was reported to be
crucial in improving charge transfer. Additional examples of the effect of ions and
metals on the surface of semiconductor photocatalysts will be given later.

3.5.2.4 Other Unique Materials Properties
Since most of the atoms in a nanocluster can reside at accessible surface positions,
very small changes in the chemistry of the cluster surface can significantly alter its
photocatalytic properties. For example, in a 50–60 atom cluster with a diameter of
around 1.6 nm, the addition of a single foreign atom can change the interatomic
spacing and thus the binding energy between the catalyst nanoparticle and an organic
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substrate. The restructuring of a highly curved nanocluster surface due to other
atoms, surfactants or ions also fundamentally alters the optical and binding proper-
ties compared with micron-sized powders, allowing a wider range of materials to be
utilized as photocatalysts. An example emphasized in this chapter is nanosizedmetal
dichalcogenides such as MoS2.

3.5.2.5 Importance of Nanocluster Photostability
There are only certain types of materials which have suitable stability as nanosized
clusters to be considered as useful photocatalysts. One group includes materials
which are already oxidized, such asmetal oxides. Even among this group, only titania
is readily regenerated during the photocatalytic oxidation process, thus acting as a
true catalyst. Other oxides such as ZnO are partially consumed upon use as
photocatalysts [87].
Metal sulfides such as CdS or ZnS are not generally photostable in the presence of

either water or oxygen. The reason for this is the polar nature of their bonds which
make them subject to oxidation by the holes created upon photoexcitation. However,
in certain specialized reactions such as the oxidation of H2S, the presence of anions
such as HS� at the hole sites of the cluster surface prevents the holes from simply
oxidizing the lattice. This allows typically unstable polar semiconductors such as CdS
to be used as photocatalysts [60].
A class of photostable materials are metal dichalcogenides such as MoS2 whose

stability is due to their anisotropic structure. Thesematerials have a two-dimensional
layered structurewith catalytically activemetal edge sites located at the cluster surface
protected by adjacent sulfurs (Figure 3.6). Photoexcitation occurs primarily within
the metal d-bands and doesn�t weaken the bonds responsible for the lattice. The
resulting electronic structure makes them quite photostable in water.

Figure 3.6 Schematic diagram of the 2D sandwich structure of
MoS2. (Redrawn with permission from J. P. Wilcoxon, P. P.
Newcomer, G. A. Samara, Journal of Applied Physics 1997, 81,
7934).
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3.6
Nanoparticle Synthesis and Characterization

3.6.1
Introduction

Research concerning nanocluster optical properties and photocatalysis has focused
on a limited number of readily available materials such as TiO2, ZnO or ZnS.
Development of new synthetic methods should allow studies involving a much
broader range of materials, increasing the efficiency and selectivity of nanosized
photocatalysts. Furthermore, the ability to form alloys and later alter the cluster
surface properties will give researchers further control of the photophysical
properties.
Both solution-based and gas-phase syntheses of nanoparticles are used to prepare

photocatalytic materials. Solution-based methods for the formation of metal oxide
semiconductors rely primarily on the base- or acid-catalyzed hydrolysis of metal
organic precursors such as titanium isopropoxide. These syntheses are generally
executed by rapid mixing or co-injection of two solutions, one containing the metal
organic in a polar organic and the second solution containing the acid catalyst. The
resulting colloids are stabilized by charge in water at low pH. Some additional details
about size and nanostructure control in these formation approaches are provided
below in our discussion of TiO2 synthesis.
Many commercial micro- and nanosized metal oxide powders are formed by

proprietary methods which generally involve gas-phase hydrolysis of inexpensive
compounds such as TiCl4 (fumed silica powers are prepared in this manner from
SiCl4 also). A good example of a photocatalytically active material prepared by this
method is Degussa type P25 TiO2 (primary particle size �25 nm), which consists of
roughly 80% anatase (the allegedly photoactive form) and 20% rutile phase. Because
somuch of the literature uses this material, we discuss some of its special properties
in more detail below. It is generally more active and broadly effective for photo-
oxidation than most other TiO2 formulations [13].
Since Degussa P25 TiO2 has both high activity and commercial availability, it has

been employed in the majority of studies of photocatalytic activity described below.
This material is formed by the high-temperature (>1200 �C) flame hydrolysis of
TiCl4. TiCl4 is a very inexpensive but air-sensitive chemical precursor, so the presence
of oxygen and hydrogen during the reaction produces both TiO2 and HCl. The latter
by-product is removed by treating the TiO2 with steam. Nanosized Degussa TiO2

has a BET surface area of 50m2 g�1 and consists of submicron- to micron-sized
aggregates of 10–40 nm primary particles Another commonly used commercial
TiO2 photocatalyst, Sachtlebem Hombikat UV 100, consisting only of anatase, also
has high photoactivity, which is believed to be due to a fast interfacial electron transfer
rate resulting from its smaller particle size [54].
In general, gas-phase aggregation methods have a production cost advantage over

solution-basedmethods since they use less expensive chemical precursors.However,
the colloids or clusters formed in the gas phase cannot be dispersed as stable sols in

3.6 Nanoparticle Synthesis and Characterization j73



water.DegussaP25powder, for example, consists of �popcorn-ball�-like 3–5mmsized
aggregates of roughly 20–30 nm diameter spheres and hence is not soluble in water,
instead being used exclusively as a suspension or slurry in photocatalysis experi-
ments. The slurry must be agitated (usually with a magnetic stirrer), under most
conditions. Light does not penetrate into this opaque solution compared with a
transparent solution of fully dispersed nanoclusters.
Solution-based methods for preparing the third class of semiconductors to be

discussed,metal sulfides, are typically based on reaction ofmetal salts (e.g.MoCl4) in
non-aqueous solutions with a sulfur source (e.g. H2S, NH4S) under anaerobic
conditions in the presence of a surfactant stabilizer [51]. A special method based
on the use of inverse micelles as nanosized reactors to control the growth of
semiconductor metal sulfide clusters is particularly useful for control of size,
crystallinity and size dispersion, and we discuss certain aspects of this approach
in more detail in a later section on MoS2 and WS2 photocatalysts.
Solution-based semiconductor clusters generally have a net charge since it is

almost impossible to match exactly the bulk stoichiometry in a small nanocluster.
These clusters are typically synthesized using non-polar solvents such as hexane,
allowing extraction of the charged clusters into polar organic phases such as
acetonitrile or tetrahydrofuran. These solvents are fully miscible with water. Once
the extracted clusters have been dispersed in water, purification methods such as
dialysis may be used to remove ions and organic by-products and also to change the
surfactant used to stabilize the cluster solution in water.
The stability of ametal sulfide nanocluster in the presence of air andwater depends

critically on its nanostructure and only a certain class of layered dichalcogenides such
as MoS2 are stable against photo-oxidation in water. Accordingly, we focus on the
synthesis of these clusters later in this chapter.

3.6.2
Characterization

Understanding the effect of photocatalyst size, structure, crystallinity and chemical
compositionrequiresa varietyofcharacterization techniques frombothsurface science
and analytical chemistry. Selection of appropriate characterizationmethods accelerates
the pace of development of new photocatalysts by providing feedback to the synthetic
chemist. Methods such as transmission electronmicroscopy (TEM) and selective area
electron diffraction (SAD) can yield insights into the average particle size, size disper-
sion,nanocrystallinity andphase.Techniques suchasX-rayphotoelectron spectroscopy
(XPS) and extended X-ray absorbance fine structure (EXAFS) are frequently used to
determine oxidation state, elements and elemental ratios present in a photocatalyst.
X-ray diffraction (XRD) provides information regarding average crystallite size and
phase structure and small-angle X-ray scattering (SAXS) can also provide the average
particle size and size dispersion. Since all these techniques require a high-vacuum
environment for their application, the information that they provide needs to be com-
plementedbyanalyticalchemicalmethodsallowingthephotocatalysttobestudiedinthe
liquid state, which is the environment where photocatalysts are typically used.
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An important point about utilizing electron microscopy to study cluster size is that
only a small portion of the sample (e.g. a fewhundredparticles) is analyzed. Therefore,
if an unrepresentative portion of the TEM grid is chosen, conclusions regarding the
average size and size dispersion for the entire sample are not warranted. Instead,
SAXS is a more objective measurement since �1012 clusters are contributing to the
SAXS signal. The drawback of SAXS measurements for the smallest photocatalysts
(1–3 nm) is that the scattering is very weak and conclusions regarding size dispersion
aremore problematic. Since this size regime corresponds to the size of photocatalysts
that are typically the most active, one must use analytical methods designed for the
study of large molecules and polymers such as size-exclusion chromatography (SEC)
to obtain precise size and size dispersion data for such nanoclusters.
For fully dispersed nanosized photocatalysts, it is possible to use HPLC to

separate both chemicals and photocatalysts in complex mixtures and study each
component by various analytical methods such as optical absorbance or photo-
luminescence. There are two mechanisms for separation. The first, SEC, depends
on the degree of permeation of clusters into a porous chromatographic medium
which is packed into a column of a given length. Clusters are injected into a flowing
mobile phase such as toluene in which they are soluble and then transported
through the porous medium. A good example of a hydrophobic porous medium
suitable for SEC is microgels of cross-linked polystyrene. Chromatographic col-
umns packed with microgel particles are designed to separate chemicals by size.
The smallest chemicals can penetrate a larger fraction of these channels and
therefore take a longer time to elute. Using molecules of a known size, one can
calibrate the column so a given elution peak time can be used to obtain the
hydrodynamic size of a nanocluster [88]. Figure 3.7 gives an example of the effect

Figure 3.7 HPLC of monodisperse nanoclusters of Au and CdSe
compared with three alkane standards: octane, C8 (0.54 nm),
dodecane, C12 (0.75 nm), and hexadecane, C16 (0.9 nm).
(Reprinted with permission from J. P. Wilcoxon, P. Provencio,
Journal of Physical Chemistry B 2005, 109, 13461).
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of chemical size on the elution time for three calibration standards consisting of
aliphatic hydrocarbons labeled C16 (hexadecane), C12 (dodecane) and C8 (octane).
Larger metal (Au) and semiconductor (CdSe) nanoclusters are included in this
chromatogram. The time axis is proportion to the hydrodynamic size, D� logt as
shown. This hydrodynamic size includes surfactants which are on the surface of the
nanoclusters.
The simple relation between elution time and hydrodynamic size breaks down

when the chemical or nanocluster interacts chemically with the column material.
Examples of materials which have strong chemical affinities for metal oxide clusters
are silica- and alumina-based columns which may be modified with various types of
organic moieties to make them more or less hydrophilic. If a nanocluster is
somewhat hydrophilic, e.g. a metal oxide like TiO2, and the column is also hydro-
philic (e.g. also a metal oxide such as alumina), the cluster will interact or stick and
then release constantly as it moves down the column. How strongly the molecule
sticks to the columnwill influence its elution time, with themost hydrophilic clusters
eluting at the longest time. This affinity chemistry can be used to separate and study
clusters based on cluster surface chemistry. Since surface chemistry is so vital to
photocatalytic activity and selectivity, this type of chemical affinity chromatography
provides a useful complement to SEC.
Various types of detectors may be used in-line with the separation column to

detect the elution time of chemicals. In Figure 3.7, the detector response has been
normalized by its peak, but the total area under the elution peak is proportional to
the amount of chemical and is a very useful piece of information. If the chemical or
cluster absorbs light, an absorbance spectrometer which can detect both the
complete spectrum or just a single wavelength can be used [89]. Since semicon-
ducting clusters such as MoS2 absorb in the visible region, monitoring the
absorbance provides a signature for the elution of a cluster. Most organic pollutants
absorb light only in theUVor near-UV range, somonitoring the light absorbance in
this region allows the detection of these species. For non-absorbing chemicals, the
change in the refraction of light when a chemical is present in themobile phase can
be used to detect the elution. Fluorescent molecules or nanoclusters (most
semiconductor nanoclusters used as photocatalysts are at least weakly fluorescent
and emit in the visible region) can be detected with an in-line fluorescence
spectrometer. The entire absorbance spectrum corresponding to an elution peak
can be used to distinguish different clusters or chemicals [90]. The width and
degree of shape homogeneity of the spectra of the elution peak can also be used to
gauge the size dispersion of the clusters.
Collection of an eluting peak allows further identification of the chemical or cluster

by other analytical methods such as gas chromatography–mass spectrometry
(GC–MS). Elemental composition can be quantified by using X-ray fluorescence,
(XFS). The latter technique is non-destructive and can be used for either solutions or
solid films. The collected solution can be dried out and the resulting powder
subjected to gas adsorption measurements to determine the available area per unit
mass. Comparisons of suchdatawith the geometric area based on the particle size are
useful for inferences regarding geometry.
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Dynamic light scattering (DLS) measures the diffusion rate of particles in dilute
solution, where by dilute we mean that the particles are separated from each other
by many particle diameters. This is the case for most photocatalysis studies. DLS is
very useful for monitoring particle photocatalyst size changes and aggregation
which might occur as a result of the photocatalytic reaction. If aggregation of the
colloids occurs, for example, less catalyst surface area will be available to sub-
strates, lowering the photoactivity of the nanomaterial. It is important to establish
that the nanosized photocatalyst average size remains unchanged as a result of the
reaction.
Studies of TiO2 synthesis in water–alcohol mixtures sometimes use DLS to

measure the particle size in solution and to follow changes with time, since these
clusters are not agglomerated and are fully dispersed. This is rarely done for most
experiments using commercial gas-synthesized TiO2 nanocluster photocatalysts
since slurries or suspensions of these clusters in water are turbid. This means that
light is multiply scattered, precluding DLS measurements of cluster diffusion. For
example, the strongly turbid solutions formed by commercial powders of TiO2 such
as Degussa P25 are unfortunately unsuitable for DLS studies.

3.6.3
Detailed Examples of Nanocluster Synthesis and Photocatalysis

3.6.3.1 Semiconductor Nanoclusters
Photocatalysts based on semiconductor nanoclusters must have certain chemical,
electronic and optical properties to be useful in environmental remediation. Other
properties include low synthesis cost, photostability in water over a wide range of pH
values and a light absorption range that includes a significant portion of the solar
spectrum. In addition, the oxidation potential of the valence band hole must be
sufficiently positive to form free radicals from adsorbed organics and/or create
hydroxyl radicals from adsorbed water. Ideally, the reduction potential of the
conduction band electronsmust be negative enough to transfer electrons to dissolved
oxygen or other electron acceptor molecules. No single material of a fixed size can
satisfy all of these conditions, but as many reviews have noted, titania comes the
closest [13, 17, 34]. It is photostable under near-UV illumination conditions,
rendering it environmentally benign, and its redox potentials can drive photo-
oxidation reactions for a variety of organic and biotoxins [13, 17]. It suffers primarily
from too wide a bandgap, which requires that UV light excitation be used, corre-
sponding to only 2–5% of the solar spectrum.
Many complete reviews focusing only on titania have appeared addressing its

photophysical and photocatalytic properties [13, 14, 16, 17, 20, 22, 24, 26, 34, 40]. We
shall selectively and critically review some of its properties based on these studies.We
then discuss in more detail nanosized semiconductors which have received less
attention, such as MoS2 and WS2. In our discussions we will emphasize the
connection between synthesis, size, nanostructure and photocatalytic properties
and also the characterization methods best suited to study this relationship.
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3.6.3.2 TiO2

Synthesis, Nanostructure and Electronic Properties The growth of a solid, colloidal
material such as TiO2 or SnO2 from chemical precursors consisting of metal
alkoxides can be catalyzed by acid hydrolysis. The hydrolysis is a stepwise process
which initially produces TiO2 molecules during the induction period. Over time, an
increase in concentration of these molecules creates a condition of supersaturation,
at which point nucleation occurs to form small agglomerates (typical sizes are
1–2 nm). It is generally known that a relatively short nucleation period removes the
supersaturation condition and results in a narrow size distribution. Following the
nucleation events, growth continues until all the precursor is exhausted.
Over the years, protocols have been empirically developed to synthesize TiO2

colloids in the nanosize regime. Unfortunately, reviews and papers discussing the
use of nano-TiO2 as a photocatalyst usually give very little or no specific information
regarding themany details of the synthesis, particularly the important issue of colloid
size control. Research suggests that particle size is important for the photocatalytic
activity of TiO2 [58].Hence it is worthwhile to give some synthesis examples fromour
laboratory discussed in a previous paper [68].
Our method is based on slow injection of a solution of either titanium or tin

isopropoxide in 2-propanol into a rapidly stirred acidic solution (pH¼ 1.5). The ratio
of 2-propanol to water was fixed at 1:10. Under these conditions, we observed that
smaller sizes are favored by higher precursor concentrations and faster rates of
injection for colloid sizes between 10 and 100 nm. A plausible rationalization of this
observation is that higher titanium isopropoxide concentrations will produce larger
numbers of critically sized nuclei of TiO2, with less available precursor left to add to
these nuclei, so growth will both be faster and end more quickly.
A systematic increase in final colloid size occurs upon increasing the pH of the

acidic solution. However, this size increase is accompanied by a loss of long-term
stability against aggregation. A critique of this explanation of the observed smaller
sizes at higher concentrations is that it ignores the possible sintering and/or
exchange of atoms between clusters which may occur after all the precursor is
exhausted. This can result in changes in the colloid size distribution and even the
average size. Our conclusions regarding size control differ from those of other
workers who synthesized larger (400–500 nm) TiO2 colloids by a similar process and
found no systematic dependence of final colloid size on initial precursor concentra-
tion [91].However, these experiments did not use acid-catalyzed hydrolysis and so the
nucleation processwas slower for an equivalent precursor concentration and resulted
in colloids 400–500 nm in size. The small specific surface area of such colloidsmakes
them unsuitable for efficient photocatalysis.

Nanostructure, Surface Structure and Photocatalytic Activity Although the TiO2

anatase phase is favored thermodynamically, the solution growth process that we
described can produce a mixed anatase–rutile phase and also amorphous material.
Degussa P25 photocatalyst, for example, has a 70 : 30 anatase:rutile composition.
Both anatase and rutile phases have tetragonal lattices with a rock salt-like structure.
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If one views the structure as consisting of TiO6
2�octahedral subunits, then these

octahedra are connected by their edges in rutile and their vertexes in anatase as shown
in Figure 3.8. Hence the latter has slightly less symmetry. Subsequent thermal
treatments are generally used to maximize the anatase phase and improve crystal-
linity.Due to oxygen vacancies in the structure, the conductivitymechanism is n-type.
Many accounts in the literature assert that the anatase phase has greater photo-

catalytic activity than rutile [40, 92]. However, it is likely that the internal phase of
nanocrystals of TiO2 is less important to its photoactivity than the arrangement of the
atoms at the surface, since these are the only atoms which interact directly with the
substrate organic molecules. The number of hydroxyl groups present at the surface,
which depends on the details of the synthesis, is also critical to the activity. It is worth
noting that amixed anatase–rutile–amorphous phase as found inDegussa P25 is, for
most oxidation reactions, themost active knownTiO2 photocatalyst. This observation
argues against an explanation of photoactivity solely in terms of internal phase.
Instead, in this case improved charge separation has been invoked [93]. However, in
our opinion, known impurities such as Fe(III) inDegussaP25may actually be a better
explanation.
When TiO2 is used to photo-oxidize chemicals in water or air, water molecules

rapidly adsorb on the surface. It has been estimated that there are about 5–15hydroxyl
groups for every square nanometer of TiO2 surface [13, 94]. In addition to changing
the adsorption characteristics of the catalyst surface, higher pH values increase the
concentration of hydroxyl radicals, increasing the photo-oxidation rate of many
organic chemicals. The adsorbed water molecules at the surface are also chemically
important since they can form hydroxyl radicals upon reaction with photogenerated
holes. These latter reactive species are key to the photo-oxidation of organicmolecules
in both the liquid and gas phase.

Figure 3.8 Crystal structure of (a) anatase, rutile (b) and (c)
brookite showing the connections between TiO6

2� octahedral
subunits which distinguish the crystal structure of TiO2

(Reprinted with permission from O. Carp, C. L. Huisman, A.
Reller, Progress in Solid State Chemistry 2004, 32, 33).
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Substitutional Doping by Nitrogen The small amount (2–5%) of sunlight which is
absorbed by TiO2 limits its practical application in many circumstances. Thus,
researchers have explored various synthetic strategies to increase the amount of
light absorbed while still retaining the low cost and high stability of this material. A
promising approach is to substitute nitrogen or sulfur atoms for oxygen in the TiO2

lattice. Nitrogen doping has been shown to increase the absorbance onset of titania
from 390 to almost 520 nm [95]. Nitrogen is introduced by exposure of the TiO2

powder to ammonia gas at around 600 �C for several hours. This reduces the area as
measured by the BET method by a factor of almost four. Perhaps related to this
reduced surface area, it has been reported that the photocatalytic efficiency using
these dopedmaterials is only 14% of that found for the same photocatalytic reactions
conducted at 351 nm, somost of the absorbed visible photons are not contributing to
the desired photo-oxidation [96]. To overcome this deficiency, Morikawa et al.
examined the effect of deposition of metals such as Cu, Ni, Pt, Zn and La on
nitrogen-doped TiO2 [97]. The ions were impregnated into the N-doped powders
from aqueous solution, followed by evaporation of the water at 150 �C and calcina-
tions at 300 �C for 2 h. They studied the oxidation of acetaldehyde using only light
with wavelengths exceeding 410 nm. They reported that only Cu and Pt significantly
enhanced the photocatalytic oxidation rate. They also found an optimal concentration
of Cu of around 0.5wt.%, at which the rate was enhanced by roughly a factor of two
comparedwith thenitrogen-dopedpowder control. Theyhypothesized that the role of
the Cu islands on the TiO2 is to increase the carrier lifetime on the impregnated
powders. It is worth noting that acetaldehyde was oxidized by TiO2 doped with Cu at
0.5% continuously for 100 days without degradation of the catalyst, so this approach
may work in practical photoreactors for indoor air purification.

Deposition of Metals An important factor for enhancing photocatalytic efficiency in
small particles, noted previously in this chapter, is increasing the electron and hole
lifetimes by improved charge separation. The deposition of noblemetals on TiO2 can
reduce carrier recombination by serving as electron traps. The general synthetic
approach used to deposit metals such as Pt on TiO2 surfaces is photo-reduction of Pt
salts such as chloroplatinic acid (H2PtCl6) in the presence of stirred slurries of the
TiO2 and near-UV light. The electrons promoted to the conduction band of the TiO2

reduce the Pt salt which deposits on the TiO2 surface. The amount of light exposure
can be used to control the amount of Pt deposited [22].
As noted in a recent review by Choi, there are conflicting reports concerning the

photocatalytic benefits of depositing Pt on the surface of TiO2 [22]. The conflicting
results can be traced to the different types of powders used, the loading level of the
metal and the fact that different organic chemicals have been studied by each group.
For example, Choi [22] found that the length of irradiation time used to deposit Pt on
the TiO2 affected not just the amount of metal deposited but also its oxidation state.
Shorter photo-reduction times favored the presence of Pt(II) and Pt(IV) in addition to
metallic Pt. Only Pt(0) was found to enhance the photocatalytic activity, whichmakes
sense if the metal islands serve as electron storage sinks and reduce the recombina-
tion kinetics. Pt atoms in higher oxidation states may only serve to block access to
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active sites and thus reduce the photo-oxidation of organic chemicals. Onemight also
expect the physical size and adsorptionmechanism to be strongly affected by the type
of organic, which explains several of the conflicting reports concerning the efficacy of
Pt deposition [69, 98].
An additional example of the use of metal island deposits in commercial anatase

powders is the use of Ag/TiO2 powders prepared by the photo-reduction of Ag ions by
suspensions of TiO2 [56]. The deposition of the Ag on TiO2 was accompanied by
increased absorption of the Ag/TiO2 in the visible range (400–600 nm) where Ag
clusters have significant absorbance. However, the absorbance was much broader
than would be observed in isolated spherical clusters. This visible absorbance
increased as the fraction of the Ag deposited increased from 0.5 to 2.0wt.% relative
to TiO2. The catalytic photo-oxidation of two dyes was studied using a batch slurry
reactor illuminated with UV light. Both dyes were photo-oxidized at substantially
faster rates compared with the naked TiO2 powder and, as in the Pt/TiO2 studies
described above, an optimal Ag loading of around 1.5% was found. The fast photo-
oxidation of dyes by TiO2 prevents the use of the dyes themselves to enhance the
absorption of TiO2 into the visible region. However, as discussed below, this dye
sensitization has been proposed as a method of increasing the efficiency of TiO2

photocatalysts.
The use of TiO2 with deposited noble metals can be studied with either batch

slurry reactors as described above and shown in Figure 3.9, in studies of TiO2/Pt and
TiO2/Ag or usingmore practicalflow reactors whosewalls are coatedwith the catalyst
material. A good example of the last reactor design was given by Orlov et al. [55]. In
this work, the photo-oxidation of two significant types of environmental pollutants
was studied using both Degussa P25 TiO2 and the same material modified by
deposition of gold particles.
Themethod for deposition of theAunanoparticles on the TiO2was taken from that

described by Haruta [99]. This method produces hemispherical gold islands with a
large contact area along the perimeter between the TiO2 support and the Au. This
large contact area is considered critical in the activity for oxidation reactions since the
TiO2 will adsorb oxygen and water while the Au can serve as a reservoir of electrons.
The synthesismethod described byHaruta can produce small Au islands on any form

Figure 3.9 Photochemical reactor with overhead xenon lamp
illumination, magnetic stirring, sampling sidearm.
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of substrate, including powders, honeycombs and thin films. An ionic solution of a
gold precursor such asHAuCl4, when aged for about 1 h at a pH > 6 in the presence of
a high surface area powder such as Degussa P25 TiO2, forms deposits of Au(OH)3 on
the powder surface. Calcination can then be used to transform this coating into
metallic Au islands. Control of the particle size is not critical to thismethod since only
the perimeter Au atoms are believed to be catalytically active. In fact, Haruta showed
that the rather large 4.6 nmdiameter particles deposited by thismethod for pH > 6 are
more active for the photocatalytic oxidation of CO than 2 nm Pt particles.
In the photocatalysis studies described by Orlov et al. [55], the Au islands on

Degussa P25 TiO2 were first formed at �1wt.% Au, followed by dip coating of the
resulting slurry on the inner cylinder of a photochemical reactor to form a film.
Heating the inner cylinder of the reactor to �300 �C for 30min created good film
adhesion and a uniformly thick coating with good longevity. Axial illumination
through the clear outer cylinder of the reactor permitted good light penetration, and
air flow from the bottom of the reactor provided both mixing and ample dissolved
oxygen. This fixed-bed reactor design could be used in the field by flowing contami-
nated water through the coaxial cylinders.
The reactor design and Au/TiO2 catalysts was tested for two common pollutants,

chlorophenols, which originate from agricultural run-off of insecticides and fungi-
cides, andmethyl tert-butyl ether (MTBE).MTBEhas been used as a gasoline additive
to improve wintertime combustion and is now banned in the USA due to leaks from
storage tanks into the water system in the past. MTBE is carcinogenic at only a few
parts per billion. Both compounds are relatively robust and novel treatmentmethods
such as photocatalytic oxidation are being explored [100].
A significant finding of Orlov et al.�s work [55] was that the reaction rate for the

mineralization of 4-chlorophenol was increased by 50% over that of Degussa P25
TiO2 by use of the TiO2 with Au deposited at 1wt.%. A doubling of the reactivity was
shown for the destruction ofMTBE. The reactor design used was also shown to allow
removal of either pollutant at water flow rates required to treat contaminated water
pools. The temperatures required to formstablefilms ofAu/TiO2 on the reactor inner
walls did lead to some loss of surface area and thus lower activity than a slurry reactor
using the same Au/TiO2 photocatalyst, but the activity was still greater than that of
pure Degussa P25 TiO2 powders. The long-term application and stability of the
photocatalyst in real-world conditions still requires more testing. The additional cost
of the Au would be acceptable provided that the catalyst stability can be shown to be
exceptional.

Dye Sensitization [Ru(pyr)3] Although several experiments indicate that organic dyes
adsorbed on the surface of TiO2 undergo photo-oxidation, certain reactions involving
chlorinatedhydrocarbonsandaromaticscanbeextendedtothevisibleregionusingdyes
which are adsorbed on the surface of the TiO2 particles. The basic idea is that the dye
absorbs visible light and if the energy level of the photoexcited electron on the dye
molecule ishigher thanthatof theTiO2conductionband theelectronwill be transferred
into theconductionbandof theTiO2semiconductor.Theoxidizeddye is thencapableof
capturing another electron (i.e. oxidizing) from a pollutant and being regenerated. The
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increased physical separation of electron and hole due to this transfer process can
improve the efficiency of the photo-oxidation. Examples of dyeswhich are effective and
reasonably stable for this process are ruthenium–bipyridine complexes [101, 102]. The
cost of such complexes due to the expensive Ru may make such modifications
impractical for large-scale systems, however.
An interesting method of extending the absorbance onset via electron transfer

while avoiding the problemswith degradation of the organic part of a dye is to deposit
transitionmetal salts such as Pt, Rh or Au chloride on the surface of TiO2. It has been
demonstrated that photo-oxidation of chlorinated compounds such as 4-chlorophe-
nol using only visible light at 455 nm is then possible [65, 103–105]. The metal
chloride complex absorbs visible light and undergoes M�Cl bond breakage, leaving
the metal in an oxidized state and the chlorine atom on the cluster surface. Then
electron transfer from this chlorine atom to a chlorine atom in the organic compound
also adsorbed on the TiO2 occurs and regenerates the metal, making the reaction
catalytic. There are less possibly adverse reaction pathways in this approach com-
pared with the use of organic dyes as sensitizers.

Research Needs for Future Improvements The key to further improvements in TiO2-
basedphotocatalysts is todevelop syntheticmethodsextending the lightabsorption into
the visible region so that UV lamps and their costs can be eliminated. These new
photocatalystsmayhave tobebasedonnewnanosizedmaterials asdescribedin thenext
section. Also, not enough is known concerning the true longevity of TiO2 when used
under real conditions of salts and other inorganicmetal ions in the presence of organic
pollutants. Since any particulate photocatalyst must be immobilized to prevent con-
tamination of the water and loss of the catalyst, high surface area flow reactors which
allow light to reach all the photocatalyst surface are critical. Methods of inexpensively
regenerating the active surfaces of such reactors will also have to be developed.

3.6.3.3 Alternative Photocatalytic Materials

Introduction Several alternatives to TiO2 as potential photocatalytic materials have
also been investigated in an attempt to access more of the visible portion of the solar
spectrum and potentially to enhance the photocatalytic efficiency for different
reactions. Some of these alternative materials include ZnO, SnO2, CdS, MoS2, WS2
and, more recently, nitrides and oxynitrides such as TaN and TaON, respectively. Of
the oxide materials (other than TiO2), ZnO has been the most studied. Along with
ZnO, we also review the newer nitrides, specifically TaN, as part of a small sampling
of the materials that have been investigated. MoS2 is outlined in detail in the latter
part of Section 3.6.

ZnO ZnO is another wide-bandgap material which has been explored as a photo-
catalyst by several groups. One concern with this material is its photostability for
certain reactions in aqueous solution [106]. For other reactions, especially photo-
oxidation of dyes, ZnOmay have a better efficiency thanTiO2 [107]. Since the cost and
absorbance characteristics of the two photocatalysts are similar, ZnO in nanosize
form may be a useful alternative photocatalyst.
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ZnO can be made by acid-catalyzed hydrolysis of zinc acetate in ethanol. A white
gel-like material is formed by using this synthesis. A photocatalytic film on glass is
formed by dip coating on to a glass substrate and calcining the film at 500 �C [87].
Typical ZnO particle sizes from XRD linewidths are about 35 nm with a BETsurface
area of around 27m2 g�1 (For comparison, Degussa P25 TiO2 has a 25 nm particle
size and a BETsurface area of 50m2 g�1). It was found that the ZnO fluorescence was
quenched in the presence of chlorinated aromatics, which indicates the hole was
being transferred to the aromatic. The most strongly absorbed compounds were
chlorinated aromatics compared with chlorinated aliphatics. Photocatalysis studies
confirmed that the more strongly adsorbed aromatic compounds were also photo-
oxidized at a faster rate.
By monitoring the rate of disappearance of these compounds under 365 nm

illumination, it was asserted that the ZnO efficiency was larger than films of Degussa
P25 TiO2 under the same conditions. However, this efficiency was obtained from the
initial slope of the kinetic data showing the rate of disappearance versus irradiation
time. Despite the rapid initial disappearance, mineralization of widely investigated
compounds such as 4-chlorophenol was incomplete after 250min of irradiation. Our
photocatalytic studies of 4-chlorophenol using slurry reactors of Degussa P25 TiO2

showed complete degradation of this compound within this irradiation time of
250min [52]. It is possible that immobilization of the ZnO andTiO2 on the glass slide
used in these studies decreases the available surface area,making their photocatalytic
reactor design the limiting factor. The authors did not explain how the total surface
area and light flux were measured to allow a direct comparison of the two photo-
catalysts. Hence it is difficult to see how their conclusions regarding the superior
efficiency of ZnO are supported.
ZnO fluorescence and its sensitivity to hole scavengers can be used to monitor

the presence and the destruction of organic molecules as reported by Kamat�s
group [108]. The sensitivity to the presence of chlorinated aromatics is about
1 ppm using the fluorescence emission at typical concentrations of nanosized ZnO
(1mgmL�1). The recovery of the fluorescence as the chlorinated aromatic is
photo-oxidized allows the reaction kinetics to be monitored. This method also
allows researchers to follow the state of the ZnO since any degradation or activity
loss will lower the total fluorescence from the solution. An example of this
behavior for 4-chlorocatechol is shown in Figure 3.10. Successive additions of
4-chlorocatechol do not cause loss of total fluorescence with time, indicating good
ZnO stability.
Research suggests that ZnO probably does not provide any significant photo-

catalytic advantages compared with TiO2, since it also fails to absorb a significant
portion of sunlight. To bypass this shortcoming, other materials must be developed.
An example of photocatalysts which absorb a significant fraction of visible light is
given in the following section.

Ta3N5 and TaON Nanoparticles of nitrides and oxynitrides present two other
potential classes of materials for photocatalysis. Specifically, Ta3N5 and TaON with
bandgaps of �2.07 and 2.4 eV, respectively, appear to be appropriate for visible light
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photocatalysis and have been shown to be fairly active for the photocatalytic
destruction of methylene blue (MB) [109]. Zhang and Gao synthesized nanosized
Ta3N5 through high-temperature (600–1000 �C for 5–8 h) nitridation of Ta2O5

nanoparticles. The Ta3N5 crystallite size, which was determined by XRD, appeared
to depend on the nitridation temperature, which was also critical in determining the
extent of nitride formation (i.e. complete nitridation only occurred at higher
temperature starting at 900 �C). Thus, smaller sized crystallites (�18 nm) nitrided
at 700 �C often also contained the tantalum oxynitride phase. It therefore follows that
with the higher temperatures needed for complete nitridation, that larger crystallite
sizes on the order of 75 nm formed at 900 �C. However, there seems to be some
variation in the resulting nitride formation based on temperature as a parameter
since, according to the authors, pure phases of Ta3N5 also occurred at 700 �C but with
resulting crystallite sizes of �26 nm. Control over the synthesis parameters for this
materials system seems to be difficult. Thus, the formation of a pure nitride phase
also proved difficult.
In studying the photocatalytic degradation of MB, Zhang and Gao compared the

reactivity of Ta3N5 nanoparticles with standards such as Degussa P25 TiO2 and
TiO2 doped with N (TiO2�xNx) for visible light reactions using batch slurry-type
reactors [109]. Compared with the TiO2�xNx under UV/Vis illumination, the
authors found a faster rate of photodegradation of MB by the 18 nm Ta3N5–TaON
phased nanoparticles and also the 26 nm nanoparticles consisting of pure Ta3N5.
The comparison with the TiO2�xNx is perhaps slightly misleading since, as we
discussed above, this form of TiO2 has been shown to have decreased photo-
catalytic efficiency compared with pure TiO2. The main role of the N doping is to
extend the absorption into the visible region. A fairer comparison under the UV/
Vis conditions would be with Degussa P25, which the authors did not show. The
authors performed the comparison with Degussa P25 only under visible light
conditions where it has minimal absorption and subsequently suppressed photo-
activity. Accordingly, the Ta3N5 systems perform better than both the Degussa P25
and TiO2�xNx under visible light illumination for the photo-oxidation of MB. The

Figure 3.10 The fluorescence emission intensity from ZnO
nanoparticle when exposed to aliquots of .5mM 4-chlorocatechol
(4-CC). The destruction of the 4-CC by the UV-driven
photocatalysis requires about 200 s to restore the fluorescence.
(Reprinted with permission from P. V. Kamat, R. Huehn, R.
Nicolaescu, J. Phys. Chem. B 2002, 106, 788).

3.6 Nanoparticle Synthesis and Characterization j85



authors also claimed that a size dependence to this photocatalytic activity exists
where smaller Ta3N5 crystallites (�18 nm) are more active than larger ones
(�75 nm). It is important to distinguish, as the authors did, between crystallite
size and particle size. There may be some evidence of varying photoactivity as a
function of crystallite size, but this cannot be translated into particle size since, as
can be seen from their TEM images, there is a significant particle size distribution
where large aggregates have formed. Also, as stated by the authors, the 18 nm
sample was not a pure phase of TaN, but consisted of a Ta3N5–TaON mixture
whereas the 75 nm samples were pure Ta3N5. It is therefore difficult to conclude
that the photocatalytic activity of these materials is size dependent. It could very
well be a case similar to TiO2, where phase plays a very important role depending
on the specific reactions of interest. Regardless of size dependence, these systems
do show potential for visible light photocatalysis, but it is not clear that they are
better than TiO2, especially Degussa P25.

3.6.3.4 MoS2 and Other Metal Dichalcogenides
High surface area TiO2 powders in nanosized form such as Degussa P25 TiO2,
d� 25 nm, as mentioned above, are the most studied photocatalysts. However, TiO2

has a significant disadvantage due to its large bandgap of �3.2 eV. This means that
it can only be excited by UV illumination of �390 nm or shorter wavelength, thus
requiring the use of UV lamps, increasing the cost of detoxification. If sunlight is
used as the light source, TiO2 absorbs only 3–7% of the solar spectrum, as illustrated
in Figure 3.11 [52]. Also shown in Figure 3.11 is the absorption edge of bulk TiO2

compared with three sizes ofMoS2: bulk, 8 nm and 4.5 nm. Research and analysis by
Tributsch [110] has revealed that in order for photocatalysts to be useful in solar fuel
production and chemical waste detoxification, the semiconductor material must
meet the following requirements: (1) have a bandgapmatched to the solar spectrum,
(2) have valence and conduction band energy edges compatiblewith the desired redox
potentials, (3) be resistant to photochemical degradation and (4) have a short carrier
diffusion time leading to faster energy transfer for the surface compared with
electron–hole recombination times [52]. All of these properties can be achieved
through tailoring of the optical and electronic properties of MoS2 nanoclusters based
on the size. Prior to discussing MoS2 nanoclusters, it is worthwhile reviewing the
properties and uses of bulk MoS2.

MoS2 Bulk Properties and Historical Background MoS2 and its structural isomorphs
such asWS2,MoS2 andWSe2 have excellent corrosion resistance, which has resulted
in a variety of high-temperature catalytic and lubrication applications. This resistance
to oxidation comes from the two-dimensional structure of these materials and the
resultant electronic properties shown in Figures 3.12 and 3.13. In Figure 3.12, it is
observed that the valence band is composed ofMo dz2 states and the conduction band
of Mo dxy and dx2 � y2 states, so that excitation of an electron across the 1.75 eV gap
doesn�t weaken any chemical bonds.
Human use of Mo from MoS2 has a long history. The mineral form of MoS2,

known asmolybdenite, is a naturally occurringmineral and oneof themost abundant
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forms found in the Earth�s crust. This contrasts with most other metal sources such
as Fe, Al and Ti, which occur naturally as oxides [111]. Due to its long history and the
fact thatmolybdenite occurs naturally as amineral in the Earth�s crust, it is thought to
have been used in very early times, such as in 14th century Japanese swords [111].
Initially, MoS2 was thought to be the same as other ores such as lead or graphite and
was named �molybdos�, meaning �lead-like�, by the ancient Greeks [111]. In 1778,
Karl Scheele, a Swedish chemist, demonstrated that molybdenite was actually a
sulfide mineral [112, 113] and that it contained molybdenummetal [111]. Extraction
of the Mo was also later performed by Peter Jacob Hjelm in 1782 by reducing
molybdenite with carbon [111]. Throughout the 19th century, interest in Mo was
primarily non-commercial.
Commercial and technical applications of Mo were enabled by mining and

extraction improvements, allowing the extraction of molybdenite in commercial
quantities. The use of Mo in metal alloys steadily increased with time with the
increased demands beginning aroundWorldWar I.Most ofmolybdenite isMoS2 and
the rest consists of silicates and other rare metals such as Re [113]. To extract a purer
form of MoS2 from molybdenite, the mineral is subjected to a series of crushing,
cleaning and purification steps [113]. The use ofMoS2 as a hydrotreating catalyst [114]
for removal of heteroatoms from crude oil in fuel refining and as a high-temperature

Figure 3.11 Solar spectral irradiance (AMD 1.5D) showing the
radiation reaching the Earth�s surface as a function of wavelength.
Included in this spectrum are the absorption edges of bulk TiO2

and MoS2 in various forms. (Reprinted with permission from
T. R. Thurston, J. P. Wilcoxon, Journal of Physical Chemistry B
1999, 103, 11).
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Figure 3.12 MoS2 energy band diagram showing the exciton
formation occurring between the d-states, accounting for stability
against photocorrosion (i.e. no effect on the Mo–S bond upon
excitation). (Redrawn with permission from H. Tributsch,
Zeitschrift f€ur Naturforschung Teil A 1977, 32, 972).

Figure 3.13 Conduction and valence band edge positions relative
to the normal hydrogen electrode (NHE) for bulk TiO2, bulkMoS2,
MoS2 (d¼ 8–10 nm) and MoS2 (d¼ 4.5 nm). (Reprinted with
permission from T. R. Thurston, J. P. Wilcoxon, Journal of Physical
Chemistry B 1999, 103, 11).
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lubricant also increased rapidly during the 20th century. Research in Germany
around the time of World War II identified formulations of MoS2 on alumina
supports capable of removing heteroatoms such as S, N and O from crude oil
feedstocks, allowing subsequent refining operations using transition metal catalysts
to be conducted without poisoning of these materials by sulfur. MoS2 has been
studied extensively both in the purified formand in its natural state. Itwas found to be
easy to study using optical and electrochemicalmethods since it can be cleaved to very
thin layers, making it suitable for optical and electronic studies [115].
Roscoe Dickinson and Linus Pauling elucidated the anisotropic crystal structure

of MoS2 in 1923 [116]. In this work, they noted that by 1904 Hintze had discovered
that MoS2 occurred as hexagonal crystals with complete basal cleavage planes.
Dickinson and Pauling showed that Mo has six S atoms surrounding it in an
equidistant manner at the corners of a triangular prism. They determined this
through the use of Laue photographs and the theory of space groups [116].
Following this, they also showed that the S and Mo were stacked in S–Mo–S
sandwiches along the c-axis and that there were two sandwiches per unit cell where
c¼ 12.3 Å [116]. Later, Hultgren [117] and Pauling [118] showed that trigonal
bonding in MoS2 and WS2 was due to d

4sp hybridization of atomic wavefunctions.
The bonding within the MoS2 sheet was determined to be covalent and the trilayer
sheets were held together by weak van der Waals forces. Figure 3.6 shows a
schematic of the MoS2 sandwich structure. The most stable form of MoS2 is the
2H-MoS2 structure. Two other metastable polytypes also exist: 1T-MoS2 and 3R-
MoS2[119]. The space group for the stable 2H-MoS2 is P63/mmc [120]. The quasi-
2D, graphite-like structure where the trilayers consisting of S–Mo–S sandwiches
held together by weak van der Waals forces allows the facile shearing reported by
Dickinson and Pauling. MoS2 has many applications in lubrication, especially in
space applications and at high temperatures where its solid state form is an
advantage [121, 122]. Other industrial applications include catalytic hydrodesul-
furization (HDS) [114, 123]. It has also been proposed as a possible solar photo-
electrochemical electrode for hydrogen generation from water [124].
MoS2 is a semiconductor with an n-type conduction mechanism. Its optical

absorbance properties are due to both direct and indirect transitions, which have
been investigated by a variety of measurement techniques, including optical
absorption and transmission [115, 125–127], reflectivity measurements [128, 129],
electron energy loss measurements [130] and electron transport measure-
ments [131]. For example, Goldberg et al. [127] measured the optical absorption
coefficient, emphasizing the features below the first exciton [115] located at �680
nm. The lowest energy absorption at 1.24 eV (�1000 nm) at room temperature was
forbidden (i.e. indirect) and thus weak. [127]. Using photocurrent measurements,
Kam and Parkinson obtained similar values of 1.23 eV for the indirect Eg of MoS2
and 1.69–1.74 eV for the direct gap [132]. Roxlo et al. used photothermal deflection
and transmission spectroscopy [133] to obtain a highly precise value of the indirect
bandgap of 1.22� 0.01 eV.Using the augmented spherical wavemethod, Coehoorn
and co-workers calculated detailed band structures for MoS2, MoSe2 and
WSe2 [120, 134].
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It is possible to determine the valence and conduction band levels of bulk n-type
MoS2 using cyclic voltammetry. For example, Schneemeyer and Wrighton studied
the oxidation reactions of biferrocene and N,N,N0,N0-tetramethyl-p-phenylenedia-
mine using an MoS2 electrode and found that the flat-band valence band potential
was þ 1.9 V vs. SCE, demonstrating that the direct transition of around 1.7 eV
controls the oxidizing power of the holes [135]. They noted that this potential
should allow most of the oxidation reactions possible at TiO2 to take place for
MoS2 also.
To test this hypothesis without the competing reaction of water oxidation, they

studied the oxidation of Cl� ion in an oxygen-free solvent, acetonitrile. They found
that a sustained evolution of chlorine gas was indeed observed upon visible
illumination of the MoS2 electrode with no loss of photocurrent for over 8 h of
continuous operation. During this experiment, many moles of electrons were
generated without any visible (i.e. microscopic) evidence for oxidation of the MoS2
electrode. Their results support the results predicted by Tributsch for the electro-
chemical photo-oxidation of water described in the next section [110].

Photocatalytic Properties ofMoS2 Adetailed and systematic search for photocatalysts
allowing the photo-oxidation of water using visible light was reported by Tributsch in
1977 [110, 124]. The principles he outlined for successful water photo-oxidation
should also apply to photo-oxidation of organic molecules. For example, a suitable
photocatalystmust be capable of absorbing visible light, have valence and conduction
band potentials appropriate for the substrate molecule to be oxidized, have an
efficient mechanism for electron–hole separation, be chemically stable (i.e. exciton
creation must not weaken the chemical bonds in the structure) and be inexpensive
and/or easy to synthesize [110].
Based on the first requirement, oxide compounds were determined to be unsuit-

able since they absorb mostly in the UV region (e.g. TiO2, ZnO, SnO2). Polar
semiconductors such as CdS were also ruled out since they are unstable as the
photogenerated electrons weaken the chemical bond. Transition metal dichalcogen-
ides appeared to be the most suitable candidates [110]. Tributsch investigated a large
number (�70) of metal dichalcogenides and concluded that the most favorable
materials wereWS2,MoS2 and TcS2. Due to its lack of abundance and high cost, TcS2
was deemed unsuitable.WS2was also ruled out since it was difficult to obtain as large
crystals at that time. MoS2 was readily available and easy to process, becoming the
obvious final choice.
Adetailed analysis of theMoS2band structurewas also reported (Figure 3.12) [110].

Optical transitions occur between the d states, as shown in Figure 3.12. Since the
formation of the exciton pair occurs via the metallic d states, light absorption has no
adverse affect on the Mo–S chemical bonds. It is this phenomenon that accounts for
the stability of MoS2 against photocorrosion and accounts for the widespread use of
MoS2 as a stable, high-temperature solid-state lubricant and its applications as an
electrode material with good corrosion resistance in water.
Tributsch demonstrated the oxidation of water with the formation of molecular

oxygen and hydrogenusingMoS2 as an electrode [110].However, the reaction needed
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to be assisted by a redox catalyst such as tris(2,20-bipyridine)ruthenium (II), since the
rate of O2 generation was low. This was probably due to the inherent limitations of
MoS2 in the bulk form and a kinetic bottleneck for transfer of the conduction band
electrons to formhydrogen gas by reduction ofwater. Also, being an indirect bandgap
semiconductor with a small bandgap (�1.22 eV) in the near-IR region, the potential
may not be large enough to drive the necessary redox chemistry. This is important for
other photocatalytic applications also, such as the photodestruction of toxic chemi-
cals, since the valence and conduction band edgesmay notmatch the redox potentials
sufficiently.
Motivated by Tributsch�s calculations, other groups explored the use of bulk

transition metal dichalcogenides in photoelectrochemical applications and in photo-
catalysis. The behavior of n-WSe2 and MoSe2 single crystals as photoanodes in
regenerative photoelectrochemical cells [136]was comparedwith the behavior ofWS2
and MoS2 [137]. The diselenides were reported to have conversion efficiencies of
�10%using a sodium iodide electrolyte.However, the conversion efficiencies for the
disulfides were considerably lower. Other groups were subsequently able to increase
the conversion efficiency to >14% using nanosized WSe2 in a polyiodide solu-
tion [138]. A still higher conversion efficiency (17%) was achieved using WSe2
through enhancement of the crystal quality using an etching technique developed
by Tenne [138, 139].
Some work has been reported on the use of bulk dichalcogenide powders for

photodestruction of chemical wastes. DiPaola et al. studied WS2 and WO3 and also
mixtures of the two materials in the photocatalytic degradation of phenol [140]. They
discovered that the mixed system had a much higher rate of phenol conversion than
the individual pure bulk powders. It is unlikely that simply mixing two bulk powders
would affect the recombination kinetics as their interfaces are not in physical contact,
so this result is difficult to rationalize. Our work with bulk powders of MoS2 and
WS2 [52, 68] contradicts the above report of photocatalytic activity for either phenol or
pentachlorophenol. On the contrary, we found that slurries of these powders and also
other layered materials such as PtS2 inhibit the near-UV photo-oxidation process
compared with solutions containing no catalyst. However, nanosized MoS2 shows
considerable photocatalytic activity.

Nanosized Photocatalysts of MoS2 and WS2 One key to the photocatalytic activity
observed in nanosized MoS2 is the effect of size on the optical and electronic
properties of nanosized semiconductors. The confinement of holes and electrons
to a reduced size particle results in a blue shift of the absorption onset comparedwith
the bulk material. For example, as shown in Figure 3.11, the absorbance onset of
MoS2 blue shifts from the bulk value of �1040 nm to �550 nm for 4.5 nm sized
clusters in solution. Just as significant for photocatalytic redox reactions, the increase
in bandgap with decrease in cluster size causes the valence band to shift to more
positive values and the conduction band to more negative values. Both shifts enable
photo-oxidation of organic chemicals to occur more readily. Bymeasuring the rate of
transfer of holes and electrons, one can estimate the energy levels as a function
of cluster size, as shown in Figure 3.13, where the potentials are measured at
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pH 7 versus NHE [52]. It should be noted that the pH of a solution of a metal sulfide
has a different chemical effect on the cluster surface compared with a metal oxide
such as TiO2, where low pH tends to make the surface positive and change its
substrate binding properties. For example, the formation of Ti–OH2

þ structures,
which is important at typical pH values of around 1 used in many photocatalytic
studies, is not possible for MoS2.
An advantage of MoS2 nanoclusters over bulk MoS2 is the increased surface to

volume ratio (S/V), allowing formore efficient surfaces traps per volume. In addition
to lowering the cost of the photocatalyst by reducing the amount ofmaterial required,
the high S/V ratio increases the likelihood of surface trapping of the photogenerated
carriers and so increases the lifetime of the charge carriers prior to recombination.
This increases the probability of successful hole transfer to an organic pollutant. Also,
since nanocluster solutions scatter a negligible amount of light, simplified analysis of
the photocatalytic behavior of the system is possible. As in the case of TiO2, the
method of nanocluster synthesis is likely to have a significant effect on the cluster
photocatalytic properties.

MoS2Nanocluster Synthesis Since photocatalytic applications ofMoS2 often require
solution processing methods to form either films or disperse solutions, liquid-phase
synthesis has some advantages compared with vacuum or gas-phase methods.
Monodispersed solutions of MoS2, MoSe2, WS2 and WSe2 nanoclusters were first
synthesized by Wilcoxon and co-workers using an inverse micelle approach
[51, 52, 68, 141–144]. In this method, surfactant molecules are dissolved in a suitable
non-polar organic such as toluene or octane. The surfactants are chemically bipolar
with awater-loving or hydrophilic head group joined to a hydrophobic orwater-hating
tail group. Their bipolar nature causes the surfactants to associate and form droplet-
like aggregates as shown schematically in Figure 3.14. The non-polar organic tail
groups prefer to form an interface with the non-polar solvent, which allows the
hydrophilic head groups to be shielded from the solvent and lowers the free energy of
the solution. These aggregates are called inverse micelles since the curvature of
the interface is the opposite to that of normal micelles that form in water with the
hydrophilic head groups interfacing with a continuous water phase. The reader may
be familiar with normal micelle aggregates as they are critical to allowing solubiliza-
tion of hydrophobic entities such as oil and permitting detergent action, which gives
soaps the ability to remove oil from clothes and skin.
Inverse micelles have a water-like interior volume which can dissolve ionic metal

salts just as water does. However, the absence of water means that undesired
chemical reactions such as hydrolysis to form metal hydroxides cannot occur. The
dissolved metal ion pairs interact and are stabilized by the hydrophilic head groups
instead of water, and these head groups are not reactive chemically. When this metal
salt solution is then mixed with another inverse micelle solution containing an ionic
sulfiding agent, such as a metal sulfide or H2S, a controlled aggregation to form a
nanocrystal of MoS2 ensues [52]. The cluster growth process is relatively slow
compared with the same reaction in a continuous, homogeneous medium since
it requires diffusion and collisions betweenmicelles to allow exchange of the growing
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nanocrystals. The kinetics of this process are controlled by the size of the inverse
micelle cage that is used to dissolve theMo salt and also the initial salt concentration.
The slow nanocrystal growth allows good ordering of the atoms even at room
temperature and this is confirmed by HRTEM, showing atomic lattice planes and
facets on the nanocrystals and also selected area electron diffraction (SAD).
Figure 3.15 shows a SAD pattern of a 4.5 nm MoS2 cluster, revealing the same
hexagonal crystal structure as the bulk [51]. Figure 3.16 shows an HRTEM image of
a MoS2 cluster�3 nm in size. This image reveals that the cluster is highly crystalline
with no defects. The lack of defects in nanoclusters of this size is perhaps not
surprising since any defect that may form has a very short distance to diffuse out to
the nanocluster surface.
MoS2 clusters synthesized in inversemicelles in non-polar oils such as decane can

be extracted into immiscible polar organic solvents such as dry acetonitrile or
methanol. In this process most of the ionic by-products and free surfactant is
removed and the resulting solutions can be dissolved in water. Figure 3.17 shows
a photograph of these solutions with each solution having a distinct color and
absorbance onset determined by the average cluster size. Since acetonitrile can be
obtained in high purity with no absorbance above 200 nm, detailed complete
absorbance spectra on purified MoS2 clusters are readily collected.
Optical absorption spectra of nanosized MoS2 (4.5, 3 and 2.5 nm) compared with

the bulk are shown in Figure 3.18 [51]. Curves 3, 4 and 5 correspond to solutions of
4.5 nm, 3 nm and 2.5 nm MoS2, respectively (note the logarithmic scale of the
absorbance axis). The absorption features in the bulk spectra can be traced to the

Figure 3.14 Schematic showing a two-
dimensional drawing of a spherical inverse
micelle with hydrophobic tail groups (red)
forming an interface with a continuous oil
medium (yellow). The hydrophilic head groups
shown in blue provide a water-like environment
which permits ionic metal salts such asMoCl4 to
dissolve and form ion pairs shown in red [Mo(IV)

cations] and green (Cl� anions) in the micelle
interior. Reaction of the metal ions with a sulfur
source such as H2S results in the growth of a
nanocrystal of MoS2 as shown on the right. The
surface of the nanocrystal is stabilized against
aggregation by the surfactants which are later
removed via an extraction process described in
the text.
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different transitions in the band structure as shown in Figure 3.19 [51]. There is a
weak absorption onset at�1040 nm (�1.2 eV) (Figure 3.18), which is attributed to the
indirect bandgap occurring between the G point and themiddle of the Brillouin zone
between G and K [51]. The direct bandgap occurring at the K point is represented by
the next absorption onset at �700 nm (�1.8 eV). There are actually two peaks that
correspond to this direct transition, labeled A1 and B1. The energy separation of these
two peaks is most likely due to spin–orbit splitting of the valence band at the K
point [51, 120, 126, 134]. There is another direct transition originating deepwithin the

Figure 3.16 High-resolution TEM image of an �3 nm cluster
revealing its high crystallinity. (Reprinted with permission from
J. P. Wilcoxon, P. P. Newcomer, G. A. Samara, Journal of Applied
Physics 1997, 81, 7934).

Figure 3.15 SAD pattern of 4.5 nm MoS2 clusters showing a
hexagonal structure. (Reprinted with permission from J. P.
Wilcoxon, P. P. Newcomer, G. A. Samara, Journal of Applied Physics
1997, 81, 7934).
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valence band, corresponding to the absorption onset at �500 nm (�2.5 eV). This
transition is labeled C and D.
As semiconductor clusters becomemolecular in size, the continuous bands due to

the translational symmetry develop molecule-like structure and discrete bands. The
valence band evolves into the highest occupied molecular orbital (HOMO) and the
conduction band evolves to become lowest unoccupied orbital (LUMO). These bands
are seen in the absorbance peaks of Figure 3.18. Photoexcitation leads to electron

Figure 3.18 Optical absorption spectra of two
bulk MoS2 crystalline samples compared with
three MoS2 nanocluster samples. Curve
1¼ synthetic crystal from ref. Goldberg; curve
2¼natural crystal from ref. Evans and Young;
curves 20 and 200 ¼ higher resolution of high-

energy features (ref. Frindt and Yoffe); curve
3¼ 4.5 nm MoS2; curve 4¼ 3 nm MoS2; curve
5¼ 2.5 nm MoS2. (Reprinted with permission
from J. P. Wilcoxon, P. P. Newcomer, G. A.
Samara, Journal of Applied Physics 1997, 81,
7934).

Figure 3.17 The effect of decreasing size on the color and
absorption onset comparedwith a bulk powder is an illustration of
the quantum confinement effect in MoS2.
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promotion from the HOMO to the LUMO. Some weak luminescence is observed
from these cluster solutions due to radiative recombination from the LUMO to the
HOMO. This luminescence can be used to monitor the transfer rate of the electrons
or holes to other adsorbed species and roughly estimate the size-dependent conduc-
tion band energy levels [84].
It is worth noting that other synthetic methods for the formation of MoS2

nanoclusters result in clusters with metallic properties. For example, ultrahigh
vacuum methods have been employed to deposit 2D Mo nanoclusters on gold
surfaces followed by sulfidization of Mo metal islands [123, 145–147]. As a result of
this synthetic route, the formation of triangular clusters through analysis using
scanning tunneling microscopy (STM) [123, 145] was discovered (Figure 3.20). The

Figure 3.19 Band structure portion taken from the band
calculations of Coehoorn et al. The transitions corresponding to
the optical features in Figure 3.17 are labeled. (Reprinted with
permission from J. P. Wilcoxon, P. P. Newcomer, G. A. Samara,
Journal of Applied Physics 1997, 81, 7934).

Figure 3.20 STM image of a triangular MoS2 nanocluster with
dimensions of 48 � 53 Å. (Reprinted with permission from M. V.
Bollinger, K.W. Jacobsen, J. K.Norskov, Physical ReviewB 2003, 67,
085410).
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STM image in Figure 3.20 shows a single layer of MoS2. These triangular clusters
were shown to have metallic conducting properties for the atoms at the edges. Since
these clusters were grown on a support, it is not certain that free clusters would have
the same geometry and electronic properties.
More recently, Lauritsen et al. showed that excess sulfur can be present at the

edges depending on the cluster size [148]. They also showed that there is a
tendency for the preferential formation of particular sizes, suggesting the forma-
tion of �magic sizes� that are thermodynamically favored. This is an important
observation under these synthesis conditions since this phenomenon is observed
in many other materials systems and under various synthetic routes. It also leads
to better size control and, with this control, the authors were able to link atomic-
scale structural analysis to cluster size using STM. The subsequent implications
for enhanced catalytic activity, particularly for hydrodesulfurization (HDS), are
thus promising.
Accordingly, Bertram et al. investigated bothMoS2 andWS2 clusters formed in the

gas phase and usedmass and photoelectron spectroscopy to show that these clusters
have planar platelet structures [149]. The platelet structures were shown to stack just
as in the bulk to form larger clusters.
These MoS2 clusters from Bertram et al.�s work were grown by evaporation of

bulkMoS2 using a pulsed electric arc. Both charged and neutralMnSm clusters grow
within an inert seeding gas of helium. To study the effect of extra sulfur on the
structure, they also vaporized Mo and Wmetal, allowing metal clusters to form of
various sizes which were then exposed to controlled amounts of H2S gas. The
smallest platelets formed had a metallic character and were chemically inert. They
began stacking just as in the bulk structure since multiples of fundamental platelet
masses were observed.Mass analysis was consistent with extra sulfur atoms at edge
sites. Simulations indicated these extra sulfur atoms stabilized the structures and a
�magic sized� cluster of WS2 is shown in Figure 3.21 taken from [149]. (The phrase
�magic sized� derives from the larger abundance of certain masses of clusters
observed due to extra stability for special numbers of metal atoms.) Clusters were
stable over a wide range of M:S ratios. This was explained by the hypothesis that
polysulfide chains could grow near the edges of the cluster. Their observation of
S :Mo > 2 is consistent with our observations of excess sulfur in clusters grown in
inverse micelles, purified by chromatography and analyzed using X-ray fluores-
cence (XRF) spectroscopy. The nature of the bonding at the catalytically active Mo
edge sites which are protected by sulfur atoms is likely critical to the photocatalytic
activity, as is known in the case of HDS catalysis, the major catalytic application of
MoS2 [148].
The small triangular cluster shown in Figure 3.21 has a nearly zero bandgap (i.e. is

metallic) and only the edgeWatoms aremetallic, whereas the states near theHOMO
(the Fermi level) are delocalized over the entire plane of Watoms. Furthermore, this
metallic character is due to the excess of sulfur at the edges and, as the clusters are
grown larger and approach the 2 : 1 S :W ratio of the bulk, a gap develops. The optical
properties such as absorbance and luminescence of our larger 2.5, 3 and 4.5 nmMoS2
and WS2 clusters grown in inverse micelles are consistent with an energy gap
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between HOMO and LUMO states, indicating that they are semiconducting.
Furthermore, the onset of the absorbance is consistent with an indirect optical
transition even for the smallest 2.0 nm clusters studied by our group [144]. Indica-
tions are that clusters grown in free space differ in structure and electronic properties
from those grown on substrates, possibly due to the significant interaction energies
between the Au atoms in the substrate and the Mo atoms.

QuantumSize Effects inMoS2 The effect of decreased cluster size and higher energy
carrier confinement in both the in-plane and out-of-plane, transverse or c-axis
direction of platelet stacking are important for the electronic properties of metal
dichalcogenides. Studies of size-related phenomena were reported by Consadori and
Frindt in 1970 through investigations of thin layers (13Å, corresponding to a
thickness of one unit cell) of WSe2 [150]. They found that the optical absorption
onset depended on sample thickness and showed a very small shift to higher energies
withdecreasing thickness. These effectswere attributed toquantumsize effects [150].
This was not the first observation of the effect of carrier confinement in small
semiconductors; however, it may have been the first observation of quantum size
effects in layered dichalcogenides. These effects were actually due to two-dimen-
sional (2D) confinement in an infinitely large sheet and the shift in the energy of the
A1 exciton ðEA1Þ was only 0.15 eV compared with infinitely thick samples.
As described below, compared with the shifts observed for metal dichalcoge-

nide clusters in solution due to in-plane carrier confinement, the transverse out-of-
plane confinement for thin layers is very weak. Lateral confinement of the carriers
appears to be necessary in order to observe strong size effects. This result is consistent
with the d–d band optical transitions which dominate the photoexcitation behavior
of MoS2. The energy shifts reported on thin WSe2 reported by Consadori and

Figure 3.21 Structure of W15S42 platelet calculated by Bertram
et al. (Reprintedwith permission fromN. Bertram, J. Cordes, Y. D.
Kim, G. Gantefor, S. Gemming, G. Seifert, Chemical Physics Letters
2006, 418, 36).
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Frindt [150] are compared with the transverse confinement of MoS2 and WSe2
clusters demonstrated by Wilcoxon et al. [51] in Figure 3.22. In this figure, first
exciton energy EA1 is plotted as a function of 1/t2 for the 2D thickness study (right
axis) and as a function of 1/d2 (where d¼ diameter) for the 3D cluster study (left axis).
This 1/t2 dependence of DEA1 is obeyed to t� 40Å but then deviates significantly as
the thickness decreases. The shift in EA1 as sizes approach 40Å in-plane carrier
confinement is over an order of magnitude larger in the transverse direction. This
deviation is even stronger at smaller sizes, which demonstrates the large difference
between transverse and longitudinal confinement.
The absorption spectra of Figure 3.18 have structured features such asminima and

maxima whose positions shift to the blue with decreasing cluster size. Figure 3.23
provides an examination of these peaks for MoS2 clusters in dilute acetonitrile
solution. The absorption edge shifts correspond to changes in the size-dependent
bandgap and the density of energy states as the clusters become molecular in size.
The effects of quantum confinement depend on the cluster dimension relative to the
bulk excitonic Bohr radius (rB). This dimension defines a cross-over froma strong to a

Figure 3.22 Influence of metal dichalcogenide layered structure
dimensionality (2D vs. 3D) on the strength of quantum
confinement of the A1 exciton inWSe2 andMoS2. 2D confinement
represents thin crystals and 3D confinement represents clusters.
(Reprinted with permission from J. P. Wilcoxon, P. P. Newcomer,
G. A. Samara, Journal of Applied Physics 1997, 81, 7934).
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weak regime. In 1938, Mott proposed a model of the hydrogen-like exciton for the
n¼ 1 Rydberg states of the A1 and B1 excitonic peaks [151]. He thus determined that
rB for MoS2 is 2 nm [51, 115, 151]. The 4.5 nm diameter MoS2 clusters (R¼ 2.25 nm)
are thus slightly larger than the bulk exciton, whereas 3.0 nm (R¼ 1.5 nm) and
2.5 nm (R¼ 1.25 nm) clusters should exhibit strong carrier confinement. Although
D¼ 4.5 nm clusters are slightly larger than the rB for MoS2, they still exhibit
properties vastly different from the bulk, which can be verified by the large blue
shift in the absorption spectra shown in Figures 3.18 and 3.23.
The extent of carrier confinementmanifests itself through the effect of particle size

on spin–orbit splitting of the absorbance peaks. Decreasing cluster size is accompa-
nied by an increase in the spin–orbit splitting of the A1 and B1 excitonic peaks.
Effective mass theory (EMM) defines quantum confinement as the shift in the
absorption edge or bandgap, Eg(R), for a cluster with radius R, to be proportional to
1/2mR2, wherem is the reduced excitonmass [79].WhenEg(R) is plotted against 1/R

2,
a straight-line plot should result with a slope proportional to 1/(2m) [51]. However,
deviations from linearity for each excitonic peak occur as the cluster size decreases
(Figure 3.24). The increase in spin–orbit splitting between the Wannier excitonic
peaks, A1 and B1, as a function of decreasing cluster size also occurs [51]. The
difference between peaks A1 and B1 is 0.67 eV for MoS2 clusters of 2.5 nm [51]
compared with �0.20 eV for the bulk [120, 126, 134].
When R/rB> 4, the quasi-particle nature of the excitons is predicted to be

preserved [81]. The quasi-particle characteristics are lost, however, when R/rB< 2
and the charge carriers are confined, leading to independent carrier behavior. The

Figure 3.23 Optical absorption spectra of MoS2 clusters ranging
from <2.5 to 4.5 nm. The corresponding band structure
transitions are shown, compare with Figure 3.17. (Reprinted with
permission from J. P. Wilcoxon, P. P. Newcomer, G. A. Samara,
Journal of Applied Physics 1997, 81, 7934).
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presence of specific excitonic peaks in the absorption spectrum ofMoS2 is preserved
for clusters sizes of�2.5 nm, while the significant blue shifts remain consistent with
strong quantum confinement. This could be due to the 2D nature of the strong
bonding in MoS2 [51]. Since the hole and electron confinement radii differ, the true
picture is more complicated. Bulk values for hole and electronmasses may not apply
to very small cluster sizeswhere the confining potentials are dependent on the cluster
surface structure and chemical nature of the adsorbed ligands. For example, the
presence of excess sulfur at the edge sites may increase or decrease the electron
density on the Mo atoms and thus affect catalytic activity.

Photocatalysis Using MoS2 Nanoclusters Nano-MoS2 is suitable as a visible light
photocatalyst due to the effects of strong quantum confinement on its optical
properties. For example, the blue shift of the absorbance onset with decreasing
cluster size increases the oxidation (valence band holes) and reduction (conduction
band electrons) potentials (Figure 3.13). Photocatalysis experiments reported using
either MoS2 or WS2 are muchmore limited than TiO2 and date only to around 2000.
Since photoexcitation can be driven with visible radiation, unlike most metal oxides,
lower costs are potentially possible since a larger portion (visible) of the solar
spectrum is accessible.

Figure 3.24 E(R) vs. 1/R2 showing deviations from linearity for
each excitonic peak with decreasingMoS2 cluster size. Increase in
spin–orbit splitting is also representedby the right axis. (Reprinted
with permission from J. P. Wilcoxon, P. P. Newcomer, G. A.
Samara, Journal of Applied Physics 1997, 81, 7934).
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Thurston and Wilcoxon published some of the first reported photocatalysis using
nanosized MoS2 in the late 1990s [52]. They investigated the effect of MoS2 cluster
size on the efficiency of phenol photo-oxidation. A xenon lampwith appropriate band
pass filters allowed comparisons with Degussa P25 TiO2 photocatalyst [52]. A short-
pass filter cutting off IR radiation above 1000 nm tominimize heating of the solution
was used. HPLC using a reversed-phase octadecyl-terminated silica column and a
mixture of water and acetonitrile as the mobile phase was utilized to analyze the
phenol concentration as a function of illumination time. To study the MoS2 cluster
solutions, which were optically transparent, a long-pass filter limited the xenon arc
lamp output to wavelengths greater than 455 nm. Figure 3.25 shows an absorption
chromatogram for an experiment using 4.5 nm MoS2 obtained using 455 nm light
where the phenol elutes at�14.6min. After 8 h, the phenol peak area had decreased
by �25%. This was accompanied by the appearance of two phenol photo-oxidation
products: catechol (13.4min) and a possible isomer of catechol (12.2min) [52]. Photo-
oxidation using Degussa P25 TiO2 in slurry suspension at 365 nm radiation showed
similar behavior (Figure 3.26). As expected, no photo-oxidation of phenol using TiO2

slurries illuminated with visible light occurred (Figure 3.27). The active sites on the
MoS2 clusters are possibly the empty d-orbitals accessible at theMometal edge sites.
Phenol adsorption and hole transfer may occur at these locations and even the
presence of a stabilizing cationic surfactant apparently does not prevent access to
these sites. In fact, in later studies of pentachlorophenol oxidation using MoS2 and
TiO2, certain cationic surfactants were shown to increase the rate of photo-oxidation.

Figure 3.25 HPLC absorption trace showing phenol destruction
with visible light (l > 455 nm) using 4.5 nm MoS2 clusters as the
photocatalyst. (Reprinted with permission from T. R. Thurston,
J. P. Wilcoxon, Journal of Physical Chemistry B 1999, 103, 11).
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Earlier we mentioned that there are technical advantages to using optically
transparent solutions as compared with slurries to investigate photocatalysis. This
advantage can only be realized with fully dispersed solutions of stabilized nanoclus-
ters. Under these circumstances, analysis of the chemical state of the solution using
chromatography combined with on-line optical absorbance yields the amounts of
pollutant and oxidation by-products as a function of illumination time and also an
elution peak corresponding to the nanosized photocatalyst. Unlike an aggregated
powder such as Degussa P25 TiO2, which is typically removed by filtration prior to
chromatographic analysis, the state of the catalyst can also be determined. As an
example, consider Figure 3.28, showing the absorbance spectrum collected at the
elution peak of 4.5 nmMoS2 clusters before and after photocatalysis [152]. Analysis of
these spectra demonstrated that no decrease in the spectral area (proportional to the
MoS2 concentration) occurs with either visible or UV illumination. Importantly, the
characteristic excitonic absorbance peaks in the MoS2 spectra are present with no
shifts in peak positions before and after the photocatalytic oxidation of phenol occurs.
Since degradation would lead to a decrease in the area under the MoS2 cluster peaks
and a shift in their position, such measurements demonstrate that the phenol
oxidation is catalytic. It is significantly more difficult to determine if any changes
have occurred to a TiO2 slurry catalyst.
By using larger, 8–10 nm, MoS2 clusters, a much larger fraction of the incident

light will be absorbed by the clusters. Unfortunately, the photo-oxidation was slower

Figure 3.26 HPLC trace showing phenol destruction with 365 nm
UV illumination catalyzed by Degussa P25 TiO2. (Reprinted with
permission from T. R. Thurston, J. P. Wilcoxon, Journal of Physical
Chemistry B 1999, 103, 11).
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Figure 3.27 HPLC trace of attempted phenol destruction using
Degussa P25 TiO2 illuminated by visible light (l > 455 nm). No
decrease in phenol concentration is observed and no photo-
oxidation products develop. (Reprintedwith permission fromT. R.
Thurston, J. P. Wilcoxon, Journal of Physical Chemistry B 1999, 103,
11).

Figure 3.28 Optical absorption of MoS2 before and after
photocatalysis showing no spectral or intensity change. This
suggests that nano-MoS2 is acting catalytically with all its original
properties preserved. (Reprinted with permission from J. P.
Wilcoxon, T. R. Thurston, Materials Research Society Symposium
Proceedings 1999, 549, 119).
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in this case. Figure 3.29 shows a plot of the phenol concentration as a function of time
under visible illumination for 4.5 nm MoS2 clusters, 8–10 nm MoS2 clusters and
Degussa P25 TiO2. These data were obtained from the calculated area under the
phenol elution peaks of the chromatograms shown in Figures [25–27]. The catalytic
nature of the 4.5 nm MoS2 clusters for the phenol oxidation was verified by adding
additional phenol aftermost of the phenol had been destroyed, repeating the reaction
and observing the same reaction kinetics within the error bars indicated in
Figure 3.29.
Using fully dispersed nanoclusters as photocatalysts is not practical in real

environmental remediation, since it would be very difficult to remove the clusters
from the purified water by filtration or other commonly used methods. Accordingly,
experiments were undertaken to deposit the nanoclusters onto a TiO2 powder which
could be used as a slurry or eventually coated onto a high surface area support as has
been done previously inflow reactors based upon TiO2 catalysts. The depositedMoS2
clusters then serve as sensitizers allowing visible light absorbance and transfer of the
electron from themore negative MoS2 conduction band to the TiO2. Thus, both light
absorbance and charge separation could be achieved. We deposited 8–10 nm MoS2
onto several support materials: Degussa P25 TiO2, SnO2, WO3 and ZnO [52]. P25
TiO2 was the only support material that showed enhanced performance during

Figure 3.29 Visible light-induced photo-oxidation of phenol as a
function of time as determined from HPLC. Order of phenol
destruction: 4.5 nm MoS2 > 8–10 nm MoS2 >Degussa P25 TiO2

(no activity). The error bar represents reproducibility. (Reprinted
with permission from T. R. Thurston, J. P. Wilcoxon, Journal of
Physical Chemistry B 1999, 103, 11).
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phenol destruction as a result of the MoS2 deposition. A comparison of the phenol
destruction rate underUV (365 nm) radiation for three different loadings ofMoS2 on
TiO2, 0, 2.5 and 5wt.%, is shown in Figure 3.30. The 2.5wt.% sample led to an
increase in phenol photo-oxidation relative to TiO2 alone whereas the 5wt.% sample
led to a decrease in the destruction rate. Hence an optimum loading is necessary for
achieving the fastest phenol destruction rate for this system. This result is similar to
that found for the deposition of metal clusters on TiO2 described earlier. High
concentrations of MoS2 clusters may block critical phenol adsorption sites on the
TiO2, for example. Figure 3.31 shows a plot of the destruction rate of phenol as a
function ofMoS2 loading on TiO2. This figure reveals that once the optimum loading
of 2.5 wt.% has been reached, there is a decrease in the phenol destruction rate.
Studies of the photocatalysis of pentachlorophenol (PCP) using 8–10, 4.5 and 3 nm

MoS2 clusters dispersed in water and also acetonitrile showed a strong size depen-
dence of the rate of PCP destruction [68]. PCP is a very toxic chlorinated aromatic
molecule. It belongs to the family of chlorinated phenols which are found widely in
the environment due their widespread use as fungicides for wood preservation.
Unfortunately, it has a very slow natural degradation rate. Also, direct photolysis of
PCP has been reported to result in even more toxic by-products such as octachlor-
odibenzo-p-dioxin [17, 68]. Several studies have utilized TiO2 as a photocatalyst and
demonstrated that total mineralization of PCP to CO2 and HCl is possi-
ble [26, 153, 154]. However, as discussed above, the limitation of TiO2 is that it

Figure 3.30 Phenol concentration as a function of time for
DegussaP25 TiO2 loadedwith 8–10 nmMoS2 at 0, 2.5 and 5wt.%.
Samples were irradiated with 365 nm light. (Reprinted with
permission from T. R. Thurston, J. P. Wilcoxon, Journal of Physical
Chemistry B 1999, 103, 11).
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must be excited by UV light, which is only �3% of the solar spectrum, probably
requiring the use of lamps for a practical TiO2 photoreactor.
It was necessary to use bulk CdS powder as a reference photocatalyst since TiO2 is

not active under visible illumination [68]. CdS has a similar absorbance onset
(�525 nm) to MoS2 nanoclusters [68]. The elution peak area from absorbance
chromatograms was used to determine the PCP concentration as a function of
illumination time. The decrease in PCP concentration as a function of time for 4.5
and 3 nm MoS2 clusters, bulk CdS powder, bulk MoS2 powder and bulk TiO2

illuminated with visible light is shown in Figure 3.32 [68]. As might be expected,
there was no change in PCP concentration using either bulk powders of MoS2 or
Degussa P25 TiO2 under visible light radiation. Some decrease in PCP concentration
was observedwith bulkCdS powder.However, both sizes ofMoS2 clustersweremore
active than the CdS slurry powder.
The most interesting result of these studies (Figure 3.32) is the dramatic increase

in PCPdestruction rate for the 3 nmMoS2 comparedwith the 4.5 nmMoS2. In fact by
120min, complete photo-oxidation of PCP occurs and there is no detectable PCP [68]
(the sensitivitywas 20ppb). Although the 4.5 nmclusters absorb significantlymore of
the incident visible light, the most important size effect appears to be the more
energetic electrons and holes created in the smaller 3 nm MoS2 clusters. It is also
possible that some of the activity increase is due to more favorable surface chemistry
and binding properties of the 3 nm clusters compared with the 4.5 nm clusters. It is

Figure 3.31 Initial phenol destruction rate dependence on
8–10 nm MoS2 loading of Degussa P25 TiO2 using 365 nm
irradiation. (Reprinted with permission from T. R. Thurston, J. P.
Wilcoxon, Journal of Physical Chemistry B 1999, 103, 11).

3.6 Nanoparticle Synthesis and Characterization j107



worth noting that this high rate of PCP oxidation also occurs in the presence of
stabilizing surfactants and that PCP photo-oxidation using only visible light excita-
tion of 3 nmMoS2 clusters is higher than that observed for Degussa P25 TiO2 using
full lamp irradiation (300 nm< l < 700 nm) [68].
The stability of the 3 nm MoS2 clusters during photocatalysis reactions was also

tested by Wilcoxon et al. [152]. The photo-oxidation of an alkyl chloride using visible
light and 3 nm MoS2 is shown in Figure 3.33. In this figure, the HPLC absorption
chromatogram shows a peak at �4.1min (3 nm MoS2), a peak at �4.65min (free
surfactant) and a peak at �5.2min (organic impurity) at four different stages of the
reaction: t¼ 0, 15, 30 and 60min [152]. There is no evidence of the organic impurity
left after 60min. The surfactant that does not participate in cluster stabilization (i.e.
free surfactant) present in the solution also photo-oxidizes as a function of continued
irradiation and after 3 h is completely gone. However, the MoS2 peak remains
unchanged, demonstrating, again, the photocatalytic property of this material.
Electron transfer (ET) rates from MoS2 clusters to electron acceptor molecules

such as bipyridine (bpy) can be estimated by monitoring the change in the fluores-
cence decay rates as a result of ET [84]. For example, time-resolved fluorescence
measurements showed a dramatic decrease in ET rates to bpy as the size of the
clusters increased. The ET rates were fastest for 3 nm MoS2 clusters, which is
consistentwith amore negative conduction band potential due to increased quantum
confinement compared with 4.5 nm clusters. By using electron acceptor molecules
with known redox potentials, one can also estimate how much the conduction band
shifts with cluster size by such measurements. Similar experiments using hole
acceptor molecules allow one to estimate the shift in valence band position with
cluster size.

Figure 3.32 Semi-logarithmic plot of pentachlorophenol (PCP)
concentration vs. visible light illumination time. NanosizedMoS2
photocatalysts are compared with conventional semiconductor
powders:MoS2, TiO2 andCdS. The smallestMoS2 clusters (3 nm)
with the most positive oxidation potential are the most active.
(Reprinted with permission from J. P. Wilcoxon, Journal of Physical
Chemistry B 2000, 104, 7334).
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ET to an acceptor in a photoredox reaction is preceded by electron–hole (e–h)
separation. In order to have increased ETrates, theremust be efficient e–h separation
compared with e–h recombination. The small size of the MoS2 clusters guarantees
fast diffusion of the electron to the surface. This can be enhanced further through
surfacemodification of the clusters.Wilcoxon et al. demonstrated that the deposition
of gold (Au) cluster islands on the surface of 3 nm MoS2 clusters suppressed e–h
recombinationwith the possible outcome of enhancing e–h separation [51]. Evidence
of this phenomenon is shown in Figure 3.34, where the decrease in photolumines-
cence (PL) as a function of the amount of Au on the cluster surface is demonstrated.
As the Au content increases, the PL decreases. A decrease in PL represents a decrease
in the e–h recombination rate relative to other non-radiative processes such as e–h
transfer. This result implies that the photocatalytic properties of already active
nanosized MoS2 (4.5 nm or less) could be enhanced further with charge separation
strategies that have proved useful for photocatalysts such as TiO2.
One useful synthetic approach to improving the photocatalytic properties of

nanosizedMoS2 is to form clusters ofMoS2 on the surface of another semiconductor
such as TiO2. By using MoS2 as the light-absorbing component in such a coupled
semiconductor system, visible light may be used to drive the photoredox reaction.
Thiswasfirst demonstrated, as noted above, in Thurston andWilcoxon�swork [52] on
phenol photo-oxidation on MoS2/TiO2. The conduction band of bulk MoS2 is not
sufficiently negative to drive electron transfer fromMoS2 to TiO2, but decreasing the
MoS2 cluster size will make the reduction potential more negative, suggesting that
this strategy can be implemented using nanosized clusters of MoS2 grown on TiO2.

Figure 3.33 Liquid chromatographic analysis of a fully dispersed
solution of MoS2 containing an organic impurity. The absorbance
at 250 nmvs. elution time is used tomonitor the disappearance of
the organic and the integrity of the MoS2 nanocatalyst as a
function of visible illumination time. (Reprinted with permission
from J. P. Wilcoxon, T. R. Thurston, Materials Research Society
Symposium Proceedings 1999, 549, 119).
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Ho et al. reported a new approach to making such a coupled semiconductor
photocatalyst [155]. The approachmimics that used to deposit islands of Pt onTiO2 by
using the photogenerated electrons on TiO2 to reduce a suitable Mo salt precursor
and form islands ofMoS2. Themetal precursor usedwas (NH4)2MS4,whereM¼Mo,
W. Tomaximize the transfer of photogenerated electrons from theDegussa P25 TiO2

slurry, hydrazine was added to react with the holes and oxygen was removed by
continuous nitrogen purging during illumination by a UV mercury lamp. The MS2
islands that were formed were not nanocrystalline and needed to be calcined under
nitrogen to create photoactive materials. XPS was used to determine the Ti:M ratios,
which were 0.3mol% (WS2) and 0.6mol% (MoS2).
The absorbance of the coupled MS2/TiO2 systems was measured using diffuse

reflection methods to minimize the effect of multiple scattering by the TiO2. The
measurements, shown in Figure 3.35, demonstrate that the growth of MS2 clusters
on the TiO2 surface enhances the visible absorbance substantially. Their results
suggest that MoS2 clusters are more effective than WS2 at enhancing the visible
absorbance. Also, note that the absorbance onsets for both MoS2 and WS2 are blue
shifted relative to the bulk.
Slurries of the MS2/TiO2 were tested for the photocatalytic oxidation of a dye,

methylene blue, and 4-chlorophenol. In both experiments, a stirred batch reactor was
used and oxygen was bubbled through the solution during the experiment. The
concentrations of the organic molecules were monitored using HPLC absorbance
measurements. The state of the photocatalyst following reactionwas not investigated.
For both methylene blue and 4-chlorophenol, significant photo-oxidation of the
organic occurred using only visible light (400–700 nm). The results from their work

Figure 3.34 Influence of Au on the PL of 3 nm MoS2. (Reprinted
with permission from J. P. Wilcoxon, P. P. Newcomer, G. A.
Samara, Journal of Applied Physics 1997, 81, 7934).
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are shown in Figure 3.36. Either WS2/TiO2 or MoS2/TiO2 seem equally effective for
these photo-oxidation reactions.
They concluded that the effectiveness of the coupled system was indeed due to

electron transfer from the MS2 to the TiO2 by measurements using electron spin
resonance (ESR), where they observed a signal corresponding to Ti(III) radical.

Figure 3.35 Diffuse reflectance spectra of TiO2, 0.3mol% of WS2
on TiO2 and 0.5mol% of MoS2 on TiO2. (Reprinted with
permission fromW.K.Ho, J. C. Yu, J. Lin, J. G. Yu, P. S. Li, Langmuir
2004, 20, 5865).

Figure 3.36 Change in concentration of 4-chlorophenol showing
photodegradation using MoS2 and WS2 nanocluster-sensitized
TiO2 compared with pure TiO2. Visible light irradiation was used,
l > 400 nm. (Reprinted with permission fromW. K. Ho, J. C. Yu, J.
Lin, J. G. Yu, P. S. Li, Langmuir 2004, 20, 5865).
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3.7
Current and Future Technological Applications of Photocatalysts for Environmental
Remediation

The photocatalytic reactions discussed thus far occur in water, but the same
materials, especially TiO2, have proved useful for photo-oxidation of VOCs in the
air. In fact, this application represents the first commercial use of photocatalysts,
which in Japan amounts to nearly US$300 million in revenue and about 2000
companies as of 2003 [50]. Air purification using TiO2 photocatalysts is very
dependent on reactor design, the most common configurations being annular plug
flow reactors [156] and honeycomb reactors [157]. The oxidation process functions
most efficiently at low concentrations and relatively low airflow rates.Highflow rates
may be limited by mass transport considerations. For flow rates of less than
20 000 ft3min�1 may suggest that photocatalysis is more cost-effective than carbon
adsorption or incineration of VOCs.
Because light penetrates long distances through air, the illumination of the

photocatalyst in gas reactors is simplified compared with aqueous phase reactors,
especially the most efficient opaque, slurry-type reactors. Also, higher reaction
temperatures and pressures are possible, unlike in water purification where the
boiling point of water is a limitation. In fact, a combination of air stripping of VOCs
combined with gas-phase photocatalytic destruction is likely a viable approach to
water purification.
An advantage of photocatalytic gas purification of VOCs is that relatively low levels

of light are required. For outdoor applications, for example, ambient conditions of
around 2–3mWcm�2 are available in the near-UV (UVA) region of the spectrum that
can be absorbed by TiO2. These levels are sufficient for many applications such as
self-cleaning tiles and windows [50]. For indoor applications, fluorescent lighting of
around 1mWcm�2 in the UVA region is available in most offices. The efficiency of
the photocatalysis has actually been shown to be superior at these levels. For example,
the quantum efficiency for photo-oxidation of 2-propanol by TiO2 was �28% and
for the common indoor pollutant acetaldehyde it was nearly 100%, due to an
autocatalytic process producing a free radical chain in the air [50]. Since gas-phase
diffusion of both reactants and products takes place continuously, gas-phase photo-
catalytic processes can be self-cleaning, preserving the integrity of the catalytic
surface. It also appears that free radical scavengers such as chlorine ions and electron
scavengers such as oxygen are not as significant a problem in air as in water [158].
However, incomplete mineralization of some chemicals can lead to loss of efficiency
with time due to build-up of intermediates at the catalyst surface. Water is not
available inmost indoor applications towash these away, but the best outdoor designs
take advantage of rain to preserve an active catalyst surface [50].
Gas-phase photoreactors may be incorporated into existing heating and air

conditioning systems, where they are often utilized in combination with more
traditional approaches such as HEPA filters and carbon adsorption. For example,
Ao and Lee recently described experiments in which a commercial air cleaner was
modified to incorporate TiO2 on activated carbon filter illuminated using a 6W UV
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lamp (254 nm) to remove nitrous oxide and toluene at ppb levels [159]. The high
efficiency of the combined activated carbon–TiO2 photocatalyst was attributed to the
ability of the carbon to adsorb and concentrate the NO pollutant, which then diffuses
to the TiO2 where it is photo-oxidized.
A recent review of the gas-phase photocatalysis by Fujishima and Zhang sum-

marizes some of the most interesting results on gas-phase photo-oxidation using
TiO2 photocatalysts [50].Wewill now examine some results from that review for both
indoor and outdoor air cleaning.

3.7.1
Indoor Air Purification

The labor costs associated with keeping indoor surfaces free from bacteria and other
contamination can be significant in the case of hospitals and nursing homes. With
this application inmind, Fujishima�s groupwas able to demonstrate that lowUV light
levels of around 1mWcm�2 could destroy E. coli cells placed on a TiO2-coated glass
plate in <1 h. For comparison, they found that only 50% of the cells were dead
following 4 h of illumination under the same conditions. This laboratory work was
tested in several operating rooms in the formof antibacterial tiles with a TiO2 coating.
Tests showed that the bacterial levels were negligible after 1 h of illumination under
the ambient fluorescent illumination. The bacterial levels in the surrounding air also
decreased significantly [50].
The latter result is consistent with observations byChoi thatOH radicals generated

on the TiO2 diffuse a significant distance through air and can oxidize soot many
microns away from the active surface [22]. The evidence for this is shown in
Figure 3.37, where soot was deposited on the surface of a glass substrate coated
with TiO2 photocatalyst. This SEM image shows that a gap develops at the interface
between the TiO2 and the soot. The width, d, of this gap was reported to increase
continuouslywithUV illumination time, indicating that the active oxidants formed at
the TiO2 surface desorb and migrate across the glass to reach the soot.
Fujishima�s group has investigated self-cleaning surfaces as possible interior wall

materials for buildings and homes [160]. Build-up of indoor air pollution inmodern,
highly insulated homes and offices combined with out-gassing of chemicals such as
formaldehyde and urethane used in building materials make such self-cleaning
surfaces very attractive. They were able to demonstrate that many volatile organic
compounds could be completely mineralized to CO2 using weak (1mWcm�2) UV
illumination.
Indoor air cleaners based onHEPA and activated carbon adsorption are commonly

used to remove foul-smelling VOCs which exist in most indoor environments. They
are readily adapted to use photocatalytic oxidation to extend filter life by the self-
cleaning property of TiO2. To maximize the surface area, a honeycomb-type filter
which minimizes back-pressure is coated with TiO2. A picture of such a filter taken
from Fujishima and Zhang�s review [50] is shown in Figure 3.38. TiO2 nanoparticles
can be embedded in activated carbon as described by Ao and Lee [159] and used in
modified air conditioners or air cleaners. This approach permits the adsorbing
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carbon to regenerate itself by mineralization of the adsorbed pollutants. These types
of filters can also kill airborne bacteria and viruses.
TiO2 surfaces have another useful property that was accidentally discovered in the

laboratories of TOTO Inc. in 1995. It was found that TiO2 films having an appropriate

Figure 3.37 (a) Schematic diagram showing the photocatalytic
degradation process of soot. Initially the soot is in contact with the
TiO2 catalyst. A gap, of width d, develops and grows as a function
of irradiation time. (b) SEM of the gap, d, after 6 h of irradiation.
(Reprinted with permission from W. Choi, Catalysis Surveys from
Asia 2006, 10, 16).

Figure 3.38 TiO2-coated porous ceramic filters for use as air
filters. (Reprinted with permission fromA. Fujishima, X. T. Zhang,
Comptes Rendus Chimie 2006, 9, 750).
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fraction of SiO2 incorporated and the exposed to UV light became superhydrophilic,
having a zero contact anglewithwater (i.e. no droplet formation, perfect wetting) [50].
The restructuring of the surface which makes the surface superhydrophilic was
subsequently elucidated [49]. This property eventually led to commercial
windows coated with very thin, optically transparent TiO2 films which were both
self-cleaning and non-fogging. This is useful for both interior and exterior surfaces of
windows.

3.7.2
Outdoor Air Purification

The application of TiO2 photocatalytic films in exterior construction materials such
as tiles is the largest commercial application of photocatalysts at the present time.
These materials remain free of contamination by a combination of photocatalytic
oxidation driven by sunlight and washing of the breakdown products by rain. The
latter is made facile by the excellent wetting properties of the superhydrophilic
surface of TiO2 [50]. Fujishima and Zhang [50] estimated that self-cleaning tiles
have been applied to over 5000 buildings in Japan as of 2003. The Japanese
company TOTO Inc., which markets these tiles, estimates that the tiles need to be
cleaned manually only every 20 years, compared with ordinary tiles which must be
cleaned every 5 years. An added benefit is that the tiles can decompose pollutants
such as nitrogen oxides from automobile pollution. The tiles are fairly effective,
as shown in Figure 3.39 taken from Fujishima and Zhang�s review [50], which

Figure 3.39 Exterior wall showing alternating self-cleaning (A)
and ordinary (B) tiles. The TiO2-coated tiles are obviously cleaner
than the non-coated counterpart. (Reprinted with permission
fromR.Wang, K.Hashimoto, A. Fujishima,M. Chikuni, E. Kojima,
A. Kitamura, M. Shimohigoshi, T. Watanabe, Advanced Materials
1998, 10, 135, and A. Fujishima, X. T. Zhang, Comptes Rendus
Chimie 2006, 9, 750).
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shows alternating tiles with and without TiO2. Water from the roof runs over
both types of tiles but the photocatalytic surfaces are much cleaner, as shown in
this photograph.
Windowglass (SiO2) can also bemade self-cleaning by embeddingnanoparticles of

TiO2 in an SiO2 matrix. An added benefit of this composite material is that water
droplet formation does not occur on rainy days due to the superhydrophilic proper-
ties of TiO2. This property is also very useful for the windshields of cars and
motorcycles. With just a little rainfall a thin, uniform film forms which rapidly
evaporates. Even in heavy rainfall droplet formation that causes light scattering is
avoided since a uniform film of water forms on the glass. Since TiO2 has a much
higher refractive index than glass, with a continuous film on glass (i.e. SiO2) the
composition of the TiO2/SiO2 film can be carefully controlled to avoid excess
refraction of light and which results in visual clarity [50].
Plastic tents made of materials such as PVC are also widely used in outdoor

applications such as temporary buildings for exhibits or storage. Their flexible surfaces
are difficult to clean, so Kangyo Co. in Japan coated PVC tents with TiO2, leading to
the formation of an inorganic/organic interfacial microstructure between the TiO2

layer and the PVC to prevent photo-oxidation of the PVC. This approach is fairly
effective, as shown in Figure 3.40 taken from Fujishima and Zhang�s review [50],
where a tent made partly of ordinary PVC and TiO2-coated PVC was photographed
by Taiyl Kangyo Co. after 2 months of exposure to air contamination [50].
Common construction materials such as cement can also be modified by

the addition of TiO2 photocatalysts [161]. Provided that the addition of the
photocatalyst particles does not adversely affect the curing and final strength of
the material, this modification is inexpensive and reduces maintenance costs
by its self-cleaning ability. The preservation of ancient Greek statues against
urban air pollutants is one novel example of the utility of these composite
materials [13, 162].

Figure 3.40 Photographof a tentmadeby Taiyo KangyoCo.where
the left half was coatedwith TiO2 and the right half was not coated.
The left half is clearly cleaner after 2 months of outdoor exposure.
(Reprinted with permission from A. Fujishima, X. T. Zhang,
Comptes Rendus Chimie 2006, 9, 750).
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3.8
Conclusion

Nanosized photocatalysts for environmental remediation can be a viable approach to
photo-oxidation and removal of organic and inorganic pollutants in water and air. This
process for photocatalytic oxidation of pollutants produces relatively benign products
such as CO2 and dilute mineral acids under ambient conditions. Potentially, it can be
driven entirely by sunlight, minimizing its economic costs. Since very broad classes of
chemicals can be destroyed, this approach is quite general. However, two main future
research challenges were identified in our review, improvement of the photocatalyst
efficiency and practical reactor designs for specific remediation problems.
In this chapter,wehave emphasized the interaction of newsyntheticmethods for the

production of nanosized semiconductors. Our review focused most on two photo-
catalytic materials. The first is TiO2, which has been investigated as a photocatalyst for
over 30 years and has an extensive literature with several excellent reviews. The other
material,MoS2,hasbeeninvestigatedfor thisapplicationforonlyaround10yearsbut its
structuralandsize-dependentopticalandelectronicproperties suggest that itmayprove
as useful as TiO2 in the future. It is an excellent example of hownewnanomaterials can
dramatically affect technical progress in environmental remediation.
ThemainlimitationofTiO2asaphotocatalysthasbeenidentifiedas itswidebandgap,

which limits itsabsorbance to3–5%ofthesolarspectrum.Muchefforthasbeenmadeto
improve its absorption efficiency through substitutional dopingwith elements such as
nitrogen to extend its absorption range into the visible region. Unfortunately, a loss of
efficiency accompanies the use of these longerwavelength photons and this has not yet
been overcome. Other synthetic modifications to TiO2 which were reviewed included
depositionofmetal islandsandtheuseofsensitizerssuchasdyesor inorganic ionssuch
asFe(III) toextend its lightabsorptionrange.Nosinglemethodwaseffective forall types
ofreactions.However, theuseofmetalislanddepositsonTiO2wasshowntoimprovethe
efficiency of photo-oxidation for several types of difficult pollutants such as chlorinated
aromatics.Thekeyobservationwasthatanoptimummetal loadingexists tooptimizethe
photocatalytic activity. Mechanistically, it appears that atoms at the perimeter between
metal islands and TiO2 play a key role in the activity. Various experiments including
transient absorption and electron spin resonance indicate that the role of the metal
islands is to facilitate the transfer of electrons to species such asmolecular oxygen, thus
reducingtherecombinationofelectron–holepairs.Thisindicateshowtheproperchoice
ofcharacterizationmethodscan leadto insights intoandbetterscientificunderstanding
of the photocatalytic process.
It would be surprising if a single material such as TiO2 could serve as a universal

photocatalyst despite its low cost and photochemical stability. We demonstrated that
layeredmetal dichalcogenides such asMoS2 share its photochemical stability and low
costs andhave the additional feature of having size-tunable light absorption and redox
potentials. The size-dependent electronic properties of nanosized semiconductors
arise from carrier confinement in the small particle. We showed that such photo-
catalysts that normally absorb light in the near-IR region have a blue shift of their
absorbance onset into the visible region and their redox potentials become favorable
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enough to allow the complete mineralization of a toxic chlorinated organic such as
pentachlorophenol using only visible light. The rate of photo-oxidation was shown to
depend on photocatalyst size. A surprising observation was that the presence of a
stabilizingsurfactantontheclustersurfacedidnotquenchthephoto-oxidation.Infact,
addition of this surfactant to a common, very active TiO2 photocatalyst also improved
its photocatalytic activity. We recommend such surface modifications of nanosized
semiconductors as a fruitful avenue for future research. Clusters in the size range
1–3 nmshouldbe thebest candidates for suchsurface tuningof their electronic states,
since 60–90% of all their atoms reside in surface positions.
Synthetic strategies can be facilitated by feedback from traditional and novel

characterization methods. As an example of the latter, we demonstrated how liquid
chromatography could be used to follow the course of a photo-oxidation reaction and
also to characterize the chemistry and size of theMoS2 photocatalyst as a function of
illumination time. Such in situ photocatalyst characterization is not possible with
agglomerated slurry photocatalysts and is an advantage of fully dispersed nanoclus-
ters as photocatalysts. The absorption spectra of nanosized photocatalysts is so
sensitive to changes in the size or cluster surface chemistry that deactivation of the
catalyst from agglomeration or surface changes can be rapidly monitored. We also
discussed the use of techniques such as dynamic light scattering to follow photo-
catalyst agglomeration, a common process which reduces the available surface area
and photoactivity.
We reviewed experiments in which two coupled nanosized semiconductors in

physical contact can transfer photogenerated carriers fromone to the other, leading to
improved charge separation, reduced recombination and improved photocatalytic
oxidation. Two example systems ofMoS2/TiO2 were discussed. In these systems, the
presence of nanosized MoS2 on the TiO2 surface allowed visible light to be used for
the photo-oxidation. Such a scheme exploits the best characteristics of each material
in addition to providing for sensitive tuning of the chemical adsorption properties. It
is also a requirement for a practical reactor since nanosized photocatalysts must be
immobilized to prevent them from acting as pollutants themselves. In the future we
anticipate more studies of such composite systems as they allow scientists great
latitude in photocatalyst design.
We described photocatalysis experiments using two types of reactor design: batch

slurry reactors and fixed-bed flow reactors. Most basic research has used the slurry
type since this design is not as sensitive to illumination geometry and exposes the
maximum amount of catalyst surface to the pollutant. It is also the simplest design.
However, such a design cannot be used in thefield for large-scale treatment due to the
costs and complexities associated with recovering the photocatalyst from the treated
water. Instead, immobilization of the catalyst nanoparticles as a porousfilm on a high
surface area support material is required. A honeycomb design is a common choice
but ensuring complete illumination of the photocatalyst is difficult. The best
geometry and light illumination for such a reactor and also optimal flow rates are
specific to a given remediation problem and chemical. Since the kinetics of photo-
oxidation will depend on chemical type and concentration, the ability to vary the flow
rate and monitor the treated water are key aspects of reactor design. More research
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into reactor design will be required before photocatalytic remediation can compete
with current methods for water treatment. High surface area materials such as
carbon aerogels are worthy of consideration as supports.
Even though remediation schemes using TiO2 to treat liquid-phase pollutants are

not currently economically viable, we presented recent technological applications of
TiO2porousfilmsto thecontinuous treatmentof indoorandoutdoorairpollution.The
key observation for these gas-phase reactions was the high efficiency for gas-phase
reactionsat lowlight levels.This isfortunatesincethelightfluxavailable inthenear-UV
region in natural sunlight can be used with TiO2 films in a variety of outdoor
applications, including self-cleaning tiles and glass. In indoor applications, there is
sufficient near-UV light available due to fluorescent lighting that air cleaning and
purification using TiO2 impregnated on carbon is a useful method of removing
noxious odors and killing bacteria. The combination of conventional carbon adsorp-
tion with the ability of TiO2 photocatalysts to oxidize the adsorbed chemicals extends
the lifeof thefiltersand invigorates andextendsanolder technology.Suchapplications
shoulddominate theshort-termusesofphotocatalysts inenvironmental remediation.
As a final note, not only is environmental remediation a technical and scientific

problem, it is also a social problem. The general population also needs to evaluate
their habits and curb any contributions theymay bemaking to the pollution problem.
Environmental pollution is very much related to many other issues such as habitat
destruction, overpopulation, lack of education, excessive consumerism, extreme
poverty and corruption within governments and corporations. None of these pro-
blems can be solved in a completely isolated manner. Scientific and technical
solutions exist in many of these areas and particularly, as outlined here in this
chapter, for environmental remediation through photocatalysis. The use of nano-
materials as photocatalysts is certainly promising. However, we must be careful that
we do not merely exchange one problem for another when using nanomaterials if
there is a possibility that they may also become future pollutants. Evaluating the
actual impact of new discoveries is the responsibility of all researchers if they wish to
utilize their discoveries in any applied systems.
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4
Pollution Treatment, Remediation and Sensing
Abhilash Sugunan and Joydeep Dutta

4.1
Introduction

Environmentalmonitoring is becoming increasingly critical to protect the public and
the environment from toxic contaminants and pathogens released into air, soil and
water from toxic chemical wastes, spills, manufacturing waste and even under-
ground storage tanks. The US Environmental Protection Agency (EPA) has imposed
strict regulations on themaximum allowable concentrations of many environmental
contaminants in air and water and is reported to have been monitoring over two
million underground storage tanks containing hazardous (and often volatile) con-
taminants from as early as 1992 [1]. Nanotechnology has the potential to bring in
solutions to minimize or eliminate the use of toxic materials and the generation of
undesirable by-products, and also sensitively detect (and monitor) specific polluting
agents well before any major environmental catastrophes occur. Research related to
improved industrial processes and starting material requirements, development of
new chemical and industrial procedures and materials to replace current hazardous
constituents and processes, resulting in reductions in energy, materials and waste
generation are being supplemented by the application of nanotechnology to control
and predict the potential damage to the environment.
Futuristicexamplesoftypesofnanotechnologyapplicationsthatmayleadtoreduction

or elimination of pollutants of concern include atomic-level synthesis of new and
improved catalysts for industrial processes; adding information intomolecules (analo-
gous toDNA) that senses toxicmolecules; self-assemblingmolecules as the foundation
for new chemicals andmaterials for toxic waste detection and prevention; and building
molecules �just in time� in microscale reactors and on-line sensitive sensors for
monitoring and catastrophe prediction and prevention. More contemporary possibili-
ties include facile and accurate detection/monitoring of common airborne pollutants
such as NOx and CO [2], waterborne harmful agents such as pathogens [3] and metal
ions [4, 5], amongst others. Monitoring hazardous materials with current methods is
costly and time intensive and several limitations in sampling and testingwith analytical

Nanotechnology. Volume 2: Environmental Aspects. Edited by Harald Krug
Copyright � 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31735-6
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techniques have been identified. The time and expense involved in the detection of
environmental pollutants (i.e. sample acquisition, sample preparation and laboratory
analysis) have led to renewed interest infinding newer solutions to analyze contamina-
tioninordertoprevent, toseekremedialactionforortodestroythecontaminantspriorto
pollution of the environment. Fast and cost-effective field-analytical technologies that
can increase thenumberofanalyses anddrastically reduce the timerequired toperform
themwill help in thepreventionof environmental catastrophes. Increasing the amount
ofanalyticaldata tends to improve theaccuracyofhazardouswaste sitecharacterization,
leadingtobettermanagementoftheproblemsandtheriskassessmentscanbeimproved
by efficient clean-up procedures [6]. The different analytical techniques for contamina-
tion monitoring and testing that are widely used today are listed in Table 4.1 [7].
Environmental monitoring is a complex process involving hundreds of different

substances that are deemed to pose a threat to the environment and can occur in the
gaseous, liquidorsolidphaseswith concentrationsvarying froma fewpercentage levels
downtoa fewpartsper trillion (ppt).Monitoring inboththeexternalenvironmentandat
thepoint of dischargeandsometimes in real time isnecessary topreventpollution,find
remedial effects or decide when to destroy environmentally dangerous substances.
There is a critical and growingneed formore cost-effective and rapid techniques for the
identification and quantification of pollutants in complex environmental matrices and
fortheconversionofcontaminantsintobenignformsortheircompleteelimination,and
nanotechnology has the promise to fill this need. Nanotechnology is being applied to
bridge the need for accurate, inexpensive, sensitive and real-time, in situ analysesusing
robust sensors based on advantages delivered by the new techniques which can be
remotely operated through satellite signals.
Although a number of chemical sensors are commercially available for field

measurements of chemical species (e.g. portable gas chromatographs, surface-
wave acoustic sensors, optical instruments), few are really suitable for continuous
environmental and pollution control applications (Table 4.1). Detection of low
concentrations for the monitoring of volatile organic compounds (VOCs) such as
aromatic hydrocarbons (e.g. benzene, toluene, xylenes), halogenated hydrocarbons
[e.g. trichloroethylene (TCE), carbon tetrachloride] and aliphatic hydrocarbons
(e.g. hexane, octane) in air, groundwater and other saturated environments is

Table 4.1 Field screening and monitoring technologies [7].

Most mature

Gas chromatography
X-ray fluorescence spectrometry
Photoionization devices
Flame ionization devices
Catalytic surface oxidation
Mass spectrometry
Infrared spectroscopy
Wet chemistry methods
Kits based on immunoassays and chemical reactions
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urgently needed for the proper monitoring of the environment and prevention of
further pollution. Volatile organic compounds from cigarette smoke, building
materials, furnishings, cleaning compounds, dry cleaning agents, paints, glues,
cosmetics, textiles and combustion sources are also a major source of indoor air
pollution [8]. Nanotechnology has already been applied to remove some of these
VOCs; it has already been reported that an ultraviolet (UV) illuminated titanium
dioxide (TiO2) catalytic surface can produce an overall reduction in air VOC levels [9].
Low-temperature activity of gold catalysts has been employed by Mintek in South
Africa to construct a prototype air purification unit which removes carbonmonoxide
from the air at room temperature [10].
Over 700 chemical species have been identified at hazardous waste sites and the

still unidentified compounds may number in the thousands [6]. All of the 600
compounds regulated under the Toxics Release Inventory (TRI) of these chemical
species and numerous other agricultural and industrial compounds that are regu-
lated under waste disposal and treatment regulations, however, pose similar risks to
human health and ecosystems. The Agency for Toxic Substances and Disease
Registry (ATSDR) in the USA has ranked 275 priority hazardous substances based
on the frequency of occurrence at sites present on the National Priorities List,
available toxicity data and the potential for direct or indirect human exposure [6]. The
different chemical classes of hazardous substances of concern to human health are
shown in Table 4.2

4.2
Treatment Technologies to Remove Environmental Pollutants

Cost-effective treatment of environmental pollutants requires the transformation of
hazardous substances into benign forms and the subsequent development of

Table 4.2 Chemical classes of priority hazardous substancesa.

Compound class %b

Volatile organic compounds (VOCs) 26.5
Inorganic elements/radionuclides 17.5
Phenols/phenoxy acids 10.5
Polycyclic aromatic hydrocabons (PAHs) 8.5
Halogenated pesticides/related compounds 8.5
Nitrosoamines/ethers/alcohols 7.5
Reactive intermediates 6.0
Miscellaneous 6.0
Benzidines/aromatic amines 4.0
Phthalates 3.0
Organophosphates/carbamates 2.0

aCompiled and published by the Agency of Toxic Substance and Disease Registry (PHS, Annual
Report, 1990).
bContribution to the US hazardous waste problem from a human exposure perspective.
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effective risk management strategies for the harmful effects of pollutants that are
highly toxic, persistent and difficult to treat. Several new methodologies have been
utilized to address new waste treatment approaches that are more effective in
reducing contaminant levels that are commercially viable compared with the
currently available techniques. Application of nanotechnology that results in im-
proved waste treatment options might include removal of the finest contaminants
from water (<300 nm) and air (<50 nm) and �smart materials� or �reactive surface
coatings� with engineered specificity to a certain pollutant that destroy, transform or
immobilize toxic compounds. Nanomaterials have been attracting increasing inter-
est in the area of environmental remediation, mainly due to their enhanced surface
and also other specific changes in their physical, chemical and biological properties
that develop due to size effects. The development of novel materials with increased
affinity, capacity and selectivity for heavy metals, which are a major pollutant source,
has been actively studied because conventional technologies are often inadequate to
reduce concentrations in wastewater to acceptable regulatory standards. Commer-
cially available ion-exchange sorbents such as Duolite GT-73, Amberlite IRC-718,
Dowex SBR-1 and Amberlite IRA 900X are limited in their ability to remove heavy
metal contaminants and are often inadequate for most applications. Genetic and
protein engineering have emerged as the latest tools for the construction of nanoscale
materials that can be controlled precisely at the molecular level. With the advent of
recombinant DNA techniques, it is now possible to create �artificial� protein
polymers with fundamentally new molecular organization capabilities that are
allowing targeted removal of toxic waste [11].
One of the major environmental pollution sources is automobile exhaust, con-

sisting of harmful emission gases including NOx, carbon monoxide and unburned

Table 4.3 Chemical processes that are the largest users of heterogeneous catalysts at present.

Reactions Catalysts

CO, HC oxidation in car exhaust Pt, Pd on alumina
NOx reduction in car exhaust Rh on alumina, V oxide
Cracking of crude oil Zeolites
Reforming of crude oil Co–Mo, Ni–Mo, W–Mo
Hydrocracking Pt, Pt–Re and other bimetallics on alumina
Alkylation Metals on zeolites or alumina
Steam reforming Sulfuric acid, solid acids
Water-gas shift reaction N on support, Fe–Cr, CuO, ZnO, aluminate
Methanation Ni on support
Ammonia synthesis Fe
Ethylene oxidation Ag on support
Nitric acid from ammonia Pt, Rh, Pd
Sulfuric acid V oxide
Acrylonitrile from propylene Bi, Mo oxides
Vinyl chloride from ethylene Cu chloride
Hydrogenation of oils Ni
Polyethylene Cr, Cr oxide on silica
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hydrocarbons (HCs), causing smog and acid rain.Most biological reactions that build
the human body are catalytic, but application of catalysis in themanufacturing sector
in our industrializedworld started in the early 1800s and began to be used extensively
(listed in Table 4.3) following the discovery of the platinum surface-catalyzed reaction
of H2 and O2 in 1835 [12].
Since 1975, automobile manufacturers have taken a variety of steps to reduce the

level of emission of these harmful emission gases which can be reduced by catalytic
reactions in the catalytic converter via the following chemical reactions:

COþO2 !CO2 CO oxidation

HCþO2 !CO2 þH2O HC oxidation

NOx þHC!N2 þH2OþCO2 NOx reduction by HC

NOx þCO!N2 þCO2NOx Reduction by CO

The harmful pollutants are converted into relatively benign molecules such as
CO2, N2 and H2O through reactions that occur inside the automobile catalytic
converters in the presence of catalysts, which consist of mixtures of platinum-group
metals such as rhodium (Rh), platinum (Pt) and palladium (Pd). The future targets
for the reductions of emission gases from automobile exhaust are very demanding
and the requirement on NOx has been proposed to be 0.05 g permile, which is about
one-quarter of the values that can be achieved through current catalytic converter
technology. Transition metal carbides and oxycarbides are being considered as a
replacement for the expensive Pt-group metals (Ru, Rh, Ir, Pd and Pt), since recent
results that show strong similarities in the catalytic properties between transition
metal carbides and the less abundant Pt-group metals. In addition to offering a very
high surface-to-volume ratio, nanoparticles offer the flexibility of tailoring the
structure and catalytic properties on the nanometer scale.
Nanocrystalline materials composed of crystallites in the 1–10 nm size range

possess very high surface-to-volume ratios because of the fine grain size. These
materials are characterized by a very high number of low coordination number
atoms at edge and corner sites, which can provide a large number of catalytically
active sites. For example, gold catalyst systems, consisting of gold nanoparticles on
oxide supports, can be used for a wide variety of reactions [13, 14] andmany of these
have potential for applications in pollution control. Supported gold catalysts are
active for the oxidation of methane and propane and the removal of NOx has also
been demonstrated. In exploratory work, gold on a transition metal oxide catalyst
system has shown potential as a low-temperature three-way catalyst for automobile
emission control [15, 16] with the �light-off� temperatures lowered for both
hydrocarbons and carbon monoxide when fresh catalyst is used. A further auto-
motive use for gold catalysts could be in the decomposition of ozone [17]. Conse-
quently, the number of patents related to gold catalysis has shown an upward trend,
with close to one-third of such granted patents involving pollution control
(Table 4.4) for the period 1991–2001 [18].
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In the area of pollution control, some patents [19, 20] have been filed claiming the
use of gold catalysts in automotive emissions. Some promise for applications in
motor vehicle emission devices most likely in the exhaust treatment of gasoline and
diesel cars running at lower temperature ranges and for low light off applications,
such as cold start conditions in gasoline engines, has been demonstrated [16]. The
use of gold on a clay mineral containing magnesium silicate hydrate has been
patented by Toyota for use with ozone to destroy odors [21].
Another promising technology, utilizing the enhanced surface properties of

inorganic nanoparticles, involves photocatalytic degradation of organic pollutants
in water. Figure 4.1 shows a schematic of this technique. It is based on irradiation of a
semiconductor surface with light having energy greater than the semiconductor
bandgap exciting electrons from their valence band to the conduction band. This
generates electron–hole pairs on its surface. These electron–hole pairs are consumed
by either recombination or surface trapping. However, the presence of organic
molecules on the surface of the semiconductor material results in a catalytic redox
reaction through interfacial charge transfer [22]. Semiconductor materials of choice
are II–VI materials such as TiO2 and ZnO. Noble metals such as gold and platinum
on II–VI semiconductor nanoparticles act as a sink for photogenerated charge
carriers and promote an interfacial charge-transfer process that leads to an increase
in photocatalytic efficiency of metal oxide semiconductors. Under UV illumination,
electrons accumulate on the metal surface (making electron–hole pair separation

Table 4.4 Comparative (%) number of patents granted in the field of catalytic gold nanoparticlesa.

Subject area % (1991–2001)

Chemical processing 46
Pollution control 29
Catalyst manufacture 15
Fuel cells 10

aAdapted from Ref. [18].

Figure 4.1 Schematic diagram of the photocatalysis on semiconductor surface.
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possible, decreasing the recombination of surface charges) and the hole oxidizes
absorbed species [23]. This technique has been demonstrated in degrading
4-chlorophenol [24] and chloroform [25] as models of harmful organic chemicals.

4.3
Remediation Technologies to Clean Up Environmental Pollutants Effectively

The likely first impact of nanotechnology research will be in remediation (clean-up of
pollution) and end-of-pipe treatment technologies that include nanoscale materials.
Substances of significant concern, both cancer causing and otherwise toxic, include
heavy metals (e.g. mercury, lead) and organic compounds (e.g. benzene, chlorinated
solvents, creosote, toluene). Substances such as DDT and chlordane that are no
longer produced or used commercially, but persist in the environment, are also
targeted for treatment.
Increased public concern for environmental clean-up has promoted the develop-

ment of highly efficient photocatalysts that can participate in detoxification reactions.
Environmental remediation by photocatalysts comes with several advantages: direct
conversion of pollutants to non-toxic by-products without the necessity for any other
associated disposal steps; use of oxygen as oxidant and elimination of expensive
oxidizing chemicals; potential for using free and abundant solar energy; self-
regeneration and recycling of the photocatalyst, etc. It is therefore no surprise that
the research and development activities in this field have been very vigorous in recent
years [26]. A significant amount of research on semiconductor-catalyzed photo-
oxidation of organic chemicals has been carried out during the past 15 years [27]. The
ability to catalyze the destruction of a wide variety of organic chemicals and complete
oxidation of organics to CO2 and dilute mineral acids inmany cases, lack of inherent
toxicity and resistance to photodegradation at low cost render this process highly
suitable for environmental remediation [28].
Two major disadvantages of semiconductor-based photocatalysis techniques,

however, are the lack of adequate fixed-bed reactor designs and the large bandgap
of metal oxides (e.g. TiO2�3.2 eV). For bulk TiO2, this wavelength is in the near-UV
region,�390 nm, which means that only a tiny fraction (�3%) of the solar spectrum
can be harvested. This high photon energy requirement can be overcome by doping
the semiconductor material to produce tail-states in the energy bands, leading to
visible light absorption and photocatalytic degradation of any adsorbed organic
species on the nanoparticle [22]. Figure 4.2 shows the photocatalytic degradation
ofmethylene blue, used as a test organic compound, with visible light by using doped
ZnO as the oxide semiconductor. Using this approach, it becomes possible to utilize
effectively 46% of the solar energy in the form of visible light, making photocatalytic
degradation techniques more efficient than the conventional UV photon catalysis
techniques.
Contamination of sediments and aqueous water systems by halogenated organic

compounds presents a serious environmental threat due to their toxicity and
resistance to biodegradation. These chemicals are widely employed as pesticides,
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insecticides and wood preservatives and are ubiquitous in the environment of both
industrialized and agrarian nations. A subgroup of these chemicals, referred to as
chlorinated aromatics, includes chlorinated benzenes, polychlorinated biphenyls
(PCBs), pentachlorophenol (PCP) and insecticides such as DDT. Microbial degrada-
tion and naturally occurring hydrolysis of these compounds are very slow processes
(e.g. for 4-chlorophenol at 9 �C the half–life is nearly 500 days). Some direct
photodegradation also occurs, although the limited optical absorbance of chlorinated
aromatics at wavelengths above 350 nm slows the process drastically. Sometimes this
direct photolysis can actually lead tomore toxic products; e.g. direct photolysis of PCP
has been reported to lead to octachlorodibenzo-p-dioxin, an even more toxic species
than its precursor [29]. It is clear that more effective methods of treatment of these
chlorinated aromatics must be sought [30, 31]. To this end, a few groups have been
investigating the photocatalytic oxidation of these compounds to form harmless CO2

andHCl, a process referred to as totalmineralization [32]. Photocatalysis is needed to
reduce toxic pollutants in the atmosphere and water [33], VOCs in the atmosphere
and also for reduction of NOx [34] molecules (largely from vehicle exhausts) into N2,
N2O, NO2 and O2 over semiconductor and zeolite catalysts at ambient temperature.
Photocatalytic reaction between ammonia and nitric oxide has been investigated on a
TiO2 wafer under near-UV illumination [35]. Using a novel, integrated, nano-
biotechnological approach comprising catalytic dechlorination using FeS nanopar-
ticles followed by microbial degradation, it has been reported that complete removal
of 5mgL�1 of lindane (g -hexachlorocyclohexane), which is an organochlorine
pesticide and a persistent organic pollutant (POP), occurs from an aqueous solution
in less than 10 h [36].
A variety of photocatalyst nanoparticles have been synthesized, such as oxides

(TiO2, ZnO, Fe2O3, WO3, SnO2, Ag2O, V2O5, SrTiO3), sulfides (ZnS, CdS, MoS2,

Figure 4.2 Visible light photocatalytic degradation of methylene
bluewithmanganese-doped zinc oxide nanoparticles under 60 lux
illumination (tungsten–halogen lamp).
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CuxS, Ag2S, PbS), selenides (CdSe, PbSe,HgSe), iodides (AgI) andmodified systems
such as coupled semiconductor systems (CdS/TiO2, CdSe/TiO2, SnO2/TiO2, ZnO/
TiO2, ZnO/CdS). Among them, TiO2 nanoparticles andmodified TiO2 nanoparticles
are the most extensively studied and considered to be the most efficient photo-
catalysts [37]. Other semiconductor nanoparticles generally have lower photocatalytic
activity than TiO2 and some have problems associated with stability, reactivity,
etc. [26]. Fe2O3 easily undergoes photocathodic corrosion [38] and its active form
a-Fe2O3 also has high selectivity for the reactant [39].
Many chlorinated aromatics and aliphatics are toxic, even at low concentrations,

and exert a cumulative, deleterious effect on river basins and other streams that
enter the environment from manufacturing operations and user applications.
Reductive dechlorination of organics by various bulk metals (particularly Fe) in
the aqueous phase has been well documented. Although nanoparticles possess
several advantages (e.g. high surface area and surface energy), sustainability
requires particle immobilization on a base membrane to avoid particle loss and
agglomeration. Nanostructured metals immobilized in membrane phase leads to
high reaction rates at room temperature, significant reduction of metal usage,
minimizing the need for the recovery of non-chlorinated products (e.g. ethylene
from TCE), leading to a subsequent improvement in water quality. Chlorinated
organics and many pesticides and herbicides are toxic to aquatic life, even at low
concentrations, and exert a cumulative, effect on receiving streams. The use of non-
toxic, polypeptide-basedmembrane assemblies to create nano-sizedmetal domains
has significant environmental importance [40]. Nanoscale bimetallic (Fe/Pd, 99.9%
Fe) particles are considered as a new generation of remediation technology that
could provide cost-effective remedial solutions to some of the most difficult waste
dumping sites [41]. The complete reduction of aqueous perchlorate to chloride by
nanoscale iron particles over a wide concentration range (1–200mg L�1) has been
observed. The reaction is temperature sensitive, as evidenced by progressively
increasing rate constant values of 0.013, 0.10 and 1.52mg perchlorate per gram of
iron per hour at temperatures of 25, 40 and 75 �C, respectively. The high activation
energy of 79.02� 7.75 kJmol�1 partially explains the stability of perchlorate in
water. Iron nanoparticles may represent a feasible remediation alternative for
perchlorate-contaminated groundwaters.

4.4
Sensors

The categorization of environmental sensors is based primarily on the physics
involved and their operating mechanisms. For example, chromatography relies on
the separation of complex mixtures by percolation through a selectively adsorbing
medium, with subsequent detection of compounds of interest. Electrochemical
sensors include sensors that detect signal changes (e.g. resistance) caused by an
electric current being passed through electrodes that interact with chemicals. Mass
sensors rely on disturbances and changes to the mass of the surface of the sensor
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during interaction with chemicals. Optical sensors detect changes in visible light or
other electromagnetic waves during interactions with chemicals. Within each of
these categories, some sensors may exhibit characteristics that overlap with those of
other categories. For example, somemass sensorsmay rely on electrical excitation or
optical settings. Nevertheless, these four broad categories of sensors are sufficiently
distinct for the purposes of this chapter. The following sections provide a summary
and assessment of the sensors reviewed in each of the four categories.

4.4.1
Biosensors

Biosensors have been reported to detect compounds in several classes of concern,
including phenols/phenoxy acids (e.g. phenol and catechol [42]), polyaromatic
compounds (e.g. benzo[a]pyrene [43]), halogenated pesticides (e.g. triazines [44]),
VOCs (e.g. benzene [45]) and inorganic substances (e.g. mercury [46]).
Biosensors typically consist of an enzyme (e.g. acetylcholinesterase, which binds

with high affinity to organophosphate insecticides, and Japanese pine-comb fish
luciferase, which has been used to measure Hg2þ ), a receptor [e.g. g-aminobutyric
acidreceptor (GABA),whichbinds tocyclodienes,pyrethroids,bicyclophosphatesand
orthocarboxylates; the muscarinic receptor, which binds organophosphate insecti-
cides; and the aryl hydrocarbon receptor, which binds with high affinity to dioxins],
antibody {e.g. antibodies bind to dozens of insecticides and herbicides and also
environmental pollutants such as polychlorinated biphenyls (PCBs), dioxins, penta-
chlorophenol, benzo[a]pyrene and benzene, toluene and xylene (BTX)} or a microbe
(e.g. cyanobacteriahavebeenused tomeasureherbicides,Trichosporon cellshavebeen
used to measure biochemical oxygen demand and a genetically altered Pseudomonas
has been used to measure naphthalene), which form the biological sensing element
that is in intimate contact with a chemical or physical transducer (electrochemical,
optical, mass or thermal). Selectivity and high binding affinities of biological macro-
molecules towards some environmental pollutants render them useful candidates as
sensing elements for environmental biosensors [47]. For environmentalmonitoring,
there are several general areas inwhich biosensorsmay have distinct advantages over
current analytical methods. Recently, sensors using DNAzymes (segments of DNA
with enzymatic activities) that can bind selectively to analytes of interest have been
coupled with fluorophores or gold nanoparticles, to form sensitive and selective
fluorescent or colorimetric sensors for a variety of analytes [48].

4.4.2
Electrochemical Sensors

Electrochemical sensors represent a key area where the use of nanotechnology (e.g.
nanopowders), innovativematerials and nano- andmicro-fabrication techniques can
give sensor products that offer significant enhancements with respect to sensitivity,
selectivity, power consumption and reproducibility. The idea of using semiconduc-
tors as gas-sensitive devices dates back to the early 1950s when Brattain first reported
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gas-sensitive effects on germanium [49]. The gas detection technique is primarily
based on a change in the electrical resistance of the semiconducting metal oxide
films [50]. The principal detection process is the change of the oxygen concentration
at the surface of these metal oxides, caused by the adsorption and heterogeneous
catalytic reaction of oxidizing and reducing gaseous species. The electrical conduc-
tivity depends on the gas atmosphere and on the temperature of the sensingmaterial
exposed to the test gas [51]. Crystallite size effects in resistive sensors are one of the
most important factors affecting the sensing properties. The first evidence was
obtained in 1982 by Ogawa et al. [52] from the measurements of the Hall parameters
on SnO2 nanoparticles. In that report, it was demonstrated that, when the grain size
approaches about double the Debye length, the space-charge region can develop in
the whole crystallite, which results in a higher sensitivity to adsorbed gas species. For
example, the sensitivity of sensors based on tin oxide nanoparticles dramatically
increases when the particle size is reduced to 6 nm [2]. Further, the surface reactivity
of particles is known to increase rapidly with increase in the surface-to-bulk ratio
because the strong curvature of the particle surface generates a higher density of
defects which are the most reactive surface sites [12].
Selectivity has always been amajor hurdle for solid-state gas sensors. A number of

approaches have been developed to improve the selectivity of gas sensors, including
doping metal impurities [53], using impedance measurement [54], modulating
operating temperature [55] and surface coating [56], and there are some reports on
the use of metal oxide-based gas sensors for air pollution monitoring [57].

4.4.3
Mass Sensors

Other strategies for sensing include nanomechanical sensors [3]. Cantilever sensors
have also been used for detecting chemicals, such as volatile compounds [58], warfare
pathogens [59], explosives [60] and glucose [61] and ionic species, such as calcium
ions [62]. The key to usingmicrocantilevers for the selective detection ofmolecules is
the ability to functionalize one surface of the silicon microcantilever in such a way
that a given target molecule will be preferentially bound to that surface upon its
exposure. The bending and the changes in resonant frequency can be monitored by
several techniques, with optical beam deflection, piezoresistivity, piezoelectricity,
interferometry, capacitance and electron tunneling among the most important [63].
This strategy allowsmicrocantilever sensors tomeasure extremely small changes due
tomolecular adsorption and, for that reason, they are extremely sensitive biosensors;
with the cantilever technique, it is possible to detect surface stress as small as about
10�4 Nm�1. Such measurement is also quantitative, related to the concentration of
the analyte being detected [64]. Nonetheless, the factors and the phenomena
responsible for the surface stress response during molecular recognition remain
unclear. Electrostatic interaction between neighboring adsorbates, changes in sur-
face hydrophobicity and conformational changes of the adsorbed molecules can all
induce stresses, which may compete with each other and mean that the change in
stress is not directly related to the receptor–ligand binding energy.
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Silicon, siliconnitride and silicon oxide cantilevers are available commercially with
different shapes and sizes, analogous to AFM cantilevers, with typical lengths of
10–500mm and ultra-thin cantilevers up to 12 nm thick. However, for specific
applications (e.g. highly sensitive biosensors), cantilevers must be designed and
fabricated to satisfy their requirements. Cantilever sensitivity depends critically on
the spring constant: the lower the constant, the higher is the sensitivity for
measurements in liquids based on the static method. Figure 4.3 shows a schematic
of the working mechanism of a microcantilever sensor.
For accurate functioning of such sensors based on microcantilevers, the immobi-

lization process should:

. avoid any change in the mechanical properties of the cantilever;

. be uniform, in order to generate a surface stress as large as possible; and

. allow accessibility by the target molecule.

Depending on the surface coating of the cantilevers, selectivity for various
chemical and biological species can be achieved. Commercially available polymers
have been used to coat cantilevers for differentiating between different VOCs in air.
Baller et al. developed aNanotechnologyOlfactory SEnsor (NOSE) to characterize and
to identify gaseous analytes [58]. In the field of explosives, Pinnaduwage and
co-workers reported measurement of trinitrotoluene (TNT) in a small, localized
explosion on an uncoated piezoresistive microcantilever [60, 65]. Heavy metal ions
and ions in general have also been studied. Ji and co-workers used thiol-derivatized
calixarene and crownethermacrocycle-functionalized cantilevers to detect Cs2þ ions
in the range 10�11 – 10�7M and Kþ in the 10�4M range [66]. Other functionalization

Figure 4.3 Mass sensors using microcantilevers: working mechanism. From Ref. [3].
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schemes have shown that cantilevers were able to detect, with great accuracy and
selectivity, different ions, such as CrO4

2� [67], Ca2þ [62] and Pb2þ [68].
Biological applications of cantilever based mass sensors include the detection of

different pathogens, such as Salmonella enterica byWeeks et al. [59],Vaccinia virus by
Gunter et al. [69] and fungal spores from Aspergillus niger by Nugaeva et al. [70].
Monitoring concentrations of specific pesticides plays an essential role in the
environmental control field. An example of the application of a cantilever-based
biosensor in this area was reported by Alvarez et al. [71] for the detection of the
organochlorine insecticide dichlorodiphenyltrichloroethane (DDT). A synthetic hap-
ten of the pesticide, conjugated with bovine serum albumin (BSA), was covalently
immobilized on the gold-coated side of the cantilever; specific detection was then
achieved by exposing the cantilever to a solution containing the specific monoclonal
antibody to the DDT–hapten derivative. The specific binding of the antibodies on the
sensitized side of the cantilever was measured with nanomolar sensitivity. Finally, a
competitive assay was performed, with the cantilever exposed to a mixed solution of
the monoclonal antibody and DDT and direct detection was achieved. With this
detection strategy, DDT concentrations as low as 10 nM were detected, involving
deflection signals in the 50 nm range. Many other applications have been described
for the detection of pesticides and avidin– streptavidin [72].

4.4.4
Optical Sensors

For realizing sensitive chemical sensors and biosensors, optical methods employing
optical fibers or integrated optics (IO) and, in the case of remote sensing, by
connecting fiber pigtails, offer high sensitivity and fast responses. Contemporary
methods for optical sensing of chemical and biological species at present are based
mainly on interferometry, surface plasmon resonance (SPR) and luminescence. The
relatively recent technique of luminescence quenching [73] is a new alternative.
The photoluminescent (PL) properties of nanocrystalline (porous) silicon depend on
the chemical nature of its surface; for example, metal ions can quench PL from
porous Si [74], as can inorganicmolecules [75–77]. The nanoscale size permits in vivo
monitoring of processes within individual cells. Concentrations of toxic chemicals
within carcinoma cells [78] have already been achieved. PEBBLE (probe encapsulated
by biologically localized embedding) nanosensors have been prepared for the
analytes oxygen [79, 80], potassium [81], zinc [82] and magnesium [83]. The wide
variation of the optical properties of gold nanoparticles with particle size, inter-
particle distance and the dielectric properties of the surrounding media due to
SPR [84–86] permits the construction of simple but sensitive colorimetric sensors for
various analytes. Highly sensitive colorimetric sensors for biomolecules [87–89] and
metal ions [4, 5], amongst others, have been devised using SPR of gold nanoparticles.
In the example of sensing heavy metal ions, well-knownmetal ion chelators, such as
chitosan, can be coated on the nanoparticle surfaces, such that the ligand changes its
dielectric properties upon chelating the metal ions, resulting in an optical (colori-
metric) signal (Figure 4.4).
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4.4.5
Gas Sensors

Gassensors fordetectingairpollutantsmustbeable tooperate stablyunderdeleterious
conditions, including chemical and/or thermal attack. Therefore, solid-state gas
sensors appear to be the most appropriate in terms of their practical robustness. The
sensors used for detecting air pollutants are usually produced simply by coating a
sensing (metal oxide) layer on a substrate with two electrodes. Typicalmaterials are tin
(IV)oxide (SnO2), zincoxide (ZnO), titaniumdioxide (TiO2) and tungstenoxide (WO3),
with typical operating temperatures of 200–400 �C [90]. When the active surface of a
metal oxide (e.g. zinc oxide) grain is exposed to the ambient oxygen, the oxygen atoms
are adsorbed on the surface as shown in Figure 4.5 and the adsorbed oxygen acts as an

Figure 4.4 Colorimetric sensing of cobalt ions using gold nanoparticles.

Figure 4.5 Surface effect on gas sensing including potential
barrier at the grain boundary of ZnO nanoparticles: (a) in air and
(b) in a reducing gas.
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acceptor state. Being ionized, a depletion layer is formed on the surface of the grains
and also in the neck regions, which raises the height of the potential barrier [91]. In the
presence of a reducinggas, the adsorbedoxygencan easily reactwith thegasmolecules
and exit from the lattice, thus reducing the concentration of acceptors, which in turn
lower the voltage barrier height. When the metal oxide sensor absorbs a reducing gas
(CO, H2), the depletion area at the surface will be decreased, leading to increased
conductivity.On theotherhand, if ametal oxide sensor absorbs anoxidizinggas (NO2),
thedepletionzone at the surfacewill be increased,meaningdecreasing conductivity. A
change in conductivity/resistance is related to gas concentration. In the case of a ZnO
sensor, conductivity decreases, which means resistance increases when the sensor
absorbs NOx, depending on the NOx concentration [90].
A host of sensing materials are available to be used as the sensing layer for solid-

state gas sensors so far reported, as shown in Table 4.5. Despite their simplicity and

Table 4.5 Materials for Solid-state sensors.

Sensing materials Target gases

SnO2 AsH3, H2S, NO2, H2, NH3, SO2, NOx, CO,
CH3COOH, CCl4, C2H2O4, CH4, CO2

SnO2, Fe2O3, La2CuO3, Ga2O3, ZnO, In2O3,
V2O5, Bi2Sn2O7, GaAs, Bi2Sr2

CO, CH4, NOx, H2, C2H2, C6H6

SnO2 NO2, CO, NOx, CH4, O2, ethanol, pheny-
larsine, C6H6, diethyl ether, H2S, H2,
ammonia, iso-C4H10

SnO2 H2, NH3, SO2, CH3COOH, C2H5OH, CH4,
AsH3, H2S, NO2, NOx, CCl4, CO2

ZnO,WO3, TiO2, Fe2O3, CdIn2O4, NiTa2O6,
CoTa2O6, CuTa2O6, BaTiO3(Ag), SrFeO3,
Cr2O3, In2O3, BaSnO3, Bi2Sn2O7,
Bi6Fe4Nb6O6

H2, CCl2F2, CHClF2, CO, NH3, H2, CH4,
C4H10, N2H4, H2S, SO2, (CH3)3N, C3H8,
C2H5OH, C3H8, Cl2, NO2

SnO2, ZnO, Cu2O O2

SnO2 H2, H2S, NO, NOx, C2H5OH, C3H6, diethyl
ether, H2NH3, NO2, C3H8, hydrocarbons,
H2Cl2, Cl2, CHCl3, CCl4, AsH3, C4H10,
n-C4H10

YBa2Lu3O7-d, In2O3, LnCoO3�x, Sm, Eu, La,
BixMoyOz, Cr0.8Ti0.2O3, ZnO, ITO, CdI-
n2O4, In2O3, Sn1–xFexOy

NO, O3, CO, alcohols, ketones, NH3, H2,
CH4, C4H10, C2H5OH, NO2, ethanol

SnO2(Pd), Ag/SnO2, SnO2(Ag), SnO2(Z-
rO2), SnO2(Al2O3), SnO2(CuO), SnO2(Pt),
WO3(Au), Ti0.9Cr0.1O2, IrTiO2/In2O3(MgO),
Pt/In2O3(MgO), Ru/TiO2, In/TiO2, ZnO
(Al2O3), SnO2(La2O3), Er2O3/ZnO,Rh/WO3

H2S, CH3SH, NH3, dimethylamine, tri-
methylamine, capronaldehyde, 2-
methylpyrazine
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low production cost, solid-state gas sensors (SGS) usually exhibit drifts and variations
in behavior. After the introduction of nanoparticles, sensitivity in gas sensors has
improved. The use of nanoscale materials exposes a higher surface area of the
sensing element to gas and hence the physicochemical reaction that proceeds at the
surface is increased [92].

4.4.6
Novel Sensing Technologies and Devices for Pollutant and Microbial Detection

Protection of human health and ecosystems requires rapid, precise sensors
capable of detecting pollutants up to the molecular level. Examples of research into
sensors include the development of nanosensors for efficient and rapid in situ
biochemical detection of pollutants and specific pathogens in the environment;
sensors capable of continuous measurement over large areas, including those
connected to nanochips for real-time continuous monitoring; and sensors that
utilize lab-on-a-chip technology. Research may also involve sensors that can be used
inmonitoring or process control to detect orminimize pollutants and their impact on
the environment.

4.4.6.1 Real-TimeChemical CompositionMeasurements of Fine andUltrafine Airborne
Particles
New technologies need to be developed that will permit the chemical composition of
airborne nanoparticles (down to about 5 nm in diameter) to be determined. Knowl-
edge of the chemical composition will provide a better understanding of the sources
of these particles and how to control their formation in a manner that reduces their
impact on human health. It is now well established that long-term exposure to fine
particulate matter is a significant risk factor for cardiopulmonary and lung cancer
mortality in humans [93]. In urban air, fine particulates typically exhibit a maximum
in both number andmass in the 100–300 nm diameter range. Most of these particles
are produced directly from combustion sources. However, a significant fraction of
particles in this size range may also arise from growth and/or coagulation of much
smaller particles. The mechanism of particle formation is difficult to assess without
chemical compositionmeasurements during these events. Technology already exists
for chemical analysis of fine particles [94].

4.4.6.2 Ultrasensitive Detection of Pathogens in Water
The primary water quality problem in the developing world is waterborne dis-
eases [95]. Table 4.6 lists some common waterborne pollutants. Conventional tests
for the problem count indicator bacteria – E. coli (coliform counts) – and require a
laboratory facility and trained personnel, with the only alternative to laboratory
methods being the simple Colilert test kit [96]. The need for rapid, simple tests for
fecal contamination of water is not confined to developing countries. In coastal areas
of the USA, for example, monitoring beaches for the indicator species E. coli and
Enterococcus by laboratory analysis can take more than 1 day. During that time,
conditions can change and swimmers can be put at risk.
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Current developments in pathogen detection in water rely on filtration culture
methods and fluorescence-based methods (e.g. fluorescence probe methods and
DNA microarray methods). These techniques, however, are not effective for in situ,
rapid, quantitative measurements. With filtration culture methods, sample water is
passed through a filter that is pretreated for visualization of the target pathogen.
Growth of colonies on the filter indicates the presence of the target pathogen in the
test water. Both the fluorescently labeled probe methods and the DNA microarray
methods rely on detection usingfluorescence spectroscopy, which is not quantitative.
There is a need for rapid, quantitative and specific pathogen detection to ensure the
safety of natural andman-madewater supplies, including source, treated, distributed
and recreational waters. Arrays of a highly piezoelectric (e.g. strontium-doped lead
titanate) microcantilever smaller than 10mm in length coupled to antibody proteins
immobilized at the cantilever tip for in situ rapid, simultaneous multiple pathogen
quantification in source water have been used [97].

4.4.6.3 Detection of Heavy Metals in Water
Arsenic is a well-known toxic chemical that the EPA and the World Health Organi-
zation (WHO) [98] list as a known carcinogen. Arsenic is found in a wide variety of
chemical forms throughout the environment and can be readily transformed by
microbes, changes in geochemical conditions and other environmental process-
es [99]. Although arsenic occurs naturally, it may also be found as a result of a variety
of industrial applications [100], including leather and wood treatments [101] and
pesticides [102]. Anthropogenic arsenic contamination results mainly from
manufacturing metals and alloys, refining petroleum and burning fossil fuels and
wastes. These industrial activities have created a strong legacy of arsenic pollution
throughout the world. Unlike organic pollutants, arsenic cannot be transformed into
a non-toxic material, but can only be transformed into a form that is less toxic when

Table 4.6 Selected waterborne contaminants in developing countries [95].

Problem Occurrence

Pathogens Most significant risk to water quality
Metals, e.g. arsenic Associated with certain geological conditions or with

agricultural or industrial use
Pesticides Localized areas of agricultural use; runoff; aerial

transport
Algal toxins An array of neuro-, hepato- and cytotoxins are produced

by a range of cyanobacteria; typically found in water
with elevated nutrient levels

Nitrates Widespread; natural and agricultural sources
Fluoride Localized areas, depending on geology
Organic compounds Common sources are industry and transport; includes

aromatic and aliphatic hydrocarbons, halogenated
compounds and persistent organic pollutants
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exposed to living organisms in the environment. Because arsenic is a permanent part
of the environment, there is a long-term need for regular monitoring at sites where
arsenic-containingwaste has been disposed of and at sites where it occurs naturally at
elevated levels.
Fixed laboratory assays are generally required to measure arsenic accurately in an

environmental sample to parts per billion (ppb) levels, defined as mg L�1 for water or
mg kg�1 for solids. The preferred laboratory methods for themeasurement of arsenic
involve pretreatment, either with acidic extraction or acidic oxidation digestion of the
environmental sample. Pretreatment transfers all of the arsenic in the sample into an
arsenic acid solution, which is subsequently measured using any one of several
accepted analytical methods, such as atomic fluorescence spectrometry (AFS) [103],
graphite furnace atomic absorption spectrometry (GFAAS), hydride generation
atomic absorption spectrometry (HGAAS), inductively coupled plasma atomic
emission spectrometry (ICP-AES) and inductively coupled plasma mass spectrome-
try (ICP-MS) [104]. The instruments involved are bulky, expensive to operate and
require fully equipped laboratories to maintain and operate. Field assays, in which
lower sensitivities may be acceptable for purposes of sample screening or site
surveys, strive for similar detection goals as fixed laboratory methods are relatively
inexpensive and can produce a large number of screening results in a short time.
A considerable amount of research has been dedicated to developing an arsenic

detection colorimetric solution that matches or exceeds the sensitivity of the Gutzeit
method while improving safety, accuracy and reproducibility. One research group
electrochemically reduced the arsenite ion to arsine gas. They found that the arsenic
reduction by this electrochemical method compared favorably with reduction by
sodium borohydride. They were able to achieve detection limits down to 50 ppb
arsenite using thismethod.Gold, copper and iron(III) specieswere found to interfere
with the sample reduction [105]. One such system reduces arsenic compounds to
arsine gas, which then bleaches a dye in a solution containing detergents and metal
particles. This system has been shown to be effective, with limits of detection for
arsenic as low as 30 ppb [106].
Accurate, fast measurement of arsenic in the field still remains a technical

challenge. Selective solid-state sensors for carcinogenic and toxic chromium(VI)
and arsenic(V) in water based on redox quenching of the luminescence from
nanostructured porous silicon and polysiloles has been undertaken [107]. Sensors
based on silicon wafer and polymer technologies are readily adaptable to fabrication.
Thefluorescence quenching detectionmodality also ismanufacturable. The essential
electronics require a blue or UV LED as the excitation source and an inexpensive
photodiode detector. Potential applications of such real-time solid-state sensors
include remote sensing and industrial process control. The focus on chromium(VI)
and arsenic(V) detection is dictated by the redox quenchingmechanism that is being
used, and also by the importance of chromium(VI) and arsenic(V) as regulated
chemicals under the Safe Drinking Water Act. Chromium(VI) detectors need to be
developed that can sense the analyte at concentrations at least as low as the 0.1 ppm
action levels with at least 10% accuracy. For arsenic(V), the target range is 10–50 ppb
at the same level of analytical accuracy.
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4.5
Conclusions

Environmental protection and pollution issues are frequently discussed worldwide
as topics that need to be addressed sooner rather than later. Nanotechnology can
strive to provide and fundamentally restructure the technologies currently used
in environmental detection, sensing, remediation and pollution removal. Some
nanotechnology applications are near commercialization: nanosensors and nano-
scale coatings to replace thicker, more wasteful polymer coatings that prevent
corrosion, nanosensors for detection of aquatic toxins, nanoscale biopolymers for
improved decontamination and recycling of heavy metals, nanostructured metals
that break down hazardous organics at room temperature, smart particles for
environmental monitoring and purification, nanoparticles as novel photocatalysts
for environmental catalysts, etc. New advances have emerged in the use of nano-
technology in environmental protection, and these been discussed in this chapter.
Strategies involved in detectingmarkers/tracers of �substances of interest� are a very
important part of preventing, remediation or sensing pollution for prevention of
major catastrophes. For example, quantum dots functionalized with an appropriate
molecule could be tuned to detect hazardous materials selectively by simply looking
for fluorescence signals from these detector dots. A host of applications, similar or
very different from this, are actively being pursued worldwide, as discussed in this
chapter. This review provides just a small beginning to the exciting new applications
envisaged for the �small world� of nanotechnology for preventing environmental
pollution.
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5
Benefits in Energy Budget
Ian Ivar Suni

5.1
Introduction

Nanomaterials in the 1–100nm size range have unusual potential for applications
within a wide variety of existing and emerging technologies. Nanomaterials have
several intriguing properties thatmay be exploited for technological applications. Due
to quantum confinement effects, when their dimensions are comparable to the
electronmean free path or the optical wavelength, the electronic and optical properties
of nanomaterials become size dependent. This is of course the origin of the unique
properties of the widely popularized �quantum dots�, which exhibit quantum con-
finement in all three dimensions. Another interesting property of nanomaterials, and
in particular nanoparticles, is their unusually high chemical reactivity. This has led to
the widespread use of metal andmetal oxide nanoparticles as commercial catalysts in
the chemical and petrochemical industries. Metal nanoparticles are also currently
employed within catalytic converters in automobiles as three-way catalysts. Three-way
catalysts catalyze the following three reactions: oxidation of unburned hydrocarbons,
oxidation of CO, and reduction of nitrogen oxides.
Another interesting aspect of nanomaterials is their unusually high surface area per

unit mass. Many potential applications that exploit the high surface area of nanomater-
ials involve their use within compacted solids as what are termed nanostructured ma-
terials, which in many cases are composite materials. Nanostructured materials thus
have extremely high internal surface areas, although thesemay not be chemically acces-
sible. Composite nanomaterials can be fabricated from nanowires or nanotubes of ex-
tremely high aspect ratio, allowing for low percolation thresholds. Thismeans that high
aspect ratio nanomaterials canmore easily form interacting networks within a compos-
ite material to form a conductive electrical pathway or to increase mechanical strength.
Although nanomaterials have several existing applications, their potential for the

developmentofnewtechnologies is themainsourceof theexcitementwithinacademia,
government and industry. Among the most widely anticipated applications of
nanomaterials is the development ofmore environmentally friendly andmore efficient
energy sources. Interest in sustainable energy is driven in part by long-term concerns
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about the scarcity of hydrocarbon fuels, which are in increasingly great demand
with the rapid industrializationofChina,Russia,Brazil andotheremergingeconomies.
In addition, concerns about greenhouse gas emissions such as CO2 that arise from
combustion of hydrocarbons are generating interest in cleaner energy sources.
Applications of nanomaterials in the field of energy include fuel cell catalysts, fuel

cell support materials, hydrogen storage, solar cells, lithium ion batteries and super-
capacitors. The current discussionwill focus on recent results, on clear demonstrations
of the utility of nanomaterials and on the scientific basis for these applications. In low-
temperature fuel cells, Pt and othernoblemetal nanoparticle catalysts have beenwidely
studied for their ability to catalyze efficiently the electrochemical reduction of oxygen
and the electrochemical oxidation of both hydrogen and methanol. Because these
nanoparticle catalysts may be interspersed with less conductive materials, carbon
nanotubes have been widely investigated as catalyst support materials to improve
catalyst utilization in fuel cells. The development of fuel cells and other energy sources
powered by molecular hydrogen, with water as the only chemical product, is an
important goal for sustainable energy. One of the critical issues limiting hydrogen
energy is the need for an infrastructure and new technology for hydrogen storage and
distribution. Although early results have now been shown to be misleading, carbon
nanotubes have been widely investigated for their hydrogen storage properties.
Further applications for nanomaterials can be envisioned in the area of solar

energy cells. The classical example of nanotechnology is the variation in optical
absorption/emission of semiconductor nanostructures with dimension. These
size-dependent properties have been exploited to alter the wavelength of optical
absorption to match the terrestrial window. In addition, nanostructured TiO2 in dye-
sensitized solar cells (DSSCs) has been widely investigated due to its high internal
surface area, which increases the available dye for optical absorption and maximizes
internal reflections within the DSSC.
Nanomaterials have also been employed within Li ion batteries, particularly as

materials for anode construction. Many materials have been demonstrated to have
higher Li capacities than the prototypical graphite anodematerial, but they have been
prone to mechanical failure due to repeated expansion (contraction) during Li
insertion (removal) as the battery is charged (discharged). Intensive research efforts
have been expended to use these alternative Li anode materials in the form of
nanoparticles, nanowires or nanotubes to minimize mechanical strain during Li
insertion and removal.

5.2
Nanomaterials in Fuel Cells

5.2.1
Low-Temperature Fuel Cell Technology

The development of fuel cells as a clean, environmentally friendly energy source is
widely anticipated. The use of a hydrogen as a fuel is particularly attractive, since the
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main product produced would be H2O, with effectively zero emissions. Even the
economical use of other hydrocarbon fuels beyond gasoline and natural gasmay have
global benefits, as this may lessen the demands for hydrocarbon fuels. Fuel cells
operate by converting chemical potential energy directly into a current or voltage by
coupling an electrochemical oxidation reaction with an electrochemical reduction
reaction. A wide variety of fuel cells have been investigated, including proton
exchangemembrane, directmethanol,molten carbonate, solid oxide and phosphoric
acid fuel cells.
High-temperature fuel cells such asmolten carbonate, solid oxide and phosphoric

acid fuel cells have recently been employed for several applications, particularly those
where waste heat can be employed to reach andmaintain the operating temperature.
For example, waste heat is widely generated throughout industrial chemical plants,
sometimesmaking fuel cells an economical energy source. At the operating tempera-
ture of these fuel cells, the anode and cathode reactions are typically fairly facile,
making the use of electrocatalysts, which are often in the form of nanoparticles,
unnecessary. In addition, nanomaterials may be subject to grain growth, sintering,
dissolution and other unwanted chemical reactions at high temperature.
On the other hand, nanomaterials are much more compatible with low-

temperature fuel cells, which are needed for many transportation and consumer
applications where intermittent operation is typical and power requirements are
relatively modest. The most common low-temperature fuel cells are the polymer
electrolyte membrane fuel cell (PEMFC) and the direct methanol fuel cell (DMFC),
where the following reactions occur:

Anode ðPEMFCÞ : H2 ! 2Hþ þ 2e� ð5:1Þ

Anode ðDMFCÞ : CH3OHþH2O!CO2 þ 6Hþ þ 6e� ð5:2Þ

Cathode ðPEMFC andDMFCÞ : O2 þ 4Hþ þ 4e� ! 2H2O ð5:3Þ

The structure of a typical proton exchange membrane fuel cell (PEMFC) is illustrated
in Figure 5.1. The cathode in a DMFC has a similar structure, whereas the anode
structure depends on whether themethanol feed stream is in liquid or vapor form. In
both electrodes of a PEMFC, the metal nanoparticle catalyst is dispersed atop larger
carbon particles that are combined into a porous structure that allows mass transport
of both reactants and products. Sandwiched between the two electrodes is a Nafion-
type polymer material that serves as a proton conductor between the anode, where
protons are produced and the cathode, where protons are consumed. Nafion, a
perfluorosulfonated polymer, facilitates proton �hopping� along its sulfonate back-
bone through a series of electrostatic interactions.
Several technological challenges remain for commercialization of PEMFCs and

DMFCs. For economic reasons, the use of preciousmetal catalysts should be reduced
or eliminated. The cost of Nafion polymer membranes may also need to be reduced
and their durability improved. Nafionmembranes are employed for proton transport
in both PEMFCs and DMFCs and are only conductive within a narrow temperature
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range, where the membrane is neither dried out nor flooded. In an H2-fueled
PEMFC, the need to maintain an appropriate humidification level throughout the
fuel cell creates a complex water management problem. The local humidification
depends on a complex balance between water production at the cathode, water
consumption at the anode, water diffusion from the cathode to the anode, and water
electro-osmosis from the anode to the cathode [1]. The durability of PEMFCs and
DMFCs must also be improved, since Nafion degradation, catalyst agglomeration
and dissolution and carbon corrosion can all occur upon prolonged operation at high
current density.

5.2.2
Nanoparticle Catalysts in Low-Temperature Fuel Cells

When considering the use of nanomaterials in fuel cells, many observers would
first consider the use of nanoparticle catalysts in both the anode and cathode.
However, nanoparticle fuel cell catalysts will be discussed only briefly, since these
reactions have been widely studied and the interested reader can consult recent
reviews [2–9]. Hydrogen reduction by Reaction (5.1) at the anode of a PEMFC is the
most facile due to its simple reaction mechanism, and Pt nanoparticles are widely
used as electrocatalysts for this reaction. The main complication is that Pt catalysts
can be easily poisoned by trace CO in theH2 fuel, and so far the best performance has
been attained by PtRu bimetallic nanoparticle catalysts, preferably with a 1 : 1 ratio of

Figure 5.1 Schematic illustration of a typical proton exchange
membrane fuel cell (PEMFC). (Courtesy of Renganathan
Rengaswamy, Department of Chemical and Biomolecular
Engineering, Clarkson University, Potsdam, NY, USA).
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Pt : Ru, that facilitate CO desorption. Ternary and quaternary catalysts have also been
widely investigated.
The two cathode reactions above, methanol reduction by Reaction (5.2) and O2

reduction by Reaction (5.3), involve more complex mechanisms and multi-step
electron transfer, making electrocatalysis more difficult. O2 reduction is most facile
onPt nanoparticle catalysts, and the use of Pt alloyswith transitionmetals such asCo,
Cr, Ti and Zr has been thoroughly investigated. However, for catalysts tested to date,
the overpotential loss of 300–400mV for O2 reduction still accounts for about 80% of
the voltage loss in a typical PEMFC [10]. Similarly, methanol oxidation has been
widely studied on Pt nanoparticle catalysts alloyed with a wide variety of different
transition metals, including Ru, Os and Sn. Given that the expensive Pt catalyst
contributes significantly to the overall fuel cell cost, non-Pt catalyst materials are also
under intensive investigation for bothPEMFCs andDMFCs [11, 12].However, Pt and
its alloys in nanoparticle form remain the best catalysts for reactions (5.1)–(5.3) in
low-temperature fuel cells.

5.2.3
Fuel Cell Catalyst Support Materials

Both PEMFCs and DMFCs employ porous catalyst support structures, typically
some form of carbon, that perform multiple functions. The catalyst support
material must be porous enough to provide a pathway for inlet and outlet of
gaseous reactants and products, but it must also maintain electrical conductivity so
that the voltage (current) created across the fuel cell can be captured for use or
storage. The requirement to maintain electrical conductivity is complicated by the
presence of Nafion polymer, which is typically far less conductive than the carbon
support material.
Carbon nanotubes and carbon nanofibers have been widely investigated for

possible application into the catalyst supports shown in Figure 5.1 for the
PEMFC [10]. The main improvement that is envisioned is increased utilization for
the Pt catalyst supported on carbon nanotubes. The high nanotube aspect ratio
increases the likelihood that Pt catalyst will have direct electrical contact to the desired
electrode, without electrical blockage by intervening Nafion particles. Another
potential advantage of carbon nanotubes as catalyst supports is their improved
resistance to oxidation. One of the primary barriers to commercialization of both
PEMFCs and DMFCs is their poor durability. During long-term usage, catalyst
agglomeration, catalyst dissolution and carbon corrosion all occur, resulting in a
gradual loss of performance.
Wang et al. recently reported that the corrosion current for carbon nanotube

catalyst support materials in a PEMFC cathode is 30% lower than that from Vulcan
XC-72 carbon catalyst supportmaterials [13]. In addition, these authors noted that the
supported Pt catalyst bettermaintains its activity for the oxygen reduction reaction. Li
and Xing recently used cyclic voltammetry to compare corrosion currents for carbon
nanotube and Vulcan XC-72 carbon catalyst supports following prolonged oxida-
tion [14]. They found that for the carbon nanotube-based support material, the
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corrosion current eventually disappeared, whereas the corrosion current continued
indefinitely for the standard carbon support material.

5.2.4
Carbon Nanotubes: Science and Technology

Carbon nanotubes, which are allotropes of carbon from the fullerene structural
family, have been themostwidely studied nanomaterial. They can be conceived as all-
sp2 carbons arranged in graphene sheets that have been rolled up into hollow tubes.
The nanotubes can be capped at the ends by a fullerene-type hemisphere and can
range in length from tens of nanometers to several micrometers. Carbon nanotubes
can be subdivided into two categories, single-wall carbon nanotubes (SWNTs) and
multi-wall carbon nanotubes (MWNTs). As the name suggests, SWNTs consist of a
single hollow tube with a diameter of 0.4–3 nm, whereas MWNTs are composed of
multiple concentric nanotubes spaced by 0.34 nm, with overall diameters of
2–200 nm.
Research interest in carbon nanotubes arises from several of their extraordinary

properties. For example, their mechanical strength per unit weight is 100 times
greater than that of steel, their electrical conductivity is similar to that of Cu and their
thermal conductivity is comparable to that of diamond [15]. MWNTs have electrical
conductivities greater than those of metals, but depending on the tube diameter and
chirality, SWNTs can behave electronically as either metals or semiconductors. In
addition, the aspect ratios of both SWNTs and MWNTs can be as high as 103–105,
allowing for low percolation thresholds when they are employed in composite
materials. Thus carbon nanotubes have been proposed for a diverse range of
applications, including nanoscale transistors, chemical sensors, high-strength com-
posites, hydrogen storage, and fuel cell electrode supports.
Carbon nanotubes can be made by laser ablation, electric arc discharge and

chemical vapor deposition. The detailed synthesis conditions, such as temperature,
pressure, or the presence of an inert gas, strongly influence the properties of the
resulting carbon nanotubes, as does the presence and type of metal catalyst em-
ployed.One of the primary difficulties with these syntheticmethods is that all create a
complex mixture of different carbon forms, including amorphous carbon, graphite
particles and carbon nanotubes. Thus synthesis must typically be followed by a
difficult separation process.
For applications as fuel cell catalyst support materials, one should also consider

the chemical reactivity of carbon nanotubes, since they must first be functionalized
with metal nanoparticle catalysts and then formed into porous support materials.
Both of these processes involve solution-phase chemistry, preferably aqueous
chemistry. Dispersion of carbon nanotubes into aqueous solvents is difficult given
their hydrophobicity, so the use of organic solvents is often required. In addition,
carbon nanotubes are highly chemically inert, so chemical or electrochemical
methods must be employed to attach the catalyst, typically Pt or its alloys.
Among themethods that have been employed for catalyst deposition are electroless

deposition, otherwiseknownaschemical impregnation, electrodeposition,microwave
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techniques, sputtering, and several different colloidal techniques [10]. Electroless
impregnation methods are most commonly employed and involve surface oxida-
tion/activation by a strong acid, Pt salt adsorption and Pt salt reduction by a
reducing agent such as formaldehyde. Surface activation is necessary to increase
the number of reactive hydroxyl, carbonyl, carboxylate and phenolic sites on the
surface of the carbon nanotubes. The use of ultrasound during the surface
oxidation/activation step has recently been shown to increase the Pt content by
increasing the number of reactive sites generated.
The use of electrodeposition for Pt particle formation on carbon catalyst supports is

attractive in that very small nanoparticles (<5 nm diameter) can be formed with very
high activity [16, 17]. However, limited diffusion of Pt ions into the channels within
carbon nanotube/Nafion composites severely restricts the Pt loading that may be
attained. Several groups have electrodeposited Pt nanoparticles on carbon nanotube
support materials through an alternative process, whereby application of a cathodic
potential is preceded by metal salt precipitation on to the support surface [18–20].
This greatly enhances the catalyst loading that can be attained.
Although functionalization of carbon nanotubes with Pt catalyst nanoparticles is

likely needed for creating an efficient PEMFC, carbon nanotubes also have intrinsic
electrochemical behavior that may be beneficial for such applications. Electron
transfer associated with different electrochemical reactions, including oxygen
reduction, has been shown to be intrinsically more rapid at carbon nanotube
electrodes than at electrodes made from other forms of carbon [21, 22]. For example,
the oxygen reduction peak is shifted quite strongly in the anodic direction for an
MWNT electrode prepared by an electric arc discharge process relative to a carbon
paste electrode. Alternatively, one can compare the magnitude of the exchange
current density for this reaction, which is about 5 times higher on an MWNT
electrode than on a graphite electrode [21].
In addition, the electrochemical behavior of carbon nanotube electrodes is in

general highly surface dependent and the introduction of certain functional
groups, such as those introduced by oxidation treatments, can increase the rate of
electron transfer dramatically [23]. For example, very different results can be obtained
depending on whether the walls or the ends dominate the electrochemical nature of
carbon nanotubes. The walls exhibit electrochemistry similar to that of basal planes
of pyrolytic graphite, while the ends exhibit electrochemistry similar to the edges of
pyrolytic graphite [23]. In addition, the electrochemical behavior of carbon nanotubes
varies considerably with the methods used for purification and preparation [23].

5.2.5
Carbon Nanotubes within Operating PEMFCs

Many research groups have reported electrochemical studies of Pt and Pt alloy
nanoparticles dispersed on to carbon nanotubes or graphite nanofibers. Given the
sizeof this literature,discussionherewill focusonresultsreportedwithinanoperating
DMFC or an operating PEMFC or on those who have made direct comparisons to
standard carbon support materials. This ensures that the electrochemical behavior
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reported is retained followingconstructionof amembraneelectrodeassembly (MEA),
which involves the application of elevated temperature and pressure. In addition,
carbonnanotubeswill likely change their relativeorientationduringMEAfabrication,
possibly affecting their behavior as catalyst support materials.
Results have been reported for oxygen reduction at carbon nanotube-supported

cathode catalysts in both DMFCs and PEMFCs. Li and co-workers reported detailed
studies of DMFCs in which carbon nanotubes are used to support Pt cathode
catalysts [24, 25]. This group appears to have published the earliest report of the
use of carbon nanotubes for fuel cell catalyst support materials. They compared two
DMFCswith Pt nanoparticles as cathode catalysts, in one case supported onMWNTs
and in the other case supported on Vulcan XC-72 carbon [24, 25]. Both DMFCs
contained about 1.0mg cm�2 Pt at the cathode and both employed commercial anode
catalysts containing about 2.0mg cm�2 PtRu. The carbon nanotubes were grown by
electric arc discharge in a vacuum chamber, and Pt loading was accomplished by
reduction of H2PtCl6 with ethylene glycol, yielding Pt particles of 2–5 nm diameter.
Reduction with ethylene glycol was reported to yieldmuch higher catalyst dispersion
than reduction with formaldehyde.
Their best MWNT-supported cathode catalyst exhibited a limiting current density

and maximum power density of 434mAcm�2 and 103mWcm�2, respectively, while
the corresponding Vulcan XC-72-supported catalyst yielded values of 309mAcm�2

and 70mWcm2�, respectively [25]. Their results are shown in Figure 5.2 for two
different preparations (A and B) of MWNT supports. In addition to the enhanced
conductivity and connectivity of the carbon nanotubes, the authors also suggested

Figure 5.2 Current–voltage response and power density for a
DMFC containing four different cathode catalysts supports.
(From Ref. [25]).

154j 5 Benefits in Energy Budget



that the catalyst activity on the standard support material may be compromised by
trace amounts of organosulfur compounds, common catalyst poisons [24].
Not surprisingly, several reports have also appeared of carbon nanotube supports

for Pt cathode catalysts inH2-fueled PEMFCs, where the oxygen reduction reaction
is the same [26–29]. Shaijumon et al. recently reported interesting results for an
operating PEMFCwith composite carbon catalyst supports containing amixture of
Pt-decoratedMWNTs and commercial Pt/C samples fromE-Tek [29]. MWNTswere
fabricated by catalytic decomposition of acetylene in a CVD reactor and decorated
with Pt nanoparticles by impregnation with H2PtCl6 followed by reduction with
NaBH4. This yields Pt particles of size 5–8 nm. Composite cathodes were fabricated
by using 0, 25, 40, 50, 60, 75 and 100wt.% Pt/MWNT, with the remainder of the
catalyst as commercial E-Tek 20wt.% Pt/C, with a total Pt loading of 0.5mg cm�2.
The anode of the PEMFC was constructed from commercial E-Tek 20wt.% Pt/C,
with a loading of 0.25mg cm�2. Surprisingly, an optimum performance was
observed with a composite catalyst support composed of a 50:50 wt.% mixture of
the two carbon forms. This yielded a current density of 535mAcm�2 at a voltage of
540mV [29]. This is considerably higher than the corresponding current densities
for pure E-Tek and pure MWNT catalyst supports of 258 and 362mAcm�2,
respectively [29].
Waje et al. recently reported the PEMFC performance of CVD-grown carbon

nanotubes that are pretreated by electrochemical reduction in a diazonium–

acetonitrile electrolyte and then decorated with Pt nanoparticles by standard impreg-
nation and reduction methods [27]. This treatment yields uniform Pt particles
of about 2–2.5 nm diameter, with a mass loading of about 0.09mg cm�2 [27]. This
Pt/carbon nanotube catalyst layer was then employed as the cathode in a H2-fueled
PEMFCwith a standard E-Tek/Vulcan XC-72 anode catalyst, and its performancewas
comparedwith that of a reference E-Tek/VulcanXC-72 cathode catalyst with a slightly
lower loading, about 0.075mg cm�2. The maximum power density obtained for the
Pt/nanotube cathode catalyst was about 290mWcm�2, whereas that obtained from
the reference cathode catalyst was about 160mWcm�2 [27]. The authors contend that
the superior performance at high current densities arises from the more open
structure of the Pt/nanotube cathode catalyst, which enhances mass transport of
reactants and products [30].
Several research groups have investigated the use of carbon nanotube catalyst

supports on the anode side of an H2-fueled PEMFC [31–34]. Li et al. recently
described a filtration method for incorporating a Pt/carbon nanotube film into a
PEMFC so that it is partially oriented [31]. These authors started with commercial
MWNTs, oxidized them in a nitric acid–sulfuric acid mixture, and deposited Pt
nanoparticles by ethylene glycol reduction of H2PtCl6, producing Pt nanoparticles of
2–5 nmdiameter. The Pt/MWNTsuspension was then filtered through a hydrophilic
nylon filter-paper, which apparently forces the hydrophobic MWNTs to stand up and
self assemble on the filter-paper [31]. These can then be pressed onto a Nafion
membrane to create a partially oriented but somewhat loosely packed Pt/MWNT
film. This Pt/MWNT film was then used as the cathode catalyst layer in an operating
PEMFC and compared with two reference cathode catalysts, one made from a
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non-oriented Pt/MWNT film and one made from E-Tek Pt/C. All cathodes had
approximately the same Pt loading, 0.20–0.25mg cm�2. The best performance was
observed for the cathode catalyst containing oriented Pt/MWNT, which the authors
argue arises partly from improved mass transport [31]. The results of Li et al. are
shown in Figure 5.3, which compares oriented carbon nanotube cathode catalyst
support materials with non-oriented carbon nanotube supports.
Carmo et al. also studied carbon nanotube catalyst supports for PEMFC anode

fabrication using nanotubes grown by chemical vapor deposition [32]. Both Pt and
PtRu nanoparticle catalysts were deposited by impregnation of H2PtCl6, with and
without RuCl3, followed by reduction at elevated temperature in an H2 atmosphere.
This produced an averagePt particle size of about 3.6 nmandan averagePtRuparticle
sizeofabout4.6 nm,whereas thecorrespondingparticlesizesonVulcanXC-72carbon
were 6.8 and 6.4 nm, respectively. As is typically observed, the particle sizesmeasured
by different techniques varied somewhat. Themetal loading in all cases was approxi-
mately 0.4mg cm�2. At the anode side, the Pt/carbon nanotube catalyst showed
significantly better performance than the Pt/Vulcan XC-72 catalyst, suggesting that
carbon nanotubes may have some intrinsic role in suppressing CO poisoning [32].
However, theauthorsnoted that thismaybedue to tracepresenceof themetal catalysts
used for carbon nanotube growth. The same group also investigated the same set of
catalysts and supports for the anode reaction in adirectmethanol fuel cell,finding that
the best performance was obtained for a PtRu catalyst supported on MWNTs [32].
Liang et al. reported a study of carbon nanotube anode catalyst supports that

compared different techniques for PtRu nanoparticle formation [33]. They found
that reduction of mixtures of H2PtCl6 and RuCl3 in ethylene glycol yielded a much
higher nucleation density of nanoparticles than reduction in aqueous solutions of

Figure 5.3 Current–voltage response for a PEMFC containing
oriented nanotube, non-oriented nanotube and E-Tek cathode
catalysts supports. (From Ref. [31]).
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formaldehyde. This was attributed to the lower polarity of ethylene glycol, which
therefore does not interfere with ion exchange reactions that deposit Pt and Ru [33].
The ethylene glycol reduction formed 2–8 nm diameter PtRu catalyst particles on
MWNTs that were purchased commercially and purified before use. Anode catalysts
with a loading of 0.22–0.32mg cm�2 were then compared with commercial catalysts
with a loading of 0.39mg cm�2 in an operating hydrogen fuel cell. On a per weight
basis, theMWNT-supported catalyst exhibited superior performance in themiddle to
high current density regime [33].
Several groups have studied theuse of carbonnanotubes as anode catalyst supports

in DMFCs [35–39]. Understanding of these studies is complicated by the need to
separate effects associated specifically with the catalyst support from those associated
with the exact catalyst composition.

5.3
Hydrogen Storage

The efforts to develop energy sources powered bymolecular hydrogen, rather than by
hydrocarbons, are motivated primarily by the desire to minimize the production of
greenhouse gases. Carbon dioxide, which is one of the common greenhouse gases, is
the inevitable product of energy sources fueled by hydrocarbons. By comparison,
energy sources fueled by hydrogen would produce mainly water, dramatically
reducing greenhouse gas emissions. The development of hydrogen-powered energy
sources encompasses a number of technical challenges, including the development
of low-cost, efficient fuel cells powered by hydrogen, in addition to low-cost, efficient
methods for producing and storing hydrogen. One of the greatest challenges for
applications in transportation is the lack of an infrastructure to store and distribute
hydrogen. The infrastructure for storing and distributing hydrocarbons is well
developed and the development of an alternative infrastructure for hydrogen is a
daunting economic and technological obstacle. Hydrogen storage for vehicular
applications has challenging constraints of weight and space.
Proposed hydrogen storage methods include compression, liquefaction, hydride

formation and adsorption on carbon and other nanomaterials, although all currently
have significant shortcomings [40]. Although hydrogen compression is the simplest
method for hydrogen storage, the energy density is not high enough for most
applications that are envisioned. In addition, this approach is thought to be more
expensive than hydrogen liquefaction. On the other hand, hydrogen liquefaction is
limited by the large energetic requirement for the liquefaction process and by the
continuous loss of hydrogen due to boiling.
For systems based on hydrogen adsorption, the simplest way to compare their

hydrogen storage capabilities is the weight percent of hydrogen that they are capable
of adsorbing. In addition to the storage capacity, another important issue for
hydrogen storage is reversibility. Practical hydrogen storage systems need to be
reversible at moderate temperatures and pressures. Hence the mechanism of
hydrogen storage is extremely important. Hydrogen chemisorption can likely only
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be reversed at elevated temperature, whereas hydrogen physisorption is more likely
to be readily reversible. The two main obstacles to commercialization are the low
hydrogen storage capacity and the reversibility of the hydrogen storage process over a
great many hydrogen adsorption/desorption cycles.
Two types of metal hydrides have been studied for hydrogen storage applications,

metal hydrides and complex hydrides. The prototypical metal hydrides are formed
frombinary intermetallic compounds, AxBy [40]. Someexamples include LaNi5, TiFe,
Ti2Ni and CeNi3. A is typically a rare earth or alkaline earthmetal that tends to form a
stable hydride, whereas B is typically a transition metal and does not form stable
hydrides. The function of metal B, often Ni, is to catalyze hydrogen dissociation. The
most studied metal hydrides that form from AxBy intermetallic compounds have
relatively low hydrogen storage capacity, typically less than 3wt.%. As a result, recent
attention has turned towards lighter metals such as Mg, but to date suitable Mg
hydrides have not been found.
More complex metal hydrides can be formed from hydrogen and combinations of

metals from Groups I, II and II such as Li, Mg, B and Al [40]. Suchmaterials include
Mg2FeH6, Al(BH4)3, NaAlH4 and LiBH4, the last of which has the highest hydrogen
storage capacity yet reported, 18wt.%. Since it is able to store hydrogen reversibly at
moderate temperature, NaAlH4 has received greater attention than LiBH4. One
difficulty with these materials is that hydrogen desorption occurs via a multi-step
mechanism where the optimum conditions for each step are different. In practice,
this means either that hydrogen desorption is slow or that the full hydrogen storage
capacity of these materials is not utilized. In addition, their stability over many cycle
periods is inadequate, with gradual changes in composition and morphology.

5.3.1
Hydrogen Storage Using Carbon Nanomaterials

The primary motivation for the use of nanomaterials for hydrogen storage is their
extremely high surface area per unit weight or unit volume. Sound fundamental
reasonsexist for investigating carbonnanomaterials relative tonanomaterials of other
compositions.Carbon iswell known for its ability to adsorb gases, so carbonmaterials
arealreadywidely employedasadsorbents.Carbon-basednanomaterials proposed for
hydrogen storage include carbon nanotubes and graphite nanofibers. As discussed
above, carbonnanotubes canbepreparedeither asSWNTsorMWNTs.SWNTs,which
have the strong adsorption capability of carbon materials coupled with an enormous
surface area per unit weight, are therefore promising as hydrogen storage materials.
Despite the widespread use as carbon as an adsorbent, the precise mechanism by

which carbon nanomaterials adsorb hydrogen is not completely understood. For
gases above the critical temperature, the expected adsorption mechanism is mono-
layer adsorption. Simple calculations based on the known surface area of different
nanomaterials and the known dimensions of hydrogen molecules yield maximum
hydrogen storage capacities in the range 2–4wt.% [41].More complex calculations are
not substantially different. Such values are considerably less than the benchmark
values provided by theUSDepartment of Energy (DOE), which projects requirements
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of 4.5wt.% by 2007, 6wt.% by 2010 and 9wt.% by 2015 [42].However, the existence of
more complex hydrogen storagemechanisms, such as those involving defects, cannot
be discounted.
The highest hydrogen storage capacities reported to date for carbon nanotubes are

in the 5–10wt.% range. However, the upper end of this range is now treated with
considerable skepticism, since other investigators have had difficulty reproducing
these results [43–45]. Instead, it has become generally accepted that room tempera-
ture hydrogen storage capacity is limited to less than 1wt.%, although up to 6wt.%
hydrogen storage capacity can be attained at cryogenic temperatures [46]. Since
hydrogen monolayers are generally bound by physisorption, hydrogen storage
capacity typically decreases dramatically as the temperature is raised.
It should be noted that measurements of hydrogen adsorption are complicated by

the very small extent of hydrogen adsorption relative to other gases, so experimental
measurements are sensitive to the detailed procedures of how they are per-
formed [45, 47, 48]. Agreement among reports of hydrogen storage capacity from
different laboratories is often hampered by the lack of reliable methods for produc-
ing, purifying and quantifying carbon nanotubes. Indeed, if defects are critically
involved in hydrogen storage, slight differences in preparation techniques may even
result in intrinsic differences in hydrogen storage capacity [49].
One focus of current research efforts is on methods for improving the hydrogen

storage capacity of carbon nanomaterials by treatments to increase its surface
reactivity. Such treatments include reactive ball-milling [50–52], oxidation [53], acid
treatment [47] and dopingwith transitionmetals such as Pd [54–58]. These transition
metals serve a catalytic purpose of breaking the chemical bond inmolecular hydrogen
so that it can be stored in greater quantities on a carbon surface.
Non-carbon-based nanomaterials, such as boron nitride nanotubes, have also been

studiedforhydrogenstorageapplications[59–61].Boronnitridenanotubesarefullerene
materials with similar properties to carbon nanotubes. One advantage of boron nitride
nanotubes is their greater oxidation resistance with respect to carbon nanotubes.

5.4
Solar Cells

5.4.1
Solar Energy Basics, Including Quantum Confinement

Solar power is highly desirable as a sustainable energy source due to the expected
long lifespan of the Sun, on the order of 10 billion years. Solar energy has long
been considered an attractive alternative to hydrocarbon fossil fuels, but its
widespread adoption has been hindered by the coupled problems of low efficiency
and high cost, in addition to the large area required for generation of significant
power. Most commercial photovoltaic cells employ either crystalline, polycrystal-
line or amorphous Si [62]. Photovoltaic cells based on other materials, such as
CdTe, CuInSe2, CuInGaSe2 and TiO2, have comparable or higher efficiencies,
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but none is yet cost-effective in comparison with Si photovoltaic cells [62]. The
highest efficiency reported for several different solar cell materials is given in
Table 5.1 [62].
Nanomaterials have been employed in several reported types of photovoltaic

cells, for a variety of different purposes. Probably the classic demonstration of
nanotechnology is the dependence of optical bandgap of a semiconductor nanos-
tructure on its dimensions. When the size is comparable to the exciton Bohr radius,
quantum confinement effects shift the bandgap of a semiconductor nanostructure to
higher energy. This has been widely popularized by the term �quantum dot�. The
detailed dependence of the optical bandgap on nanostructure dimensions can be
determined by solving the Schr€odinger equation with the appropriate boundary
conditions.
Hence the most straightforward application of nanomaterials to photovoltaic

technology is to tune the optical bandgap by varying the size dimensions of a
nanostructure. When optical absorption occurs within a nanoparticle, nanowire,
nanotube or other nanostructure, the voltage created by exciton formation is captured
in an external electrical circuit. The main focus of these efforts has been the metal
chalcogenides, including CdS, ZnS, PbS and CdSe. CdTe is particularly appealing as
its bandgap (1.45 eV, 855 nm) is nearly ideal for solar terrestrial photoconversion.
Figure 5.4 illustrates the terrestrial solar irradiance determined by several different
measurements, using detectors both normal to the Earth�s surface and tilted [63]. The
report of a CdS/CdTe solar cell with 15.8%efficiency in 1993 stimulated an enormous
literature on this type of photovoltaic cell [64].
The blue shift of the optical bandgapwith decreasingnanostructure dimensionhas

motivated the use of nanomaterials in such solar cells. For example, losses due to
optical absorption in the CdS n-type window can be minimized through the use of
nanocrystalline CdS, where the optical absorption is blue shifted out of the terrestrial
window for light collection [65]. This allows for use of awindowmaterial that does not
absorb photons, allowing subsequent collection by the absorber material.
More generally, nanostructured absorber layers have several potential advantages

over bulk absorber layers. The nanostructure dimension can be adjusted to tune the
optical bandgap to match the terrestrial window [66]. The variation in optical pro-
perties of chalcogenide nanostructures has been extensively characterized [67, 68].
In addition, the presence of multiple interfaces within the absorber material may
increase the effective pathlength by internal light scattering, allowing theuse ofmuch

Table 5.1 Reported maximum efficiencies and other data for solar cell materials (From Ref. [62]).

Material Efficiency (%) Area (cm2) Voc (V) jsc (mA cm�2)

a-Si 12.7 1 0.887 19.4
CuInSe2 15.4 0.408 0.515 41.2
CuInGaSe2 19.2 0.470 0.689 35.7
CuInAlSe2 16.9 1.032 0.621 36.0
CdTe 16.5 0.845 25.9
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thinner absorber layers [69]. For example, the optical pathlength has been reported to
increase by a factor of five in nanocrystalline TiO2films [70]. The competing effects of
maximizing the internal surface area, which favors nanoscale particles and maxi-
mizing internal reflections, which favors microscale particles, make this a complex
optimization problem [71].

5.4.2
Nanocrystalline Dye-Sensitized Solar Cells

Although TiO2 is an effective photocatalyst formany applications, for solar cells it has
the substantial drawback of an optical bandgap (3.2 eV, 387 nm) in the ultraviolet
region of the spectrum, so pure TiO2 will not absorb throughout most of the
terrestrial solar irradiance window shown in Figure 5.4. The addition of a sensitizing
dye, typically a transition metal complex that absorbs visible radiation, provides the
necessary coverage throughout the terrestrial solar window.
The most widespread application of nanomaterials in solar cells is the use

nanocrystalline TiO2, and to a lesser extent nanocrystalline ZnO and SnO2, as
the absorber layer in DSSCs. First reported by O�Regan and Gratzel in 1991 [72],

Figure 5.4 Terrestrial solar irradiance window (From Ref. [63]).
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theDSSC is an innovative, low-cost alternative to silicon-based photovoltaic cells with
the absorber layer constructed from a mesoporous nanocrystalline TiO2 film sensi-
tized by a monolayer of dye molecules and containing an electrolyte, typically
acetonitrile containing the iodide/triiodide redox couple. This can be conceptualized
as two percolating continuous random networks: a network of connected TiO2

nanoparticles and a complementary network of pores filled with organic electro-
lyte [73]. The dye molecules reside at the interface of these two networks. Because of
the small TiO2 nanoparticle size (�20 nm), the surface area (roughness factor) of the
TiO2 film can be more than 1000 times greater than the geometric surface area. The
main obstacles to commercialization of DSSCs are their relatively low efficiency and
the stability of the dye molecules during long-term usage.
The following reactions occur within a Gratzel-type DSSC:

TiO2=Sþ hn!TiO2=S
� ð5:4Þ

TiO2=S
� !TiO2=S

þ þ e�
cb ð5:5Þ

TiO2=S
þ þ 3

2
I� !TiO2=Sþ 1

2
I�3 ð5:6Þ

TiO2=S
þ þ e�cb !TiO2=S ð5:7Þ

1
2
I�3 þ e�pt !

3
2
I� ð5:8Þ

1
2
I�3 þ e�cb !

3
2
I� ð5:9Þ

Photon absorption by the dye monolayer (S) adsorbed at the TiO2 surface in
Reaction (5.4) creates a dye molecule in an electronically excited state (S�). Electron
transfer from this excited state to the conduction band (ecb

�) of TiO2 is shown in
Reaction (5.5). The desired oxidation of I� is shown in Reaction (5.6), while
Reactions (5.7) and (5.8) represent two undesired reactions, back reaction of
conduction band electronswith the dye and the reduction of I3

�by injected electrons.
An important criterion for high-efficiency operationof theDSSC is thatReaction (5.6)
must occur much more quickly than Reactions (5.7) and (5.8). Reaction (5.9)
describes I3

� reduction at the counter electrode to regenerate the electron mediator,
I�. The rapidity of this reaction at the counter electrode, usually Pt, can often limit the
overall cell performance, as described further below.
The main drawback of the Gratzel-type DSSC has been the low electron diffusion

coefficient. Laser flash-induced transient photocurrentmeasurements and intensity-
modulated photocurrent spectroscopy show that the electron diffusion coefficient in
nanocrystalline TiO2 films is about two orders ofmagnitude less than in bulk anatase
TiO2 [74–78]. More recent photocurrent transient measurements that systematically
varied the average TiO2 particle size suggest that this behavior arises from electron
traps located predominantly at the TiO2 nanoparticle surface, not within the bulk
particle or at interparticle grain boundaries [79]. Ultrafast measurements using THz
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spectroscopy suggest that low electron mobilities also arise from local electric field
effects that are coupled to the TiO2 morphology [80].
In analogywith the approaches described above for using carbon nanotubes as fuel

cell catalyst supportmaterials, several investigators have tried using one-dimensional
TiO2 nanostructures, such as nanotubes and nanowires, in order to obtain simulta-
neously both high surface area and the connectivity needed for rapid electron
transfer [81]. TiO2 nanostructures can be fabricated by a variety of different methods,
including template synthesis within nanoporous membranes, hydrothermal meth-
ods and colloidalmethods. Several authors havemixed TiO2 nanowires or nanotubes
with more standard TiO2 materials, demonstrating improved energy conversion
efficiency.
Yoon et al. reported the template synthesis of Ti nanowires and nanotubes

from TiCl4 within nanoporous alumina membranes [82]. Template synthesis of
nanomaterials using commercially available nanoporous alumina and polycarbonate
membranes has been widely employed to fabricate metal, semiconductor, ceramic
and polymer nanowires and nanotubes [83]. Solar cells containing 10wt.% of
180–250 nmTiO2nanowiresandnanotubeswith90wt.%DegussaP25TiO2exhibited
an energy conversion efficiency reported to be 42% higher than that obtained for
Degussa P25 TiO2 alone [82].
Jiu et al. reported the growth of TiO2 nanowires of controlled length by a

hydrothermal process in a solution containing a cetyltrimethylammonium bromide
(CTAB) surfactant through addition of varying amounts of a triblock copolymer
containing poly(ethylene oxide), poly(propylene oxide) and poly(ethylene oxide) [84].
The use of multiple surface-active species in such wet synthesis methods has been
shown to allow for the anisotropic growth needed for nanowire formation.
Surprisingly, the TiO2 nanowire morphology survives intact following calcination
at 450 �C and sintering at 550 �C, but only in the presence of the triblock copolymer.
Nanowires of 20–30 nm diameter and 100–300 nm length have been produced by
this method. Earlier studies from the same research group used a slightly different
technique and produced TiO2 nanotubes with diameters of 5–10 nm and lengths of
30–300 nm [85]. DSSCs with an absorber layer containing mixtures of these
nanotubes and Degussa P25 TiO2 showed superior efficiency to those containing
only Degussa P25 TiO2 [86].
Jiu et al. also incorporated their TiO2 nanowires into a DSSC and compared their

performance with that of Degussa P25 TiO2 [84]. However, as these authors
acknowledge, this comparison between these two materials is difficult due to their
differing crystal structures, degree of crystallinity, packing orientation and porosity.
For example, Degussa P25 TiO2 contains about 80wt.% anatase and 20wt.% rutile
phases, whereas the nanowire TiO2 is purely in the anatase phase. Earlier studies
have shown that DSSCs constructed using nanocrystalline TiO2 in the anatase phase
aremore efficient that those constructed using Degussa P25 TiO2 [87]. Despite these
difficulties in comparison, the DSSC containing TiO2 nanowires exhibited superior
performance to those containing Degussa P25 TiO2 for thick (<10mm) absorber
layers, where the advantages in terms of enhanced electron diffusion rates would be
most evident.
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This group has also grown TiO2 nanowires using an �oriented attachment�
method that ensures that the nanowires grow parallel to each other [88]. This process
involves the use of surfactant-aided anatase crystal growth process near room
temperature. This geometry is designed to maximize the rate of electron transfer
in a DSSC and yielded an efficiency of 9.3%.
Several other groups have incorporated TiO2 nanowires and/or nanotubes into

DSSCs. The fabrication of TiO2 nanowires has been demonstrated using the
following sol–gel alkyl halide elimination reaction [89]:

TiCl4 þTiðORÞ4 ! 2TiO2 þ 4RCl ð5:10Þ
The size and the crystal phase (anatase vs. rutile) of the nanowires can be controlled
to some extent by the injection rate of the titanium precursors. As the injection rate
increases, the nanowire diameter decreases and the proportion of anatase phase
increases. A DSSC fabricated from 81wt.% anatase and 19wt.% rutile TiO2 nano-
wires, which is similar to the mass fraction of these phases in Degussa P25 TiO2,
exhibited a higher efficiency (3.83%) than DSSCs fabricated from purely anatase or
purely rutile nanowires.
Several other examples of TiO2 nanomaterials in DSSCs should also be noted. A

DSSC has also been constructed using an absorber that contains titanate (H2Ti3O7)
nanotubes fabricated by a hydrothermal process [90]. TiO2 nanowires have been
directionally grown by electrospinning and incorporated into a DSSC with a highly
viscous gel electrolyte, attaining an efficiency of 6.2% [91]. Rather than creating
individual nanotubes, a Ti film can be anodized to create a continuous, oriented and
highly ordered array of TiO2 nanotubes that has been demonstrated as part of a
DSSC [92].
Another intriguing example of nanomaterials in DSSCs is the fabrication of core–

shell nanoparticles for use in the absorber layer. TiO2 nanoparticles have been coated
with insulating oxides or wide bandgap semiconductors. The coating is designed to
prevent interfacial recombination,butmustbe thinenoughtoallowelectrontunneling
between the dye and TiO2. Although this has been studied mainly with Al2O3 coat-
ings [93, 94] this effect can be seen using a wide variety of oxide coatings [95, 96]. This
idea has also been extended to oxide coating of ZnO nanowires [97].

5.4.3
Nanomaterials in Solar Cell Counter Electrodes

Nanomaterials are also important for other elements within a DSSC besides the
absorbermaterial. Equation (5.6) occurs at the counter electrode and is important for
regenerating the electron acceptor, I�. If the rate of I3

� reduction is not sufficiently
rapid, then this will limit the overall DSSCefficiency. Pt is typically the electrocatalytic
cathode material of choice in a wide variety of electrochemical systems. However,
owing to its high cost, minimizing the amount of Pt used is highly desirable. The
rapidity of I3

� reduction can be quantified by its charge transfer resistance (Rct),
which can be conveniently determined by electrochemical impedance spectroscopy
(EIS). EIS studies of the reaction rate at thePt counter electrode indicate that a 2–3 nm
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Pt film is sufficient to obtain both rapid I3
� reduction and adequate electrical

conductivity [98, 99]. In order to reduce costs but maintain electrocatalytic activity,
Pt nanoparticles dispersed within an indium tin oxide (ITO) film have also been
proposed for use as the counter electrode in DSSCs [100].

5.5
Lithium Ion Battery Anode Materials

5.5.1
Lithium Ion Batteries

Lithium ion batteries have nowbecomeubiquitous due to their high voltage (�3.6 V),
high energy density (125Whkg�1) and long life cycle (>1000 cycles) relative to other
battery types, such asNi–Cd,Ag–Zn,Ni–hydride and lead acid batteries. Applications
are widespread in portable consumer electronics, including notebook computers,
cellular telephones,MP3players and camcorders. Like other batteries, Li ion batteries
are composed of a cathode and an anode, separated by an electrolyte. This type of
battery has been called the �swing� battery because Li ions are exchanged alternately
between the cathode and anode during battery charging and discharging.
The cathodematerial, which provides a source of Li ions during battery charging, is

typically either layered LiMO2, whereM can be Co, Ni, Al orMn; Li manganese oxide
spinels (LiMn2O4); or other Li salts. Although LiCoO2 is widely used as cathode
material due to its long cycle life and reasonable energy density, the high cost and
high toxicity of Co have limited its use to relatively small batteries. Efforts are under
way to replace Co either partly or completely with Ni orMn, which are less costly and
less toxic. The prototypical anode material is carbon/graphite, which accepts Li ions
during battery charging by intercalation between adjacent graphitic planes. Li metal
was used as the anode for early Li ion batteries, but this caused safety problems due to
the high activity of metallic Li. During battery discharge, the direction of Li ion
migration is reversed. The electrochemical reactions at the anode and cathode are
shown below for the prototypical cathode and anode materials during battery
charging:

LiCoO2 ! Li1� xCoO2 þ xLiþ þ xe� ð5:11Þ

6Cþ xLiþ þ xe� ! LixC6 ð5:12Þ
The intervening electrolyte material is normally a polymer material, most com-

monly poly(ethylene oxide) (PEO). Significant research efforts have been undertaken
to find new materials for the cathode, anode and electrolyte to improve the life cycle
and increase the energy density of the Li ion battery. Many of these efforts have
involved the development of nanomaterials, in large part due to their higher internal
surface area [101].
Nanomaterials that have been proposed as an anodematerial in Li ion batteries are

mainly metal nanoparticles, carbon nanotubes and nanocomposites that combine
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these twomaterials. The benchmark for comparison is intercalation of Li in graphite,
where the theoretical limit is determined by the compound formed, LiC6, which is
equivalent to a storage capacity of 372mAh g�1. High Li capacity has been obtained
for numerous alternative elements, including Ag, Sn, Al, Si, Sb, Bi and Pb [102]. One
of the most widely studied anode materials is Sn, galvanized by researchers at Fuji
Photo Film,who reported a high Li storage capacity for Sn composite electrodes [103].
The recently announced Sony Nexelion lithium ion battery is a composite containing
several materials, including Sn and C. Sn has a maximum theoretical Li capacity
arising from the stoichiometry Li22Sn5, corresponding to a storage capacity of
994mAh g�1.
The other widely studied lithium storage material is Si, which has a higher

theoretical lithium storage capacity of 4200mAh g�1, arising from a stoichiometry
of Li22Si5, than other widely studied materials. Applications of Si for lithium ion
storage, which will be discussed later, are hindered by the even larger volume change
upon lithiation (>300%) and by the poor electrical conductivity of Si. In addition to Sn
and Si, the other alternative Li storage materials that have been studied include Sb
and Cu6Sn5. The Li storage capacity of Sb has been reported to be 660mAhg�1,
arising from the stoichiometry Li3Sb. Another metal that has been widely investi-
gated is Cu6Sn5, which first forms Li2Cu6Sn5, which decomposes upon further
lithium addition and forms Li22Sn5 surrounded by a Cu matrix. The Li storage
capacity of Cu6Sn5 is about 350mAhg�1.

5.5.2
Nanomaterials for Lithium Ion Storage: Sn Nanoparticles

Unfortunately, the large volume change associated with Li compound formation
during repeated cyclingof these alternative lithiumstoragematerials gradually causes
a loss of electrical contact and mechanical degradation, with the anode material
cracking repeatedly and eventually becoming pulverized. Graphite materials, on the
other hand, show little volume change duringLi cycling. In order to accommodate the
volume change associated with Li storage, Li battery anodes containing micro- and
nanocrystallinemetals have been tested and show a greater ability to toleratemechan-
ical strain [102]. However, although the performance of anodes constructed from
nanoparticles isgreatly improved, theystill suffergradualmechanicaldegradationand
a new problem is encountered, nanoparticle agglomeration [104].
In an elegant quantitative study, Noh et al. compared the capacity retention for Sn

nanoparticles of various diameters, as shown in Table 5.2 [105]. They considered
these results to be somewhat surprising, given that the surface area involved in the
formation of the semiconductor electrolyte interface (SEI) increases with decreas-
ing particle size, as does the extent of irreversible Li consumption during SEI
formation. They reported that the initial capacity of Li anode constructed from
10 nm diameter Sn nanoparticles was as high as 1000mAhg�1, with little or no
capacity fade.
Several ingenious strategies have been attempted to circumvent the problem of

volume cycling during repeated Li ion battery charging/discharging. Anodes have
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been constructed that are nanocomposites of active and inactive materials, with the
inactive material serving as a mechanical buffer to accommodate the volume
change [106–108]. For example, composites between Sn2Fe (active) and SnFe3C
(inactive) prepared by high energy ball-milling have been reported to have reversible
Li capacities twice that of graphitematerials [106, 107]. A serious disadvantage of this
technique is that the energy density per unit mass of the anode material is reduced,
sometimes dramatically, by the presence of the inactive component.
To circumvent this problem, several groups have instead created composites of Li-

active nanoparticles (usually Sn) with a buffer material that is also active, usually
carbon in graphitic form. Since graphite is fairly soft, it is expected to form a
mechanical buffer during repeated Li insertion/removal [109–111]. One complica-
tion of this approach is that Sn nanoparticles are relatively difficult to fabricate. As is
well known in colloid chemistry, formation of metal and metal oxide nanostructures
requires careful control of reaction conditions, typically requiring the use of surfac-
tants, stabilizers and/or capping agents in order both to control nanostructure growth
and simultaneously to prevent aggregation [112].
Wang et al. have reported the fabrication of Sn nanoparticles of 2–5 and 7–13 nm

diameter by reduction of SnCl4 with NaBH4 [110]. The Sn nanoparticles were then
dispersed in graphite to form a composite Li anode containing 10.3wt.% Sn. One of
the challenges of such techniques is obtaining a high fraction of Sn in the composite
anode. During both the preparation and dispersion steps, the Sn nanoparticles were
protected fromagglomeration by the presence of 1,10-phenanthroline,which forms a
coordination compound with Sn [110]. This anode exhibited a 415mAh g�1 Li
storage capacity and was 91.3% reversible after 60 charge/discharge cycles.
Caballero et al. reported the formation of Sn nanoparticles by reduction of SnCl4 by

KBH4 in the presence of cellulose fibers [111]. The Sn nanoparticles apparently
nucleate and grow only on the surface of the cellulose fibers, preventing agglomera-
tion. This cellulose–Sn nanocomposite exhibits a storage capacity of 600mAh g�1 as
an Li anode andwas reported to exhibit reversible charge/discharge cycling, although
specific numbers for capacity retention were not provided [111].
A particularly ingenious method for forming a nanocomposite anode from an Li

active metal (usually Sn) and an active support (usually carbon) is to encapsulate the
metal nanoparticles within carbon spheres [113–117]. This protects the metal
nanoparticles both from agglomeration and from mechanical degradation arising

Table 5.2 Capacity retention for Sn nanoparticles of different
diameters after 50 cycles of 0.5 C (From Ref. [105]).

Diameter (nm) Capacity retention (%)

300 58
200 68
20 87
10 94
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from volume expansion. So far, this technique has been demonstrated only for
particles larger than the nanoscale (1–100 nm), but could in principle be extended to
smaller particles. Unless the carbon coating can be made graphitic, the Li storage
capacity will not be very high. In some cases, the addition of a conductive material
such as Cu silicide within carbon coating Si particles may improve electrical contact
during repeated lithium charge/discharge cycles [113].
Some of the studies that involve active metals within carbon shells provide some

interesting, direct comparisons between cycling stability of thesematerials, with and
without their carbon shells [114, 117]. Jung et al. created carbon encapsulation about
commercial Sn particles by hydrophobization in 1-octanethiol, dispersion in a
resorcinol–formaldehyde microemulsion, polymerization and carbonization of the
coating by high-temperature annealing [114]. Without first making the Sn particle
surface hydrophobic, the Sn particle surface will not be wetted during this synthesis.
The performance of this material (CSP) as an Li anode was then compared with two
control materials, Sn nanoparticles that are not encapsulated (SN) and a random
mixture of spherical carbon powder with Sn particles (MIX) with the same nominal
composition, 20wt.% Sn. The results for 40 charge/discharge cycles are shown in
Figure 5.5 [114]. Clearly, the cyclability of the carbon-encapsulated Sn particles is far
greater than either control anode, demonstrating the stabilizing effect of the carbon
encapsulation.
Another study used a similar fabrication technique to encapsulate Sn2Sb particles

with carbon through polymerization of resorcinol–formaldehyde microemulsion
followed by high-temperature annealing [117]. The Li anode performance of the
carbon microsphere (CM)-encapsulated Sn2Sb particles was compared with that
of Sn2Sb powder, as shown in Figure 5.6. While the initial Li storage capacity of
the Sn2Sb powder is 689mAhg�1, only 20.3% of this capacity is retained after 60
charge/discharge cycles [117]. On the other hand, the CM-encapsulated Sn2Sb
particles retained 87.7% of their original storage capacity of 649mAh g�1 after 60
charge/discharge cycles [117].

Figure 5.5 Li discharge capacity with cycle time for Snparticles in Li battery anode. (FromRef. [114]).
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5.5.3
Nanomaterials for Lithium Ion Storage: Si Nanocomposites

Most of the examples given above describe ingenious techniques to improve the cycle
stability of Sn-based lithium storage materials through the use of nanoparticles and
nanocomposites. After Sn, the most widely studied alternative lithium storage
material is Si. Si has an even higher theoretical lithium storage capacity (4200mA
hg�1) than does Sn (994mAh g�), although the low conductivity of Si requires the
use of some type of conductive filler. Not surprisingly, the most widely studied
composite Si anode materials are Si–carbon composites [118–122]. One difficulty
with Si–C composite anodes is that high-temperature processing may form the
compound SiC, which is inactive for lithium storage [118].
Holzapfel et al. deposited nanocomposite Si–graphite films by chemical vapor

deposition (CVD) of Si from SiH4 on a graphitized fine particle carbon film, Timrex
KS6 [121]. This active material was then mixed with one of two different binders,
dissolved in a petroleum ether solution and dried under vacuum. The resulting
electrode film contains about 7wt.% Si in the form of Si nanoparticles ranging from
10 to 20 nm in diameter [121]. The Li storage capacity of this Si–graphite electrode
declined gradually from 2500 to 1900mAhg�1 during 100 charge/discharge cycles.
Wang et al. formed an Si–C nanocomposite by high-energy ball-milling of

commercially available powders, 80 nm Si nanoparticles and 10mm spherical me-
socarbon microbeads (MCMB) [120]. MCMB represent an industry standard for
lithium storage and exhibit capacities ranging from 300 to 340mAhg�1 with
excellent stability during cycling. After 20 h of ball-milling, the spherical MCMB
lose their original structural integrity and the Si nanoparticles become dispersed
within the MCMB. These composite anodes were tested and compared with Li
anodes constructed from 80nm Si powder, 10mm MCMB and composite anodes
containing much larger Si particles (20mm). The best performance was obtained for

Figure 5.6 Li discharge capacity with cycle time for Sn2Sb powder,
with and without a carbon microsphere (CM) coating. (From
Ref. [117]).

5.5 Lithium Ion Battery Anode Materials j169



composite anodes constructed from 20wt.% Si and 80wt.% MCMB, which showed
good reversibility over 25 charge/discharge cycleswith a capacity of 1066mAhg�1, as
illustrated in Figure 5.7 [120].

5.5.4
Nanomaterials for Lithium Ion Storage: CarbonNanotubes and CarbonNanotube-Based
Composites

MWNTs have been reported to exhibit a reversible Li capacity of 400–1000mAh
g�1 [123, 124], whereas SWNTs have been reported to exhibit a reversible Li capacity
in the range of 450–600mAhg�1, which can be increased to 1000mAhg�1 by ball-
milling to increase the surface area [125]. This capacity is believed to be associated
with defect sites within the nanotubes, sites between adjacent grapheme sheets
within MWNTs and sites between adjacent SWNTs. Even these early reports noted
significant shortcomings that would likely prevent commercialization, including an
extremely high irreversible capacity, a gradual decline in reversible capacity and a
strong dependence of Li capacity on carbon nanotube structure and preparation
technique. Subsequent investigations concluded that carbon nanotubes alone were
unlikely to provide an adequate Li anode material, but were fairly promising for the
development of supercapacitors [126, 127].
Despite diminishing interest in Li anodematerials constructed solely from carbon

nanotubes, interest remains in the use of carbon nanotubeswithin nanocomposite Li
anode materials. Several research groups have studied Li ion storage in nanocom-
posites composed of mixtures of carbon nanotubes and Sn, Sb or Ni nanoparti-
cles [128–134]. These nanocomposite materials generally exhibit extremely high
initial Li insertion capacity, which then gradually declines.
Kumar et al. reported amethod for creating Sn–carbon nanotube nanocomposites

that involves in situ formation of Sn nanoparticles within the carbon nanotubes [130].
Carbon nanotubes were grown by chemical vapor deposition from acetylene using a

Figure 5.7 Li discharge capacitywith cycle time for nanocrystalline
Si, MCMB and ball-milled mixtures of the two. (From Ref. [120]).
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ferrocene catalyst. Following removal of catalyst and amorphous carbon, the carbon
nanotube ends were oxidatively opened using concentrated HNO3. Aqueous SnCl2
was introduced into the carbon nanotubes by capillary action, then reduced by either
hydrothermal treatment or NaBH4. The Li insertion capacity of the Sn nanoparti-
cle–carbon nanotube composite material is shown in Figure 5.8, which illustrates
that an approximately stable Li capacity on the order of 800mAhg�1 is attained after
10 cycles [130].
Nanocomposites fabricated by ball-milling of carbon nanotubes with Si have also

been prepared and tested for their Li insertion capacity [135, 136]. High and stable
reversible Li capacity has not yet been obtained by such techniques.

5.5.5
Lithium Ion Storage: Further Considerations

An often overlooked aspect of lithium ion battery anodes is the inherent difference in
electrocatalytic behavior between graphite and active metals [137]. Graphite surfaces
exhibit well-known differences between the electrochemistry of basal planes and
edge surfaces, whereas the surfaces of active metals appear to bemore electrochemi-
cally homogeneous. The solid electrolyte interface (SEI) on basal planes of graphite is
known to be relatively thin and containmany organic decomposition products, while
the edge sites exhibit a thicker SEI that contains mainly inorganic species [137]. The
mechanism of SEI formation is also found to differ in ethylene carbonate and
propylene carbonate electrolytes, which are the two most common electrolytes in
lithium ion batteries.
The studies discussed here report many impressive results for lithium battery

anodes constructed from composite materials containing a variety of identifiable
nanoparticle and nanotube ingredients. However, Dahn�s group suggested that an

Figure 5.8 Li discharge capacity with cycle time for Sn–carbon
nanotube composite with Sn reduced by two different methods.
(From Ref. [130]).
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alternative approach, deposition of nearly homogeneous amorphous samples of the
samematerials, may provide a superior approach to obtaining themaximum lithium
storage capacity [138–140]. Observations of large 10–20mm Si0.64Sn0.36 particles
suggest that theymove intact over amuch longer length scale during volume changes
associated with lithium cycling then previously believed [140]. This supports the
authors� assertion that the problem with degradation observed in metal nanoparticle
lithiumanodesarisesnotfromtheinabilityoftheparticlestoabsorbthevolumechange,
but from the inability of their binder to absorb the volume change. In support of this
argument, the cycling stability of lithium anodes containing Si0.64Sn0.36 particles was
shown to be greatly improved by the use of an elastomeric binder, which provides a
mechanical buffer for volume changes during charge/discharge cycling [138].
Dahn�s group has also produced amorphous Si1�xSnx films with extremely high

lithium storage capacity, more than 3500mAhg�1, with only 1–2% capacity fade per
cycle [139]. These films have been produced by magnetron sputtering and investigated
over a wide range of Si1�xSnx compositions. Amorphous films are produced for
compositions with x< 0.45. The failure mode of such anode materials is argued to be
qualitatively different than that observed for composite anodes containing metal nano-
particles [139]. Since the volume change occurs uniformly across the anode material,
internal stresses at interfacial boundaries do not occur. Instead, the entire anode
homogeneously expands and contracts during lithium charging and discharging. The
most common failure mode is then reported to arise from an eventual loss of electrical
contact [139]. One possible shortcoming of the use of amorphous thin films is that in
some cases, a thermodynamic driving force may exist to form crystalline structures.

References

1 P. Costamagna, S. Srinivasan, J. Power
Sources 2001, 102, 253–69.

2 T.R. Ralph, M.P. Hogarth, Platinum Met.
Rev. 2002, 46, 3–14.

3 T.R. Ralph, M.P. Hogarth, Platinum Met.
Rev. 2002, 46, 117–35.

4 M.P. Hogarth, T.R. Ralph, Platinum Met.
Rev. 2002, 46, 146–64.

5 H.A. Gasteiger, S.S. Kocha, B. Sompalli,
F.T. Wagner, Appl. Catal. B 2005, 56,
9–35.

6 E. Antolini, J.R.C. Salgado, E.R.
Gonzalez, J. Power Sources 2006, 160,
957–68.

7 E. Antolini, J.R.C. Salgado, E.R.
Gonzalez,Appl. Catal. B 2006, 63, 137–49.

8 H. Liu, C. Song, L. Zhang, J. Zhang,
H.Wang,D.P.Wilkinson, J. Power Sources
2006, 155, 95–110.

9 J.H. Wee, K.Y. Lee, J. Power Sources 2006,
157, 128–35.

10 K. Lee, J. Zhang, H. Wang, D.P.
Wilkinson, J. Appl. Electrochem. 2006, 36,
507–22.

11 B.Wang, J. Power Sources 2005, 152, 1–15.
12 L. Zhang, J. Zhang, D.P.Wilkinson,

H.Wang,J.PowerSources2006,156,171–82.
13 X. Wang, W. Li, Z. Chen, M. Waje, Y. Yan,

J. Power Sources 2006, 158, 154–59.
14 L. Li, Y. Xing, J. Electrochem. Soc. 2006,

153, A1823–28.
15 B.S. Files, B.M.Mayeaux,Adv.Mater. Proc.

1999, 10, 47–49.
16 N.R.K.V. Reddy, E.B. Anderson, E.J.

Taylor,US Patent 5 084 144, 1992.
17 E.J. Taylor, E.B. Anderson, N.R.K.

Vilambi, J. Electrochem. Soc. 1992, 139,
L45–46.

172j 5 Benefits in Energy Budget



18 D.J. Guo, H.L. Li, J. Electroanal. Chem.
2004, 573, 197–202.

19 Z. He, J. Chen, D. Liu, H. Zhou,
Y. Kuang, Diamond Relat. Mater. 2004,
13, 1764–70.

20 C. Wang, M. Waje, X. Wang, J.M. Tang,
R.C. Haddon, Y. Yan, Nano Lett. 2004, 4,
345–48.

21 P.J. Britto, K.S.V. Santhanam, A. Rubio,
J.A. Alonso, P.M. Ajayan, Adv. Mater.
1999, 11, 154–57.

22 J.M.Nugent, K.S.V. Santhanam,A.Rubio,
P.M. Ajayan, Nano Lett. 2001, 1, 87–91.

23 J.J. Gooding, Electrochim. Acta 2005, 50,
3049–60.

24 W. Li, C. Liang, W. Zhou, H. Han,
Z. Wei, G. Sun, Q. Xin, Carbon 2002, 40,
791–94.

25 W. Li, C. Liang, W. Zhou, J. Qiu, Z. Zhou,
G. Sun,Q.Xin, J. Phys. Chem.B 2003, 107,
6292–99.

26 Z. Liu, L.M. Gan, L. Hong, W. Chen, J.Y.
Lee, J. Power Sources 2005, 139, 73–78.

27 M.M. Waje, X. Wang, W. Li, Y. Yan,
Nanotechnology 2005, 16, S395–400.

28 X. Li, M. Hsing, Electrochim. Acta 2006,
51, 5250–58.

29 M.M. Shaijumon, S. Ramaprabhu, N.
Rajalakshmi, Appl. Phys. Lett. 2006, 88,
253105.

30 X. Wang, M. Waje, Y. Yan, Electrochem.
Solid-State Lett. 2005, 8, A42–44.

31 W. Li, X. Wang, Z. Chen, M. Waje, Y. Yan,
Langmuir 2005, 21, 9386–89.

32 M. Carmo, V.A. Paganin, J.M. Rosolen,
E.R. Gonzalez, J. Power Sources 2005, 142,
169–76.

33 Y. Liang, H. Zhang, B. Yi, Z. Zhang,
Z. Tan, Carbon 2005, 43, 3144–52.

34 G. Grishkumar, M. Rettker, R. Underhile,
D. Binz, K. Vinodgopal, P. McGinn,
P. Kamat, Langmuir 2005, 21, 8487–94.

35 E.S. Steigerwalt, G.A. Deluga, C.M.
Lukehart, J. Phys. Chem. B 2002, 106,
760–66.

36 G. Grishkumar, T.D. Hall, K. Vinodgopal,
P. Kamat, J. Phys. Chem. B 2006, 110,
107–14.

37 W. Li, X. Wang, Z. Chen, M. Waje,
Y. Yan, J. Phys. Chem. B 2006, 110,
15353–58.

38 K.T. Jeng, C.C. Chien, N.Y. Hsu, S.C.
Yen, S.D. Chiou, S.H. Lin, W.M. Huang,
J. Power Sources 2006, 160, 97–104.

39 J. Pabhuram, T.S. Zhao, Z.K. Tang,
R. Chen, Z.X. Liang, J. Phys. Chem. B
2006, 110, 5245–52.

40 L. Zhou, Renew. Sustain. Energy Rev. 2005,
9, 395–408.

41 M.S. Dresselhaus, K.A. Williams,
P.C. Eklund, MRS Bull. 1999, 24 (11),
45–50.

42 US Department of Energy, Energy
Efficiency and Renewable Energy (EERE),
Hydrogen, Fuel Cells and Infrastructure
Technologies Program, Multi-year R&D
Plan, 2005, http://www1.eere.energy.
gov/hydrogenandfuelcells/mypp/pdfs/
storage.pdf.

43 M. Hirscher, H. Becher, M. Haluska,
U. Detlaff-Weglikowska, A. Quintel,
G.S. Duesberg, Y.M. Choi, P. Downes,
M. Hulman, S. Roth, I. Stepanek,
P. Bernier, Appl. Phys. B 2001, 72,
129–132.

44 G.G. Tibbetts, G.P. Meisner, C.H. Olk,
Carbon 2001, 39, 2291–2301.

45 A. Lan, A. Mukasyan, J. Phys. Chem.
B 2005, 109, 16011–16.

46 R. Zacharia, K.Y. Kim, A.K.M. Fazle-
Kibria, K.S. Nahm,Chem. Phys. Lett. 2005,
412, 369–75.

47 H. Takagi, H. Hatori, Y. Soneda, N.
Yoshizawa, Y. Yamada, Mater. Sci. Eng.
B 2004, 108, 143–47.

48 J.M. Blackman, J.W. Patrick, C.E. Snape,
Carbon 2006, 44, 918–27.

49 A.D. Lucking, L. Pan, D.L. Narayanan,
C.E.B. Clifford, J. Phys. Chem. B 2005,
109, 12710–17 16.

50 S. Orimo, T. Matsushima, H. Fujii,
T. Fukunaga, G.Majer, J. Appl. Phys. 2001,
90, 1545–49.

51 F. Liu, X. Zhang, J. Cheng, J. Tu, F. Kong,
W. Huang, C. Chen, Carbon 2003, 41,
2527–32.

References j173



52 X.B. Yu, G.S. Walker, N. Bowering, D.M.
Grant, J.Shen,Z.Wu,B. J.Xia,Electrochem.
Solid-State Lett. 2005, 6, A596–98.

53 M.R. Smith, E.W. Bittner, W. Shi, J.K.
Johnson, B.C. Bockrath, J. Phys. Chem.
B 2003, 107, 3752–60.

54 D. Lupu, A.R. Biris, I. Misan, A. Jianu,
G. Holzhuter, E. Burkel, Int. J. Hydrogen
Energy 2004, 29, 97–102.

55 E. Yoo, L. Gao, T. Komatsu, N. Yagai,
K. Arai, T. Yamazaki, K. Matsuishi,
T. Matsumoto, J. Nakamura, J. Phys.
Chem. B 2004, 108, 18903–07.

56 H. Takagi, H. Hatori, Y. Yamada, Carbon
2005, 43, 3037–39.

57 A. Anson, E. LaFuente, E. Urriolabeitia,
R. Navarro, A.M. Benito, W.K. Maser,
M.T.Martinez, J. Phys.Chem.B 2006,110,
6643–48.

58 C.K. Back, G. Sandi, J. Prakash, J.
Hranisavljevic, J. Phys. Chem.B 2006,110,
16225–31.

59 T. Oku, M. Kuno, Diamond Relat. Mater.
2003, 12, 840–45.

60 T. Oku, M. Kuno, I. Narita, J. Phys. Chem.
Solids 2004, 65, 549–52.

61 X. Chen, X.P. Gao, H. Zhang, Z. Zhou,
W.K. Hu, G.L. Pan, H.Y. Zhu, T.Y. Yan,
D.Y. Song, J. Phys. Chem. B 2005, 109,
11525–29.

62 A. Morales-Acevedo, Solar Energy 2006,
80, 675–81.

63 C.A. Gueymard, D. Myers, K. Emery,
Solar Energy 2002, 73, 443–67.

64 J. Britt, C. Ferekides, Appl. Phys. Lett.
1993, 62, 2851–52.

65 V.P. Singh, R.S. Singh, G.W. Thompson,
V. Jayaraman, S. Sanagapalli, V.K.
Rangari, Solar Energy Mater. Solar Cells
2004, 81, 293–303.

66 R.S. Singh, V.K. Rangari, S. Sanagapalli,
V. Jayaraman, S. Mahendra, V.P. Singh,
Solar Energy Mater. Solar Cells 2004, 82,
315–330.

67 A.P. Alivisatos, A.L. Harris, N.J. Levinos,
M.L. Steigerwald, L.E. Brus, J. Chem.
Phys. 1988, 89, 4001–11.

68 A.P. Alivisatos, J. Phys. Chem. 1996, 100,
13226–39.

69 A. Usami, Chem. Phys. Lett. 1997, 277,
105–08.

70 K. Ernst, A. Belaidi, R. Konenkamp,
Semicond. Sci. Technol. 2003, 18, 475–79.

71 J. Ferber, J. Luther, Solar Energy Mater.
Solar Cells 1998, 54, 265–75.

72 B. O�Regan,M. Gratzel,Nature 1991, 353,
737–40.

73 A.J. Frank, N. Kopidakis, J. van de
Lagemaat, Coord. Chem. Rev. 2004, 248,
1165–79.

74 A. Solbrand, H. Lindstrom, H. Rensmo,
A. Hegfeldt, S.E. Lindquist, S. Sodergren,
J. Phys. Chem. B 1997, 101, 2514–18.

75 L. Dloczik, O. Ileperuma, I. Lauermann,
L.M. Peter, E.A. Ponomarev,G.Redmond,
N.J. Shaw, I. Uhlendorf,
J. Phys. Chem. B 1997, 101, 10281–89.

76 S. Nakade, S. Kambe, T. Kitamura,
Y. Wada, S. Yanagida, J. Phys. Chem.
B 2001, 105, 9150–52.

77 S. Kambe, S. Nakade, T. Kitamura,
Y. Wada, S. Yanagida, J. Phys. Chem.
B 2002, 106, 2967–72.

78 A.C. Fisher, L.M. Peter, E.A. Pomonarev,
A.B. Walker, K.G.U. Wijayantha, J. Phys.
Chem. B 2004, 104, 949–58.

79 N.Kopidakis,N.R.Neale, K.Zhu, J. vande
Lagemaat, A.J. Frank, Appl. Phys. Lett.
2005, 87, 202106.

80 E. Hendry, M. Koeberg, B. O�Regan,
M. Bonn, Nano Lett. 2006, 6, 755–59.

81 K.P. Jayadevan, T.Y. Tseng, J. Nanosci.
Nanotechnol. 2005, 5, 1768–84.

82 J.H. Yoon, S.R. Jang, R. Vittal, J. Lee, K.J.
Kim, J. Photochem. Photobiol. A 2006, 180,
184–88.

83 A. Huczko, Appl. Phys. A 2000, 70,
365–76.

84 J. Jiu, S. Isoda, F. Wang, M. Adachi,
J. Phys. Chem. B 2006, 110, 2087–92.

85 M. Adachi, Y. Murata, I. Okada, S.
Yohikawa, J. Electrochem. Soc. 2003, 150,
G488–93.

86 S. Ngamsinlapasathian, S.
Sakulkhaemaruethai, S. Pavasupree,
A. Kitiyanan, T. Sreethawong, Y. Suzuki,
S. Yoshikawa, J. Photochem. Photobiol.
A 2004, 164, 145–51.

174j 5 Benefits in Energy Budget



87 S. Kambe, K. Murakoshi, T. Kitamura,
Y. Wada, S. Yanagida, H. Kominami,
Y. Kera, Solar Energy Mater. Solar Cells
2000, 61, 427–41.

88 M. Adachi, Y. Murata, J. Takao, J. Jiu,
M. Sakamoto, F. Wang, J. Am. Chem. Soc.
2004, 126, 14943–49.

89 B. Koo, J. Park, Y. Kim, S.H. Choi, Y.E.
Sung, T. Hyeon, J. Phys. Chem. B 2006,
110, 24318–23.

90 M.Wei, Y. Konishi,H. Zhou,H. Sugihara,
H.Arakawa, J. Electrochem. Soc. 2006, 153,
A1232–36.

91 M.Y. Song, Y.R. Ahn, S.M. Jo, D.Y. Kim,
J. Y. Ahn, Appl. Phys. Lett. 2005, 87,
113113.

92 G.K. Mor, K. Shankar, M. Paulose, O.K.
Varghese, C.A. Grimes, Nano Lett. 2006,
6, 215–18.

93 A. Zaban, S.G. Chen, S. Chappel, B.A.
Gregg, Chem. Commun. 2000, 2231–32.

94 G.R.R.A. Kumara, K. Tennakone, V.P.S.
Perera, A. Konno, S. Kaneko, M. Okuya,
J. Phys. D 2001, 34, 868–873.

95 A. Kay, M. Gr€atzel,Chem.Mater. 2002, 14,
2930–35.

96 D. Menzies, Q. Dai, Y.B. Cheng, G.P.
Simon, L. Spiccia, Mater. Lett. 2005, 59,
1893–96.

97 M. Law, L.E. Greene, A. Radenovic,
T. Kuykendall, J. Liphardt, P. Yang, J. Phys.
Chem. B 2006, 110, 22652–63–23.

98 A. Hauch, A. Georg, Electrochim. Acta
2001, 46, 3457–66.

99 X. Fang, T. Ma, G. Guan, M. Akiyama,
T. Kida, E. Abe, J. Electroanal. Chem. 2004,
570, 257–63.

100 S. Katusic, P. Albers, R. Kern, F.M. Petrat,
R. Sastrawan, S. Hore, A. Hinsch, A.
Gutsch, Solar Energy Mater. Solar. Cells
2006, 90, 1983–99.

101 H.K. Liu, G.X. Wang, Z. Guo, J. Wang,
K. Konstantinov, J. Nanosci. Nanotechnol.
2006, 6, 1–15.

102 J.O. Besenhard, J. Yang, M. Winter,
J. Power Sources 1997, 68, 87–90.

103 Y. Idota, T. Kubota, A. Matsufuji,
Y. Maekawa, T. Miyasaka, Science 1997,
276, 1395–97.

104 J. Yang, M. Wachtler, M. Winter, J.O.
Besenhard, Electrochem. Solid-State Lett.
1999, 2, 161–63.

105 M. Noh, Y. Kim, G. Kim, H. Lee, H. Kim,
Y. Kwon, Y. Lee, J. Cho,Chem.Mater. 2005,
17, 3320–24.

106 O. Mao, R.L. Turner, I.A. Courtney, B.D.
Fredericksen, M.I. Buckett, L.J. Krause,
J.R. Dahn, Electrochem. Solid-State Lett.
1999, 2, 3–5.

107 O. Mao, J.R. Dahn, J. Electrochem. Soc.
1999, 146, 423–27.

108 J. Yang, Y. Takeda, N. Imanishi, O.
Yamamoto, J. Electrochem. Soc. 1999, 146,
4009–13.

109 L. Shi, H. Li, Z.Wang, X.Huang, L. Chen,
J. Mater. Chem. 2001, 11, 1502–05.

110 Y. Wang, J.Y. Lee, B.H. Chen, J.
Electrochem. Soc. 2004, 151, A563–70.

111 A. Caballero, J. Morales, L. Sanchez,
Electrochem. Solid-State Lett. 2005, 8,
A464–466.

112 L. Balan, R. Schneider, D. Billaud, J.
Lambert, J. Ghanbaja, Mater. Lett. 2005,
59, 2898–2902.

113 J.H. Kim,H. Kim,H.J. Sohn, Electrochem.
Commun. 2005, 7, 557–61.

114 Y.S. Jung, K.T. Lee, J.H. Ryu, D. Im, S.M.
Oh, J. Electrochem. Soc. 2005, 152,
A1452–57.

115 M. Noh, Y. Kwon, H. Lee, J. Cho, Y. Kim,
M.G. Kim, Chem. Mater. 2005, 17,
1926–29.

116 K. Wang, X. He, J. Ren, C. Jiang, C. Wan,
Electrochem. Solid-State Lett. 2006, 9,
A320–23.

117 K.Wang, X. He, J. Ren, L. Wang, C. Jiang,
C. Wan, Electrochim. Acta 2006, 52,
1221–25.

118 H. Li, X. Huang, L. Chen, Z.Wu, Y. Liang,
Electrochem. Solid-State Lett. 1999, 2,
547–49.

119 I.S. Kim, P.K. Kumta, J. Power Sources
2004, 136, 145–49.

120 G.X. Wang, J. Yao, H.K. Liu, Electrochem.
Solid-State Lett. 2004, 7, A250–53.

121 M. Holzapfel, H. Buqa, F. Krumeich,
P. Novak, F.M. Petrat, C. Veit, Electrochem.
Solid-State Lett. 2005, 8, A516–20.

References j175



122 X. Yang, Z. Wen, X. Zhu, S. Huang,
Electrochem. Solid-State Lett. 2005, 8,
A1481–83.

123 E. Frackowiak, S. Gautier, H. Gaucher,
S. Bonnamy, F. Beguin, Carbon 1999, 37,
61–69.

124 G.T. Wu, C.S. Wang, X.B. Zhang, H.S.
Yang, F. Qi, P.M. He, W.Z. Li, J.
Electrochem. Soc. 1999, 146, 1696–1701.

125 B. Gao, A. Kleinhammes, X.P. Tang,
C. Bower, L. Fleming, Y. Wu, O. Zhou,
Chem. Phys. Lett. 1999, 307, 153–57.

126 E. Frackowiak, F. Beguin, Carbon 2001,
39, 937–50.

127 E. Frackowiak, F. Beguin, Carbon 2002,
40, 1775–87.

128 W.X. Chen, J.Y. Lee, Z. Liu, Electrochem.
Commun. 2002, 4, 260–65.

129 W.X. Chen, J.Y. Lee, Z. Liu, Carbon 2003,
41, 959–66.

130 T.P.Kumar,R.Ramesh,Y.Y.Lin,G.TK.Fey,
Electrochem. Commun. 2004, 6, 520–25.

131 J. Xie, X.B. Zhao, G.S. Cao, M.J. Zhao,
Electrochim. Acta 2005, 50, 2725.

132 Z.P. Guo, Z.W. Zhao, H.K. Liu, S.X. Dou,
Carbon 2005, 43, 1392–99.

133 J. Yin, M. Wada, Y. Kitano, S. Tanase,
O. Kajita, T. Sakai, J. Electrochem. Soc.
2005, 152, A1341–46.

134 H. Huang, W.K. Zhang, X.P. Gan,
C. Wang, L. Zhang, Mater. Lett. 2007, 61,
296–99.

135 J.Y. Eom, J.W. Park, H.S. Kwon,
S. Rajendran, J. Electrochem. Soc. 2006,
153, A1678–84.

136 Y. Zhang, X.G. Zhang, H.L. Zhang, Z.G.
Zhao, F. Li, C. Liu, H.M. Cheng,
Electrochim. Acta 2006, 51, 4994–5000.

137 M.R. Wagner, P.R. Raimann, A.
Trifonova, K.C. Moeller, J.O. Besenhard,
M. Winter, Electrochem. Solid-State Lett.
2004, 7, A201–05.

138 Z. Chen, L. Christensen, J.R. Dahn,
Electrochem. Commun. 2003, 5, 919–23.

139 T.D. Hatchard, J.R. Dahn, J. Electrochem.
Soc. 2004, 151, A1628–35.

140 A. Timmons, J.R. Dahn, J. Electrochem.
Soc. 2006, 153, A1206–10.

176j 5 Benefits in Energy Budget



6
An Industrial Ecology Perspective
Shannon M. Lloyd, Deanna N. Lekas, and Ketra A. Schmitt

6.1
Introduction

6.1.1
Industrial Ecology

Industrial ecology (IE) is a framework for analyzing the impacts and interactions
of industrial, social and ecological systems. White [1] defined IE as �the study of
the flows of materials and energy in industrial and consumer activities, of the effects
of these flows on the environment and of the influences of economic, political,
regulatory and social factors on the flow, use and transformation of resources�.
IE as a field is fairly young. The intellectual underpinnings of IE can be found in

systems analysis research conducted by Forrester [2], research on the flows of
materials in economies by Ayres and Kneese [3] and the use of systems analysis
to evaluate environmental degradation trends [4, 5]. Twomajor developments in 1989
are generally cited as founding IE as a discipline. First, Ayres [6] developed
the concept of industrial metabolism, which compares processes for converting
materials, energy and labor into finished products and waste to living organisms.
Second, Frosch and Gallopoulos [7] published �Strategies for Manufacturing�, in
which they developed the biological analogy for industrial systems [8].
The primary objectives of IE are to understand how industrial and economic

systems behave and interact with ecological and social systems, to transition from
open systems to closed-loop systems where waste from one industry can be used an
input for another industry and to develop industrial and regulatory strategies that
function effectively with natural systems – allowing resources to be replenished and
avoiding damage to biological and natural systems. The field of IE encompasses
several related areas of research, practice and tools. The following list was identified
by the International Society for Industrial Ecology [9].
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. material and energy flow studies (�industrial metabolism�)

. dematerialization and decarbonization

. technological change and the environment

. life-cycle planning, design and assessment

. design for the environment (�eco-design�)

. extended producer responsibility (�product stewardship�)

. eco-industrial parks (�industrial symbiosis�)

. product-oriented environmental policy

. eco-efficiency.

The conceptual framework provided by IE and the tools listed above can be used
retrospectively to evaluate the impacts of current industrial processes, consumer
activities and government regulations. However, when retrospective studies identify
specific changes for reducing negative ecological impact, it is often difficult to make
changes to existing products or practices. For example, decisions made during
product development determine what a product will be made of, how it will be
produced, where it will be produced, how it will be used and how it will be disposed.
Consequently, most of the costs and material, energy and environmental loadings
that will be experienced during a product�s life cycle are likely to be committed during
product development [10–12]. Actual costs and environmental impact are not
realized until later in the product life cycle. Changing a product to reduce its
environmental impact after the product has been developed can cost orders of
magnitude more than making the change during product development [11]. If
infrastructures have been built around a commercialized product, it may be difficult
to make any changes at all.
Rather than wait until a product is developed and commercialized, IE concepts

and tools can be applied prospectively to provide a forward-looking analysis that
allows the design andmanufacture of products in a manner that prevents or reduces
negative environmental impacts and interactions in nature. For example, life cycle
engineering (LCE), design for the environment (DfE) and green design approaches
are used during product development to estimate the environmental impacts of
different product designs and support decision-making aimed at reducing the
environmental impact of products [12–14].

6.1.2
Applying Industrial Ecology to Nanotechnology

Control of properties at the nanoscale offers opportunities to use materials and
energy more efficiently and reduce waste and pollution. As a result, nanotechnology
has the potential to provide more appealing products while also improving environ-
mental performance and sustainability. However, a technological push towards
greater investment in nanotechnology without a commensurate consideration of
its potential impacts on human health and the environment could lead to new (and
sometimes unforeseen) impacts or to cases where the nanotechnology substitute
is inferior to the product or process replaced when evaluated over its full life cycle.
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Nanotechnology offers a prime opportunity for industrial ecologists to assess an
emerging technology in the nascent stages of product development. A holistic
industrial ecology perspective can be used to provide a complete picture of the
resource requirements and potential human health and environmental impacts
associated with the full life cycle of nanotechnology-based goods and services and
should reveal products and applications where a precautionary approach may be
needed. In this chapter, we describe several IE concepts: life cycle assessment (LCA),
material flow analysis (MFA), substance flow analysis (SFA) and corporate social
responsibility – and explore their implications and application to nanotechnology.

6.2
Life Cycle Assessment

6.2.1
Background on Life Cycle Assessment

The life cycle stages associated with a product are shown in Figure 6.1. Materials,
energy and labor are required to extract, process and transport raw materials and
to manufacture, transport, use, dispose of, reuse and recycle products. In addition to
consuming resources, the transformation of materials and energy into products
results in environmental discharges and generates waste. Evaluating the total

Figure 6.1 Product life cycle stages.
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environmental impacts of a product requires analysis ofmaterial usage, energy usage
and environmental discharges associated with each life cycle stage. This makes it
possible to identify themost important environmental implications and recommend
changes to design specifications, industrial processes or use activities to reduce the
overall environmental impact of a product. For example, Lave et al. [15] found that
mining and smelting lead and making and recycling a battery for early battery-
powered vehicles would result in 4–60 times as much lead being discharged into the
environment per vehiclemile as a comparable car using leaded gasoline. This insight
arose from considering the product�s entire life cycle instead of narrowly focusing on
the vehicle�s zero emissions during vehicle use.
LCA is a systematic, analytical process for assessing the inputs and outputs

associated with each life cycle stage for a given product. The International
Organization for Standardization (ISO) LCA standards describe the principles
and framework for conducting an LCA [16, 17]. These stages are illustrated in
Figure 6.2. The goal and scope definition phase of an LCA specifies the reason
for conducting the study and identifies system boundaries, data requirements
and study limitations. The life cycle inventory (LCI) analysis phase consists of
collecting, validating and aggregating input and output data to quantify material
use, energy use, environmental discharges and waste associated with each life
cycle stage. The life cycle impact assessment (LCIA) phase consists of translating
LCI results in potential environmental effects using impact categories, category
indicators, characterization models, equivalency factors and weighting values. The
interpretation phase occurs iteratively with other LCA phases to assess whether
results are in line with defined goals and scope, provide an unbiased summary of
the results, define significant impacts and recommend methods for reducing
material use, energy use and environmental burdens.

6.2.2
Life Cycle Implications for Nanotechnology

In an early report on the societal implications of nanoscience and nanotechnology,
Lave [18] warned that every technology has undesirable consequences and called

Figure 6.2 ISO 14040 life cycle assessment framework.
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for a life cycle perspective in assessing the effects of nanotechnology onenvironmental
quality and sustainability.More recently, reports published by theUSNational Science
andTechnologyCouncil [19], theEuropeanCommission [20] and theUKRoyalSociety
and Royal Academy of Engineering [21] recommended the use of LCA to evaluate
nanotechnology products. In particular, the Royal Society and Royal Academy of
Engineering report recommended that a series of LCAsbeundertaken for applications
arising from existing and expected developments in nanotechnologies, to ensure that
the savings in resource consumption during the use of the product are not offset by
increased consumption during manufacture and disposal.
Numerous projections of nanotechnology-based products and processes assert

that they will use materials and energy more efficiently and reduce waste and
pollution. For example, one projection estimates that nanoscale lighting technologies
could reduce total global energy consumption by 10%, save $100 billion annually and
reduce carbon emissions by 200 million tons per year [22]. Another projection
estimates that using lightweight nanocomposites in automotive parts could save 11.5
billion liters of gasoline and reduce carbon dioxide emissions by 5 billion kilograms
over the life of one year�s fleet of vehicles [23].
These examples focus on the use stage of the product life cycle. In particular,

environmental and resource savings are expected from improving use-phase lighting
and vehicle efficiency through nanotechnology. However, a complete assessment
must include an analysis of material usage, energy usage and environmental
discharges associated with the full life cycle of commercialized nanotechnology
products and processes. This includes extraction of raw materials, production, use
and end-of-life. Table 6.1 lists several possible life cycle benefits and disadvantages of
nanotechnology products. The assertions provided in Table 6.1 are generalizations,
which will not likely apply to every nanotechnology-based product. Instead, LCA
can be used to evaluate the net environmental impact of a specific product.

6.2.3
Life Cycle Studies Conducted to Date

To date, LCA has been used only on a limited basis to assess the potential life cycle
impacts of nanotechnology products. Table 6.2 provides a summary of LCAs of
nanotechnology-based products conducted to date. Additional studies have been
identified by Lekas [24]. For the most part, these studies focused on the life cycle
implications associated with reducing the mass of materials incorporated into
products and use-phase energy consumption. Evaluation of the impacts associated
with processing nanomaterials, manufacturing and retiring nanotechnology pro-
ducts and releasing engineered nanoparticles into the environment are limited by
lack of data on producing nanomaterials, recovery of materials from nanotechnology
products, fate and transport of engineered nanoparticles and risks from ecological
and human exposure to the numerous types of engineered nanoparticles.
Therearecurrently insufficient lifecycleinventorydatafornanoscalemanufacturing

processes.LCAstudiesofnanotechnology-basedproductsconductedtodatehaverelied
onsurrogatedata for theseprocesses.However, recentworkhas focusedonquantifying
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the inputs and outputs associated with producing nanomaterials. For example, Zhang
et al. [25] qualitatively examined the energy requirements for several important
nanoscale manufacturing technologies. Preliminary findings indicated that bottom-
upmanufacturingprocessesaremoreenergy intensive than top-downprocesses.With
bottom-up approaches, nanoscale structures with fundamentally new molecular
organization are built by precisely locating individual atoms and molecules where
theyareneeded.Withtop-downapproaches,nanoscalestructuresaremadebyreducing
the dimensions of a larger structure using machining and etching techniques.
KhannaandBakshi [26]conductedacradle-to-gateLCAtoevaluatetwonanoparticles:

nanoclay synthesis from montmorillonite clay and carbon nanofibers via catalytic
pyrolysis of hydrocarbons on a metallic catalyst. Rather than re-lying on surrogate life
cycle inventory data for nanoscalemanufacturing technologies, the inputs andoutputs

Table 6.1 Potential life cycle benefits and issues of nanotechnology.

Implication Environmental impact Life cycle stage(s)

Potential
benefits

Improved ability to detect and
eliminate pollution

Improved air, water and soil
quality

All

Improved pollution control
technology

Improved air, water and soil
quality

All

High-precision
manufacturing

Reduced waste Manufacturing

Design and control chemistry Reduced reliance on toxic
and scarce materials

Materials processing,
manufacturing

More efficient processes for
materials synthesis

Lower energy usage Materials processing

More efficient energy
production and storage

Lower energy usage All

Potential
risks

Development and release of
toxic engineered
nanoparticles

Negative impact on human
and ecosystem health

All

Top-downmethods with high
waste-to-product ratios

Increase in materials
required and waste during
manufacturing

Materials processing,
manufacturing

High energy requirements
for synthesizing
nanomaterials

Increased energy usage Materials processing

Self-assembly reactions
using toxic substances

Increase in toxic releases Materials processing

Complex issueswithmaterial
recovery

Lower recycling rates,
increased energy usage
for recycling

End-of-life
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associated with producing nanomaterials should be quantified and incorporated into
future LCAs of nanotechnology-based products.
Efforts have also been initiated to develop a fundamental understanding of the

behavior of engineered nanoparticles in natural systems and their influence on
biological systems [27, 28]. This understanding should eventually improve the ability
to evaluate the fate and transport of nanoparticles and their effects on ecological
and human health. While current LCAs of nanotechnology-based products are not
able to quantify the potential impacts of nanoparticle releases, future LCAs will
incorporate findings from studies such as these to assess the potential impact of
ecological and human exposure to nanoparticles during a product�s life cycle.
From a life cycle perspective, the use of nanotechnology-based products will not

necessarily result in environmental benefits. LCAs conducted to date indicate high
potential savings from reducing use-phase energy consumption or in-product
material usage and a potential increase in environmental impact from energy-
intensive bottom-up nanomanufacturing processes. However, these generalizations
are not the case for all nanotechnology-based products. In addition, very little is
known about the environmental implications of other life cycle stages, such as the
disposal of nanotechnology-based products.
Other efforts focus on developing tools and approaches for supporting LCA and

engineering of nanotechnology products. Jolliet et al. [29] developed a matrix for
identifying the additional risks and benefits of a nano-product�s life cycle. DuPont and
Environmental Defense have developed a framework to identify and evaluate key
factors for the responsible development, production, use and disposal of nanomater-
ials. One of the steps associated with this framework is to profile the life cycle of the
nanotechnology [30]. Using life cycle approaches to evaluate the life cycle environ-
mental implications of alternative courses of action during nanotechnology research
and development (R&D) would improve the ability to identify the potential hazards of
nanotechnology, evaluate tradeoffs, establish regulatory mechanisms, optimize pro-
ducts for all aspects of life cycle performance and make more strategic R&D choices.

6.3
Substance Flow Analysis

6.3.1
Background on Substance Flow Analysis

While LCA helps us understand the benefits and costs of nanotechnology-based
products at different life cycle stages as compared with conventional products, other
tools can help us improve understanding better nanomaterials themselves and their
implications at different life stages. Material flow analysis (MFA) and substance flow
analysis (SFA) are used to evaluate the flows and accumulation of resources within an
economy, sector or geographic region.MFAevaluates bulkflows ofmaterials and SFA
tracks flows of specific substances. SFA offers a framework for better understanding
the amount, spatial location and flow of specific materials throughout the economy.
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SFA evaluates the flow of specific materials from cradle to grave, quantifying
the input of a substance during production, end-use applications and end-of-life. The
context used for such an analysis may vary from the specific (e.g., facility level) to the
broad (e.g., world scope). Udo de Haes et al. [31] refer to SFA as a tool for analyzing
the societal metabolism of substances, whereby materials are exchanged between
the anthroposphere with the environment. SFA can be used to identify potential
environmental problems by quantifying the flows and accumulation of a specific
substance in different environmental systems.

6.3.2
Substance Flow Analysis Implications for Nanotechnology

Faced with many unknowns about nanomaterials and their penetration into our
everyday lives, SFA provides an approach for investigating the quantity and location
of specific nanomaterials in the economy (e.g., the quantity of carbon nanotubes
that are produced and exist in Japan versus the USA). It is less useful to compare
quantities of nanomaterials in general because the properties, effectiveness and
hazard potential differ by nanomaterial.
Consideration of quantity may also be useful for characterizing the dematerializa-

tion or waste reduction that may result when nanomaterials replace conventional
or larger materials. For instance, a back-of-the-envelope MFA calculation on lead in
cathode-ray tube (CRT) monitors revealed that disposing of one CRTmonitor sends
asmuch as 0.45 kg of lead to a landfill; switching to nanotechnology-based substitutes
such as flat panel displays with organic light-emitting diodes will reduce this type of
lead waste in the future [32, 33]. By finding out where nanomaterials are produced
and what they are used for, we can better understand where they will ultimately end
up and who will be exposed to nanomaterials during the production, distribution or
use of products containing these substances.
SFAcan be an appropriate tool when thematerial of interest is linked to a particular

impact and thus warrants a more focused analysis on the stocks and flows and
concentrations in the environment [34]. Additionally, by identifying large accumula-
tions of nanomaterials, SFA may also highlight unexpected impact areas.

6.3.3
Summary of Substance Flow Analysis Work Conducted to Date

Few SFAs have been conducted on nanomaterials to date. One of the authors
performed a preliminary SFA on carbon nanotubes [35]. Carbon nanotubes were
chosen because of the growing interest in, manufacture, and use of these materials
combined with increased concerns about their potential risks. For this analysis,
carbon nanotube production and use information was gathered from the literature
(both journals and news sources) and nanotube companyWeb sites. Information on
nanotube production, raw material inputs and nanotube destination was requested
from nanotube producers identified in a Small Times Magazine survey [36] and other
producers identified during initial research.
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Figure 6.3 Approximate substance flow diagram for carbon nanotubes (2004).

Since nanomaterials are relatively new and information on their production anduse
is often proprietary, this SFA required estimation and assumptions to characterize
production, use and end-of-life flows of carbon nanotubes based on available infor-
mation. Since the most comprehensive data were available on production, the initial
analysis focused on this life cycle stage. Information provided by one firmwas used to
approximate the inputs and outputs from carbon nanotube growth and then as a basis
for characterizing carbon nanotubes at other life stages. The dissipation of carbon
nanotubes into various end uses was estimated using carbon nanotube patent filings
for eight broad application categories. Sales data or product-specific projections may
also provide ways to approximate nanomaterial penetration into end uses. End-of-life
outcomes for nanotubes was modeled using surrogate data from existing waste
management scenarios published by the US Environmental Protection Agency (EPA)
for USmunicipal solid waste. In reality, different products and applications will likely
result in different waste management outcomes. For instance, electronics containing
carbon nanotubes may be refurbished and reused, whereas carbon nanotubes in
synthesis and processing may be incinerated.
The flow diagram in Figure 6.3 presents a general overview of the SFA findings

on carbon nanotubes. Estimates presented here are generalized based on limited
information, a small amount of nanotubes in commercial applications and a rapidly
changing market. However, the findings improve our understanding of carbon
nanotube flows throughout the economy. SFA provides a snapshot of a substance�s
flow in the economy at a given time, providing a better understanding of where
these materials exist and are expected to go. Widespread projected application of
these nanomaterials in many everyday products (from vehicle composites to tennis
racquets and batteries) amidst uncertain risks makes the characterization of the flow
of nanotubes increasingly important.

6.4
Corporate Social Responsibility

6.4.1
Background on Corporate Social Responsibility

Corporate Social Responsibility (CSR) is broadly defined as behavior by corporate
entities that consider social and environmental impacts concurrently with the
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economic well-being of the corporation. CSR is believed bymany to pay dividends in
terms of improved recruiting, branding and consumer loyalty and also through
decreased risk of litigation and regulation. The following practices are often adopted
by CSR-minded companies:

. Include stakeholders in decision-making.

. Maintain transparencywith corporate activities affectingworkers of the community.

. Seek to protect workers and their community through limiting environmental and
human health impacts of products during manufacture, use and disposal.

. Use materials, labor and locations sustainably.

. Participate in CSR certification and reporting programs such as ISO 14000.

6.4.2
Corporate Social Responsibility Implications for Nanotechnology

Small Times Magazine estimated that over 3500 firms were involved in some aspect
related to micro- or nanotechnology [37]. This includes companies that research and
manufacture nanomaterials, nanotechnology-based products and equipment for
nano-production, trade magazines and firms that offer legal expertise, venture
capital investment and intellectual property strategizing on nanotechnology. Nano-
materials are used in numerous sectors, including energy, cosmetics, medicine and
electronics.
Nanomaterials offer significant opportunities for decreased environmental im-

pacts in terms of materials and energy consumption, and also the possibility of
targeted human health benefits in the future. Along with the potential benefits also
comes the potential for uncertain risks. Uncertainty in the risks of nanotechnology
stem from scientific uncertainty in several areas, such as transport and dispersion of
nanomaterials; ability of nanomaterials to enter biological systems; potentialmode of
action and toxicological effects of nanomaterials; suitability of traditional worker
protection techniques in nano-environments; and the ability of the life cycle benefits
of specific nanotechnology applications to outweigh the life cycle costs.
The level of uncertainty surrounding nanotechnologymakes thework of protecting

the public, workers and the environment and communicating about potential risks
andbenefits challenging for CSR-committed corporations.Howcan a corporate entity
prevent or reduce exposureswhen themodeof exposure is not understood?Howcan a
corporation communicate a complex, uncertain message to the public? Given the
potential advantages and risks offered by nanomaterials, what is the appropriate path
forward? These challenges also represent a significant opportunity for CSR-oriented
firms to collaborate with regulators, non-governmental organisations (NGOs), and
other firms to achieve common corporate social responsibility. By being proactive in
seeking partners, sharing information and conducting research, nanofirms can hope
to reduce risk and obtain competitive advantage.
Increased public awareness of the potential risks of nanotechnology, the lack

of sound strategies for identifying and assessing these risks and increased produc-
tion and use of nanomaterials prompted NGOs, activist groups and members of the
scientific community to call for more research investigating nanotechnology�s
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risks [38–41]. For example, a report prepared for Greenpeace called for in-depth
assessments of the environmental risks of near-term nanotechnology – specifically
products or processes that might result in the release of nanoparticles into the
environment [40]. The Canadian-based NGO ETC Group [38, 39] called for a global
moratorium on the commercial production of nanomaterials. In particular, ETC
Group [39] cautioned against scaling up of nanomaterial production without under-
standing the potential adverse side-effects from using them in many diverse
commercial applications. Similar campaigns launched by activist groups have
resulted in backlash against genetically modified (GM) crops. In the light of GM
setbacks and a responsibility to balance pursuit of science with sensible precaution,
editorials inNaturewarned against leaving legitimate questions unanswered [41, 42].
Instead, they called for more research into nanotechnology risks accompanied by an
open public discussion.
Companies face potential financial risks from the investment and insurance

communities who are paying greater attention to the environmental, health and
safety (EHS) discussions surrounding nanotechnology. Insurers are encouraging
more rigorous review on both the opportunities and hazards of nanotechnology. A
report by the Swiss Reinsurance Company asserts that the insurance industry should
analyze nanotechnology to identify potential risks [43]. MunichRe, GenRE and
Allianz have also published reports on the need for nanotechnology risk assess-
ment [44]. Cientifica urges companies working with nanomaterials to prepare for the
�potential impact of future liabilities or changes in legislation� [53].
Companies that take the lead in dealing with EHS management and public

perception concerns with nanotechnology (i.e. are �first movers� in their industry
group) may attain competitive advantage. They will not only be ready for possible
regulation and may avoid retrofitting operations later (in the event of future nano-
specific regulations), but theymay also appeal to consumerswhovalueCSRefforts and
be in the position to influence regulatory or reporting schemes. For example, the CEO
of NanoDynamics testified before Congress [45] and DuPont and Environmental
Defense worked together to develop a framework for the responsible development,
production, use and disposal of nanomaterials and products [30, 46]. By taking
measures to consider and evaluate environmental, health and safety risks that
nanomaterials may pose, corporations may avoid future risks, backlash and liability.

6.4.3
Summary of Work Conducted to Understand Nanofirm EHS Concerns and Actions

Several corporations have adopted environmentalmanagement strategies to identify,
prevent or reduce the risks of nanotechnology. For example, ApNano Materials Inc.
followed the European Commission�s Good Laboratory Practices Directives to assess
toxicity of its nano-based lubricant [44]. The Carbon Nanotech Research Institute
adopted a policy against making products available in a powdered form in order to
avoid any dispersion risks [47].
Various studies have sought to understand awareness of EHS issues at nanotech-

nology firms and to identify what firms are doing to deal with potential and uncertain
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risks and what they could be doing to protect their workers, the environment and
consumers. A few examples include the following:

. Lux Research [48] interviewed nanotechnology firms and found that companies
want more certainty in the type of regulations to expect. In order to handle real,
perceived and regulatory risks, Lux Research suggested that firms inventory
nanomaterials, map them to exposures throughout the life cycle, characterize the
risks with available knowledge and mitigate them with appropriate controls,
toxicity testing and product redesigns.

. Innovest [44] reviewed hundreds of public and private nanotech companies to
develop a list of best practices for offsetting potential perception risk based on
product strategy, risk and stewardship.

. Lekas [49] surveyed nanotechnology startup firms in Connecticut and New York
and found that they have varied concerns and degrees of progress in addressing
EHS issues; they indicated that they need information and guidance and prefer
communication about nanotechnology risks through an electronic or online venue
from a government source.

. Lindberg and Quinn [50] surveyed nanotechnology firms in the northeastern USA
and learned that small firms, in particular, need a roadmap from suppliers,
industry, and government bodies to manage risks.

. A research team at the University of California, Santa Barbara [60] conducted an
international survey of nanotechnology workplace safety practices for the Interna-
tional Council on Nanotechnology (ICON). The results of their interviews and
analysis revealed that companies and laboratories recognize nanomaterial risks,
but are following conventional practices faced with a lack of information.

. A European Commission survey of 380 European nanotechnology startups indi-
cated that they do not consider social acceptance and environmental and health
regulations as important barriers for the applications of nanomaterials [51].

. The European NanoBusiness Association [52] surveyed 142 European businesses
(of which 18% were startups) and found that most respondents believed that
health and environmental impacts of nanotechnology needed to be studied.

6.5
Conclusions

Scientific understanding of the human health and environmental impacts of
nanotechnology and actions to regulate nanotechnology lag behind the research,
development and commercialization of nanotechnology-based products. IE provides
a framework for analyzing the impacts of nanotechnology on social and ecological
systems. A number of IE tools, including LCA, MFA, SFA and CSR, can aid in
assessing the potential risks and benefits of nanotechnology, in addition to developing
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methods to reduce ormitigate potential risks.When applied prospectively, IE tools can
beused toprovide a forward-looking analysis that permits thedesignandmanufacture
of nanotechnology-based products in amanner that prevents or reduces their negative
impacts. The current level of uncertainty surrounding the potential impacts and risks
of nanotechnology present a significant challenge in applying IE tools. As scientific
understanding of nanotechnology�s environmental and health impacts evolves, the
efficacy of IE in mitigating potential harm and designing more effective products
using nanotechnology will continue to increase.
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7
Composition, Transformation and Effects of Nanoparticles
in the Atmosphere
Ulrich P€oschl

7.1
Introduction

The effects of airborne particles in the nanometer tomicrometer size range (aerosols)
on the atmosphere, climate and public health are among the central topics in current
environmental research [1, 2]. The particles scatter and absorb solar and terrestrial
radiation, they are involved in the formation of clouds and precipitation as cloud
condensation and ice nuclei and they affect the abundance and distribution of
atmospheric trace gases by heterogeneous chemical reactions and other multiphase
processes [3–6]. Moreover, they play an important role in the spread of biological
organisms, reproductive materials and pathogens (pollen, bacteria, spores, viruses,
etc.) and they can cause or enhance respiratory, cardiovascular, infectious and allergic
diseases [3, 7–9].
An aerosol is generally defined as a suspension of liquid or solid particles in a gas,

with particle diameters in the range 10� 9–10� 4m (lower limit, molecules and
molecular clusters; upper limit, rapid sedimentation) [6, 9]. The most evident
examples of aerosols in the atmosphere are clouds, which consist primarily of
condensed water with particle diameters on the order of �10mm. In atmospheric
science, however, the term aerosol traditionally refers to suspended particles which
contain a large proportion of condensedmatter other than water, whereas clouds are
considered as separate phenomena [10].
Atmospheric aerosol particles originate from a wide variety of natural and

anthropogenic sources. Primary particles are directly emitted as liquids or solids
from sources such as biomass burning, incomplete combustion of fossil fuels,
volcanic eruptions and wind-driven or traffic-related suspension of road, soil and
mineral dust, sea salt and biological materials (plant fragments, microorganisms,
pollen, etc.). Secondary particles, on the other hand, are formed by gas-to-particle
conversion in the atmosphere (new particle formation by nucleation and condensa-
tion of gaseous precursors). As illustrated in Figure 7.1, airborne particles undergo
various physical and chemical interactions and transformations (atmospheric aging),
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i.e. changes of particle size, structure and composition (coagulation, restructuring,
gas uptake, chemical reaction). Particularly efficient particle aging occurs in clouds,
which are formed by condensation of water vapor on pre-existing aerosol particles
(cloud condensation and ice nuclei, CCN/IN).Most clouds re-evaporate andmodified
aerosol particles are again released from the evaporating cloud droplets or ice crystals
(cloud processing). If, however, the cloud particles form precipitation which reaches
the Earth�s surface, not only the condensation nuclei but also other aerosol particles
are scavenged on the way to the surface and removed from the atmosphere, which
is actually the main sink of atmospheric aerosol particles (�wet deposition�). Particle
deposition without precipitation of hydrometeors (airborne water particles), i.e. �dry
deposition� by convective transport, diffusion and adhesion to the Earth�s surface, is
less important on a global scale, but it is highly relevant for local air quality, health
effects (inhalation and deposition in the human respiratory tract) and the soiling of
buildings and cultural monuments. Depending on aerosol properties and meteoro-
logical conditions, the characteristic residence times (lifetimes) of aerosol particles in
the atmosphere range from hours to weeks [11, 12].
The lifetime of small nanoparticles with diameters on the order of�10 nm or less

is limited by rapid diffusion and coagulation with each other or with larger particles.
Under highly polluted conditions (e.g. in exhaust plumes), it can be as short as a few
seconds to minutes and in general it rarely exceeds a few hours. In contrast, large
nanoparticles with diameters on the order of �100 nm typically have the longest
lifetime of all atmospheric particles. They are too small for efficient sedimentation
and too large for efficient diffusion and coagulation. The only efficient removal
process for these particles is wet deposition on average time scales of days to weeks.
The concentration, composition and size distribution of atmospheric aerosol

particles are temporally and spatially highly variable. In the lower atmosphere
(troposphere), the total particle number and mass concentrations typically vary in
the approximate ranges 102–105 cm�3 and 1–100mgm�3, respectively [11–14]. In
general, the predominant chemical components of air particulate matter (PM) are
sulfate, nitrate, ammonium, sea salt, mineral dust, organics and black or elemental
carbon, each of them typically contributing about 10–30%of the overallmass loading.

Figure 7.1 Atmospheric cycling of airborne nano- and microparticles (aerosols) [1, 2].
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For different locations, times, meteorological conditions and particle size fractions,
however, the relative abundance of different chemical components can vary by an
order of magnitude ormore [3, 6, 11, 15]. In atmospheric research, the term �fine air
particulate matter� is usually restricted to particles with aerodynamic diameters
�1mm or 2.5mm (PM1 or PM2.5, respectively). In air pollution control, it sometimes
also includes larger particles up to 10mm (PM10).
The total number concentration of aerosol particles in the atmosphere is usually

dominated by nanoparticles with diameters up to �100 nm, whereas the total mass
concentration is generally dominated by particles with diameters >100 nm (micro-
particles). Characteristic examples of particle number concentration, size distribu-
tion and chemical composition of fine particulatematter in urban and high alpine air
are illustrated inFigure 7.2. The displayedparticle number size distributions (particle
number concentration per logarithmic decade of particle diameter, dN/d log dp,
plotted against particle diameter) have been observed in the city of Munich
[500m above sea level (asl); 8–14 December 2002] and at the Schneefernerhaus
research station on Mount Zugspitze (2600masl; 6 November 2002) in Southern
Germany. They correspond to total particle number concentrations of about 102 cm�3

in alpine air and 104 cm� 3 in urban air and to particlemass concentrations of about 1

Figure 7.2 Characteristic examples of aerosol particle size
distribution and chemical composition in urban (a) and high
alpine air (b). Diagrams: number size distribution function
dN/d log dp (symbols and error bar, arithmetic mean values and
standard deviations; open triangles, ELPI; full circles, SMPS;
dotted lines, characteristic particle sizemodes); pie charts, typical
mass proportions of main components [1].
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and 10mgm�3, respectively. The measurements were performed with
two complementary techniques, an electrical low pressure impactor (ELPI,
10 nm–10mm, flow rate 30 Lmin�1, measurement interval 1min) and a scanning
mobility particle sizer (SMPS, 10–300 nm,flow rate 1 Lmin�1,measurement interval
30min) [16, 17]. The deviations at very low particle size can be attributed towall losses
by diffusion in the SMPS system.
The dotted lines indicate characteristic particle sizemodes,which canbe attributed

to different sources, sinks and aging processes of atmospheric particles: nucleation
(Aitken), accumulation and coarse mode [6, 9]. In corresponding mass size distribu-
tions, which are obtained by multiplication with particle volume (d3pp=6) and density
(typically around 2 g cm�3), the nucleation mode is usually negligible, whereas
accommodation and coarse particle modes are of comparable magnitude. The
composition pie charts are based on chemical analyses of PM2.5 filter samples from
the same locations and literature data for urban and remote continental background
air [3, 6, 11, 15, 18–21].
Figure 7.3 illustrates the interdependencies between composition, composition-

dependent properties, atmospheric interactions and transformation, climate and
health effects and sources of aerosols. The resulting feedback loops are of central
importance in the science and policy of environmental pollution and global change.
Thus a comprehensive characterization (climatology) and mechanistic understand-
ing of particle sources, properties and transformation is required for the quantitative
assessment, reliable prediction and efficient control of natural and anthropogenic
aerosol effects on climate and public health.

Figure 7.3 Interdependencies and feedbacks between
atmospheric aerosol composition, properties, interactions and
transformation, climate and health effects and sources [2].

198j 7 Composition, Transformation and Effects of Nanoparticles in the Atmosphere



7.2
Composition

Accurate determination of the chemical composition of air particulate matter is a
formidable analytical task [1]. Minute sample amounts are usually composed of
several main constituents and hundreds of minor and trace constituents. Moreover,
the composition of the individual particles can be fairly uniform (internally mixed
aerosols) or very different from the ensemble composition (externally mixed aero-
sols), depending on the involved particle sources and atmospheric aging processes
(coagulation, gas–particle partitioning, chemical reactions). Especially in populated
environments, air particulate matter can be pictured as the result of an �exploded
pharmacy�, comprising just about any non- or semi-volatile chemical compound
occurring in the biosphere, hydrosphere and lithosphere or released by human
activity. In addition to primary chemical components, which are directly emitted by
natural and anthropogenic sources, air particulate matter mostly also contains
secondary chemical components, which are formed by gas-phase reactions and
subsequent gas-to-particle conversion or by chemical transformation of primary
particle components in the atmosphere. By definition, an aerosol is composed of
particulate and gas-phase components, i.e. the term aerosol component can refer to
chemical compounds in both the condensed and gaseous state. In practice and in the
remainder of this chapter, however, the term aerosol component usually refers to
semi- and non-volatile particle components but not to volatile compounds residing
almost exclusively in the gas phase.

7.2.1
Carbonaceous Components

Carbonaceous aerosol components (organic compounds and black or elemental
carbon) account for a large fraction of air particulate matter, exhibit a wide range of
molecular structures and have a strong influence on the physicochemical, biolo-
gical and climate- and health-related properties and effects of atmospheric aero-
sols [1–3, 6, 21–25].
Traditionally, the total carbon (TC) content of air particulatematter is defined as the

sum of all carbon contained in the particles, except in the form of inorganic
carbonates. TC is usually determined by thermochemical oxidation and evolved gas
analysis (CO2 detection) and divided into an organic carbon (OC) fraction and a black
carbon (BC) or elemental carbon (EC) fraction. Measurements of BC and EC are
generally based on optical and thermochemical techniques and OC is operationally
defined as the difference between TC and BC or EC (TC¼BC þ OC or TC¼
EC þ OC) [21]. As illustrated in Figure 7.4, however, there is no real sharp cut but a
continuous decrease in thermochemical refractiveness and specific optical absorp-
tion going from graphite-like structures to non-refractive and colorless organic
compounds [26]. Both BC and EC, comprise the carbon content of the graphite-like
material usually contained in soot (technically defined as the black product of
incomplete hydrocarbon combustion or pyrolysis) and other combustion aerosol
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particles, which can be pictured as more or less disordered stacks of graphene layers
or large polycyclic aromatics [27–29]. Depending on the applied optical or thermo-
chemical methods (absorption wavelength, temperature gradient, etc.), however, BC
and EC measurements also include the carbon content of colored and refractory
organic compounds, which can lead to substantially different results and strongly
limits the comparability and suitability of BC, EC and OC data for the determination
of mass balances and physicochemical properties of air particulate matter.
Nevertheless, most information available on the abundance, properties and effects

of carbonaceous aerosol components so far is based onmeasurement data of TC, BC/
EC and OC [21, 25]. These data are now increasingly complemented by measure-
ments of water-soluble organic carbon (WSOC), its macromolecular fraction
(MWSOC) and individual organic compounds as detailed below. Moreover, the
combination of thermochemical oxidation with 14C isotope analysis (radiocarbon
determination in evolved CO2 by accelerator mass spectrometry) allows one to
distinguish fossil fuel combustion and other sources of carbonaceous aerosol
components. Recent results confirm that the EC is dominated by fossil fuel
combustion and indicate highly variable anthropogenic and biogenic sources and
proportions of OC [30].
Characteristic mass concentrations and concentration ratios of fine air particulate

matter (PM2.5) and carbonaceous fractions in urban, rural and alpine air in central
Europe are summarized in Table 7.1. The reported data were obtained on an altitude
transect through Southern Germany, from the city of Munich (500masl), via the
meteorological observatory Hohenpeissenberg (1000masl), to the environmental
research station Schneefernerhaus onMount Zugspitze (2600m asl) throughout the
period 2001–2003. The sampling locations and measurement procedures have been
described in detail elsewhere [31, 32] and the results are consistentwith those of other
studies performed at comparable locations [11, 13, 15, 18–21].

Figure 7.4 Optical and thermochemical classification and
molecular structures of black carbon (BC), elemental carbon (EC)
and organic carbon (OC¼ TC � BC or TC � EC) [26]. Depending
on the method of analysis, different amounts of carbon from
refractory and colored organic compounds are included in BC, EC
or OC [1].
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On average, the total PM2.5 mass concentration decreases by about a factor of two
fromurban to rural and from rural to alpine air, while the TCmass fraction decreases
from�40 to�20%. The EC/TC ratios in PM2.5 are as high as�50% in the urban air
samples taken close to amajor traffic junction and on the order of�30% in rural and
high alpine air, demonstrating the strong impact of diesel soot and other fossil fuel
combustion or biomass burning emissions on the atmospheric aerosol burden and
composition. The water-soluble fraction of organic carbon (WSOC in OC), on the
other hand, exhibits a pronounced increase from urban (�20%) to rural (�40%) and
high alpine (�60%) samples of air particulate matter. This observation can be
attributed to different aerosol sources (e.g. water-insoluble combustion particle
components versus water-soluble biogenic and secondary organic particle compo-
nents; see below) but also to chemical aging and oxidative transformation of organic
aerosol components, which generally increases the number of functional groups and
thus the water solubility of organic molecules.
Black or elemental carbon accounts formost of the light absorption by atmospheric

aerosols and is therefore of crucial importance for the direct radiative effect of
aerosols on climate [33–35]. Despite a long tradition of soot and aerosol research,
however, there is still no universally accepted and applied operational definition of BC
and EC. Several studies have compared the different optical and thermal methods
applied by atmospheric research groups to measure BC and EC. Depending on
techniques and measurement locations, fair agreement has been found in some
cases, but mostly the results deviated considerably (up to 100% and more) [36–38].
Optical methods for the detection of BC are usually non-destructive and allow

(near) real-time operation, but on the other hand they are particularly prone to
misinterpretation. They generally rely on the assumptions that BC is the dominant
absorber and has a uniform mass-specific absorption coefficient or cross-section.
While these assumptions may be justified under certain conditions, they are highly
questionable in the context of detailed chemical characterization of aerosol particles
(�How black is black carbon?�) [26]. In addition to different types of graphite-like

Table 7.1 Characteristic mass concentrations of fine particulate
matter (PM2.5) and proportions of total carbon (TC), elemental
carbon (EC), organic carbon (OC), water-soluble OC (WSOC) and
macromolecularWSOC (MWSOC,molecularmass >5 kDa)mass
in urban, rural and high alpine air in central Europe (rounded
arithmetic mean values� standard deviation of about 30 filter
samples collected at each location over the period 2001–2003).

Urban (Munich) Rural (Hohenpeissenberg) Alpine (Zugspitze)

PM2.5 ((gm
�3) 20� 10 10� 5 4� 2

TC in PM2.5 (%) 40� 20 30� 10 20� 10
EC in TC (%) 50� 20 30� 10 30� 10
OC in TC (%) 40� 20 70� 10 70� 10
WSOC in TC (%) 20� 10 40� 20 60� 20
MWSOC in WSOC (%) 30� 10 50� 20 40� 20
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material, there are at least two classes of organic compounds which can contribute to
the absorption of visible light by air particulate matter (�light-absorbing, yellow or
brown carbon�): [21] polycyclic aromatics and humic-like substances. Therefore,
optically determined BC values have to be considered as mass equivalent values but
not as absolute mass or concentration values. Moreover, most conventional optical
methods such as the aethalometer and integrating-sphere- and integrating-plate
techniques are based on the measurement of light extinction rather than absorption.
As a consequence, these methods require aerosol composition-dependent calibra-
tions or additional sample work-up processes to compensate or minimize the
influence of scattering aerosol components such as inorganic salts and acids on
themeasurement signal [37, 39, 40]. Alternatively, photoacoustic spectroscopy allows
direct measurements of light absorption by airborne aerosol particles and in recent
years several photoacoustic spectrometers have been developed and applied for the
measurement of aerosol absorption coefficients and BC equivalent concentra-
tions [41–43].
Among the few methods available for the characterization of the molecular and

crystalline structures of BC and EC (graphite-like carbon proportion and degree of
order) are high-resolution electron microscopy, X-ray diffraction and Raman spec-
troscopy [28, 29, 44]. These measurement techniques have revealed dependences of
themicrostructure and spectroscopic properties of flame soot, diesel soot and related
carbonaceous materials on the processes and conditions of particle formation and
aging. So far, however, these methods have been too labor intensive for routine
investigations of atmospheric aerosol samples and their applicability to quantitative
analyses remains to be proven [28, 29]. Nevertheless, recently developed measure-
ment systems promise to allow the quantification of graphite-like carbon and soot in
aerosol filter samples by Raman spectroscopy [45, 46].

7.2.2
Primary and Secondary Organic Components

The total mass of organic air particulate matter (OPM), i.e. the sum of organic
aerosol (OA) components, is usually estimated bymultiplication ofOCby a factor of
about 1.5–2, depending on the assumed average molecular composition and
accounting for the contribution of elements other than carbon contained in organic
substances (H, O, N, S, etc.) [21, 47]. The only way, however, to determine accurately
the overall mass, molecular composition, physicochemical properties and potential
toxicity of OPM is the identification and quantification of all relevant chemical
components. Also, trace substances can be hazardous to human health and potential
interferences of refractive and colored organics in the determination of BC or EC can
be assessed only to the extent to which the actual chemical composition of OPM is
known [26, 48].
Depending on their origin, OA components can be classified as primary or

secondary. Primary organic aerosol (POA) components are directly emitted in the
condensed phase (liquid or solid particles) or as semi-volatile vapors, which are
condensable under atmospheric conditions. The main sources of POA particles and
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components are natural and anthropogenic biomass burning (wildfires, slashing and
burning, domestic heating); fossil fuel combustion (domestic, industrial, traffic
related); andwind-driven or traffic-related suspension of soil and roaddust, biological
materials (plant and animal debris, microorganisms, pollen, spores, etc.), sea spray
and spray from other surface waters with dissolved organic compounds.
Secondary organic aerosol (SOA) components are formed by chemical reaction

and gas-to-particle conversion of volatile organic compounds (VOCs) in the atmo-
sphere, which may proceed via different pathways:

1. new particle formation: formation of semi-volatile organic compounds (SVOCs)
by gas-phase reactions and participation of the SVOCs in the nucleation and
growth of new aerosol particles;

2. gas–particle partitioning: formation of SVOCs by gas-phase reactions and uptake
(adsorption or absorption) by pre-existing aerosol or cloud particles;

3. heterogeneous ormultiphase reactions: formation of low-volatility or non-volatile
organic compounds (LVOCs, NVOCs) by chemical reaction of VOCs or SVOCs at
the surface or in the bulk of aerosol or cloud particles.

The formationofnewaerosol particles from thegas phasegenerally proceeds via the
nucleation of nanometer-sizedmolecular clusters and subsequent growth by conden-
sation of condensable vapor molecules. Experimental evidence from field measure-
mentsandmodel simulations suggest thatnewparticle formation in theatmosphere is
most likely dominated by ternary nucleation of H2SO4-H2O–NH3 and subsequent
condensation of SVOCs [49–51]. Laboratory experiments and quantum chemical
calculations indicate, however, that SVOCs might also play a role in the nucleation
process (H2SO4–SVOC complex formation) [52]. The actual importance of different
mechanismsofparticlenucleationandgrowth in theatmospherehasnot yetbeen fully
unraveled andquantified. In any case, however, the formation of newparticles exhibits
a strong and non-linear dependence on atmospheric composition andmeteorological
conditions, may be influenced by ions and electric charge effects and competes with
gas–particle partitioning and heterogeneous or multiphase reactions [53]. Among the
principal parameters governing secondary particle formation are temperature, relative
humidity and the concentrations of organic and inorganic nucleating and condensing
vapors, which depend on atmospheric transport in addition to local sources and sinks
such as photochemistry and pre-existing aerosol or cloud particles [23, 25, 49, 50]. The
rate and equilibrium of SVOC uptake by aerosol particles depend on the SVOC
accommodation coefficients and on the particle surface area, bulk volume and
chemical composition (kinetics and thermodynamics ofgas–particlepartitioning) [54].
Most earlier studies of SOA formation had focused on pathways (1) and (2). Several

recent studies indicate, however, that heterogeneous and multiphase reactions may
also play an important role and substantially contribute to the overall atmospheric
burden of OPM [21, 55–58]. The term �heterogeneous reaction� generally refers to
reactionsofgasesat theparticlesurface,whereastheterm�multiphasereaction�refers
to reactions in the particle bulk involving species from the gas phase. A variety of
different reversible and irreversiblemechanisms of acid-catalyzed condensation and
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radical-initiated oligo- or polymerization reactions involving organic and inorganic
acids and photo-oxidants can lead to secondary formation of LVOCs and NVOCs of
high molecular mass (SOA oligomers/polymers; Table 7.2). The actual atmospheric
relevance and contributions of the different SOA formation pathways and involved
chemical reaction mechanisms, however, still remain to be sorted out [21, 25].
Depending on local sources,meteorological conditions and atmospheric transport

and thus on location, season and daytime, the composition ofOPMcan be dominated
by POA or by SOA components. Recent studies indicate high abundance of POAs in
tropical air masses due to intense biomass burning, whereas SOAs from biogenic
and anthropogenic emissions of precursor VOCs seems to dominate in mid-latitude
air masses. On a global scale, the formation of SOAs appears to be dominated by
oxidation of biogenic VOCs (mostly by ozonolysis of terpenes) [59] and to amount to
at least 50% of POA emissions [25, 60]. In the atmosphere, POA and SOA
components are mixed with each other, BC/EC and inorganic aerosol components
(externally and internally mixed aerosols) [61]. Moreover, both POA and SOA
components can be efficiently transformed upon interaction with reactive trace
gases and solar radiation (chemical aging, Section 7.3).
Hundreds of organic compounds have been detected in air particulatematter. Even

in the most comprehensive investigations, however, only 10–40% of the OPM
content estimated from OC measurements have been unambiguously identified
on amolecular level. Prominent organic substance classes, characteristicmagnitudes
of their proportion in fine OPM (approximate upper limit of mass fraction) and their
main sources are summarized in Table 7.2 [3, 6, 21, 25, 62–67].

Table 7.2 Prominent organic substance classes, characteristic
magnitudes of their proportion in fine organic particulate matter
(OPM; approximate upper limit of mass fraction) and their main
sources.

Substance classes Proportion Sources

Aliphatic hydrocarbons 10�2 Biomass, fossil fuel combustion
Aliphatic alcohols and carbonyls 10�2 Biomass, SOA/aging
Levoglucosan 10�1 Biomass burning
Fatty acids and other alkanoic acids 10�1 Biomass, SOA/aging
Aliphatic dicarboxylic acids 10�1 SOA/aging
Aromatic (poly-)carboxylic acids 10�1 SOA/aging, soil/dust
Multifunctional aliphatics and aromatics
(OH, CO, COOH)

10�1 SOA/aging, soil/dust

Polycyclic aromatic hydrocarbons
(PAHs)

10�3 Fossil fuel combustion, biomass
burning

Nitro- and oxy-PAHs 10�3 Fossil fuel combustion, biomass
burning, SOA/aging

Proteins and other amino compounds 10�1 Biomass
Cellulose and other carbohydrates 10�2 Biomass
Secondary organic oligomers/polymers
and humic-like substances

10�1 SOA/aging, soil/dust
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Several studies have shown that macromolecules such as cellulose and proteins
(molecular mass �1 kDa) and other compounds with relatively high molecular
mass (�100Da) such as humic-like substances (HULIS) account for large propor-
tions of OPM and WSOC [21, 32, 68–72]. Obviously, biopolymers and humic
substances are emitted as POA components (soil and road dust, sea-spray, biological
particles), which may be modified by chemical aging and transformation in the
atmosphere (e.g. formation of HULIS by oxidative degradation of biopolymers).
On the other hand, organic compounds with high molecular mass can also
originate from SOAs formation by heterogeneous and multiphase reactions at the
surface and in the bulk of atmospheric particles as outlined above (SOA oligomers/
polymers).
For the identification and quantification of individual organic compounds, filter

and impactor samples are usually extractedwith appropriate solvents and the extracts
are analyzed by advanced instrumental or bioanalytical methods of separation and
detection: gas and liquid chromatography; capillary electrophoresis; absorption,
fluorescence and mass spectrometry; immunosorbent, enzyme and dye assays;
etc. [26, 32, 62, 63, 66, 73–76]. Alternatively, deposited or suspended particles can
be partially or fully vaporized by thermal or laser desorption and directly introduced
into a gas chromatograph or spectrometer [3, 77–80].
In recent studies, nuclear magnetic resonance [18], Fourier transform infrared

spectroscopy [47], scanning transmission X-ray microscopy [81] and aerosol mass
spectrometry [82] have been applied to the efficient characterization and quantifica-
tion of functional groups in OPM (alkyl, carbonyl, carboxyl and hydroxy groups;
carbon double bonds and aromatic rings). These methods give valuable insight into
the overall chemical composition, oxidation state and reactivity of OPM, but they
provide only limited information about the actual identity of the individual com-
pounds that present in the complex mixture. The molecular mass and structure of
organic compounds, however, are crucial parameters for their physicochemical and
biological properties and thus for their climate and health effects (volatility, solubility,
hygroscopicity, CCN and IN activity, bioavailability, toxicity, allergenicity; Sections 7.3
and 7.4).

7.3
Transformation

Chemical reactions proceed at the surface and in the bulk of solid and liquid aerosol
particles and can influence atmospheric gas-phase chemistry and properties of atmo-
spheric particles and their effects on climate and human health[3, 6, 54, 83–92].
For example, aerosol chemistry leads to the formation of reactive halogen species,

changes of reactive nitrogen and depletion of ozone – especially in the stratosphere,
upper troposphere andmarine boundary layer [93–103] On the other hand, chemical
aging of aerosol particles generally changes their composition, decreases their
reactivity, increases their hygroscopicity and cloud condensation activity and can
change their optical properties [21, 26, 89, 104–109].
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Because of their high surface-to-volume ratio, fine aerosol particles can be very
efficiently transformed upon interactionwith solar radiation (photolysis) and reactive
trace gases (oxidation, nitration, acid–base reactions, hydrolysis, condensation or
radical-initiated oligomerization, etc.). For example, oxidation andnitration reactions
lead to the formation or degradation of hazardous aerosol components [8, 31, 48, 72],
they cause artifacts upon collection and analysis of air particulate matter [3, 21, 110]
and they play a major role in technical processes and devices for the control of
combustion aerosol emissions [44, 111–113]. Moreover, the interaction with water
can lead to structural rearrangements of solid aerosol particles, to the formation of
highly concentrated aqueous solution droplets (hygroscopic growth) and to the
formation of cloud droplets and ice crystals (Section 7.3.2).
Atmospheric aerosol transformations and gas–particle interactions generally

involvemultiple physicochemical processes such asmass transport, phase transition
and chemical reaction at the interface or in the bulk of the gas phase, molecular
clusters and liquid or solid particles, as illustrated in Figure 7.5. These multiphase
processes are pivotal for the aerosol and cloud interactions and feedback loops
outlined in Figures 7.1 and 7.3 and thus for the climate and health effects of
atmospheric aerosols detailed below (Section 7.4).
Efficient investigation, elucidation and description of the interactions between

multiple phases and chemical components of aerosols and clouds by laboratory
experiments, field measurements, remote sensing and model studies require
consistent terminologies and universally applicable mathematical formalisms and
physical parameters. However, the current understanding of the mechanisms and
kinetics of mass transport, phase transitions and chemical reactions in atmospheric
aerosols and clouds is very limited. In addition to a lack of experimental data, one of
the limitations is that the formalisms applied in different studies have mostly been
restricted to specific systems and boundary conditions: liquid water, ice, acid

Figure 7.5 Schematic illustration ofmultiphase aerosol and cloud
processes: mass transport and phase transitions of (semi-)
volatilemolecules between gas-phase,molecular clusters, aerosol
particles and cloud or precipitation particles (thick arrows);
chemical reactions in the gas phase, at the interface and in the
particle bulk (thin arrows) [2].
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hydrates, soot or mineral dust; fresh or aged surfaces; low or high reactant concen-
tration levels, transient or (quasi-)steady-state conditions; limited selection of chem-
ical species and reactions (see Ref. [54] and references therein). The different and
sometimes inconsistent rate equations, parameters and terminologies make it
difficult to compare, extrapolate and integrate the results of different studies over
the wide range of reaction conditions relevant for the atmosphere, laboratory
experiments, technical processes and emission control.
A comprehensive kinetic model framework for aerosol and cloud surface chemis-

try and gas–particle interactions has recently been proposed by P€oschl, Rudich and
Ammann, abbreviated to PRA [54]. It allows to describemass transport and chemical
reactions at the gas–particle interface and to link surface processes with gas-phase
and particle bulk processes in aerosol and cloud systems with unlimited numbers of
chemical components and physicochemical processes. The key elements and essen-
tial aspects of the PRA framework are as follows:

1. a simple and descriptive double-layer surface model (sorption layer and quasi-
static layer);

2. straightforward and additive flux-based mass balance and rate equations;
3. clear separation of mass transport and chemical reactions;
4. well-defined rate parameters (uptake and accommodation coefficients, reaction

and transport rate coefficients);
5. clear distinction between different elementary andmultistep transport processes

(surface and bulk accommodation, etc.);
6. clear distinction between different elementary andmultistep heterogeneous and

multiphase reactions (Langmuir–Hinshelwood and Eley–Rideal mechanisms,
etc.);

7. mechanistic description of complex concentration and time dependences;
8. flexible inclusion or omission of chemical species and physicochemical

processes;
9. flexible convolution or deconvolution of species and processes;
10. full compatibility with traditional resistor model formulations.

Figure 7.6 illustrates the PRA model compartments and elementary processes at
the gas–particle interface. The individual steps of mass transport are indicated by
bold arrows besides the model compartments: gas-phase diffusion; reversible
adsorption; mass transfer between sorption layer, quasi-static surface layer and
near-surface particle bulk; diffusion in the particle bulk. The slim arrows inside the
model compartments represent different types of chemical reactions: gas-phase
reactions; gas–surface reactions; surface layer reactions; surface–bulk reactions;
particle–bulk reactions [54]. Exemplary practical applications andmodel calculations
demonstrating the relevance of these aspects have been presented in a companion
paper [114].
The PRA framework is meant to serve as a common basis for experimental and

theoretical studies investigating and describing atmospheric aerosol and cloud
surface chemistry and gas–particle interactions. In particular, it will support the
following research activities: planning and design of laboratory experiments for the
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elucidation and determination of elementary processes and rate parameters; the
establishment, evaluation and quality assurance of comprehensive and self-consis-
tent collections of kinetic parameters; and the development of detailed master
mechanisms for process models and the derivation of simplified but yet realistic
parameterizations for atmospheric and climate models in analogy with atmospheric
gas-phase chemistry [59, 115–119].

7.3.1
Chemical Transformation of Carbonaceous Aerosol Components

Organic aerosol components and the surface layers of BC or EC can react with
atmospheric photo-oxidants (OH, O3, NO3, NO2, etc.), acids (HNO3, H2SO4, etc.),
water and UV radiation. The chemical aging of OA components basically follows the
generic reaction pathways outlined in Figure 7.7 and it tends to increase the oxidation
state and water solubility of OC. In analogy with atmospheric gas-phase photochem-
istry of VOCs (methane, isoprene, terpenes, etc.) [59, 116, 117], oxidation, nitration,
hydrolysis and photolysis transform hydrocarbons and derivatives with one or few
functional groups into multifunctional hydrocarbon derivatives. The cleavage of
organic molecules and release of SVOCs, VOCs, CO or CO2 can also lead to
volatilization of OPM. On the other hand, oxidative modification and degradation
of biopolymers may convert these into HULIS (analogy with the formation of humic
substances in soil, surface water and groundwater processes). Moreover, condensa-
tion reactions and radical-initiated oligo- or polymerization can decrease the volatility
of OA components and promote the formation of SOAs particulate matter (SOA
oligomers or HULIS, respectively; Table 7.2; Section 7.2.2).

Figure 7.6 PRAframeworkmodelcompartments,
transport processes and chemical reactions at the
gas–particle interface (double-layer surface
model): fluxes of diffusion in the gas phase and
particle bulk, adsorption and desorption, transfer
between sorption layer and quasi-static surface

layer and between quasi-static surface layer and
near-surfaceparticlebulk indicatedbyvertical thick
arrows on the left side; elementary chemical
reactions between species in the same or in
different model compartments indicated by
horizontal and vertical thin arrows [1, 54].
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The actual reaction mechanisms and kinetics, however, have been elucidated and
fully characterized only for a small number of model reaction systems and compo-
nents. So far,most progress has beenmade in the kinetic investigation andmodeling
of chemical reactions in cloud droplets [120, 121]. For the reasons outlined above,
very few reliable and widely applicable kinetic parameters are available for organic
reactions at the surface and in the bulk of liquid and solid aerosol parti-
cles [21, 54, 89, 122–124].
Several studies have shown that surface reactions of organic molecules and black

or elemental carbonwith gaseous photo-oxidants such as ozone and nitrogen dioxide
tend to exhibit non-linear concentration dependences and competitive co-adsorption
of different gas-phase components, which can be described by Langmuir–Hinshel-
wood reaction mechanisms and rate equations [54, 84, 89, 114, 125].
An example of such reactions is the degradation of benzo[a]pyrene (BaP) on soot

by ozone. BaP is a polycyclic aromatic hydrocarbon (PAH) and prominent air
pollutant with the chemical formula C20H12, consisting of five six-membered
aromatic rings. It is one of the most hazardous carcinogens and mutagens among
the 16 �priority polycyclic aromatic hydrocarbon pollutants� defined by the US
Environmental Protection Agency (EPA). Themain source of BaP in the atmosphere
is combustion aerosols and it resides to a large extent on the surface of soot
particles [48, 90, 110].
Figure 7.8 shows pseudo-first-order rate coefficients for the degradation of BaP on

soot by ozone at gas-phasemole fractions or volumemixing ratios (VMR) up to 1 ppm
under dry conditions and in the presence of water vapor [relative humidity (RH) 25%,
296K, 1 atm]. These and complementary results of aerosolflow tube experiments and
model calculations indicate reversible and competitive adsorption of O3 and H2O,
followed by a slower, rate-limiting surface reaction between adsorbed O3 and BaP on
the soot surface. The kinetic parameters determined from the displayed non-linear
least-squares fits (maximum pseudo-first-order rate coefficients and effective Lang-
muir adsorption equilibrium constants) allow the prediction of the half-life (50%
decay time) of BaP on the surface of soot particles in the atmosphere. At typical
ambient ozone VMR of �30 ppb it would be only �5min under dry conditions and
�15min at 25% RH.

Figure 7.7 Generic reaction pathways for the atmospheric
transformation (chemical aging) of organic aerosol components
(left side, low molecular mass; right side, high molecular
mass) [1].
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Figure 7.9 illustrates the recovery ratio (RR) of BaP from fine air particulate matter
(PM2.5) collected with a regular filter sampling system from urban air at ambient
ozone VMRs up to 80 ppb (Munich, 2001–2002). The plotted RRs refer to filter
samples collected in parallel with a system that removes ozone and other photo-
oxidants from the sample air flow by means of an activated carbon diffusion
denuder [110]. Thus deviations from unity represent the fraction of BaP degraded
by reaction with ozone and other photo-oxidants from the sampled air during the

Figure 7.9 Recovery ratio for benzo[a]pyrene (BaP) (full circles)
and the sum of all particle-bound five- and six-ring US EPA priority
PAH pollutants, PAH(5,6) (open triangles), plotted against
ambient ozone volumemixing ratio upon filter sampling of urban
air particulate matter: measurement data points and linear least-
squares fit [1, 110].

Figure 7.8 Pseudo-first-order rate coefficients (k1) for the
degradation of benzo[a]pyrene (BaP) on soot by ozone:
measurement data from aerosol flow tube experiments under dry
and humid conditions (symbols and error bars, arithmetic
mean� standard deviation; full circles, RH <1%; open triangles,
RH� 25%) and non-linear least-squares fit lines based on
Langmuir–Hinshelwood rate equation [1, 90].
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sampling process, i.e. the BaP loss by filter reaction sampling artifacts. The BaP
recovery ratio is nearly identical with the recovery ratio to the sum of all particle-
bound five- and six-ring US EPA priority PAH pollutants, PAH(5,6), and exhibits a
negative linear correlation with ambient ozone. It decreases from unity at low ozone
to�0.5 at�80 ppbO3, which is a characteristic concentration level for polluted urban
air in summer. Similar correlations have been observed in experiments performed at
different locations and with different filter sampling and denuder systems [110].
With regard to chemical kinetics, the linear correlation between PAH recovery

ratio and O3 VMR can be attributed to the near-linear dependence of the PAH
degradation rate coefficient on O3 at low VRMs (VMR� inverse of effective
adsorption equilibrium constant; Figure 7.8) [54, 84, 90, 114]. Moreover, it indicates
efficient protection and shielding of the PAH on deposited particles from further
decay by coverage with subsequently collected particulate matter (build-up of �filter
cake�) on time scales similar to the half-life of PAH at the surface. Otherwise, the
PAH recovery should be even lower and the ozone concentration dependence should
be less pronounced.
In any case, the sampling artifacts observed by Schauer and co-workers and

illustrated in Figure 7.9 imply that the real concentrations of particle-bound PAHs in
urban air are up to�100%higher than themeasurement values obtainedwith simple
filter sampling systems (without activated carbon diffusion denuder or equivalent
equipment) as applied for most atmospheric research and air pollution monitoring
purposes [48, 90, 110]. Clearly, otherOAcomponents with similar or higher reactivity
towards atmospheric oxidants (e.g. alkenes) are also prone to similar or even stronger
sampling artifacts, which have to be avoided or at least minimized and quantified for
accurate and reliable determination of atmospheric aerosol composition and prop-
erties. These and other potential sampling and analytical artifacts caused by reactive
transformation of fine air particulate matter have to be taken into account not only in
atmospheric and climate research activities, but also in air pollution control. In
particular, the control and enforcement of emission limits and ambient threshold
level values for OA components which pose a threat to human health (Section 7.4.2)
require the development, careful characterization and validation and correct appli-
cation of robust analytical techniques and procedures [48].
As far as the atmospheric aerosol cycling and feedback loops are concerned

(Figures 7.1 and 7.3), chemical aging and oxidative degradation of organics present
on the surface and in the bulk generally make aerosol particles more hydrophilic or
hygroscopic and enhance their ability to act as a CCN. Besides their contribution to
the water-soluble fraction of particulate matter, partially oxidized organics can act as
surfactants and influence the hygroscopic growth, CCN and IN activation of aerosol
particles (Section 7.3.2).
The chemical reactivity of carbonaceous aerosol components also plays an impor-

tant role in technical applications for the control of combustion aerosol emissions.
For example, the lowering of emission limits for soot and related diesel exhaust
particulate matter (DPM) necessitates the development and implementation of
efficient exhaust aftertreatment technologies such as diesel particulate filters or
particle traps with open deposition structures. These systems generally require
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regeneration by oxidation and gasification of the soot deposits in the filter or catalyst
structures. Usually the regeneration is based on discontinuous oxidation by O2 at
high temperatures (>500 �C) or continuous oxidation by NO2 at moderate exhaust
temperatures (200–500 �C) [29, 44, 111–113, 125]. Efficient optimization of the
design and operating conditions of such exhaust aftertreatment systems requires
comprehensive kinetic characterization and mechanistic understanding of the
involved chemical reactions and transport processes. Recent investigations have
shown that the oxidation and gasification of diesel soot by NO2 at elevated concen-
tration and temperature levels (up to 800 ppm NO2 and 500 �C) follows a similar
Langmuir–Hinshelwood reactionmechanismas the oxidation of BaPon soot byO3 at
ambient concentration and temperature level (up to 1 ppmO3and 30 �C) [29, 90, 125].

7.3.2
Restructuring, Phase Transitions, Hygroscopic Growth and CCN/IN Activation of
Aerosol Particles upon Interaction with Water Vapor

Water vapor molecules interacting with aerosol particles can be adsorbed on the
particles� surface or absorbed into the particles� bulk. For particles consisting of
water-solublematerial, the uptake of water vapor can lead to aqueous solution droplet
formation and substantial increase of the particle diameter (hygroscopic growth)
even at low relative humidities (RH <100%; atmospheric gas-phase water partial
pressure < equilibrium vapor pressure of pure liquid water) [10].
At water vapor supersaturation (RH >100%), aerosol particles can act as nuclei for

the formation of liquid cloud droplets [cloud condensation nuclei (CCN)]. For the
formation of water droplets from a homogeneous gas phase devoid of aerosol
particles supersaturations up to several hundred percent would be required (ther-
modynamic barrier for the homogenous nucleation of a new phase). In the atmo-
sphere, however, water vapor supersaturations with respect to liquid water generally
remain below 10% and mostly even below 1%, because aerosol particles induce
heterogeneous nucleation, condensation and cloud formation. At low temperatures
and high altitudes, clouds consist ofmixtures of liquid water droplets and ice crystals
or entirely of ice crystals. The formation of ice crystals is also induced by pre-existing
aerosol particles, so-called ice nuclei (IN), as detailed below. Ice nucleation in clouds
usually requires temperatures well below 0 �C, which can lead to high water vapor
supersaturations with respect to ice [10, 126–131].
The minimum supersaturation at which aerosol particles can be effectively

activated as CCN or IN is called critical supersaturation. It is determined by the
physical structure and chemical composition of the particles and it generally
decreases with increasing particle size. For insoluble CCN the critical supersatura-
tion depends on the wettability of the surface (contact angle of liquid water) and for
partially or fully soluble CCN it depends on the mass fraction, hygroscopicity and
surfactant activity of the water-soluble particulate matter [10, 22, 24, 132, 133].
The nucleation of ice crystals on atmospheric aerosol particles can proceed via

different pathways or modes. In the deposition mode, water vapor is adsorbed and
immediately converted into ice on the surface of the IN (deposition or sorption
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nuclei). In the condensation freezingmode, the aerosol particles act first as CCN and
induce the formation of supercooled aqueous droplets which freeze later on
(condensation freezing nuclei). In the immersion mode the IN are incorporated
into pre-existing aqueous droplets and induce ice formation upon cooling (immer-
sion nuclei). In the contact mode, freezing of a supercooled droplet is initiated upon
contact with the surface of the IN (contact nuclei). Obviously, the IN activity of aerosol
particles depends primarily on their surface composition and structure, but conden-
sation and immersion freezing can also be governed by water-soluble bulk materi-
al [10, 130, 134–140].
Most water-soluble aerosol components are hygroscopic and absorb water to form

aqueous solutions at RH <100%. The phase transition of dry particle material into a
saturated aqueous solution is called deliquescence and occurs upon exceeding a
substance-specific RH threshold value [deliquescence relative humidity (DRH)]. The
reverse transition and its RH threshold value are called efflorescence and efflores-
cence relative humidity (ERH), respectively. The hygroscopic growth and CCN
activation of aqueous solution droplets can be described by the so-called
K€ohler theory, which combines Raoult�s law or alternative formulations for the
activity of water in aqueous solutions and the Kelvin equation for the dependence of
vapor pressure on the curvature and surface tension of a liquid droplet
[10, 22, 24, 132, 141–146].
Figure 7.10a shows a typical example of the hygroscopic growth of water-soluble

inorganic salts contained in air particulate matter: the hygroscopic growth curve
(humidogram) of pure NaCl aerosol particles with dry particle diameters of�100 nm
measured in a hygroscopicity tandem differential mobility analyzer (H-TDMA)
experiment at relative humidities up to 95%. Upon hydration (increase in RH), the
crystalline NaCl particles undergo a deliquescence transition at DRH� 75%. The
water uptake and dependence of the aqueous solution droplet diameter on RH agree
very well with K€ohler theory calculations, which are based on a semi-empirical ion
interaction parameterization of water activity and account for the effects of particle
shape transformation (cubic crystals and spherical droplets; mobility and mass
equivalent diameters) [141]. The hysteresis branch measured upon dehydration
(decrease in RH) is due to the existence of solution droplets in a metastable state of
NaCl supersaturation (ERH <RH<DRH). The efflorescence transition, i.e. the
formation of a salt crystals and evaporation of the liquid water, occurs at ERH� 40%.
Figure 7.10b displays the hygroscopic growth curve of aerosol particles composed

of pure bovine serum albumin (BSA) as a model for globular proteins and similar
organic macromolecules. The hygroscopic growth is much less pronounced than for
inorganic salts but still significant, with deliquescence and efflorescence transitions
at DRH�ERH� 40% (conversion of dry protein particles into saturated aqueous
solution or gel-like droplets, v.v.) and no significant deviations between hydration and
dehydration (no hysteresis effect). The dependence of the deliquesced particle
diameter on RH is in good agreement with K€ohler theory calculations based on a
simple osmotic pressure parameterization of water activity, which has been derived
under the assumption that the dissolved protein macromolecules behave like inert
solid spheres [141].
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Figure 7.10 Hygroscopic growth curves for pure NaCl salt
particles (a), pure BSA protein particles (b) and internally mixed
BSA–NaCl protein–salt particles (c): data points measured upon
hydration (full circles) and dehydration (open triangles) in
H-TDMA aerosol experiments; solid lines represent K€ohler theory
calculations based on NaCl ion interaction and BSA osmotic
pressure parameterizations for water activity [1, 141].
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Figure 7.10c shows the hygroscopic growth curve of internally mixed NaCl–BSA
particles (mass ratio 1:1) with dry particle diameter of �100 nm. The mixed
aerosol particles have been generated in full analogy with the pure NaCl and pure
BSA particles (nebulization of an aqueous solution). Upon hydration, however, the
particles exhibit a significant decrease in the measured (mobility equivalent) diame-
ter as the relative humidity approaches the deliquescence threshold (DRH� 75%).
The observed minimum diameter is �10% smaller than the initial diameter,
indicating high initial porosity of the particles (envelope void fraction �30%) and
strong restructuring upon humidification. Upon dehydration, the efflorescence
threshold is lower than for pure NaCl (ERH� 37% vs. 40%), indicating that the
protein macromolecules inhibit the formation of salt crystals and enhance the
stability of supersaturated salt solution droplets. The particle diameters observed
after efflorescence essentially equal the minimum diameter observed prior to
deliquescence. The hygroscopic growth of the deliquesced particles (aqueous solu-
tion droplets) is in fair agreement with K€ohler theory calculations based on the
observedminimumdiameter rather than the initial diameter and on the assumption
of simple solute additivity (linear combination of NaCl ion interaction and BSA
osmotic pressure parameterizations of water activity) [141]. These and complemen-
tarymeasurement andmodeling results can be explained by the formation of porous
agglomerates due to ion–protein interactions and electric charge effects on the one
hand and by compaction of the agglomerate structure due to capillary condensation
and surface tension effects on the other.
Depending on their origin and conditioning, aerosol particles containing inor-

ganic salts and organic (macro-) molecules can have complex and highly porous
microstructures, which are influenced by electric charge effects and interaction with
water vapor. Proteins and other surfactants tend to be enriched at the particle surface
and form an envelope which can inhibit the access of water vapor to the particle core
and lead to kinetic limitations of hygroscopic growth, phase transitions, CCN and IN
activation. Formation and effects of organic surfactant films on sea salt particles have
been discussed by O�Dowd et al. [147]. These and other effects of (non-linear)
interactions between organic and inorganic aerosol components have to be further
elucidated and considered for consistent analysis of measurement data from
laboratory experiments and field measurements and reliable modeling of atmo-
spheric aerosol processes (Figures 7.1 and 7.3).
Structural rearrangements, hygroscopic growth, phase transitions and CCN/IN

activation of aerosol particles interacting with water vapor are not only important for
the formation and properties of clouds and precipitation (number density and size of
cloud droplets and ice particles; temporal and spatial distribution and intensity of
precipitation). They also influence the chemical reactivity and aging of atmospheric
particles (accessibility of particle components to reactive trace gases and radiation),
their optical properties (absorption and scattering cross-sections) and their health
effects upon inhalation into the human respiratory tract (deposition efficiency
and bioavailability). Therefore, the water interactions of particles with complex
chemical composition are widely and intensely studied in current aerosol, atmo-
spheric and climate research. So far, however, their mechanistic and quantitative
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understanding are still rather limited, especially with regard to carbonaceous
components [5, 10, 21, 24, 25, 130, 146, 148–153].

7.4
Climate and Health Effects

Anthropogenic emissions are major sources of atmospheric aerosols. In particular,
the emissions of particles and precursor gases from biomass burning and fossil fuel
combustion have increased massively since pre-industrial times and account for a
major fraction of fine air particulate matter in polluted urban environments and in
the global atmosphere (carbonaceous components, sulfate, etc.) [3, 4, 6, 11, 154–160].
Numerous studies have shown that both natural and anthropogenic aerosols have a
strong impact on climate and human health. Due to the limited knowledge of aerosol
sources, composition, properties and processes outlined above, however, the actual
effects of aerosols on climate and health are still far from being fully understood and
quantified.
Aerosol effects on climate are generally classified as direct or indirect with respect

to radiative forcing of the climate system.Radiative forcings are changes of the energy
fluxes of solar radiation (maximum intensity in the spectral range of visible light) and
terrestrial radiation (maximum intensity in the infrared spectral range) in the
atmosphere, induced by anthropogenic or natural changes in atmospheric composi-
tion, the Earth�s surface properties or solar activity. Negative forcings such as the
scattering and reflection of solar radiation by aerosols and clouds tend to cool the
Earth�s surface, whereas positive forcings such as the absorption of terrestrial
radiation by greenhouse gases and clouds tend to warm it (greenhouse effect) [4].
The optical properties relevant for the direct effects (scattering and absorption

coefficient or extinction cross section and single scattering albedo, etc.) and the CCN,
IN, chemical and biological activities relevant for indirect effects are determined by
aerosol particle size, structure and chemical composition. Hence they are strongly
influenced by the atmospheric processes outlined above (coagulation, chemical
transformation, water interactions). Consequently, the actual climate system
responses and feedbacks to natural or anthropogenic perturbations such as industrial
and traffic-related greenhouse gas and aerosol emissions, volcanic eruptions, etc., are
highly uncertain. In many cases, even the sign or direction of the feedback effect is
unknown, i.e. it is not clear whether a perturbation will be reinforced (positive
feedback) or damped (negative feedback) [1].
Numerous epidemiological studies have shown that fine air particulatematter and

traffic-related air pollution are correlated with severe health effects, including
enhanced mortality, cardiovascular, respiratory and allergic diseases [7, 161–164].
Moreover, toxicological investigations in vivo and in vitro have demonstrated sub-
stantial pulmonary toxicity ofmodel and real environmental aerosol particles, but the
biochemical mechanisms and molecular processes which cause the toxicological
effects like oxidative stress and inflammatory response have not yet been resolved.
Among the parameters and components potentially relevant for aerosol health effects
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are the specific surface, transitionmetals and organic compounds [7, 165–167]. Some
of the possible mechanisms by which air particulatematter and other pollutants may
affect human health are summarized in Table 7.3.
Ultrafine particles (dp < 100 nm) are suspected to be particularly hazardous to

human health, because they are sufficiently small to penetrate themembranes of the
respiratory tract and enter the blood circulation or be transported along olfactory
nerves into the brain [168–170]. Neither for ultrafine nor for larger aerosol particles,
however, is it clear which physical and chemical properties actually determine their
adverse health effects (particle size, structure, number and mass concentration,
solubility, chemical composition and individual components, etc.).
Particularly little is known about the relations between allergic diseases and air

quality. Nevertheless, traffic-related air pollution with high concentration levels of
fine air particulate matter, nitrogen oxides and ozone is one of the prime suspects,
besides unnatural nutrition and exaggerated hygiene, which may be responsible for
the strong increase in allergies in industrialized countriesover recentdecades [7, 171–
173]. The most prominent group of airborne allergens are protein molecules, which
account for up to�5% of urban air particulate matter. They are not only contained in
coarse biological particles such as pollen grains (diameter>10mm)but also in thefine
fraction of air particulate matter, which can be explained by fine fragments of pollen,
microorganisms or plant debris and by mixing of proteins dissolved in rain water
with fine soil and road dust particles [69, 72, 174].
A molecular rationale for the promotion of allergies by traffic-related air pollution

has been proposed by Franze and co-workers [72, 73], who found that proteins
including birch pollen allergen Bet v 1 are efficiently nitrated by polluted urban air.
The nitration reaction converts the natural aromatic amino acid tyrosine into
nitrotyrosine and proceeds particularly fast at elevated NO2 and O3 concentrations
(photo-smog or summer smog conditions), most likely involving nitrate radicals
(NO3) as reactive intermediates. From biomedical and immunological research, it is

Table 7.3 Possible mechanisms by which aerosol particles and
other air pollutants may cause adverse health effects (based on
Bernstein et al. [7]).

(a) Pulmonary inflammation induced by PM or O3

(b) Free radical and oxidative stress generated by transition metals or organic compounds
(e.g. PAHs)

(c) Covalent modification of key intracellular proteins (e.g. enzymes)
(d) Inflammation and innate immune effects induced by biological compounds such as

endotoxins and glucans
(e) Stimulation of nocioreceptor and autonomic nervous system activity regulating heart rate

variability and airway reactivity
(f) Adjuvant effects in the immune system (e.g. DPM and transition metals enhancing

responses to common environmental allergens)
(g) Procoagulant activity by ultrafine particle accessing the systemic circulation
(h) Suppression of normal defense mechanisms (e.g. suppression of alveolar macrophage

functions)
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known that protein nitration occurs upon inflammation of biological tissue, where it
may serve to mark foreign proteins and guide the immune system. Moreover,
conjugates of proteins and peptides with nitroaromatic compounds were found to
evade immune tolerance and boost immune responses and post-translational
modifications generally appear to enhance the allergenicity of proteins [72]. Thus
the inhalation of aerosols containing nitrated proteins or nitrating reagents is likely to
trigger immune reactions, promote the genesis of allergies and enhance the intensity
of allergic diseases and airway inflammations. This hypothesis is supported by first
results of ongoing biochemical experiments with nitrated proteins [175].
Bymeans of newly developed enzyme immunoassays, nitrated proteins have been

detected in urban road and window dust and fine air particulate matter, exhibiting
degrees of nitration up to 0.1%. Upon exposure of birch pollen extract to heavily
polluted air at amajor urban traffic junction and to synthetic gasmixtures containing
NO2 and O3 at concentration levels characteristic of intense summer smog, the
degrees of nitration rose byup to 20%.The experimental results indicate that Bet v 1 is
more easily nitrated than other proteins, whichmight be an explanation for why it is a
particularly strong allergen [72]. If the ongoing biochemical experiments and further
studies confirm that protein nitration by nitrogen oxides and ozone is indeed an
important link between air pollution, airway inflammations and allergies, the spread
and enhancement of these diseases could be encountered by the improvement of air
quality and reduction of emission limits for nitrogen oxides and other traffic-related
air pollutants. Moreover, it might be possible to develop pharmaceuticals against the
adverse health effects of nitrated proteins.
Efficient control of air quality and related health effects requires a comprehensive

understanding of the identity, sources, atmospheric interactions and sinks of
hazardous pollutants. Without this understanding, the introduction of new laws,
regulations and technical devices for environmental protection runs the risk of being
ineffective or even of doing more harm than good through unwanted side-effects.
For example, epidemiological evidence for adverse health effects of fine and

ultrafine particles has led to a lowering of present and future emission limits for
soot and related DP [29, 113, 170, 176–178]. For compliance with these emission
limits, different particle filter or trapping and exhaust aftertreatment technologies
have been developed and are currently being introduced in diesel vehicles. Depend-
ing on the design of the particle filter or trap and catalytic converter systems, their
operation can lead to substantial excessNO2 emissions [29, 125]. If, however, elevated
NO2 concentrations and the nitration of proteins indeed promote allergies, such
systems could reduce respiratory and cardiovascular diseases related to soot particles
but at the same time enhance allergic diseases. Moreover, elevated NO2 concentra-
tions and incomplete oxidation of soot in exhaust filter systems could also increase
the emissions of volatile or semi-volatile hazardous aerosol components such as
nitrated PAH derivatives [31, 48]. Hence effective mitigation of the adverse health
effects of diesel engine exhaust may require the introduction of advanced catalytic
converter systems which minimize the emissions of both particulate and gaseous
pollutants (soot, PAHs and PAHderivatives, nitrogen oxides, etc.) rather than simple
particle filters.
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In any case, comprehensive investigations and understanding and control of
aerosol health effects need to consider both the particulate and gaseous components
of aerosols in addition to their chemical reactivity and aging [48].

7.5
Summary and Outlook

Scientific investigations of and reports on atmospheric aerosols date back as long as
to the 18th century and since then it has become increasingly clear that aerosol
particles are of major importance for atmospheric chemistry and physics, the
hydrological cycle, climate and human health [179]. Motivated by global change and
adverse health effects of traffic-related air pollution, aerosol research activities have
been increasingly extended and intensified over the past couple of decades [1].
These activities have led to a fairly comprehensive conceptual understanding of

atmospheric aerosol sources, composition, properties, interactions and effects on
climate. The parameters required for a quantitative description of the underlying
physicochemical processes, however, are generally still uncertain by factors of two or
more, which implies order of magnitude uncertainties for most effects involving
multiple competitive or sequential processes. In some cases such as particle nucle-
ation and reactive gas uptake, even the basic parameters are uncertain by orders of
magnitude. Consequently, model calculations of atmospheric aerosol effects on
future climate have to be regarded as sensitivity studies with more or less reliable
qualitative and semi-quantitative results and implications rather than reliable
quantitative predictions. In particular, interactions and feedback responses between
aerosols and clouds, the hydrological cycle and the biosphere are difficult to quantify
with the currently available information. Regardless of the rapid increase in numeri-
cal simulation capacities, this situation can hardly change before the basic physico-
chemical processes and properties of atmospheric aerosol particles have been
elucidated to an extent comparable to the present state of knowledge of atmospheric
gas-phase chemistry (universally applicable and validated master mechanisms, rate
coefficients and structure–reactivity relationships, etc.).
Outstanding open questions and research aims for the elucidation of aerosol

effects relevant for the science and policy of global change have been outlined in
several recentmonographs, reviews and research articles [4, 5, 23, 49, 50, 54]. Among
these are the quantification, mechanistic elucidation and kinetic characterization of
the following processes: formation of new particles and secondary organic aerosols;
emission of primary organic aerosol components and black or elemental carbon;
aging and deposition of aerosol particles; activation of cloud condensation and ice
nuclei. As far as chemical transformation, heterogeneous and multiphase reactions
and gas–particle interactions of aerosols and clouds are concerned, one of the most
important prerequisites for efficient further investigation and scientific progress is
the establishment of a common basis of consistent, unambiguous and universally
applicable terminologies, model formalisms and kinetic and thermodynamic
parameters.
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With regard to atmospheric aerosol effects on human health, not only the
quantitative but also the qualitative and conceptual understanding are very limited.
Epidemiological and toxicological studies indicate strong adverse health effects of
fine and ultrafine aerosol particles (nanoparticles) in addition to gaseous air pollu-
tants, but the causative relations and mechanisms are hardly known [7, 164]. Their
elucidation, however, is required for the development of efficient strategies of air
quality control and medical treatment of related diseases, which permit the minimi-
zation of adverse aerosol health effects at minimum social and economic cost.
Particularly little is known about the relations between allergic diseases and air

pollution and the interactions between natural aeroallergens and traffic-related
pollutants. Several studies have shown synergistic and adjuvant effects of diesel
particulate matter, O3, NO2 and allergenic pollen proteins, but the specific chemical
reactions and molecular processes responsible for these effects have not yet been
unambiguously identified. Recent investigations indicate that the nitration of
allergenic proteins by polluted air may play an important role. Nitrated proteins
are known to stimulate immune responses and they could promote the genesis of
allergies, enhance allergic reactions and influence inflammatory processes, which is
confirmed by the results of ongoing biochemical investigations [72, 175].
For efficient elucidation and abatement of adverse aerosol health effects, the

knowledge of atmospheric and biomedical aerosol research should be integrated to
formulate plausible hypotheses that specify potentially hazardous chemical sub-
stances and reactions on a molecular level. These hypotheses have to be tested in
appropriate biochemical and medical studies, to identify the most relevant species
and mechanisms of interaction and to establish the corresponding dose–response
relationships. Ultimately, the identification and characterization of hazardous aero-
sol components and their sources and sinks (emission, transformation, deposition)
should allow the optimization of air pollution control and the medical treatment of
aerosol effects on human health.

List of Abbreviations, Acronyms and Symbols

asl above sea level
BaP benzo[a]pyrene
BC black carbon
BSA bovine serum albumin
CCN cloud condensation nucleus
dp particle diameter
dN/d log dp particle number size distribution function
DPM diesel exhaust particulate matter
DRH deliquescence relative humidity
EC elemental carbon
ELPI electrical low-pressure impactor
EPA Environmental Protection Agency
ERH efflorescence relative humidity
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HC hydrocarbon
H-TDMA hygroscopicity tandem differential mobility analyzer
HULIS humic-like substances
IN ice nucleus
k1 (pseudo-) first-order rate coefficient
LVOC low-volatility organic compound
MWSOC macromolecular water-soluble organic carbon
NVOC non-volatile organic compound
OA organic aerosol
OC organic carbon
OPM organic particulate matter
PAH polycyclic aromatic hydrocarbon
PAH(5,6) polycyclic aromatic hydrocarbons consisting of five or six aromatic

rings
PM particulate matter
PM2.5 (1 or 10) particulate matter of particles with aerodynamic diameters

�2.5mm (1 or 10mm)
POA primary organic aerosol
PRA P€oschl, Rudich and Ammann
RH relative humidity
RR recovery ratio
SMPS scanning mobility particle sizer
SOA secondary organic aerosol
SVOC semi-volatile organic compound
TC total carbon
UV ultraviolet
VMR volume mixing ratio
VOC volatile organic compound
WSOC water-soluble organic carbon
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8
Measurement and Detection of Nanoparticles Within
the Environment
Thomas A.J. Kuhlbusch, Heinz Fissan, and Christof Asbach

8.1
Introduction

Nanotechnology opens up opportunities for new and improved products and needs
tailored production tools. Nanoparticles are one of the most important building
blocks, for example to develop new or improved materials, allow for higher catalytic
efficiencies or reduce energy and material consumption.
Nanoparticles (NPs) are defined in this chapter as intentionally produced particles

for use in products either as single particles or as agglomerates with diameters below
100 nm. Another term often used is ultrafine particles (UFPs, Figure 8.1). Ultrafine
particles in this chapter denote particles in the environment which at least partially
consist of unintentionally produced and/or naturally formed particles. Nanoparticles
are normally solid particles whereas naturally and unintentionally manmade parti-
cles may be of solid or liquid nature. Even though particles in the sub-100-nm range
can be differentiated into nanoparticles and UFPs, the measurement and detection
techniques are fundamentally the same.
Figure 8.2 shows the relative scale of natural and manmade materials. This figure

shows that nanoparticles are about one hundredth the size of a blood cell. The small
size of nanoparticles is actually one of the important characteristics which give the
free, unbound particles a generally highmobility. Particles of sizes below 100nm are
within the size of the pores of cells and hence may penetrate into cells, the blood or
even end organs such as the brain [1]. Whether this may happen or is of relevance to
health is still under debate and not a topic of this chapter.
Nanoparticles are mainly defined by their particle diameter being <100 nm. Other

specific properties related to nanoparticles and possible concentration metrics are
listed in Table 8.1.
The overview of possible particle properties of interest in view of nanoparticle

effects on humans, animals and plants in Table 8.1 is not exclusive and only indicates
the complexity with which nanoparticles may interact with the environment. The list
of concentration metrics (Table 8.1) again is not exclusive but indicates that it is
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possible to use different metrics for the quantitative investigation of exposure, dose
and effects. More detailed information on how the above properties are related to
particle-induced negative health effects and the detection of particles in different
tissues is given elsewhere [2–4].
The specific properties listed in Table 8.1 may also be used for the measurement

and detection of nanoparticles in the environment.
Another issue illustrated in Figure 8.2 also is that natural andmanmade nanosized

particles co-exist. The properties listed in Table 8.1 may be used to determine,
measure and quantify nanoparticles, but the methods generally do not differentiate
manmade nanoparticle and other nanosized particles. One of the major tasks of
measuring and detecting nanoparticles in the environment is the differentiation
between UFPs and nanoparticles. A simple differentiation may even not be enough
since a nanoparticle being attached to a larger particle will lose some of its properties,
especially its size and hence its mobility. Therefore, generally three kinds of particles
below 100 nm have to be differentiated.

. nanoparticles and their agglomerates (type 1)

. by-product and unintentionally produced (type 2), in addition to

. natural particles (type 3)

. mixtures of type 1 nanoparticles with type 2 or type 3 particles.

One further issue when discussing nanoparticles in the environment is the
stability of nanoparticle agglomerates and agglomerates of nanoparticles with type
2 or 3 particles being larger than 100nm. The nanoparticles will have lost their

Figure 8.1 Particle definitions.

Table 8.1 Possible nanoparticle properties and concentration metrics of interest.

Particle property Concentration metric

Shape/morphology Mass concentration
Chemical composition Surface area concentration
Hygroscopicity Number concentration
Solubility Size distribution <100 nm
Charge, mobility
Particle reactivity (radical formation)
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Figure 8.2 Relative scales from centimeter to nanometer (From
NNI webpage. Courtesy Office of Basic Energy Sciences,
Office of Science, US Department of Energy).
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specific nanoparticle properties but may recover some of their properties when
released from the agglomerate after uptake in plants, animals or humans. This issue
being specifically related to toxicology will not be further discussed here but leads to
the discussion of themeasurement techniques thatmay also include particle sizes up
to about 400 nm. Still, it should be noted that to our knowledge no release of
nanoparticles from agglomerates has yet been demonstrated under conditions after,
for example, uptake of agglomerates in lungs.
A further point of discussion related to the detection and measurement of

nanoparticles in the environment is shown in Figure 8.3. This figure shows the
lifecycle of nanoparticles from production, handling and processing to the stage
where they are used in products, for example for consumers, and finally to recycling,
deposition in landfills or other processes. The life cycle is shown to indicate possible
release of nanoparticles into the environment. They may be released during
the production, handling (e.g. packing), handling during nanoparticle processing
(e.g. use of carbon black nanoparticles during tire production) or use of products
(e.g. paint containing nanoparticles sprayed onto surfaces).
Emissions fromproducts containing bound nanoparticles in a fixedmatrix such as

carbon black in plastics of computers or in tires can generally be imagined but are not
likely and cannot yet be detected. Hence the release of nanoparticles from products
containing nanoparticles in a fixed matrix can be neglected, as was announced, for
example, in Californian Proposition 65 [5] for carbon black. Detection of nanopar-
ticles in most of these fixed matrices in the environment is nearly impossible.
The environment and environmental matrix containing nanoparticles are also

of crucial importance for the detection and measurement of nanoparticles.
Generally three matrices can be differentiated in the environment: soils, water and
air. These three matrices differ not only in their physical state (solid, liquid and
gas) but also in their mobility, increasing from soils to air. This mobility and the

Figure 8.3 The lifecycle of nanoparticles [4].
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mobility of nanoparticles dissolved in these matrices are of great importance
when assessing the risk.
Figure 8.3 also differentiates workplace and public environment exposure. Possi-

ble emissions and consequently higher concentrations of nanoparticles in the
environmental matrices will more likely be in work and plant areas of nanoparticle
production than in the public environment. Another difference between public and
workplace environments are the possible temporal changes in nanoparticle con-
centrations. The variance over time will be higher closer to the sources, and hence in
workplace and plant areas. Therefore, the workplace and public environments are
discussed separately for some cases.

8.2
Occurrence of Nanoparticles in Environmental Media

Mainly two different environments can be differentiated when discussing nanopar-
ticles: the ambient environment andplants orworkplaces innanoparticle production,
handling and processing. The environmental media in which nanoparticles may
occur are the same, but the media soil and water will only be discussed for the
ambient, public environment since the information given there is also valid for the
work environment.

8.2.1
Ambient Environment

8.2.1.1 Water and Soils
Nanoparticles may reach waters, either by intentional use for remediation [6] or after
unintentional release during/after production and subsequent wash-off. nanoparti-
cles may also be released to water when they are produced via the liquid phase and
leaks occur or the effluent is not sufficiently cleanedup.Once suspended in the liquid
phase, nanoparticles will likely attach to other particles or to surfaces such as those of
sand grains. No information on transport distances and the spatial distribution of
nanoparticles in waters is currently available, to our knowledge.
Soils may become contaminated by nanoparticles by airborne deposition, deposi-

tion from the water phase or by direct deposition of powders and fluids, either
intentionally or unintentionally. No systematic differences are made between soils
and sediments in this chapter, since no information on differences in the behavior
and the determination of nanoparticles is currently available.
Once nanoparticles are attached to soil surfaces, three ways of possible

(re)mobilization of nanoparticles can be differentiated: (a) transport bywater through
the soils to the groundwater, (b) uptake by plants via roots and (c) wind erosion of soil
particles containing nanoparticles.
No studies investigating the uptake of nanoparticles by plants are currently

available. Lecoanet and Wiesner [7] stated that nanosized particles do not move far
under environmental conditions. It was shown that the mobility of nanoparticles
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correlates with size, with smaller nanosized particles being easily adsorbed on
surfaces of sand grains and therefore immobilized. Biological transport may still
occur from ingested sediments, but the physicalmovement of nanosizedmaterials is
restricted by their small size and propensity to adsorb on surfaces.
Nevertheless, taking the example of fullerenes, it could be demonstrated that the

mobility of nanoparticles in water and soils is also strongly dependent on their
physical–chemical properties. The mobility and behavior of three different fullerene
solutions and four different oxidizedmaterials was shown to be highly variable when
changing ionic strength and pH values [7, 8]. While common models of particle
transport through porous media described the behavior of mineral nanoparticles
fairly well, the behavior of the fullerenes could not be modeled. Especially the latter
component was found in brains of artificially exposedfish, where it induced oxidative
stress [9]. Fullerenes, on the other hand, showed the lowestmobility of the substances
tested, reducing the likelihood of exposure. This example demonstrates the need for
knowledge of the mobility of nanoparticles.
So far, no studies have been conducted, to our knowledge, to determine nano-

particles in environmental media outside plants or experimental sites. This lack of
current knowledge may be due to the low concentrations of nanoparticles in waters
and soils, which make detection and quantification nearly impossible. Still, with
increasing use of mobile nanoparticles, it may become important and should not be
neglected in the future.

8.2.1.2 Air
Themainmatrix studied for the transport of nanoparticles so far is the air. This focus
on air has several reasons, all related to the implications and use of particles in
general. Some of the most important uses and effects of particles include the
industrial production of particles (carbon black, titanium dioxide, etc.), horizontal
dispersion in theatmosphere [10], climatic implications [11], cloudnucleation [12,13],
transport of nutrients [14] and health effects [15].
Another important reason is the high mobility of nanoparticles and UFPs in air,

leading to a wide dispersion of these particles in our atmosphere. UFP number
concentrations in ambient air may vary from a few hundred to over 105 particles per
cubic centimeter, depending on the distance to sources such as incomplete combus-
tion [16], but are determined anywhere in the Earth�s atmosphere.
These UFPs are not due to nanoparticles but are mainly due to unintentionally

manmade emissions in addition to natural emission. The occurrence of UFPs long
before the intentional production of nanoparticles, their high mobility and ubiqui-
tous presence and their implications for the environment and health led to the
development of various measurement devices and to innumerable studies.

8.2.2
Workplace Environment

No studies investigating nanoparticle concentrations in soils and/or waters in
workplaces and plant areas are known to the authors. Up to now, only very few
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studies, measuring airborne nanoparticles and UFPs in workplace environments,
have been published [17–19]. Sources of these small particles have to be differentiated
at workplaces when detecting and measuring nanoparticles. High concentrations of
particles smaller than 100 nm are commonly detected in welding and soldering
workplaces or other workplaces where diesel forklifts are running. However, these
particles are not termed nanoparticles since they are not intentionally produced.
These are unintentional byproducts of a process or a work activity and are therefore
classified as UFPs.
Nanoparticle release may occur during the production, handling and/or proces-

sing of nanoparticles. First measurements in work areas showed no detectable
release of nanoparticles during normal handling and processing [17]. Nevertheless,
on one occasion a leak in the production line occurred and high concentrations of
nanoparticles (>100 000 cm�3) were released into the work environment [19].

8.3
Nanoparticle Detection and Measurement Techniques

8.3.1
Soil

Basically no specific detection techniques for nanoparticles in soils are known. The
only applicablemethod is the preparation of soil samples for analysis by transmission
electronmicroscopy (TEM) coupledwith, for example, energy-dispersive X-ray (EDX)
analysis for the detection of nanoparticles of known chemical composition.

8.3.2
Water and Liquids

Nanoparticles can be produced in water but the detection, identification and size
measurements of nanoparticles in water are still not as advanced as for airborne
particles. One generally feasible way of determining nanoparticles is the filtration of
waters and fluids with subsequent analysis of the deposited particles by microscopy
[TEM, scanning electron microscopy (SEM), atomic force microscopy (AFM)]. This
off-line technique permits the determination of nanoparticles down to diameters of a
few nanometers.
No on-line technique for measurements down to a few nanometers is currently

available.

8.3.2.1 Coulter Counter
The Coulter principle (electrical sensing zone method) is a widely used method for
particle size analysis in liquids and is the recommended limit test for particulate
matter in large-volume solutions. It sizes and counts particles based on measurable
changes in electrical resistance producedbynonconductive particles suspended in an
electrolyte. Suspended particles pass through the sensing zone consisting of a small
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opening (aperture) between the electrodes (Figure 8.4). Particles displace their
own volume of electrolyte in the sensing zone, which is then measured as a
voltage pulse. The height of each pulse is proportional to the particle volume and
the number of pulses per unit time is proportional to the concentration during
constant-volume flow. Several thousand particles per second can individually be
counted and sized and this information is converted to particle size distributions.
This method is according to its principle independent of particle shape, color and
density. The detectable particle size range of the Coulter Counter extends from about
300 nm to 1200mm, and hence not applicable to nanoparticles but to their larger
agglomerates.

8.3.2.2 Light Scattering
Another principle in use for the detection of particles in liquids is based on light
scattering. Gas molecules and atmospheric particles are smaller than the wave-
lengths of visible light. When light hits a gas molecule, the molecule absorbs and
scatters the light in different directions. This is why a beam of a torch can be seen, for
example, at night even from outside the light�s path. The different colors of light are
scattered differently after collision. The scattering is called Rayleigh scattering.
One of the scattering measurement techniques used for liquids is dynamic light

scattering (DLS), which permits measurements of particle sizes from 2nm to 6mm.
DLS measures the intensity fluctuations of scattered light by Brownian motion. The
Brownian motion of the particles causes a Doppler shift in the incident light
frequency. The magnitude of the frequency shift is related to the frequency of the
Brownian motion, which on the other hand is directly related to the size of the
particles.
The backscattered light (angle about 160–180� of incident light) ismost commonly

used for the detection andmeasurement of nanoparticles and their size distribution,
since multiple scattering effects can be reduced and solutions with higher concen-
trations measured because the light does not have to go through the whole sample
(Figure 8.5).

Figure 8.4 Principle setup of a Coulter Counter (Adapted from Beckman Coulter [52]).
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A slightly different technique is also based on the illumination of particles. The
viewing module of the instrument (Nanosight LM 10), in combination with a
standard light microscope, uses an He–Ne laser light source to illuminate nanoscale
particles. Enhanced by a near-perfect black background, particles appear individually
as point scatterers, moving under Brownian motion. The tracking of individual
nanoparticles and their Brownian motion in addition to the independently recorded
scattering intensity is used for particle sizing by this instrument (diameter
15–500 nm). An example of the particle images is given in Figure 8.6.

Figure 8.5 Instrumentation setup for the detection of
nanoparticles in liquids by dynamic light scattering and example
size distribution from Zetasizer Nano ZS90 (Rework, taken from
Malvern Instruments).

Figure 8.6 A bimodal system of 96- and 384-nm polystyrene
reference spheres in water (picture: courtesy of Nanosight, UK).
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8.3.3
Air

8.3.3.1 Basics
This section explains some of the basic particle and aerosol properties which are
necessary to understand the measurement techniques discussed thereafter.

Mechanical Mobility The terminal settling velocity of a particle can be viewed as
the velocity of a particle being released in still air undergoing gravitational settling
(e.g. [20]). The terminal velocity can be calculated by a force balance, where the sumof
drag force FD and gravitational force FG is zero:

FD ¼ FG ¼ mg ð8:1Þ

3phVd
CC

¼ ðrp �rgÞpd3g
6

ð8:2Þ

where h is the viscosity of air, V the particle velocity, d the particle diameter, rp the
particle density, rg the density of the gas and g the acceleration relative to the gas due
to gravity. CC is the dimensionless Cunningham slip correction factor, which takes
into account that the motion of submicrometer particles is affected by interaction
with single molecules [21, 22]. CC increases with decreasing particle diameter and
approaches 1 for particle diameters above 1mm:

CC ¼ 1þ 2l
dp

aþb exp � gdp
2l

� �� �
ð8:3Þ

where l is the mean free path of the gas molecules, a¼ 1.165, b¼ 0.483 and
g ¼ 0.997 are empirical constants [23].
Generally rg is much smaller than rp and hence can be neglected. Equation (8.2)

can now be solved for the terminal settling velocity VTS as used, for example, for the
definition of equivalent diameters.

VTS ¼ rpd
2gCC

18h
ð8:4Þ

Stokes law, which describes the total resisting force on a spherical particle due to its
velocity V relative to the fluid, can also be transformed to

FD ¼ 3phVd
CC

YB ¼ V
FD

¼ CC

3phd
ð8:5Þ

where B denotes the mechanical mobility of a particle. The equation now expresses
the particle mobility or velocity per unit force B.
The terminal settling velocity VTS [Equation (8.4)] can now be rewritten as

VTS ¼ FGB ð8:6Þ
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Equivalent Diameter The morphology of airborne particles can vary over a wide
range, from spherical to needle-like in shape, from single particles to agglomerates.
The latter denote small particles attached to each other by strong or weak bonds.
Agglomerates usually exhibit irregular shapes with any fractal dimensions. This
variance in morphology prevents easy comparisons and necessitates the use of
particlemodels. Themost commonly usedmodels in aerosolmeasurement are based
on equivalent spheres. One concept is the assumption of equal settling velocity of
particles. In this model, each irregularly shaped particle is assigned an equivalent
diameter of a sphere with the same terminal settling velocity as given in Equa-
tions (8.4) and (8.6). If the equivalent sphere is assumed to have the same density rp
as the irregularly shaped particle, it is referred to as the Stokes diameter dst, whereas if
unit density (1 g cm�3) is assumed as density for the sphere, the diameter is referred to
as the aerodynamic diameter dae.
This concept of equivalent diameters now allows the comparison of particles of

different shape and density (Figure 8.7). Stokes and aerodynamic particle diameter
can be exchanged using the following equation:

dae ¼ dst

ffiffiffiffiffi
rp
r0

s
ð8:7Þ

Inertia (Impactor, Cyclone) One commonprinciple used in aerosolmeasurements is
the fractionation of particles according to their size by using the differences of the
particle inertia. For the sake of simplicity, only impaction is discussed inmore detail.
Impactors are used to remove particles of a given size froman aerosol; for example,

impaction as a separation technique is used in environmental standards as a
separator to removeparticles larger than 10mm dae or 2.5mm dae (EN12341, EN14907)
from the aerosol. The impaction principle is based on the acceleration of the aerosol
in a nozzle and the direction of the outflow out of the nozzle onto a flat plate, called
impaction plate. The flow is deflected by 90� by the impaction plate and particles
above a certain size cannot follow the gas flow due to inertia and are deposited on the
impaction plate. This is also exemplarily shown in Figure 8.8. It can be noted that the

Figure 8.7 An irregular particle and its equivalent spheres (Adapted from [20]).
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deposition of particles by impaction in the human lungs are in accordance to the
aerodynamic particle equivalent diameter.
The cut-off sizes of any separating device, as for the impactor, is not a step function

meaning that all particles>10mm daewill be impacted and that all particles<10mm dae
will pass the impactor. The cut-off curve more or less has an S-shape (Figure 8.9)
which is for example due to thefinite dimensions of the impactor since the impaction
probability is also dependent onwhether the particle was released from themiddle of
the nozzle or the edge. The cut-off, also often called dp,50, is therefore generally
defined as the diameter at which 50% of the particles are deposited and 50%will pass
the impactor.
The following equation can be used to calculate the cut-off size for a single-stage

round nozzle impactor:

Figure 8.8 Schematic of an impactor (Adapted from [20]).

Figure 8.9 Collection efficiency curves (Adapted from [20]).
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dP;50 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9pStk50hNd3

4rPCC �V

s
ð8:8Þ

where h¼ viscosity of air, rP¼ particle density, Stk50¼ Stokes number, d¼nozzle
diameter, �V ¼ volumetric flow rate through impactor, N¼number of nozzles and
CC¼Cunningham correction factor (see Equation 8.3), also slip correction factor.
Equation (8.8) is only applicable within following limits:

. Ratio of nozzle–impaction plate distance to nozzle diameter. The ratio of the distance
from the nozzle to the impaction plate (s) to the nozzle diameter (dn) should be in
the range 0.5� s/dn� 5.0.

. Ratio nozzle length to nozzle diameter. The ratio of nozzle length (l) to nozzle
diameter (dD) should be in the range 0.25� l/dD� 2.0. These limits ensure a
homogeneous flow pattern at the exit of the nozzle, meaning the same velocity
anywhere at the nozzle exit. The flow pattern will not have been well developed if
the ratio is too small (l/dD < 0.25) whereas distinct velocity profiles have developed
with lower velocities at the edge comparedwith themiddle of the nozzle if ratio is to
large (l/dD> 2.0).

. Reynolds number. The Reynolds number should be in the range 40–3000 to ensure
laminar flow conditions.

Low-pressure conditions are necessary to allow sampling of nanoscale particles
with the principle of impaction [24].

Electrical Mobility When an electric field acts upon a charged particle suspended in a
gas, the particle becomes accelerated until it reaches its terminal electric migration
velocity.Theterminalvelocity isacharacteristicvalueforparticleswithinagivenelectric
field strength, which is exploited in several measurement techniques [25], such as in
electrostaticclassification.Theratioof the terminalmigrationvelocityveandtheelectric
field strength E is usually referred to as the �electrical mobility� Zp of a particle [20]:

Zp ¼ ve
E

ð8:9Þ

Theelectricalmobility thus expresses theability of a chargedparticle tomovewithin an
electricfield. This ability is dependent upon the particle charge, expressed asmultiples
n of the elementary charge e (1.6� 10� 19A s) and the mechanical mobility B of the
particle which represents the general ability of the particle to move in a gas:

Zp ¼ neB ð8:10Þ
ThemechanicalmobilityB is a function of particle and gas properties and is explained
in (8.5).

Particle Size Distributions (Mass, Surface, Number) One basic piece of information
on airborne particles is their size distribution. Three modes can generally be
differentiated: the nucleation mode (diameter <30 nm), accumulation mode (diam-
eter 200–700 nm) and the coarsemode (diameter>1000 nm). The nucleationmode is
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determined by particles recently being formed by homogeneous nucleation. Hence
nucleation mode particles are normally formed via gas to liquid or solid-phase
processes. These particles, being normally <30 nm in diameter, either agglomerate
with particles of their size, especially when particle concentrations exceed approxi-
mately 106 cm�3, or with particles of the accumulation mode. The latter is due to the
high surface area of accumulation mode particles. The accumulation mode particles
tend to grow and their upper size range is normally limited to about 1mmin diameter
due to sedimentation. Coarse mode particles mainly stem frommechanical process-
es such as wind erosion and eruptions in contrast to the nucleation particles. Coarse
mode particles have only a limited lifetime in the atmosphere due to sedimentation.
An example of a particle size distribution is given in Figure 8.10.
Figure 8.10 alsogivesanexampleofhowthemodesofagivenparticlesizedistribution

change when weighted according to the number concentration (d0p), surface area
concentration (d2p) ormass concentration (d3p). In summary, themost sensitive concen-
trationvalueforthedeterminationofnucleationmodeparticlesaccordingtoFigure8.10
isthenumbersizedistribution,fortheaccumulationmodeparticlesthesurfaceareaand
for the accumulation and coarse mode particles the mass concentration.
Figure 8.11 shows the parabolic curve of the atmospheric lifetimes of airborne

particles with respect to the particle size. Particles around 0.2mm have the longest
atmospheric lifetime. Atmospheric particle lifetimes are mainly governed by
agglomeration (mainly small on to larger particles), sedimentation and wet deposi-
tion (wash-out by, e.g., rain). The latter process affects particles independent of their
size; sedimentation is the main dry deposition process of larger particles, whereas
small particles have higher agglomeration rates than larger particles. Another
removal process, particle deposition by diffusion, is of lesser importance in ambient

Figure 8.10 Number, surface and mass size distributions (Adapted from [56]).
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air due to the low surface to volume ratio but becomes important when assessing
indoor air and possibly workplaces (especially for nanoparticles and UFPs).
A standard way to quantify the longevity of a substance in the atmosphere is its

�lifetime� – the time that it takes for an initial amount to be cut by about two-thirds.
Particle lifetimes in the atmosphere are strongly size dependent.
Figure 8.12 gives an example of particle number size distribution. Figure 8.12a

shows the variance between different site types, from rural background to urban
traffic sites. A clear increase in number concentrations and a shift towards UFP
particles from the rural background to the urban traffic site can be seen. Figure 8.12b
shows the same average urban particle number size distribution as in (a), with the
only difference being that the y-axis is linear in scale. This example demonstrates the
influence of changing scales on the perception of particle size distributions.

8.3.3.2 Online Physical Characterization

Condensation Particle Counter Condensation particle counters (CPC)s, sometimes
also referred to as condensation nucleus counters (CNC)s orAitken nucleus counters

Figure 8.11 Atmospheric residence time of particles in days
(Source: Jaenicke, R. (1982) Physical aspects of the atmospheric
aerosol, in Chemistry of the unpolluted and polluted troposhere (Eds
Georgii, H.W. and Jaeschke,W.), D. Reidel Publishing, Dordrecht,
341–373.).
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(ANC)s, are used to measure the total number concentration of gas-borne particles
larger than some minimum detectable size. No upper size limit is given for CPCs
other than the collection efficiencies of the inlet system. CPCs are often used as either
stand-alone instruments to measure the total concentration, for example in room or
ambient air, or as detectors with other instruments, such as electrostatic classifiers
(DMAs) to detect the number concentration of size-selected particles. Condensation
particle counters are available as either hand-held or stationary instruments. The
latter usually offer a larger liquid reservoir and can thus be used over longer periods,
for example in conjunction with a scanning mobility particle sizer (SMPS). Hand-
held CPCs are more mobile and are used, for instance, for the mapping of total
particle concentrations in, for example, workplace environments.
In CPCs, particles are enlarged by vapor condensation and then are detected

optically. Without additional preconditioning, the lowest detectable particle size
would be limited to the range of thewavelength of light. Such particle counters would
therefore not be suitable to detect nanoparticles. In order to grow small particles to
optically detectable sizes, they are exposed to supersaturated vapor that condenses on
the particle surfaces. Commonly used vapors are n-butanol [26] and water [27].
Diameter growth factors of 100–1000 are common [28], resulting in lower detection
limits of 3 nm for n-butanol-based and 2.5 nm for water-based CPCs.
The fact that particles in air act as condensation nuclei was first described by

Coullier in 1875 [53], who found that if air expands adiabatically the condensation
effect is stronger in unfiltered compared with filtered air.
A first version of a condensation particle counter was developed by Aitken in the

late 1880s [29, 30]. In his �dust counter� as illustrated in Figure 8.13, he first flushed a
test receiver (A)with particle free air, before introducing a known amount (�1 cm3) of
aerosol into the receiver. An air pump (B) was used to produce a known expansion.

Figure 8.12 (a) Particle number size distributions for various site
types in a log–log plot. (b) �Average urban� in (a) with linear
concentration axis [57].
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The particles in the test receiver grew due to condensation, resulting in increased
settling of the particles. Aitken used a magnifying glass (S) to count manually the
particles settled on a deposition stage (O). Based on the assumption that the stage
contained a representative sample of the particles in the receiver flask, he concluded
that the total number of particles could be determined by means of the ratio of the
volume above the stage and the total volume of the flask. Aitken used his dust counter
and an improved portable dust counter [31] for intensive studies on atmospheric

Figure 8.13 �Dust counter� as developed by Aitken [29].
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particles and found that the particle concentrationswere significantly higherwhen the
wind was blowing from industrial sources and that the concentrations were affected
by sunlight-driven photochemical reactions [32]. Based on these studies, he conclud-
ed [34]: �Though this investigation clearly shows that the sun produces certain kinds of
fogs, yet it is by nomeans here contended that it is to be censured for their appearance.
It would rather appear that it is doing its best to show us the state of pollution into
which our modern civilization has brought our atmosphere, as it only inflicts these
fogs on the areas uponwhichmanhas thrown thewaste products of his industries and
converted the atmosphere into a vast sewer, as a penalty for something wrong in his
methods�. Aitken�s dust counter was thus an early instrument to help understand air
pollution. Even now, well over a century later, the principle of enlarging particles by
condensation remains an important tool for the determination of particle numbers.
The main difference is that today particles are not grown in order to increase their
settling, but to change their optical properties. CPCs can generally be distinguished
into direct and indirect detection instruments [32]. While direct instruments deter-
mine the total number by counting individual droplets formed by condensation,
indirect instruments measure the attenuation through or the light scattered by a
population of droplets. Direct instruments usually have a lower upper concentration
limit, whereas indirect instruments generally require relatively high concentrations.
Modern instruments include both direct and indirect counting, depending on the
particle concentration.When a certain concentration limit is exceeded, the instrument
automatically switches from direct to indirect mode.
The method of producing supersaturation has changed since the Aitken�s time.

Whereas early instruments still used the discontinuous expansion method, modern
CPCs use steady flow, forced-convection heat transfer that allows particle counting in
real time. In these instruments, the saturated aerosol at�35–40 �C enters a laminar
flow condenser. The condenser walls are typically maintained at �10 �C, causing a
forced heat transfer from the warm aerosol to the cool walls [33]. Figure 8.14 shows a
schematic of a modern, butanol-based ultrafine particle counter (UCPC, TSI Model
3025A) that can detect particles down to 3 nm.

Electrometer Electrometers are used tomeasure a current, induced by particle-borne
charges. The results are integral values of the total electrical particle charge as current.
Figure 8.15 shows a schematic diagramof an electrometer. The instrument consists of
an absolute filter inside a grounded metal housing. The filter is connected to an
electrometer and all charges are removed from the particles and led to the electrome-
ter. The housing creates a Faraday cup that shields the electrometer input from stray
electric fields. The total current measured by the electrometer can be expressed as

Ie ¼ N �n peQe ð8:11Þ

whereN is thetotalnumberofparticlesdepositedonthefilter, �n p is theaveragenumber
ofelementarychargesonaparticle,e is theelementarycharge(1.602� 10�19A s)andQe

is the flow rate through the electrometer.
Aged particles in ambient air are usually nearly neutralized, that is, the sum of all

particle charges is close to zero, because approximately the same amount of particles
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Figure 8.14 Schematic of a modern ultrafine condensation particle counter (TSI, Model 3025A).
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is positively and negatively charged. In this case the electrometer current would be
close to zero. If, however, the particles are freshly generated, they usually bearmainly
unipolar charges with the polarity dependent on the generation process. The polarity
of themeasured current could therefore yield insight into the origin of the deposited
particles. If the particles become intentionally charged prior to deposition in an
electrometer and the relationship between particle size and charge is known, the
integral current allows (limited) interpretation with respect to particle size and
concentration. If the particles are monodisperse or mono-mobile, as for example
delivered by an electrostatic classifier, the current can be directly related to the
number concentration of particles in the aerosol. This fact is used in several
applications, where condensation particle counters cannot be used, for example
due to pressure or time resolution restrictions. Electrometers can detect arbitrarily
small particles; however, they require a certain minimum current, caused by the
deposited particles. Therefore, they require higherminimumparticle concentrations
than CPCs (Figure 8.15).

Overview of Aerosol Particle Sizing Instrumentation Various techniques for the
determination and characterization of airborne particle size distributions (e.g.
number, surface or size) exist. Three physically different basic principles for particle
size determination can be differentiated: the electrical mobility, mechanical mobility
and optical scattering. Figure 8.13 gives an overview of particle size ranges covered by
the different techniques (abbreviations are explained in Table 8.2).
The optical scattering of light is dependent on the particle size in addition to the

refractive index andhence is used directly for particle size classification and counting.
The electrical andmechanical mobility are used for the fractionation of particle sizes
with subsequent measurement of the number concentrations per size class by a
separate particle counting device such as CPC or electrometer. Particle number size
distributions are hence calculated based on the known investigated volume and the

Figure 8.15 Schematic of an aerosol electrometer (TSI, Model 3068B).
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counted particles per size class. Table 8.2 presents an overview of the available
techniques and corresponding earliest references.
A very good overview of particle sizers based on optical and time-of-flight

techniques can be found in a dissertation by Cole [34]. Further good overviews were
given by Klaus and Baron [35], Chow [36] and McMurry [28].
The principles of the first two techniques (APS and OPS) will be briefly described

in this section and the other techniques are presented in separate sections hereafter.
Particles are accelerated in an APS by passing the aerosol through a nozzle.

Particles experience acceleration in that nozzle in accordance with their aerodynamic
diameter and their speed after the nozzle is directly proportional to it. This speed is
determined by a split laser beam after the nozzle, which simultaneously counts the
particles. Themain drawback of the APS is that it can only detect particles larger than
about 500 nmaerodynamic diameter.Hence it can only be applied for the detection of
large nanoparticle agglomerates and not for nanoparticles.
The OPC has a similar drawback since it normally is limited to particle sizes in the

size range of the wavelength used. The detectable lower particle diameter is normally
around 200nm (Figure 8.16).

Differential and Scanning Mobility Particle Sizer To determine the number size
distribution of submicron airborne particles, differential mobility particle sizers
(DMPSs) and SMPSs are very commonly used. Depending on their configuration,
they can cover a size range between 3 nm and 1mm. The hardware of both instru-
ments is substantially the same. The aerosol first passes through a size-selective inlet
(impactor), before being neutralized in a neutralizer. The neutralized aerosol is then

Table 8.2 Instrumentation fort he determination of particle size distributions.

Particle sizer Abbreviation Sampling interval Earliest References

Nano-scanning mobility
particle sizer

Nano-SMPS Continuous Chen et al. [59]

Scanning mobility parti-
cle sizer

SMPS Continuous Wang and Flagan [37]

Differential mobility
spectrometer

DMS Continuous Reavell et al. [60]

Fast mobility particle
sizer

FMPS Continuous Mirme et al. [43]

Electrical diffusion
battery

EDB Continuous Fierz et al. [61]

Nano-Moudi Nano-Moudi Discontinuous Marple andOlson [62]
Moudi Moudi Discontinuous Marple et al. [63]
Electrical low-pressure
impactor

ELPI (Dis)Continuous Berner et al. [64];
Keskinen et al. [65]

Optical particle counter
(sizer)

OPC Continuous Sinclair and La
Mer [66]

Aerodynamic particle
sizer

APS Continuous [68]
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fractionated in a DMA, before the classified particles are counted in particle counting
equipment (usually a CPC, sometimes an electrometer). Computer software is used
to control the voltages applied to the DMA and to read the counts from the CPC. A
schematic of a DMPS/SMPS is shown in Figure 8.17.
The general principle of a DMPS/SMPS is that a range of voltages is applied to the

DMA. Each voltage corresponds to a certain electrical mobility. The concentration of
mono-mobile particles is measured with the CPC and along with the known charge
distribution evaluated to obtain the concentration of particles with this mobility
diameter. In a DMPS, the voltages are applied sequentially and the number of
particles counted after the concentrations have stabilized, before the next voltage is
applied. In the more recently developed SMPS [37], the voltage is continuously
ramped and an algorithm used to relate the measured concentrations to the applied
voltages, that is to the according electrical mobility. While a DMPS still needed for
�15–20min for a full scan, an SMPS can accomplish full scans within �2min.
The inversion of the measured mobility data into size distributions was described

byHoppel [39]. Since the particleswereneutralizedprior to classification in theDMA,
the counted numbers not only contain singly but also larger, multiply charged
particles, as sketched in Figure 8.18a. In order to determine the number size
distribution from the mobility distribution, the concentration of multiply charged
particles has to be subtracted for each channel (Figure 8.18b) and the resulting
concentration of singly charged particles divided by the probability of singly charged
particles for that particular size (Figure 8.18c), as for example given by Wiedensoh-
ler [40] (see Table 8.1). To understand the inversion technique, it is easiest to start with
the channel of lowest electrical mobility, that is, with the largest particles. An
appropriate size-selective inlet for a DMPS/SMPS is designed such that its cut-off
diameter is below the diameter of doubly charged particles of the lowest detectable
electrical mobility. Therefore, all particles in the lowest mobility channel are singly
charged, because all particles bearing higher charge levels are captured in the

Figure 8.16 Size ranges of particle size distribution analyzers.
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pre-selector. Themeasured number concentration in the lowestmobility channel can
thuswithout further correction be directly divided by the probability of singly charged
particles in order to obtain the airborne number concentration. The same is true for
all lowermobility channels, where the size of doubly chargedparticles is large enough
to be captured in the pre-selector. In higher mobility channels, doubly (or higher)
charged particles are present. Their size can be calculated bymeans of Equation 8.10
in the section on electrical mobility. Their concentration within the total measured
concentration in the channel can be determined by multiplying the airborne
concentration of particles of this (larger) size with the probability of doubly charged
particles. The concentration of doubly charged particles is then subtracted from the
measured concentration in order to obtain the concentration of only singly charged
particles, which then needs to be divided by the probability of singly charged particles
of that size in order to obtain the airborne concentration. Once the channels also
contain triply or higher charged particles, they need to be subtracted from the
measured data as described for the doubly charged particles and the result divided by
the probability of singly charged particles.

Figure 8.17 Schematic of a DMPS/SMPS (Courtesy of TSI Inc.).
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After the correction described above (Figure 8.18a–c), the result is the number
concentration for eachchannelwhere the channelsnowrepresent the averagediameter
of the singly charged particles. Themagnitudes of the concentrations, however, might
not necessarily represent the actual size distribution, as the width of the channels can
vary with respect to the particle diameter. The number concentration for each channel
(Figure 8.18c) therefore needs to beweightedwith the channelwidth (Figure 8.18d). In
SMPSs, the channel widths are based on either common or natural logarithms.
Therefore, the number concentrations dN per channel are weighted with either the
common logarithm [dN/d log(dp)] or the natural logarithm [dN/d ln(dp)].
All of the above-mentioned data inversion was based on the assumption that no

particle losses occur in a DMPS/SMPS system. This is obviously not true. The data
therefore need to be post-processed to be corrected for particle losses. Since the
DMPS/SMPS systems are designed for submicron particles, losses can mainly be
attributed to diffusion,whereas other lossmechanisms canbe neglected. Corrections
for diffusion losses are not generally covered in DMPS/SMPS evaluation software
packages and therefore in some cases need to be done manually. If the size

Figure 8.18 DMPS/SMPS data inversion: (a) measured mobility
distribution, including multiply (1–6�) charged particles; arrows
indicate the size ofmultiply chargedparticles; (b)multiply charged
particles subtracted, only singly charged particles; (c) size
distribution after division by probabilities of singly charged
particles; (d) size distribution dN/d log(dp) or dN/d ln(dp),
weighted with channel width.
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distributions are not corrected, they tend to under-predict significantly the concen-
trations of particularly small particles with sizes mainly below 50nm. In a DMPS/
SMPS, diffusion losses occur in

. the size-selective inlet

. the neutralizer and internal plumbing

. the tubing to the DMA and CPC,

. the DMA

. the CPC.

If the DMPS/SMPS does not sample directly into the size-selective inlet, but with
tubing connected to the inlet, losses inside this upstream tubing also need to be
considered. Furthermore, the CPC counting efficiency needs to be taken into
consideration. While the losses in the DMA require special treatment as described
Reineking and Porstend€orfer [67], the losses inside all tubing can be quantified as
described by Gormley and Kennedy [40].
Based on the assumption that all sampled particles are spherical, the measured

number size distribution can be converted into a surface or volume size distribution
as illustrated in Figure 8.19. To compute the surface distribution, the number
concentrations for each channel i need to be multiplied by the surface area of the
particles in that channel:

dSi ¼ dNip�d 2
p;i ð8:12Þ

Similarly, the number concentration has to be multiplied by the particle volume to
obtain the volume size distribution:

Figure 8.19 Number, surface and volume size distributions for spherical particles.
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dVi ¼ dNi
p
6
�d 3
p ð8:13Þ

If the particles all have the same density, the volume distribution can also be
transferred into a mass size distribution. If the particles are not spherical, the
surface and volume distribution in Figure 8.19 can be understood as the surface and
volume of electrically equivalent spheres.
Under certain assumptions, the surface area and volume distributions of chain-

like ultrafine aggregates, such as soot particles, can be estimated, based on electrical
mobility measurements as described by Lall and co-workers ([41, 42]). Their theory,
however, is based on several assumptions:

. All aggregates are composed of primary particles, all ofwhich have the same known
diameter.

. The primary particles aremuch smaller than themean free path of the surrounding
gas molecules.

. The connections between the primary particles do not exhibit necks, that is, the
surface area can be obtained by summing over the surface areas of the single
primary particles.

. Fractal dimensions of the aggregates are smaller than two.

They take into account a different charging efficiency for aggregates compared
with spheres, resulting in a shifted size distribution, and calculate the surface area of
the particles based on the number and size of primary particles of which the
agglomerates are composed.

Fast Mobility Particle Sizer SMPSs offer a time resolution of �2min. If the size
distributions are quickly changing, such as due to the influence of a car driving by or
accidental release of nanoparticles in workplaces, this time resolution may be too
short. Tammet et al. [55], 1998 of Tartu University in Estonia developed an electrical
aerosol spectrometer that measures number size distributions based on electrical
mobility measurements. However, the different mobility channels are not measured
sequentially as in anSMPS, but simultaneously, resulting in significantly higher time
resolution. The instrument has been commercialized by TSI in two versions, the fast
mobility particle sizer (FMPS) with a time resolution of 1 s and the engine exhaust
particle sizer (EEPS) with a time resolution of 0.1 s. The two instruments are
fundamentally the same. Whereas the FMPS is designed for ambient or workplace
measurements, the EEPS is tailored for measuring engine exhausts and additionally
includes means for the recording of engine data. It is only the higher particle
concentration in engine exhaust that allows the EEPS to offer higher time resolution
than the FMPS. Both instruments cover the same size range from 5.6 to 560 nm. The
principle of the two instruments is shown in Figure 8.20.
The aerosolfirst passes a two-stage diffusion charger. Thefirst stage puts a negative

net charge on the particles in order to remove any potential high positive charge levels
on the particles. The second stage puts a predictable net positive charge on the
particles. The main instrument functions very similarly to a DMA, just that the
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aerosol is introduced near the inner rod, with the sheath air surrounding the aerosol
flow. The center rod is divided into three sections with different fixed voltages
(increasing from top to bottom) applied to them. Since the voltages are fixed, the
trajectories of the particles depend only on their electricalmobility. The outer cylinder
contains a series of 22 electrodes, each separately connected to an electrometer. The
current induced by deposited particles is continuously measured and used to
determine the particle size distribution. The data inversion takes into account a
number of parameters that affect the electrometer reading and the time resolution.
The electrometer current can be affected by image charges that are induced if charged
particles flow past a detection stage without being deposited. Additionally, there are
time delays between the detection of small particles in an upper stage and larger
particles in a lower stage.
A complex inversion algorithm is used to deconvolute the measured data and take

into account image charges and time delays.

Figure 8.20 Schematic of the fast mobility particle sizer/engine
exhaust particle sizer analyzer (Courtesy: TSI Inc.).

8.3 Nanoparticle Detection and Measurement Techniques j255



8.3.3.3 Online Physical–Chemical Characterization
Online, size dependent, single or bulk chemical analysis became practically available
with the development of aerosol mass spectrometer only during recent years. They
enable studies of e.g. particle composition, reaction, and source apportionment
which were not possible before.

Aerosol Mass Spectrometers Two different aerosol mass spectrometers (AMSs) can
be differentiated today – the real-time single-particle mass spectrometer (RTSPMS)
and the thermal desorption chemical ionization mass spectrometer (TDCIMS).
The advantages of real-time, size-dependent determination of single particles were

already seen in the 1970s. A schematic diagram of the first AMS is shown in
Figure 8.21. The principle of this method is based on the ionization of particles
directly in the mass spectrometer followed by ion mass and hence chemical analysis
in the spectrometer. In the literature, a variety of general names have been applied to
RTSPMS methods, including direct-inlet mass spectrometry, online laser micro-
probe mass spectrometry, particle-inlet mass spectrometry, particle beam mass
spectrometry and rapid single-particle mass spectrometry [46].
The TDCIMS is a new instrument that can perform online measurements of the

molecular composition of ultrafine aerosols at a time resolution of 5–10min [47].
The TDCIMSwill be outlined here with emphasis on recentmajor enhancements,

while more details on the underlying measurement principle have been presented
elsewhere [47]. Figure 8.22 shows a schematic of the instrument. TheTDCIMScanbe
divided into three parts: the aerosol charger, the electrostatic precipitator and the

Figure 8.21 Schematic diagram of the original real-time single-
particlemass spectrometer. The diagram shows the direct sample
inlet directing an air flow to the filament for surface desorption/
ionization of aerosol particles. Ions are mass analyzed in a
magnetic sector mass analyzer (Adapted from [58] in [46].
Copyright 1977 American Chemical Society).
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chemical ionizationmass spectrometer.The aerosol charger generates singly charged
aerosol from sampled ambient particles at flow rates of up to 6.6 (slpm). An optional
differentialmobility analyzerplaceddownstreamof the charger canbeused toachieve
size selectivity of the aerosol. Charged particles are then introduced into the electro-
static precipitator, a cylindrical chamber that contains a collection wiremounted on a
ceramic rod that is biased to a high voltage (usually 4200V) and located on the center
lineof thechamber (seeFigure8.22).Prior tocollection, thewire iscleanedbyapplying
a current pulse to it, resistively heating it to 500 �C. After allowing the wire to cool to
ambient temperature, a high voltage is applied so that these charged particles pass
through a clean buffer gas that isolates the collection wire from contamination from
theambientgasanddepositonthe tipof thewire.Onceasufficientnumberofparticles
havebeencollected,usually 1–10 pgoveraperiodof5–10min, thewire is inserted into
the ion source region of the chemical ionization mass spectrometer. A current is
applied to thewire to thermallydesorb theaerosol at a temperatureof300 �C.The third
partof the instrument is thechemical ionizationmassspectrometerandconsistsof the
ionsourceregion,adeclusteringcollisioncellandamassspectrometer.The ionsource
consists of a 241Am a-source that ionizes the reactant gas mixture at atmospheric
pressure to formH3O

þ ,O2� andCO3� and theirhigher clusters as theprimary stable
ions. The reactant gas is cryogenic nitrogen that has passed through a liquid nitrogen
trap at slightly elevated pressure to remove some impurities, butwhichnonetheless is
able to generate these ions in abundance.These regent ions reactwith the compounds
evaporated from the aerosol to ionize them according to typical chemical ionization

Figure 8.22 Schematic of an TDCIMS, with optional elements
shown in dashed boxes (Adapted from [48]).
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mass spectrometry (CIMS) procedures [49] and electrostatic lenses direct these ions
intothecollisioncell,wheretheionsaredeclusteredfromneutralcompoundsthatmay
be present in the gas, most commonly water. The ions are detected using selected ion
monitoring with a triple quadrupole mass spectrometer (paragraph adapted
from [48]).

8.3.3.4 Offline Physical Characterization
Not all particle characteristics can be determined online, since either no online
methods exist, as e.g. for particlemorphology, or detection limit constrains. Therefore
particles can be sampled on suitable substrates to overcome these limitations.

Electrostatic Precipitations and Impaction Electrostatic precipitators (ESPs) provide a
simple mean for the collection of samples for offline analysis of, for example,
chemical composition ormorphology of airborne particles. Common applications of
ESPs include samples for electron microscopy (SEM/TEM), for example coupled
with EDX analysis, samples for atomic force microscopy (AFM), samples for total
reflection X-ray fluorescence (TXRF) analysis, nanomaterial evaluation and atmo-
spheric particle sampling.
Inside an ESP, the particles are exposed to an electric field, which directs

particles of one polarity towards a sample electrode, whereas those particles of
other polarity are deposited on the ESP wall. Uncharged particles are not affected by
the electric field and therefore follow the gas streamlines. For effective particle
sampling, unipolarly charged particles should be introduced into an ESP. Unipolar
charging of particles can for example be achieved by a corona charger upstream of
the ESP.
If connected directly to an outlet of a DMA, an ESP can be used to sample size

selected particles without additional charging.
Figure 8.23 shows an ESP as developed byDixkens and Fissan [50] which has been

commercialized (TSI Model 3089). In this ESP, particles are homogenously distrib-
uted within a deposition spot. The spot size can be varied by controlling the flow
aerosol flow rate and voltage applied to the electrode system.
Nanoparticlesmay also be sampled by using the impaction process. Commercially

available cascade impactors separating and sampling particles even down to about
20 nm are the Nano-Moudi, the Berner low-pressure impactor and the electrical low-
pressure impactor (ELPI) (Figures 8.24 and 8.25, see also [51]).
These cascade impactors are all based on the same principle, the inertia of

particles. This principle is explained in Section 8.3.3.1. The main extension to the
principle explained therein is the low-pressure conditions. Low pressure is necessary
actually to use the principle of inertia to differentiate particles in the nanometer size
range since gas–particle interactions otherwise interfere with the process andmake a
particle size separation for those size classes impossible.
Once the particles have been deposited on the substrates, either by ESP or by

impaction, particlesmay be chemically analyzed in the bulk or as single particles. ESP
is the better option for the latter chemical analysis.
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8.4
Nanoparticle Detection and Measurement Strategies

No clear differentiation between natural and manmade ultrafine particles and
nanoparticles can easily be done when measuring particles in the nanometer size
range, as was shown in Section 8.3. Normally only a combination of methods will
allow for a clear differentiation of nanoparticles from others. This will be explained in
some detail for airborne nanoparticles.
The detection and measurement strategies to be pursued depend mainly on the

nanoparticle characteristics and on the detection limits. Nanoparticle characteristics
can be divided into physical–chemical and morphological characteristics. The phy-
sical–chemical characteristics determine, for example, which detection technique can
be used for the identification of the nanoparticles. If, for example, TiO2, Al2O3 or Fe
nanoparticles are to be detected, a combination of TEM with EDX can be used. The
microscopic techniques (TEM, SEM, ESEM (Environmental Scanning Electron
Microscope)) also allow for the determination of the morphology/shape which can
be of interest for the identification of nanoparticles of known shape and/or primary
particles size. However, these techniques are less suitable for carbon nanoparticles
since they cannot determine the chemical composition. Techniques such as single-
particle AMS and/or particle size distribution measurement along with the online

Figure 8.23 Schematic of an electrostatic precipitator (Dixkens
and Fissan, 1999) and picture of commercial electrostatic
precipitator with glassy carbon carrier.
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Figure 8.24 Schematic of Nano-Moudi II setup and particle
separation curves (Courtesy of MSP Corporation).

detection of submicrometer elemental carbon (e.g. with an Aethalometer) may be
more suitable.However, themicroscopicmethods are still an important tool actually to
identify the source of carbon (e.g. diesel, nanotubes, carbon black).
Particle number concentrations, particle size distributions and surface area

concentration may also be used for the measurements of nanoparticles. However,
these methods are of more general character and do not differentiate between
nanoparticles and other particles of diameter <100 nm.
The above-mentioned possible setups ofmeasurement devices and techniques are

important for the actual particle characterization. Nevertheless, these techniques are
time consuming and expensive. Still, measurements as described above will be
necessary if single nanoparticles in a complexmatrix are to be detected and described
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Figure 8.25 Schematic of an ELPI (Courtesy of Dekati Ltd.).

to be traceable to the product or are of such high toxicity that even single particles can
cause health effects (e.g. asbestos).
Themeasurementtechniquestobeemployedmaybedifferentifonlylargerquantities

ofnanoparticleshave tobedetected.Evenheretwodifferent levelsmaybedifferentiated,
exemplarilydiscussedherefornumberconcentrationsofparticlesofdiameter<100nm:
nanoparticle contributions to airborneparticles from1000–100 000 cm�3 and contribu-
tions>100 000 cm�3.MeasurementtechniquesasusedbyM€ohlmann[18]areapplicable
to identify source contributions >100 000 cm�3. In his study, a single SMPSmeasuring
particle number size distributions from 10 to 700nm was used. This measurement
allows for the calculation of the particle number concentration of particles of diameter
<100nm and for the determination of themode (particle size with the highest number
concentration). Still, since particle number concentrations of up to 100 000 cm�3 may
occur naturally or by contributions from outside, this kind of measurement strategy is
only applicable for higher number concentrations.
A different approach must be pursued if particle contributions by processes,

leaks and work activities at levels down to about a few thousand particles per cubic
meter are to be determined. Kuhlbusch et al. [17] and Kuhlbusch and Fissan [19]
showed that particle contributions from sources outside the plant can be significant
and have to be taken into account. By choosing a setup of instruments with simulta-
neous measurements inside the working area and at a comparison site in the direct
vicinity of the work area but outside, they demonstrated the influence of outside
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contributions to indoor measurements. By choosing this kind of setup they were able
to differentiate (a) sources from outside of the work area, (b) continuous source
contributions and (c) discontinuous source contributions. This possibility of differ-
entiation of continuous and discontinuous source activities can be important when the
continuous sources are active during the assessment of a discontinuous activity. The
particles from the continuous source would have been attributed to the discontinuous
source activity if no differentiation were to have been made.
Still, even when determining source activities by the methods describe above,

single particle analysis may still be necessary to avoid datamisinterpretation, such as
attributing welding particles to nanoparticle bagging activity (Table 8.3).

Table 8.3 Concentration-dependent measurement strategies.

Number concentration
range (cm�3) Strategy

>100 000 Determination of particle number concentrations and/or number
size distributions only at the location of interest

1000–100 000 Determination of particle number concentrations and/or number
size distributions simultaneously at the location of interest and a
corresponding comparison location

<1000 Determination of particle number concentrations and/or number
size distributions, along with particle samplers for single particle
analysis for nanoparticle identification

Source: T. A. J. Kuhlbusch et al., in preparation [54].
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9
Epidemiological Studies on Particulate Air Pollution
Irene Br€uske-Hohlfeld and Annette Peters

9.1
Introduction

This chapter presents an overview of themain results stemming from epidemiologi-
cal research on the health effects of exposure to particulate air pollution in the
environment and at the workplace. Over the past two decades, evidence has
accumulated that airborne particles are correlated with the incidence of respiratory
and cardiovascular disease. Although remarkably consistent between numerous
epidemiological studies in different geographic areas, these findings were at first
received with some skepticism, as there appeared to be no plausible biological
mechanism to explain the observed association between respiratory and
cardiovascular mortality and the level of airborne particles. As epidemiology is an
observational rather than an experimental science, it cannot establish causality on its
own and is a rather blunt tool for elucidating biologicalmechanisms.However, in the
meantime complementary information from controlled in vivo and in vitro
experimental studies has supplied supporting evidence, which will be presented,
for example, in Chapter 10.

9.1.1
Outline of the Chapter

We will start with a short definition of particle sizes, a brief comment on
epidemiological study design and a description of what is known about the main
potential entry routes for nanoparticles, focusing on the inhalation and metabolism
of airborne particles. Thereafter, a summary of the observed adverse health effects of
particulate air pollution from environmental epidemiological studies is given, with
special emphasis on studies that have particularly investigated the effects of ultrafine
particles. Then, looking – so to speak - backwards from the adverse health effects to
particle exposure, wewill bundle the evidence for diseases related to three organs: the
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heart, the lungs and the central nervous system. Finally, we will summarize
epidemiological studies that have looked into dusty workplace environments and
have investigated the impact on health of exposed workers.

9.1.2
A Short Definition of Particle Sizes

Environmental air pollution consists of a complex mixture of compounds in
gaseous, liquid and solid phases, the latter usually referred to as particulate matter
(PM). Some particles are introduced from the source into the air in solid or liquid
form, whereas others are formed in the air by gas to particle conversion. In general,
ambient levels of particulate matter are characterized as particulate matter with an
effective aerodynamic diameter of less than 10mm (PM10) or 2.5mm (PM2.5);
see Figure 9.1.
These PM size cuts generally represent different sources and display different

physical and chemical properties. They are generated by a large number of sources:
motor vehicles, power plants, wind blown dust, photochemical processes, cigarette
smoking, nearby quarry operation, etc. Ultrafine particles (UFP) as a component of
ambientparticulateairpollutionarelargelytheresultofcombustionprocesses,suchas
automobile traffic and heating of homes, and composed of a core of elemental carbon
covered by organic carbon compounds and secondary sulfates and nitrates. Although
comparable insize(<100 nm)totechnicallyproducednanoparticles,ambientultrafine
particles lack their potential specific toxicity. They have a high tendency to react
chemically or coagulate. The number concentration of these very small particles
exceedsbyfar thatof largerparticles in theurbanarea,but theircontribution to the total

Figure 9.1 Particulate matter air pollution size distribution.
(Reproduced with permission from [115]).
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mass concentration is relatively low. With regard to ultrafine particles, the number
concentration (n cm�3) or surface area concentration (mm2m�3) or particle length
concentration (mmcm�3) ismore relevant than particlemass. Such data on exposure
are not routinely available by monitoring stations, but have to be collected indepen-
dently. It has been proposed that the adverse health effect of airborne particles was
mainly associated with the number concentrations of ultrafine particles [1–3] rather
than the mass concentrations PM2.5 or PM10.

9.1.3
A Brief Comment on Epidemiological Study Design

As epidemiology often takes advantage of already existing data, most of the
concurrent research relies on measurements of particle mass (mgm�3) of PM10 or
PM2.5, which is typically recorded for regulatory purposes at central-site community-
based monitoring stations. Although these studies do not specifically concentrate on
nanosized particles, they contribute valuable information as it seems that it is the
inherent fraction of combustion-derived ultrafine particles within PM10 that is
actually responsible for the adverse health effects. There is sufficient reason to
believe that ultrafine particles are important because compared with larger particles,
they have a much larger surface area and higher concentrations of adsorbed or
condensed toxic air pollutants (oxidant gases, organic compounds, transitionmetals)
per unit mass.
The epidemiological approach to measuring associations between air pollution

and health varies with the available data and the hypothesized health effects being
investigated. Usually, air pollution epidemiological studies are classified as acute
or chronic exposure studies. The acute exposure studies use short-term temporal
changes in pollution as their source of exposure variability and evaluate short-term
changes in health measures in a so called time-series analysis. The study design
is that of a longitudinal panel study, in which a population is followed for a
certain time and measurements are taken for the same person repeatedly. Thus,
every person acts as his or her own control. Panel studies are free of confounding by
personal characteristics and are most effective for studying short-term health effects
(e.g. changes in lung function tests, inflammatory blood markers and immediate
impact on mortality rate) of air pollution.
The development of lung cancer or other chronic diseases may be related to air

pollution but will not correlate with short-term changes of exposure and a time series
analysis will not be the appropriate formof statistical analysis. Instead, cohort studies
offer the opportunity to compare the mortality of lung cancer, for example by using
spatial or long-term temporal differences in pollution as a source of exposure
variability. If confounding factors, such as smoking, can be measured in a cohort
study, their influence can be removed in the statistical analyses.
Results in epidemiological research are usually presented as relative risk (RR) or

odds ratio (OR). Without going into the underlying statistics and just to give the
reader a rough idea, these numbers can be interpreted as the ratio of two probabilities
for an event. The factor indicates the relativemagnitude with which a risk is different
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between two groups. The relative risk expresses the ratio of the probability of
the event occurring in the exposed group versus the control (non-exposed) group.
A 95% confidence interval (CI) is defined as the interval between two numbers with
an associated probability p which is generated from a random sample of an
underlying population, such that if the sampling was repeated numerous times and
theCI recalculated fromeach sample according to the samemethod, a proportion p of
the CIs would contain the population parameter in question. It must be noted that
this is not equivalent to a (Bayesian) credible interval. We will cite OR and RR
estimates from epidemiological studies along with their CIs to give the reader a
perception of the magnitude of the measured association and the precision of this
estimate mirrored by the width of the CI.

9.2
Potential Entry Routes for Nanoparticles into the Human Body

In principle, there are three main contact sites of the human organism with
the environment: skin, lungs and intestinal tract. The skin provides a relatively
thick (10mm) first barrier against hazardous compounds that is difficult to pass, as
opposed to the lungs, where in the gas exchange region the barrier between the
alveolar wall and the capillaries is very thin. The air in the lumen of the alveoli is on
average only 0.5mm away from the blood. Epidemiological studies with their main
focus on environmental air pollution can only contribute scientific findings to the
effect of inhaling particles. The dermal or oral uptake of particles, although probably
important in the context of manufactured nanomaterial, has so far not been the
objective of epidemiology.

9.2.1
Inhalation and Metabolism of Airborne Particles

Particles can be inhaled when their aerodynamic diameter is less than 10mm; larger
oneswill be trapped in thenose. In general, as particle size decreases, the access to the
lower respiratory tract and the alveolar region increases [4]. This rule does not apply,
however, for particles smaller than 100 nm, as the deposition of nanosized particles
becomes governed by diffusional processes rather than gravity. For example, 20 nm
UFP are predicted to be deposited in the alveolar region up to 50% and only about
10% each in the nasopharyngeal and tracheobronchial regions; in contrast, about
90% of inhaled UFP around 1 nm in size deposit in the nasopharyngeal region [5],
whereas only about 10% of this size deposit in the tracheobronchial and essentially
none in the alveolar region.
Inhaled particles will be cleared by various human defense mechanisms.

The mucociliary escalator dominates clearance from the upper airways, where
particles in the size range 2.5–10mmdeposit. Themucociliary escalator is an efficient
transport systempushing themucus,which covers the airways, togetherwith trapped
solid materials towards the mouth. Smaller particles (PM2.5 and particles <100 nm)
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reach the alveoli of the lung and can only be cleared by alveolar macrophages.
The uptake of particles and fibers in the alveoli, not only results in activation of
macrophages, but also stimulates the release of chemokines and pro-inflammatory
cytokines into the circulation and the production of reactive oxygen species. Although
the inflammatory response is a key component of host defense, it can also contribute
to persistent inflammation and the pathogenesis of disease [6]. Independently of
particle size, there are specific particle characteristics of manufactured nanoparticles
such as shape (fibers versus crystals), surface (coated versus uncoated) and surface
charges (hydrophilic versus hydrophobic properties), which affect deposition and
clearance. Even physiological features of the host organism, such as blood circulation
during strenuous physical activity [7, 8] or changed air flow due to pre-existing lung
diseases [9], determine the extent and site of deposition of particles.
The impact of inhaled particles on extra pulmonary organs has only recently been

recognized. Nemmar et al. found in five healthy volunteers that inhaled ultrafine
99mTc–carbon particles passed rapidly into the systemic blood circulation [10].
The literature on the translocation of very small particles from the lungs into the
blood circulation is limited and still conflicting. In experimental animal
studies, several authors have reported extra pulmonary translocation of ultrafine
particles [11–13] after intratracheal installation or inhalation.However, the amount of
ultrafine particles that translocate into blood and extra pulmonary organs differed
among these studies.
The difference in deposition characteristics is very important to understand why

nanoparticles can probably gain access into the human central nervous system (CNS)
directly from deposits on the nasal mucosa via the olfactory epithelium and the
olfactory nerves. This pathway has been well demonstrated for inhaled or nasally
instilled compounds in animal experiments [14] and – if it also exists in humans –
would be very important, as it circumvents the tight blood–brain barrier. Although
the olfactory system of rodents requires 50% of the nasal mucosa as compared with
only 5% in humans, Elder et al. suggest that the direct access of nanoparticles to the
brain via the olfactory epithelium and the olfactory nerves is also relevant in
humans [15].

9.3
Studies of Environmental Air Pollution in the USA and Europe

9.3.1
PM10 and PM2.5

Based on health statistics and smog episodes in the past, a temporal correlation
between high levels of air pollution and acute increases in morbidity and mortality
was observed already in the 1950s (e.g. [16]). Since then, numerous epidemiological
studies have shown that the association of daily deaths with daily air pollution is
not confined to smog episodes, but exists at levels commonly observed in cities and
rural areas.
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9.3.1.1 Short-Term Studies
From1988 to 1993, the averages of the annualmean PM10 concentrations at 799 sites
monitored by the US EPA declined by 20%. Despite these improvements in air
quality, Samet et al. [17] reported associations betweenparticle concentrations and the
number of deaths per day in 20 of the largest cities andmetropolitan areas in theUSA
from 1987 to 1994 with mean 24-hour PM10 concentrations well below the standard.
Analyses of the daily number of deaths occurringwithin an urban region have shown
that 10mgm�3 PM10 were associated with an increase of 0.2%. The result is based on
recent reanalyses of theNationalMortalityMorbidity Air Pollution Study (NMMAPS)
that included 90 urban areas of the USA [18].
The APHEA (Air Pollution and Health: a European Approach) project was a large

multicenter European study investigating the short-term effects of air pollution on
health [19]. Twenty-nine European cities provided data onmortality from respiratory
and cardiovascular diseases and data on daily ambient air pollution. An increase in
PM10 by 10mgm�3 was associated with increases of 0.76% (95%CI: 0.47 to 1.05%) in
cardiovascular deaths and 0.58% (95% CI: 0.35 to 0.90%) in respiratory deaths [20].

9.3.1.2 Long-Term Studies
In a prospective cohort study, Dockery et al. [21] estimated the effects of air pollution
onmortality with data from a 14–16-year mortality follow-up of 8111 adults in six US
cities, while controlling for individual risk factors. The adjusted mortality–rate ratio
for the most polluted of the cities as compared with the least polluted was 1.26 (95%
CI: 1.08 to 1.47). Air pollution was positively associated with death from lung cancer
and cardiopulmonary disease but not with death from other causes considered
together. A follow-up to the Six Cities Study shows that an overall reduction in PM2.5

levels results in reduced long-term mortality risk [22]. Another study [23] dealt with
the effect of air pollution control measures and compared for 72 months before and
after the banning of coal sales in Dublin, Ireland, on age-standardized death rates.
Average black smoke concentrations in Dublin declined by 35.6mgm�3 (70%) after
the ban on coal sales. Adjusted non-trauma death rates decreased by 5.7% (95%CI: 4
to 7%, p < 0.0001), respiratory deaths by 15.5% (95% CI: 12 to 19%, p < 0.0001) and
cardiovascular deaths by 10.3% (95% CI: 8 to 13%, p < 0.0001).
In 1982, the American Cancer Society enrolled approximately 1.2million adults as

part of the Cancer Prevention II study, a large cohort study. Participants completed
a questionnaire detailing individual risk factor data (age, sex, race, weight, height,
smoking history, education, marital status, diet, alcohol consumption and
occupational exposures). These data were linked with air pollution data for metro-
politan areas throughout the USA and combined with vital status and cause of death
data through 31 December 1998. Fine particulate and sulfur oxide-related pollution
were associated with all-cause, lung cancer and cardiopulmonary mortality. Each
10mgm�3 elevation in fine particulate air pollution was associated with approximate-
ly a 4, 6 and 8% increased risk of all-cause, cardiopulmonary and lung cancer
mortality, respectively [24].
The impact of air pollution on potentially susceptible patients with pre-existing

disease was evaluated by defining cohorts hospitalized for certain diseases: chronic
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obstructive pulmonary disease [25], congestive heart disease [26, 27], myocardial
infarction [28, 29] or diabetes [29, 30]. All of these studies showed an increased risk of
experiencing acute exacerbation of their disease on days with a high concentration of
air pollution or shortly afterwards. However, physiological responses with
potentially negative effects such as an increase in plasma viscosity [31], in
fibrinogen [32] and in C-reactive protein [4] were not restricted to frail populations,
but were also observed in samples of randomly collected healthy subjects. Small
increases in blood pressure may occur in association with elevated concentrations of
ambient particles [33, 34].

9.3.2
Ultrafine Particles (UFP)

A study conducted in Erfurt, Germany, on daily mortality [35] showed comparable
and independent increases in mortality associated with fine and ultrafine particles.
All particles had a strong seasonality with maximum concentrations in winter.
The ultrafine particle concentrations showed a pronounced day of the week effect
with concentrations during the weekend 40% lower than during the week. This and
a clear increase in the ultrafine particle concentrations during the rush hours
suggested that the main source of ultrafine particles was automobile traffic. Associa-
tions between health effects and particle number and particle mass concentrations
have been observed in different size classes and both immediate effects (lags 0 or 1
day) and delayed effects (lags 4 or 5 days) were found. The effects could be found for
total mortality but also for respiratory and cardiovascular causes. There was a
tendency for more immediate effects on respiratory causes andmore delayed effects
for cardiovascular causes. Mortality increased in association with ambient particles
after adjustment for season, influenza epidemics, day of the week and meteorology
and sensitivity analyses showed the results to be stable.
The first epidemiological evidence of effects of UFP onmorbidity was collected in

Erfurt on 27 adult asthmatics [36]. A stronger decrease in the peak expiratoryflowwas
observed upon correlation with UFP number concentrations than with fine particle
mass concentrations (PM2.5). A decrease in respiratory functions, e.g. peak expiratory
flow [37], and an increase in symptoms andmedication use [38] were associated with
elevated particle concentrations of ultrafine particles, independently of fine particles.
Inflammatory events in the lungs took several days to develop. It was considered
likely that a lag time existed between exposure to ultrafine particles and the acute
respiratory health effects of the exposed population. Cumulative effects over 5 days
seemed to be stronger than same-day effects. There was an indication that the acute
effects of the number of ultrafine particles on respiratory health were stronger than
that of the mass of the fine particles [39, 40].
To improve the knowledge on human exposure to particulate matter of different

sizes and of different chemical composition in Europe and to develop standards
for air quality in Europe, theULTRAproject was initiated. Specifically, the aims of the
project were to improve exposure assessment to fine particles by assessing the
size distributions, including ultrafine particles and elemental compositions of
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fine particles in ambient air in three European cities with different sources of
particulate air pollution. Three panel studies were carried out in Amsterdam, The
Netherlands, Erfurt, Germany, and Helsinki, Finland, during winter and spring
1998–1999 [34, 41, 42]. In all three cities, about 50 elderly personswith coronary heart
disease were followed up for 6 months with biweekly intensive examinations, which
includedmeasurements of the function of the heart and lungs, blood pressure and of
biomarkers for lung damage from urine. The subjects also kept daily symptom
diaries. These studies were limited to the investigation of the acute health effects of
short-term exposure by evaluating the impact of day-to-day variation in ambient
pollution on health through correlating mortality and morbidity with daily pollution
levels. There was an association between exposure to ultrafine particles and cardio-
vascular morbidity in the population with chronic heart diseases. In Helsinki [43],
independent associations between both fine and ultrafine particles and the risk of
ST-segment depression in their ECG were observed among subjects with coronary
heart disease. ST-segment depression is regarded as an indicator of myocardial
ischemia. The study reports increased odds ratios for 45 subjects ranging from1.03 to
3.29 with an estimated 2-day lag (95% CI: 0.54 to 6.32).
For the Erfurt Panel, the following ECG parameters reflecting myocardial

substrate and vulnerability weremeasured: QTand QTc duration, T-wave amplitude,
T-wave complexity and variability of T-wave complexity. Fixed-effect regression
analysis was used, adjusting for subject, trend, weekday and meteorology.
The analysis showed a significant increase in QT duration in response to exposure
to organic carbon, a significant decrease in T-wave amplitude with exposure to
ultrafine, accumulationmode and PM2.5 particles (particles <2.5mm in aerodynamic
diameter) and a corresponding significant increase of T-wave complexity in associa-
tion with PM2.5 particles for the 24 h before ECG recordings. Variability of T-wave
complexity showed a significant increase with organic and elemental carbon in the
same time interval. The study provided evidence suggesting an immediate effect of
air pollution on repolarization duration, morphology and variability representing
myocardial substrate and vulnerability, key factors in the mechanisms of cardiac
death [44].
In summary, both fine and ultrafine particles are associated with respiratory and

cardiovascular morbidity and mortality and appear to do so independently of each
other. There is also epidemiological evidence of similar responses to fine and
ultrafine particles, although the size of the effects is often larger for ultrafine than
for fine particles (at least on a per mass basis). In general, the relative effects of
particulate air pollution are greater for respiratory than cardiovascular mortality.
Nevertheless, due to the higher background rate of cardiovascular mortality, the
absolute number of deaths attributable to particulate air pollution ismuch higher for
cardiovascular than for respiratory deaths [45–47].
Studies on particles mass concentration indicate that there is linear relationship

between PM10 and PM2.5 and various health indicators (such as cough, symptom
exacerbation, bronchodilator use, hospital admissions and mortality) [48] for con-
centration levels between 0 and 200mgm�3 and no threshold in particle
concentrations below which health would not be jeopardized.
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9.4
Cardiovascular Disease

Repeated exposures to elevated ambient air pollution concentrations might not only
transiently deteriorate risk factor profiles. Several mechanisms have been hypothe-
sized to contribute to deaths fromcardiovascular diseases [49], as shown inFigure 9.2.
The inhalation of particles provokes oxidative stress and triggers alveolar and
systemic inflammation [2], the linchpin of further patho-physiological mechanisms
leading to (1) altered blood rheology favoring coagulation [31, 50], (2) vascular
dysfunction [43, 51] and (3) enhanced atherosclerosis, all increasing the risk of a
subsequent myocardial infarction; and (4) the alteration of the autonomic nervous
control of the heart increases the likelihood of ischemic events and cardiac arrhyth-
mias [52]. Patients with implanted cardioverter defibrillators were more likely to
receive interventions with high ambient air pollution 2 days before [53].
An association was found between exposure to traffic and the onset of a

myocardial infarction within 1 h afterwards (OR 2.92; 95% CI: 2.22 to 3.83,
p < 0.001). The time the subjects spent in cars, on public transportation or on
motorcycles or bicycles was consistently linked with an increase in the risk of

Figure 9.2 General mechanism of cardiovascular disease caused
by particulate air pollution exposure. Inhalation of constituents of
fine particulate matter (PM2.5) can produce pulmonary
inflammation. This can directly alter autonomic balance
(cardiac rhythm) and lead to a systemic-wide inflammatory
response capable of triggering acute and chronic cardiovascular
disease. (Reproduced with permission from [49]).
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myocardial infarction. Adjusting for the level of exercise on a bicycle or for getting
up in the morning changed the estimated effect of exposure to traffic only slightly
(OR for myocardial infarction, 2.73; 95% CI: 2.06 to 3.61, p < 0.001). The subject�s
use of a car was the most common source of exposure to traffic; nevertheless, there
was also an association between time spent on public transportation and the onset
of a myocardial infarction 1 h later [54].
Time-series studies have reported significant reductions in heart rate variability in

association with higher ambient air pollution levels in elderly subjects [55, 56] and
with occupational exposure concentrations in healthy young men [57]. Decreased
heart rate variability reflects a disturbance of cardiac autonomic function and predicts
an increased risk for sudden death. Peters [52] reviewed the association between
particulatematter and heart disease and concluded that epidemiological studies have
demonstrated coherent associations between daily changes in concentrations of
ambient particles and cardiovascular disease mortality, hospital admission, disease
exacerbation inpatientswith cardiovascular disease andearly physiological responses
in healthy individuals consistent with a risk factor profile deterioration.

9.5
Respiratory Disease

The APHEA 2 project investigated short-term health effects of particles in eight
European cities and confirmed that particle concentrationswere positively associated
with increased numbers of hospital admissions for respiratory diseases [58].
Lung diseases attributed to environmental air pollution are (1) deterioration of lung
function and respiratory symptoms, exacerbations of chronic obstructive lung
disease (COPD) and chronic bronchitis, (2) asthma and allergies and (3) lung cancer.

9.5.1
Deterioration of Lung Function and Respiratory Symptoms

There are few sources of widespread urban air pollution that rival diesel exhaust.
The combustion of diesel fuel leads to an emission aerosol that is nanoparticle in
primary particle size, but rapidly forms aggregates of 80nm nanoparticle
(accumulation)modewith a solid carbon core. In Europe, exhaust frommotor vehicle
traffic is considered to contribute to more than 50% of ambient particulate matter
(PM10) [59].Forultrafineparticles, thecontributionof automobile traffic is evenhigher.
Traffic-relatedair pollution increases the risk ofnon-allergic respiratory symptomsand
disease. This has been observed in so many epidemiological studies that only one
review [60] and one study from The Netherlands are cited here as examples.
Diesel typically is emitted at ground level and ambient diesel levels are highest near

highways and busy roads. Brunekreef et al. [61] studied children in six areas located
near major motorways in The Netherlands and showed that lung function was
associated with truck traffic density. The association was stronger in children living
closest (<300m) to the motorways. The results indicated that exposure to
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traffic-related air pollution, in particular diesel exhaust particles, leads to reduced
lung function in children living near major motorways.
The carbon content of particulate matter, which can be measured as elemental

carbon (EC) or organic carbon (OC), served in several epidemiological studies as an
exposure surrogate for traffic-related air pollution. It can be shown that alveolar
macrophages are loaded with carbonaceous material. Bunn et al. [62] collected
alveolar macrophages from 22 children aged from 3 months to 16 years with no
respiratory symptoms by bronchoalveolar lavage prior to elective surgery. In each
child, the size and composition of environmental particles within single sections
from 100 separate alveolar macrophages were determined by electron microscopy
and microanalysis. Particles consisted of a carbonaceous core and all were ultrafine
(<0.1mm). Other elements such as metals and silicon were not detected.
The percentage of particle-containing AMdid not changewith age, but was increased
in children whose parents lived on amain road compared with those living on a quiet
residential road (median 10% vs. 3%, p¼ 0.014).
Ina recent investigation,Kulkarni et al. [63] studied airwaymacrophagesobtainedby

sputum induction from 64 healthy children in Leicestershire. The authors used the
carboncontentof airwaymacrophagesasamarkerof individual exposure toparticulate
matter derived from fossil fuel. Each increase in primaryPM10 of 1.0mgm�3 near each
child�shomeaddresswasassociatedwithan increaseof0.10mm2in thecarboncontent
of airway macrophages and each increase of 1.0mm2 in carbon content of airway
macrophages was associated with a reduction of 17% in forced expiratory volume in
1 s, of 12.9% in forced vital capacity and of 34.7% in the forced expiratoryflowbetween
25 and 75% of the forced vital capacity. All these reductions were highly statistically
significant. The data strengthened the evidence for a causal association between the
inhalation of carbonaceous particles and impaired lung function in children.

9.5.2
Asthma and Allergies

Peterson and Saxon [64] reviewed the prevalence of allergic rhinitis and asthma and
found an increase in frequency over the past two centuries. They suggested that
certain pollutants such as those produced from the burning of fossil fuels, whichhave
been shown to enhance in vitro and in vivo IgE production, may be partly responsible
for the increased prevalence of allergic respiratory disease.
Laboratory studies in humans and animals have shown that particulate toxic

pollutants, particularly diesel exhaust particulates, can enhance allergic inflamma-
tion and can induce allergic immune responses. Although road traffic pollution from
automobile exhausts may be a risk factor for atopic sensitization, the evidence in
support of this view remains contradictory [65, 66]. Some investigators have reported
a clear association between the prevalence of allergy and road traffic-related air
pollution, whereas such a difference was not observed in other studies.
Asthma is characterized by airway obstruction, with air trapping and increases in

lung residual volume. Increases in alveolar volume would be expected to enhance
diffusional deposition, the primary mechanism of deposition for UFPs, although
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impaired alveolar ventilation would counter this increase. A panel study of subjects
with asthma [36] found that peakflow variedmore closelywith the 5-daymean ofUFP
number than with fine particle mass concentration, suggesting that the UFP
component of fine particle pollution contributes to airway effects in asthmatics.
Penttinen et al. [40] noted thatUFPnumber concentrations tended to be inversely but
not significantly associated with measures of lung function. However, some epide-
miological studies have not found associations between UFP exposure and health
effects [41]. Inhaled UFPs have a high predicted deposition efficiency in the
pulmonary region [67]. Thus, the expected number of particles retained in the lung
with each breath is greater for UFPs than for larger particles. A study on 16 subjects
with mild to moderate asthma demonstrated an efficient respiratory deposition of
ultrafine particles especially in subjects with asthma [68]. Deposition was measured
during spontaneous breathing at rest and exercise. The deposition fraction increased
during exercise by particle number andmass concentration and reached amaximum
for the smallest particles. When both the increased deposition fraction and minute
ventilation were considered, the total number of particles retained in the lung was
74% greater in subjects with asthma than in healthy subjects. Thus, people with
asthma have a higher total respiratory dose of UFPs for a given exposure, whichmay
contribute to their increased susceptibility to the health effects of air pollution.
The association between particulate air pollution and asthma medication use and

symptomswas assessed in a panel study of 53 adult asthmatics in Erfurt, Germany, in
winter 1996–97. The results suggest that reported asthma medication use and
symptoms increase in association with particulate air pollution (0.01–0.1mm in
diameter) and gaseous pollutants such as nitrogen dioxide [38].

9.5.3
Lung Cancer

Large cohort studies in the USA and Europe suggest that air pollution may increase
lung cancer risk. For example, the Adventist Health Study found an increased risk of
newly diagnosed lung cancers in a cohort study of 6338 non-smoking, white
Californian adults, followed from 1977 to 1992, associated with elevated long-term
ambient concentrations of PM10 [69]. In theHarvardSixCities Study air pollutionwas
positively associated with death from lung cancer [21]. Also, in the Cancer Prevention
II study of the American Cancer Society it was quantitatively evaluated that for each
10mgm�3 elevation in fine particulate air pollution there is an increase of 8% in lung
cancer mortality [24].
In Europe, the association between incidence of lung cancer and long-term

air pollution exposure was investigated in a cohort of Oslo men followed from
1972–73 to 1998. During the follow-up period, 418men developed lung cancer. For a
10mgm�3 increase in average home address exposure to nitrogen oxides NOx – a
traffic-related gas of urban air pollution – between 1974 and 1978, the risk of
developing lung cancer increased by 8%, controlling for age, smoking habits and
length of education [70]. To estimate the relationship between air pollution and lung
cancer, a nested case–control study was set up within EPIC (European Prospective
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Investigation on Cancer and Nutrition). There was a non-significant association
between lung cancer and residence nearby heavy traffic roads as an indicator of
exposure to air pollution [71].
Since epidemiological studies in railroadworkers [72, 73] had suggested that diesel

exhaust was a human lung carcinogen, public concern was aroused. Inhalation
studies in rats exposed to high levels of diesel exhaust had also resulted in lung
tumors [74, 75], although the resultswere not replicable in other species. Later studies
in humans in motor exhaust-related occupations such as truck, forklift and other
drivers of diesel vehicles, operators of heavy construction equipment, farm workers
operating diesel equipment, bus maintenance garage workers and loading dock
workers [76–81] supported the evidence that diesel exhaust might be a potential
occupational carcinogen. Bhatia et al. [82] evaluated the relation between
occupational exposure to diesel exhaust and cancer of the lung in a meta-analysis
of 29 published cohort and case–control studies. Pooled effect measures weighted by
study precision indicated a statistically significant increased relative risk of lung
cancer from occupational exposure to diesel exhaust. This meta-analysis supported
a causal association between increased risk of lung cancer and exposure to diesel
exhaust. The International Agency for Research on Cancer (IARC) classified
diesel exhaust as probably carcinogenic to humans (Group 2A) [83].
Numerous experimental studies in vitro and in vivo have provided unambiguous

evidence for genotoxicity of air pollution. Several studies found an association
between external measures of exposure to air pollution and increased levels of DNA
adducts, with an apparent leveling off of the dose–response relationship. Due to the
organic extracts of particulate matter, especially various polycyclic aromatic hydro-
carbons (PAHs), particulate air pollution induces oxidative damage to DNA. Lung
cancer develops through a series of progressive pathological changes occurring in the
respiratory epithelium. Molecular alterations such as loss of heterozygosity, gene
mutations and aberrant gene promoter methylation have emerged as potentially
promising molecular biomarkers of lung carcinogenesis [84].

9.6
Diseases of the Central Nervous System

Transitional metals such as copper, manganese and iron have been associated with
pathological lesions of the brain characteristic of a variety of neurodegenerative
diseases such as Parkinson�s disease, Alzheimer�s disease and amyotrophic lateral
sclerosis [85]. Metals are essential in the synthesis of DNA and RNA and are also
cofactors of numerous enzymes, particularly those involved in respiration.
In addition, several modifications indicative of oxidative stress have been described
in association with neurons, neurofibrillary tangles and senile plaques in
Alzheimer�s disease.
These findings became even more important after inhalation experiments with

rats by Oberd€orster [14] suggested that 13C-labeled nanoparticles with a size about
35 nmmaymigrate along the olfactory nerve into the olfactory bulb of the brain after
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deposition on the olfactorymucosa in thenasal region. If this observation proves to be
a route of entry of nanoparticles into the brain, it would circumvent the tight
blood–brain barrier and might play a role in neurodegenerative disease.
In Mexico, neuropathological findings for 32 dogs from Southwest Metropolitan

Mexico City, a highly polluted urban region, were compared with those for eight dogs
from Tlaxcala, a less polluted, control city [86]. The report describes early and
progressive alterations in the nasal respiratory and olfactory mucosa. Early changes
included expression of nuclear neuronal NF-kappaB and iNOS in cortical endothelial
cells occurring at ages 2 and 4 weeks; subsequent damage included alterations of the
blood–brain barrier (BBB), degenerating cortical neurons, apoptotic glial white
matter cells, deposition of apolipoprotein E (apoE)-positive lipid droplets in smooth
muscle cells and pericytes, non-neuritic plaques and neurofibrillary tangles.
The authors concluded that persistent pulmonary inflammation and deteriorating
olfactory and respiratory barriers may play a role in the degenerative neuropathology
observed in the brains of highly exposed dogs.
The greatest exposure to metals is likely to occur in occupational settings such as

mining, alloy production and welding. Welding and laser operations are well
known for their potential to produce large numbers of nanosized particles [87]
(see Table 9.1), for example manual metal arc welding with covered electrodes
releases particles in the size ranges 20–400 and 10–20 nm for gas-shielded metal arc
welding.
A review by Tj€alve and Henriksson [88] deals with the mechanism of uptake and

transport of metals in the olfactory system. Metals discussed are mainly manganese,
cadmium, nickel andmercury. Manganese was found to have a unique capacity to be
takenup via the olfactory pathways andbe passed transneuronally to other parts of the
brain. It is considered that the occupational neurotoxicity of inhaledmanganesemay
be related to an uptake of themetal into the brain via the olfactory pathways. Airborne
manganese levels during welding practice were measured in a study on 97 welders
engaged in electric arcwelding in a vehiclemanufacturer. Ambientmanganese levels
in welders� breathing zone were the highest inside the vehicle and the lowest in the
center of the workshop. Serum levels of manganese in welders were about three-fold
(p < 0.01) higher than those of controls [89].
The neurotoxicity of manganese has been known since the nineteenth century.

In 1837, Couper described �manganism� characterized by extrapyramidal motor
system dysfunction and in particular, Parkinson�s disease and dystonia. Manganese
is rapidly cleared from the blood by the liver, but elimination from the central nervous
system takes a very long time. The neurological signs of manganism have received
close attention because they resemble several clinical disorders collectively described
as extrapyramidal motor system dysfunction and, in particular, Parkinson�s disease
anddystonia. Semchuk et al. [90], in a population-based case–control study inCalgary,
Alberta, reported no significant increase in risk of Parkinson�s disease associated
with a history of rural exposure to manganese. In contrast, Gorell et al. [91],
in a population-based case–control study at Henry Ford Health System (HFHS),
Detroit, MI, found a significant association of Parkinson�s disease with manganese
with more than 20 years of occupational contact (OR 10.6, 95% CI: 1.06 to 105.83),

280j 9 Epidemiological Studies on Particulate Air Pollution



although only three cases and one control subject had such a lengthy exposure to
manganese. The small number reporting such an exposure requires that the
association be interpreted with caution.
Racette et al. performed a case–control study [92] that compared the clinical

features of 15 career welders with two control groups with idiopathic Parkinson�s
disease. One control group was ascertained sequentially to compare the frequency of
clinical features and the second control group was sex- and age-matched to compare
the frequency of motor fluctuations. Welders were exposed to a mean of 47 144
welding hours. Welders had a younger age at onset (46 years) of Parkinson�s disease
compared with sequentially ascertained controls (63 years; p < 0.0001). There was no
difference in frequency of tremor, bradykinesia, rigidity, asymmetric onset, postural
instability, family history, clinical depression, dementia or drug-induced psychosis
between the welders and the two control groups. Parkinsonism in welders was
distinguished clinically only by age at onset, suggesting that welding may be a risk
factor for Parkinson�s disease.

9.7
Particulate Air Pollution at the Workplace

The inhalation of dust at workhas historically always been and still remains one of the
most important causes of ill-health related to work. Dust is responsible for serious
and disabling diseases such as pneumoconiosis, interstitial lung disease andfibrosis,
lung cancer and asthma. Research related to dust exposure at the workplace has
historically always focused on the effects on the lung and only recently – probably
triggered by environmental epidemiological studies – has started to look for
implications regarding the cardiovascular system. For example, in a retrospective
cohort study, an increased risk of mortality due to ischemic heart disease (OR 1.32,
95%CI: 1.13 to 1.55) was observed among heavy equipment operators [93] exposed to
diesel motor emissions. The paragraphs below summarize the effects of particle
inhalation on the lungs, as the impact of dust on the lungs has attracted most
attention over the last 50 years in occupational medicine.
Pneumoconiosis, one of the civilization�s oldest known occupational respiratory

diseases, is caused by the inhalation of dust and is characterized by a reactive
reparative process that leads to the formation of nodularfibrotic changes in the lungs.
Gradually, the alveoli of the lungs become replaced by fibrotic tissue, causing an
irreversible loss of the tissue�s ability to transfer oxygen into the bloodstream.
The fibrogenic potential of inorganic dusts varies considerably, with silica and
asbestos having greater fibrogenic potential than coal dusts, iron and man-made
mineral fibers. Silicosis, a condition of fibrosis of the lungs marked by shortness of
breath and resulting from prolonged inhalation of crystalline silica dust, is also
associated with lung cancer. The hypothesis that diffuse fibrotic disorders of the
lung are associated with increased lung cancer risk stems from early observations
at autopsy that lung cancer was often associated with fibrosis of the lung.
Thisfinding couldbe substantiated in ameta-analysis of lung cancer and silicosis [94].
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The pooledRR estimate for the 23 studies that could be combinedwas 2.2, with a 95%
CI of 2.1 to 2.4. The authors considered the association between silicosis and lung
cancer as causal, either due to silicosis itself or due to a direct effect of the underlying
exposure to silica. The IARC concluded that there is sufficient evidence for carcino-
genicity of crystalline silica in humans [95].
In 2006, the IARC in Lyon, France, reassessed the carcinogenicity of carbon black

and titanium dioxide and the results will be published as volume 93 of the IARC
Monographs. Both substances are produced in the particulate form. Exposure to
carbon black occurs mainly with aggregates with particle size 50–600 nm.
The primary particles of titanium dioxide are typically 200–300 nm in diameter, but
larger aggregates and agglomerates are readily formed. Ultrafine grades of titanium
dioxide (10–50 nm) are used in sunscreens and plastics to block ultraviolet light.
For carbon black and titanium dioxide, the Monograph Working Group of the IARC
concluded that existing epidemiological studies provided inadequate evidence of
carcinogenicity, but overall – taking also into account the sufficient evidence
of carcinogenicity from toxicological experiments in laboratory animals – carbon
black and titanium dioxide were classified as possibly carcinogenic to human beings
(Group 2B).
Asbestos is the namegiven to a group ofminerals that occur naturally as bundles of

fibers which can be separated into thin threads. These fibers are not affected by heat
or chemicals and do not conduct electricity. For these reasons, asbestos has been
widely used in many industries. When asbestos fibers are set free and inhaled,
exposed individuals are at risk of developing an asbestos-related disease such as
asbestosis, lung cancer,mesotheliomaof the pleura or peritoneumandother cancers,
such as those of the larynx and oropharynx [96]. Asbestos remains the primary
occupational carcinogenic substance affectingworkers all over theworld.Outside the
workplace, asbestos is second only to tobacco as an environmental source of cancer.
Carbon nanotubes have attracted a great deal of attention due to their potential

technological applications, but also – with their shape and physical appearance
resembling those of asbestos fibers – have aroused considerable concern. Even
though carbonnanotubes consist only of carbon, it does not seem adequate to classify
them (and also fullerenes in general) as graphite. Varying physical shapesmight well
be associated with entirely different properties. Toxicity studies on nanomaterial will
be extremely complex, as 10, 20m, 50 and 500 nm titanium dioxide crystals, for
example, will all be different. Despite the prominence of carbon nanotubes in
nanotechnology, exploration of their interactions with biological materials remains
sparse. In part, this reflects the challenge of observing nanotubes in biological
environments. Single-walled carbon nanotubes in tissues evade detection by ele-
mental analysis, as they contain only carbon, and often also by electron microscopy.
One successful method described recently is near-infrared fluorescence
microscopy [97].
Lam et al. [98] and Warheit et al. [99] have published the results of studies of the

toxicity of single-walled carbon nanotubes in mice and rats, respectively. Using an
intratracheal route of administration, they compared different means of nanotube
production with effects of carbon black and quartz particles. In Lam et al.�s study,
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the nanotubes were found to produce dose-dependent lung lesions. The effects of
carbon black were distinctively different. The study by Warheit et al. was more
comprehensive. It showedmultifocal pulmonary granuloma but without evidence of
ongoing pulmonary inflammation or cellular proliferation. These effects were
different from those of quartz, carbon black and graphite. The conclusion from
these two studies was that carbon nanotubes have different toxicological properties
from other forms of carbon [100].
Another example of how the physical shape of nanoparticles will have an impact on

cellular function was provided by Zhao et al. [101]. C60 fullerenes were found to bind
to double-strandedDNA, either at the hydrophobic ends or at theminor groove of the
nucleotide. They also bound to single-stranded DNA, deforming the nucleotides
significantly. When the DNA molecule was damaged (specifically, a gap was created
by removing a piece of the nucleotide from one helix), fullerenes could stably occupy
the damaged site. The authors speculated that this strong association may negatively
impact the self-repairing process of the double stranded DNA.
There have been two reports [102, 103] describing fibrotic lung disease that

developed after exposure to indium tin oxide (ITO). ITO is a sintered alloy containing
a large proportion of indium oxide and a small proportion of tin oxide and is used in
the making of thin-film transistor liquid crystal displays (LCDs) for television
screens, portable computer screens, cellphone displays and video monitors. One
patient was engaged in wet surface grinding of ITO targets for 3 years and the other
was exposed for 4 years to ITO as an aerosol while making transparent conductive
films. Both patients came from the same factory and developed pulmonary fibrosis.
One died of bilateral pneumothorax. The autopsy demonstrated interstitial pneumo-
nia with numerous fine particles scattered throughout the lungs. Intrapulmonary
deposition of indium and tin was shown by X-ray energy spectrometry in the fine
particles. The level of serum indium was extremely high. According to Chonan and
Taguchi [104], among 115 workers from the samemetal plant, 14 revealed interstitial
fibrosis on chest CT.
In experimental or occupational settings, exposure to airborne particles, fibers

and fumes have long been recognized as causing fibrotic lung disease, with
idiopathic pulmonary fibrosis (IPF) being the most distinct entity. IPF is a
progressive and devastating lung disorder with a median survival of 2–4 years
after diagnosis [105], yet the course of individual patients is highly variable. In
various populations, the prevalence estimates for IPF have ranged from 6 to 32
per 100 000 persons. Approximately two-thirds do not have a known cause
(idiopathic), whereas one-third result from known causes such as sarcoidosis,
connective tissue disease, complication of certain drug exposures or radiation and
occupational exposures.
In ameta-analysis of six case–control studies conducted in three countries, several

exposures were significantly associated with IPF, including ever smoking (OR 1.58,
95% CI: 1.27 to 1.97), agriculture/farming (OR 1.65, 95% CI: 1.20 to 2.26), livestock
(OR 2.17, 95% CI: 1.28 to 3.68), wood dust (OR 1.94, 95% CI: 1.34 to 2.81), metal
dust (OR 2.44, 95% CI: 1.74 to 3.40) and stone/sand (OR 1.97, 95% CI: 1.09 to
3.55) [106]. Although multiple exogenous agents can initiate an inflammatory
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alveolitis and result in interstitial lung disease, it is likely that the underlying
pathogenetic mechanisms that mediate the development and progression of pulmo-
nary fibrosis are similar. The natural history and the pathogenicmechanisms remain
unknown; the long-prevailing hypothesis sustains the idea that chronic inflamma-
tion plays an essential role. According to this hypothesis, the alveolar epithelial
alterations are caused by an unresolved inflammatory process. More recently,
however, research emphasis changed from a focus on inflammation to alveolar
epithelial injury, fibrogenesis in fibroblastic foci [107].
New cases of occupational asthma in France are collected by a national

surveillance program, based on voluntary reporting, named Observatoire National
des Asthmes Professionnels (ONAP) [108]. The most frequently incriminated
agents were flour (20.3%), isocyanates (14.1%), latex (7.2%), aldehyde (5.9%),
persulfate salts (5.8%) and wood dust (3.7%). The highest risks of occupational
asthma were found in bakers and pastry makers, car painters, hairdressers and
wood workers. Another voluntary surveillance scheme, SHIELD, for occupational
asthma is located in the West Midlands, a highly industrialized region of the
UK [109]. Spray painters represented the occupation at the highest risk of
developing occupational asthma, followed by electroplaters, rubber and plastic
workers, bakery workers and molders. Although the percentage of reported cases
was low among healthcare workers, there was an increasing trend. Isocyanates
still remained the most common causative agents, with 190 (17.3%) out of the
total 1097 cases reported to the surveillance scheme in 7 years. There was a
decrease in the reported cases due to colophony (from 9.5 to 4.6%) and flour and
wheat (from 8.9 to 4.9%). There was an increase of reported cases due to latex
(from 0.4 to 4.9%) and glutaraldehyde (from 1.3 to 5.6%).
The best evidence to support the hypothesis that it is the ultrafine fraction of PM10

that is responsible for the adverse health effects comes from toxicology [110].
Ultrafine particles have extra toxicity and inflammogenicity compared with fine,
respirable particles of the same material when delivered at the same mass dose.
This has been shown for a range of different materials of generally low toxicity, such
as carbon black and titanium dioxide. Ultrafine particles cause inflammation in the
lungs evenwhen composed of relatively low toxicitymaterials. Themechanismof the
induction of inflammation appears to be via oxidative stress and Ca2þ and signaling
perturbations [111]. Particularly the large surface area of ultrafine particles provides
a unique interface for catalytic reaction of surface-located agents with biological
targets such as proteins and cells [112]. In vivo experiments showed that within hours
after the respiratory system is exposed to nanoparticles, they may appear in many
compartments of the body, including the liver, heart and nervous system. Inhalation
experiments with rats resulted in ultrafine titanium dioxide particles being found on
the luminal side of airways and alveoli, in all major lung tissue compartments and
cells and within capillaries. Particles within cells were not membrane bound and
hence had direct access to intracellular proteins, organelles and DNA, which may
greatly enhance their toxic potential [113].
Current aerosol standards at the workplace are expressed in terms of mass

concentration of particulate matter conforming to a particle size fraction.
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Instruments able to measure particles below 100 nm were first introduced for
environmental studies and are not in use for operational supervision due to a
lack of regulations. This is surprising, as nanoparticles had been around the
workplace for a long time before nanotechnology appeared on the scene. Aerosols
in workplace environments may be derived from mechanical processes (e.g. the
breaking or fracture of solid or liquid material) and may come from a variety of
sources such as mining, chemical manufacture, textiles and agriculture. The size
range can be anything from micrometer and submicrometer particles down to
100 nm and below. In a workplace study [114], nanoparticles occurring in
different work processes were measured. Typical examples include welding
fumes, metal fumes, soldering fumes, plasma cutting fumes, plasma spraying
emissions, polymer fumes, vulcanization fumes, powder coating emissions, oil
mists, aircraft engine emissions, bakery oven emissions, meat smokery fumes
and particulate diesel motor emissions. The particles were for the most part the
products of condensation in thermal and chemical reactions, the primary
particles created having a size of only a few nanometers. The most frequently
occurring particle size was between 160 and 300 nm. The total concentration of
all particles in the measurement range 14–673 nm was between 500 000 and
2 500 000 particles per cm3. A comparison of the occurrence of nanoparticles in
different workplace atmospheres is given in Table 9.1 [87].
Most plasma and laser deposition and aerosol processes are performed in

evacuated or at least closed reaction chambers. Therefore, exposure to nanoparticles
is more likely to happen after the manufacturing process itself, except in those cases
of failures during the processing. In processes involving high pressure (e.g. super-
critical fluid techniques) or with high-energy mechanical forces, particle release
could occur in the case of failure of sealing of the reactor or the mills. Furthermore,
many particles, including metallic particles, are highly pyrophoric and there is a
considerable risk of dust explosions [116].

Table 9.1 Comparison of nanoparticles in workplace air [87].

Workplace

Total concentration
in measurement range
14–673 nm (particles cm�3)

Maximum of number
concentration
(nm range)

Outdoor, office Up to 10 000
Silicon melt 100 000 280–520
Metal grinding Up to 130 000 17–170
Soldering Up to 400 000 36–64
Plasma cutting Up to 500 000 120–180
Bakery Up to 640 000 32–109
Airport field Up to 700 000 <45
Hard soldering 54 000–3 5000 000 33–126
Welding 100 000–40 000 000 40–600
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10
Impact of Nanotechnological Developments on the Environment
Harald F. Krug and Petra Klug

10.1
Problem

Since Feynman�s legendary statement, �There�s plenty of room at the bottom� [1],
natural scientists in physics, chemistry, electronics and other fields have been
occupied with newly combining the smallest units of matter. Using the resources
ofmodern analysis, especially atomic forcemicroscopy, not only can the properties of
matter and atoms be examined, but even single atoms can be manipulated. Aside
from the known results, this also gave rise to speculation thatmanipulation ofmatter
at the single atom level was interpreted in such a way that the possibility exists of
generating engines and machines that are able to replicate themselves and therefore
possibly get out of control. Without wanting to evoke once again the discussion that
has been going on for a long time between Eric Drexler, representative of the hazard
hypothesism and Richard Smalley, representative of the safety hypothesis [2], the
reactions to this nevertheless show that here (i) sensible communication is necessary
in order to point out the real hazards and (ii) accompanying safety-relevant research is
needed in order to identify the real hazards and to face them. What we have to count
on in all probability in the near future is increased production of nanomaterials and
nanoparticles and associated with that its possible release into the air, water and soil.
Bayer, as an example, has produced carbon nanotubes for over 2 years and the

production capacity will increase over the next 5 years from

. 2005 3 tons

to

. 2006 30 tons

. 2007 60 tons

. 2009 200 tons

. 2012/13 3000 tons.

Within this book, several examples have been shown where nanomaterials can be
used within the environment. The opportunities for applications are nearly endless;
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nevertheless, along with their use, numerous threatsmay arise when they are released
into the environment and become distributed everywhere. Nanoparticles and nano-
materials are used in various applications fromwhich they reach thewater and the soil.
Titanium dioxide and zinc oxide from sunscreens and surface coatings from textiles,
glass or other surfaces may be washed off and contaminate natural water [3]. We are
responsible for theseproducts, theiruse and their disposal, hencewemustbecareful in
distributing all thesenewmaterials beforewe know their exact behavior and fatewithin
the environment. It is obvious that nanomaterials will reach the environment and
exposure is therefore probable. If there is a biological effect within the organisms that
are exposed to these products, then we can postulate a possible risk that has to be
addressed:

risk ¼ f ðexposure;hazardÞ

10.2
Risk Management

Thefirststepinriskmanagementistheidentificationofpotentialrisksandtheircause.A
reasonableriskidentificationmustincludeallareasofatechnology,boththeinternaland
theexternal factors (Figure10.1). Inorder toachieve this, intensive researchisnecessary
concerning both health-relevant and environment-relevant questions [4–6]:

. particle absorption by living organisms

. accumulation of nanoparticles in certain organs (e.g. lung, liver, spleen, brain, fetus)

. specific effects of nanoparticles in the respiratory tract (e.g. inflammation)

. fate and behavior of substances in the environment (e.g. mobilization of heavy
metals, binding to and of toxic substances)

Figure 10.1 Questions of hazard identification of nanoparticles
that can occur in the environment during the entire life cycle
(Adapted from [5]).
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. possible accumulation via the food chain

. desorption/adsorption

. unexpected effects.

A very important aspect in the judgment of possible risks from nanotechno-
logical products lies in the differentiation of free and fixed nanoparticles, because
there is obviously a large difference in their mobility. Furthermore, one must
differentiate between particles and materials that are being manufactured as
technical products and those that are created accidentally in technical processes
and are released into the environment (e.g. diesel exhaust, fly ash, catalytic dust,
candle soot). Humans are and have been exposed to such ultrafine particles
(UFPs), which mainly result from combustion processes, since the beginning of
their biological development. Whereas in former times forest fires, volcanoes and
sand- and other storms occurred, since the industrial revolution and since the
increase in motor traffic, a dramatic rise in UFPs in the air has taken place over
the last century.
With the presumed and very fast development in the area of nanotechnological

applications, it must now be taken into account that a further source of such minute
particles will emerge that will reach humans via the environment: either from the
environment to the people or vice versa.
The exposure that goes along with that to humans via the respiratory system,

nutrition and skin and also the direct injection of nanoparticles in themedical sector
could lead to adverse effects [7–10]. With the knowledge that newly synthesized
nanomaterials possess completely new properties in view of chemical, physical and
electronic applications, entirely new effects on living organisms can be postulated.
For these reasons, the behavior of nanoparticles in the environment and in living
organisms cannot simply be extrapolated; a significant prediction of the toxicity of
nanoparticles on the basis of the knowledge concerning conventional materials
cannot bemade. The situation is, in addition to the above-mentioned new effects, not
assessable, also for the following reasons:

. the large number of different materials

. the large number of different structures, surfaces, shapes and sizes.

Hence information about the safety and the possible hazards from nanomaterials
is urgently needed. Toxicologists can, by all means, benefit from the previously
performed studies on the effects of ultrafine particles on the environment, since this
is where amultitude offindings already exist. Since theMiddle Ages and earlier there
have been well-documented cases on workplace-related exposure with effects on
health. Especially workers inmines are subject to exposure to inhaled dust of any size
for long periods of their lives, which can lead to pneumoconiosis and fibrosis of the
lung. It has been shown that especially the fractions of ultrafine particles in the air
lead to the greatest effects on health [11–17].
Present scientific knowledge about substances and devices produced using

nanotechnologies precludes going further than identifying hazards – the first step
in risk assessment – and providing some elements of hazard characterization – the
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second step in risk assessment. Research on the behavior of nanoparticles in
different compartments of the environment and also research on the impacts of
nanoparticles on animals and humans, depending on different ways of assimilation
of nanoparticles (via the lung, via digestion or via the skin) is on the agenda. Together
with assessments of the exposure of humans to nanoparticles at different locations
(exposure at workplaces in industry or for consumers of nanoparticle-based pro-
ducts) –which would require prospective analyses of the production and distribution
of nanoparticle-based products – the risk management chain (Figure 10.2) could be
completed by scientific knowledge.Moreover, if there are some situationswhere risks
could be assumed, we have to communicate these to politicians, the public and
consumers. Affected people must have the chance to decide whether they want to
accept such risks or not.

10.3
Sources of Nanoparticles: New Products

The results of these and many other studies could lead us to expect a cautionary and
understandably biased view towards new sources of nanoparticles. Various products
have already been on the market for a long time (Table 10.1).
Some of these products will sooner or later lead to a rise in the amount of particles

in the environment, even if not all released particles will be in the ultrafine range
under 100 nm. The use of nanotechnological products in all areas of life raises some
important questions:

. Is the use immediately followed by an increased exposure towards nanoparticles
and which exposure routes are involved?

. Where do the nanoparticles go after being released and where do they stay?

. Do the new materials pose an unacceptable risk?

The manufacture of nanomaterials and nanoparticles at present does not make a
noteworthy contribution to the amount of particles in the environment. The public
discussion and the voiced opinions in the daily media are currently based purely on
speculation. On the other hand, it should also be made clear that the corresponding

Figure 10.2 From risk assessment to risk communication.
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data for assessing an exposure and the hazards are still lacking and that the gaps in
knowledge must definitely be closed. For this, a new research field has been
established: nanotoxicology [18]. This specializes in analyzing the biological safety
of technical nanostructures and nanomaterials. The same rules apply for this part of
toxicological research as for the hazard assessment of other chemical impacts on the
environment (Figure 10.3).
Within the assessment of relevant environmental problems of xenobiotics

or chemicals, the predicted environmental concentration (PEC) and the predicted
�no-effect� concentration (PNEC) are of great importance. If the PEC value is low
and the PNEC value is high (PEC/PNEC < 1), a low risk can be calculated and no
measures for reduction are necessary, whereas in the opposite case, a high PEC
value and a low PNEC value (PEC/PNEC> 1), further measures are indicated. On
the one hand this can mean that a limited use will be the result, but it can be
corrected by extended test procedures if it results in the relation between the two
values being <1 again.

Table 10.1 Useof nanoscalemetal oxide and carbonmodifications
in various products of commercial interest (examples).

Type Products (examples)

Metal oxides
Silicon dioxide (SiO2) Additives in polymer composites
Titanium dioxide (TiO2) UV-A protection/photocatalysis
Aluminum oxide (Al2O3) Solar cells
Iron oxide (Fe3O4, Fe2O3) Pharmacology/medicine/catalysis
Zirconium oxide (ZrO2) Additives to scratch-resistant surfaces
Zinc oxide (ZnO) UV-A protection/photonic

Carbon modifications
Carbon black Car tires, printers, copy machines

Fullerenes
Buckminsterfullerenes (C60) Mechanical and tri-biological

applications/additives in lubrications/greases
Additives to cosmetics

Carbon nanotubes
Single-wall carbon nanotubes Additives in polymer composites
Multi-wall carbon nanotubes Electronic field emission

Batteries
Fuel cells

Carbon nanowires
Various conformations Mechanical and tri-biological applications

Carrier material for catalysts
Additives in polymer composites
Elastic spumes
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10.4
Production and Use of Nanomaterials

As mentioned above, the production and use of nanomaterials will increase dramat-
ically and all areas of daily lifewill be affected. Exposure to nanomaterials will become
more probable, whereas an important differentiation will be whether thesematerials
are coated or uncoated. Coatings change the properties of the material, which has a
direct impact on the particle and its behavior in biological systems. Also of impor-
tance in view of possible far-reaching effects is the stability and along with that the
survival time of the particles in the environment. Both the environmental-relevant
and thehealth-relevant effects are largely dependent onwhether thenanoparticles are
persistent or not. As far as stable particles are concerned, basically the same is true as
for long-lived chemicals: they could, if absorbed by living organisms, accumulate,
concentrate in certain target organs and eventually develop a critical effect if the
dosage reached is sufficiently high. Therefore, precautionary safety measures must
be taken in good time, in order to recognize those stable materials with critical
consequences and to prevent their release. It has been demanded by several
researchers that the following points must be strictly observed:

. potential routes for human exposure

. possible industrial sources of occupational exposure

. level of exposure

. means of and effectiveness of control measures

. potential numbers exposed

. trends in the use of nanotechnological products

. timely recognition of effects that are caused by the change from the laboratory scale
to the industrial scale.

These issues can be transferred in this or a similar fashion to the conditions in the
environment; for example, nanoparticles in personal care products reach wastewater

Figure 10.3 Conventional approach to ecotoxicological risk assessment.
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and therefore also the environment, in small but continuous quantities, through
body cleansing [3].

10.5
Workplace and the Environment: Effects and Aspects of Nanomaterials

The technical possibilities of nanotechnology to develop new types of miniature
sensors, pollutant filters and fuel-cell catalysts can make a considerable contribution
to the improvement of the environment.However, these developments are only at the
beginning stage and the insecurity that is connectedwith the production of these new
materials currently outweighs their possible advantages. To convey these advantages
and tomeasure themagainst their possible disadvantages are ahuge challenge for the
developers of this technology.However, there are already a number of ideas for better
�end-of-pipe� technologies that could make a contribution to air pollution control,
wastewater, soil and waste purification and energy production and storage. Some
examples of uses in the environment that have been described in detail in the other
chapters of this book are:

. Syntheses or fabrication processes can take place at room temperature and under
normal pressure in order to save energy.

. The use of non-toxic catalysts leads to the minimal formation of pollutants and
reduces material usage and emission.

. Water-based reactions can help save on solvents and reduce contaminants and an
adapted �just-in-time� production can reduce ecological environmental pollution
and over-production.

. Nanoscale information technology will improve the tracking of products and
product routes in order to control recycling, further use and �end-of-life� disposal
in an environmentally safe way.

. Nanoscale iron could be applied very efficiently for groundwater treatment along
with further possibilities for improvement by using additional metals, such as
palladium.

. Various nanomaterials can be used as semiconductor films for producing sensors
or photocatalysts and these sensors could detect organic pollutants and degrade
them by photocatalytic reactions.

. Single-molecule detection could help recognize pollutants early so that precau-
tionary measures are possible.

. Nano-building blocks could analyze chemicals by specific reactions; biogenous
toxins could be detected and food could be monitored more efficiently.

Already lead-off studies are being published where carbon nanotubes are used as
sensors for gases [19], metal oxides show a sensitive reaction to moisture or
hydrogen [20], silver polymer nanoparticles are used for the detection of aromatic
hydrocarbons [21] and nanoparticles are used as sorbents of environmental
contaminants [22].
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Aside from these positive aspects of nanotechnological uses in the environment,
we must not lose sight of the above-mentioned possible negative effects on the
environment and on living organisms. In the meantime, recent studies have already
been conductedwhichdirectly examine an exposure tonanoparticles and their effects
on mortality. However, so far no significant increases in the standardized mortality
rate for specific causes of death in rats that were subjected to high concentrations of
nanoscale TiO2 were found, or in manufacturing workers in a cohort study [23]. The
existing data are anything but sufficient in order to serve as a basis for a scientific
discussion. Even if the pure nanomaterials did not have a negative effect on living
systems, according to the opinions of toxicologists and occupational physicians, they
could still be able to bind other contaminants on their surface, enabling more
facile transport into the air or water and subsequently leading to an increased burden
of the organisms in the environment. Most nanomaterials and nanoproducts
are currently only used in laboratories, so that environmental pollution so far low
or negligible. However, with the increasing number of possible applications, the
possible impact on the environment and the exposure of living organisms will
increase [4, 24].

10.6
Distribution of Nanoparticles in Ambient Air

Depending on their production and use, nanoparticles can reach the water or air,
fromwhere theywill eventually reach the groundwater or the soil. Furthermore, their
use in disposable articles necessitates increased caution where recycling and waste
management are concerned. Since nanoparticles in the air act more like gas
molecules and hardly sediment at all, they could cover great distances. Currently,
the long-term effects cannot be calculated by any means based on the poor data
available. However, the air is one of the best-examined environmental compartments
and its pollution has been recorded for many decades. The organisms that are
exposed in ambient air are being examined intensively and many studies are
examining the adverse effects of particular mass in the air (see Chapter 9 for detailed
information). Nevertheless, the unreasonably hazardous effects especially of ultra-
fine particles in the air have been discovered during the past 10 years [16, 17, 25–27].
It could be assumed that the number of ultrafine particles in the air will increase in
the coming years, first at the workplace and then in the environment. Especially due
to the surface treatment of engineered nanoparticles, release of nanoscale particles
could occur, while oxidic metal particles and carbon nanomaterials normally start to
aggregate soon after their synthesis and form agglomerates, which frequently
sediment faster than the primary particles. Immediately after their formation, the
primary particles act more like a gas or a vapor phase where diffusion processes
prevail (for details, see Chapter 7). The primary particles show high diffusion
coefficients and blend in well in aerosol systems. This is an important aspect in
the control of suchminute particles in the air. In closed synthesis systems that show a
leak, it is easier for nanoparticles to escape unnoticed, due to their much higher
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mobility, than it is for their larger counterparts. Due to the faster distribution, the
measurable concentration directly at the leakage is rather low; in return, a larger
number of individuals/workers could be exposed since the particles are distributed
more extensively over a larger area. For this reason, gas detection systems must be
used and not particle detectors, ultra-sensitive systems in any case. On the other
hand, the higher speed of the smaller particles also leads to a larger number of
collisions, which support the tendency for aggregation and agglomeration and
facilitate particle growth. This growth process is directly dependent on the number
of particles in the given volume and their mobility. Although this process runs very
fast (Table 10.2), it must be considered that a newly formed nanoparticle resulting
from these collisions, which is obviously larger than the primary particles, will
nevertheless have at least one of its dimensions smaller than 100 nm.
One difficulty is, and also will be in future studies, that airborne particles do not

display a uniform population, but rather result from very different sources. Hence,
possibly emitted engineered particles can mix already at the workplace with, for
example, diesel exhaust fumes during packing and loading of nanomaterials [28], so
that assessment and distinct source definition are often difficult. Nevertheless,
there are indications that during the processing of nanomaterials, the same ones
are released into the air [29]. However, these are so far the only current studies that
have dealt with the release of produced nanomaterials. Two further reports deal with
the general aspects of the distribution of ultrafine particles in the atmosphere and
at the workplace, but largely particles that are created unintentionally and not
those produced technically [30, 31].

10.7
Distribution of Nanoparticles in Water

In all probability, and viewed over a longer period of time, distribution and exposure
to the environment and to humans in the water and the soil will take place. If the
growth in production in factmoves as fast as is predicted, increased concentrations of
nanomaterials in the groundwater or in the soil could be an essential exposure route

Table 10.2 Coagulation half-life period of nano particles.

Particle diameter (nm)
Half-life at a concentration of

1 gm�3 1mgm�3 1 mgm�3 1 ngm�3

1 2.20ms 2.20ms 2.20 s 36.67min
2 12.00ms 12.00ms 12.00 s 3.34 h
5 0.12ms 0.12 s 2.00min 33.34 h
10 0.70ms 0.70 s 11.67min 8.10 d
20 3.80ms 3.80 s 63.34min 43.98 d

(Original values from [47]).
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that should be taken into consideration when assessing the risk for the environ-
ment [32]. Such products are already in use as titanium dioxide nanoparticles in
sunscreens and paints, as carbon nanotubes in composite materials (car tires) or as
aluminum particles in shampoos [3].
Asmentioned above already, differentmetallic and polymeric nanoparticles can be

used for groundwater remediation (for details, see Chapter 4) and are therefore a
possible source of pollution [33–35].
In this context, two issues are of particular importance: on the one hand, the direct

effects of nanomaterials in the environmentmust be examined, and on the other, the
routes of the nanomaterials into the environment (and through it, e.g. through
the porous soil matrix) must be clarified. Some studies have shown a large difference
between the mobility of nanoparticles in porous media, depending on whether they
are oxidic particles or carbon particles such as fullerenes [34, 36]. During their
transport in the water or through the soil matrix, even harmless particles could react
with other chemicals or adsorb them and therefore contribute to a possible hazard
themselves [37–39]. Many substances have the capability of sticking to the surface of
nanoparticles [21, 40]; these adsorbed chemicals could then cause a biological effect,
the nanoparticles itself especially increase the uptake by organisms or directly lead to
adverse effects (Figure 10.4). It is conceivable that the particles themselves or the
bound pollutants after they have been taken up by living organisms cause, for
instance, lysosomal damage, thereby increasing autophagy and in effect cell damage,
as suggested by Moore [41].
Using the fullerenes as an example, it could be shown that the availability and the

mobility of nanomaterials in the water and in the soil depend very strongly on the
physico-chemical properties of the surface of these particles. At different ionic
strengths and pH values, three fullerene preparations and four different oxidic
materials behaved very differently with regard to their transport properties in the
aquifer [34, 36].Whereas the transport ofmineral nanoparticles could be describedby
established models for the transport of particles in porous media, the same did not
hold true for the fullerenes since they behaved in a totally unexpectedway and showed
unusual properties. Especially that particular form of fullerenes that has recently
caused concern in biological tests [10] is the leastmobile one in soil andwater tests, so

Figure 10.4 Distribution and possible reactions of nanoparticles in the aquatic system.
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that we can rather expect a reduced risk here. This example is intended to demon-
strate that our knowledge about the behavior of nanomaterials in the environment is
still totally insufficient and that the resulting debate about possible risks has not yet
been professionally established. Hence a decision should be made for every single
material, based on the knowledge about the availability and transport in water and/or
soil (Figure 10.5).
The above-mentioned work by Oberd€orster [10] showed, for the first time, a direct

effect of fullerenes on fish. After exposure to 0.5 ppm of water-soluble buckyballs
(C60) for 48 h, the fish showed significantly increased levels of lipid peroxidation in
the brain. Furthermore, the gene expression was checked, for example in the liver,
where it was striking that there were genes that were turned on and others that were
turned off. Also, there was evidence of a systemic effect of the fullerenes, despite
the fact that the author herself judged the concentration to be very high and allocated
the fullerenes only �moderate toxicity�. Unanswered are the questions of howmuch of
the material was really taken up by the fish and whether this material can really
accumulate in the food chain or in specific organs, such as the brain. Such an
accumulation would then suggest a hazard for other organisms. Therefore, it is
necessary to increase the efforts in order to acquire more information about the
bioaccumulation of nanomaterials, since many of them are not likely to be biode-
gradable and could therefore, under certain conditions, behave as persistent
pollutants. Some follow-up studies by different authors resulted in controversial
data as the high capacity for toxic effects of fullerenes could not documented by the
same group when fullerenes were resuspended directly in water [42]. A solution of
fullerenes in tetrahydrofuran (THF) has been shown to be highly toxic ([10]; [43]) and
we could demonstrate that this is dependent on the peroxides formed in THF
spontaneously. Hence it is not always the nanomaterials that are the toxic component
band the solvents or contaminants often have a more dramatic effect on living
organisms, as has been published elsewhere [44, 45].

Figure 10.5 Decision scheme for an assessment of nanomaterials in environmental compartments.
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10.8
Conclusions

On the basis of the displayed level of knowledge so far, five fundamental considera-
tions can be taken into account about the eco-toxicological risk management of
nanomaterials:

1. Research on the toxicology of nanomaterials has so far beenmore of a description
of the symptoms, hence it is essential to find out more about the biological
mechanisms on the cellular and molecular level.

2. The further development of models and model systems is necessary in order to
understand cellular andphysiological processes better and to be able to include the
communication between the cells within the investigations.

3. It should be possible to establish a relationship between molecular, cellular and
pathophysiological end-points with ecological consequences.

4. A more precise and preventive assessment of hazardous effects and risks of new
developments in the sector of nanotechnology should be possible by strong
improvement of the available data.

5. Of essential relevance is an increasing knowledge of the life-cycle of nanotech-
nological products, from production, through their use and until their disposal.
This includes possible exposure scenarios in addition to the systemic effects in
living organisms, to close knowledge gaps, where screening studies may be
preferred instead of detailed analysis.

Only on the basis of improved knowledge about the potential dangers in the entire
life cycle of the products will a risk assessment be possible and the corresponding
measures can then be implemented in order to reduce a possible hazard.
This was also made clear at a workshop of the National Science Foundation (NSF)

and the Environmental Protection Agency (EPA) in the USA, whose results were
summarized by Dreher [46] as follows:

. valid exposure assessment for engineered nanoparticles.

. toxicity of nanoparticles

. extrapolation of their toxicity using existing data about particles and ambient fibers

. environmental and biological fate, transport, persistence and the possible trans-
formation of nanoparticles

. recyclability and sustainability of nanotechnological products.

Hence the question remains unanswered of whether all nanomaterials are also
simultaneously nanonoxes. The entire subject matter of environment and health is
displayed very clearly in a recent review that deals with the possible routes of
nanoparticles in the environment and the exposure routes by organisms [18]. At this
point it is important to state that the currently available data are not sufficient for a
realistic assessment of exposure, hazards and the associated risks. Moreover, nobody
takesintoaccountthat thereisanaturalbackgroundexposurewithseveralparticle types
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used in technical applications as well. Some elements produced as oxides at the
nanoscale in very large amounts are equally distributed all over the Earth. Therefore,
we cannot discriminate between syntheticmaterials andnaturally occurringmaterials
when the engineered nanoparticles have reached the environment (Table 10.3).
Therefore, specific regulatory measures are unnecessary at this point since it is

completely unclear what they should actually be aimed at. Nevertheless, contact with
nanomaterials should be given increased attention during development in the
research laboratory and also during large-scale technical production since the unique
properties of the new materials are able to show not only technical but also biological
effects, and that the behavior of the nanoparticles towards bulkmaterials will certainly
be changed. In the meantime, this has also been recognized by the funding
organizations and both European and German governmental funding have initiated
relevant projects. In these projects it is also taken into account that the field of
nanotoxicology can only be approached in a multidisciplinary way, that is, in addition
to industry and the agencies, also chemists, physicists,materials scientists, engineers,
medical professionals, biologists, toxicologists, ecologists, statisticians and additional
branches of study, who have to deal with all aspects of nanotechnology, including the
ethical questions and the sustainability of this technology, are also challenged.

Table 10.3 Most frequent elements in the Earth�s crust
(italics: typically as oxides comparable to engineered
nanoparticles).

Element Concentration (%)

Oxygen 47
Silicon 28
Aluminum 8
Iron 4.5
Calcium 3.5
Potassium 2.5
Sodium 2.5
Magnesium 2
Titanium 0.5
Hydrogen 0.2
Carbon 0.2
Others <1
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1
Phase-Coherent Transport
Thomas Sch€apers

1.1
Introduction

From elementary quantum mechanics it is known that electrons possess wave
properties in addition to their appearance as a particle. Often, these wave properties
are difficult to observe directly, the main reason being that in many cases the electron
wavelengthisquite small– that is, inmetals thewavelengthof theelectronsat theFermi
energy is only of the order of a few nanometers. Therefore, one possible approach to
observing thephenomenarelated to thewavepropertiesof theelectrons is to reduce the
samplesize todimensionsclose to theelectronwavelength, asperformed inaquantum
point contact. Nevertheless, the wave nature of the electrons is sometimes revealed
undermuchmore relaxed conditions. An essential perquisite here is that the coherent
wave propagation is maintained over sufficiently long distances, so that interference
effects canoccur. Inmost cases this condition isonly fulfilledat lowtemperatures in the
Kelvin range, where inelastic scattering is suppressed to a large extent.
In diffusive conductors, one possible way to achieve electron interference is if the

diffusive motion allows electrons to propagate coherently in closed loops. This so-
called �weak localization effect� can even be observed in macroscopic structures. The
electron interference can be significantlymodified if spin precession (i.e., due to spin-
orbit coupling) comes into play. Well-controlled electron interference can be achieved
if the wave propagation is guided by the shape of the conductor, and an excellent
example in this respect is the Aharonov–Bohm effect, which is observed in ring-
shaped conductors.
This discussion of phase-coherent transport in nanostructures begins by intro-

ducing the relevant length scales and the different transport regimes in Section 1.2.
Subsequently, in Section 1.3 the Landauer–B€uttiker formalism and ballistic transport
through a split-gate point contact are discussed. Section 1.4 provides an explanation
for the weak localization effect, which leads to an enhanced resistance, whilst in
Section 1.5 it is shown that spin precession can result in the reversal of the weak
localization effect. Phase-coherent transport in ring-shaped structures is discussed in
Sections 1.4 and 1.5, while in Section 1.6 it is shown that the finite number of
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scattering centers in very small structures can result in pronounced fluctuations in
conductance. Although, within this chapter, transport phenomena in two- and one-
dimensional structures are outlined, zero-dimensional structures –namely quantum
dots – are discussed in detail in Chapter 2.

1.2
Characteristic Length Scales

Transport in nanoelectronic systems can be classified by relating its size to some
specific characteristic length scales [1, 2] which determine how the carriers propagate
through the sample. In the following sections, the elastic and inelasticmean free path
are introduced, which quantify the degree of elastic and inelastic scattering occurring
in the structure, respectively. A length scale, which provides information about loss of
the phase memory is termed the phase-coherence length.

1.2.1
Elastic Mean Free Path

The elastic mean free path le is a measure of the distance between subsequent elastic
scattering events. Such events occur due to the fact that the conductor is not ideal but
rather contains irregularities in the lattice, such as impurities or dislocations. The
scattering can be considered as elastic, which means that the electron energy is
conserved. A typical example is the scattering of an electron at a charged impurity.
If we assume a stationary scattering center, then effectively no energy is transferred
during the scattering event, whereas the direction of the electron momentum can
change greatly.
In order to determine the elastic mean free path le within the Drude model, one

must first calculate the average time between elastic scattering events, te. Its value
can be extracted from the electron mobility me, given by

me ¼
ete
m*

ð1:1Þ

The quantitiesm� and e are the effective electronmass and the elementary charge,
respectively. The electron mobility is a measure of the increase of the drift velocity
vdrift in a conductor with increasing electric field E: vdrift¼�meE. In practice, the
electron mobility is determined from the electron concentration ne and the Drude
conductivity s0 by

me ¼
s0

ene
ð1:2Þ

Experimentally, the electron concentration ne is obtained from Hall measure-
ments, while the conductivity s0 is deduced from resistance measurements at zero
magnetic field.
Effectively, only electrons at the Fermi energy EF contribute to the electron

transport. Therefore, the elastic mean free path le is given by the length an electron
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with the Fermi velocity vF propagates until it is elastically scattered after the elastic
scattering time te:

le ¼ tevF ð1:3Þ
As an example, for a typical two-dimensional (2-D) electron gas in anAlGaAs/GaAs

heterostructure (see Section 1.3), low-temperature mobilities of around 106 cm2

(Vs)�1 at ne¼ 3· 1011 cm�2 are achieved. For a 2-D system the Fermi velocity is given
by vF ¼ �h

ffiffiffiffiffiffiffiffiffiffi
2pne
p

=m*. With m�¼ 0.067me and using Equation 1.3, the length of the
elastic mean free path is 9mm.

1.2.2
Inelastic Mean Free Path

In addition to the elastic scattering discussed above, electron scattering can also be
connected to an energy transfer. A typical example is the effect of lattice vibrations on
electron transport. An electron moving within a crystal will be scattered by these
lattice vibrations and either lose or gain energy, depending on whether it excites the
lattice vibrations or is excited by them. As an energy transfer occurs, these scattering
processes are considered to be inelastic. Similar to the previous discussion, one can
define an inelastic scattering length lin as a measure for the length between inelastic
scattering events. Besides electron–phonon scattering, electron–electron scattering
is another possible process, where a considerable amount of energy canbe exchanged
between both scattering partners [3].

1.2.3
Phase-Coherence Length

The phase-coherence length lj is the relevant length scale, which determines if
phase-coherent transport can be observed in nanolectronic systems [2]. It is a
measure of the distance that the electron propagates phase coherently before its
phase is randomized. At low temperatures, the phase-coherence length can be larger
than the elastic mean free path le. Thus, a number of elastic scattering events occur
before the phase information is finally lost. During an elastic scattering event (i.e., at
an impurity), the phase of an electron is not randomized; it is only shifted by well-
defined amount. If the electron propagates along the identical path a second time, the
phase accumulation will be exactly the same. This is in strong contrast to inelastic
scattering events (e.g., electron–phonon scattering), where the scattering target
changes with time. Consequently, the phase shift that the electron would acquire
is different each time. However, care must be taken to identify lj right away with the
inelastic mean free path lin, as they are not identical in all cases; that is, spin-flip
scattering is considered to be phase-breaking and thus contributing to ljwhilst itmay
be elastic at the same time. In addition, small-energy-transfer electron–electron
scattering, which is due to the fluctuation of the electric field produced by the
electrons (Nyquist contribution), can contribute to a large extent to lj [4]. As
mentioned above, at low temperatures a number of elastic scattering events occur
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until the phase is broken, implying that the characteristic phase-breaking time tj is
larger than the elastic scattering time te. Owing to the diffusive motion during the
time tj, the phase-coherence length lj must be expressed by

lj ¼
ffiffiffiffiffiffiffiffi
Dtj

p ð1:4Þ
Here, D is the diffusion constant defined as

D ¼ 1
d
v2Fte ð1:5Þ

with d the dimensionality of the system. Typical values for the phase-coherence
length of an AlGaAs/GaAs 2-D electron gas below 1K are of the order of several
micrometers [5].

1.2.4
Transport Regimes

By comparing le and lj with the dimension L of the sample and the Fermi
wavelength lF, different transport regimes can be classified, and these are sum-
marized in Table 1.1. For the case where the elastic mean free path le is smaller than
the dimensions of the sample, many elastic scattering events occur while the
electrons propagate through the structure. The carriers are traveling randomly
(diffusive) through the crystal, as illustrated in Figure 1.1a. If the phase-coherence

Table 1.1 Comparison of the different transport regimes.

Diffusive Classical kF, le� L, lu< le
Quantum kF, le� L, lu> le

Ballistic Classical kF� L< le, lu
Quantum kF� L< le, lu

Figure 1.1 Illustration of (a) a diffusive conductor, and (b) a
ballistic conductor. In the diffusive transport regimemany elastic
scattering events occur, while the electron crosses the sample. In
the ballistic regime, the electron crosses the sample without any
elastic scattering event.
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length lj is shorter than the elastic mean free path le, the transport is considered
as classical. In contrast, if lj> le, then quantum effects owing to the wave nature
of the electrons can be expected. This diffusive regime is thus called the quantum
regime. As illustrated in Figure 1.1b, in the case that le is larger than the dimensions
of the sample, the electrons can transverse the system without any scattering;
this regime is called ballistic. Depending on themagnitude of the Fermi wavelength
lF in comparison to the dimension of the sample, the transport can either be
regarded as classical ballistic or quantumballistic. In the following section, ballistic
transport will first be discussed, and later the transport phenomena in the diffusive
regime.

1.3
Ballistic Transport

In this section transport in the ballistic transport regime will be discussed; that is,
where the elastic mean free path exceeds the dimensions of the sample. First, the
Landauer–B€uttiker formalism is explained, where the resistance of a sample is
described in terms of transmission and reflection probabilities, which is a very
convenient scheme to analyze the transport in the ballistic regime. Subsequently, the
quantized conductance of a split-gate point contact will be discussed, making use of
the Landauer–B€uttiker formalism.

1.3.1
Landauer–B€uttiker Formalism

In order to analyze the electronic transport properties of a sample, usually a current is
allowed toflow between two contacts while the response of the system ismeasured by
two voltage probes. The latter are not necessarily different from the current contacts.
The ratio between the voltage dropU and the current I can be defined as amacroscopic
resistance. (The expressionmacroscopic is used here as only the global properties of the
sample are measured.)
A very intuitive interpretation of the macroscopic resistance, R, of a sample can be

obtained if the so-called Landauer–B€uttiker formalism is used [6–9]. In this model,
the resistance

Rmn;kl ¼ Ukl

Imn
ð1:6Þ

is defined by the voltage measured between contacts k and l and the current flowing
between contacts n and m.
In order to keep things simple, the discussion is restricted to a conductor

connected via ideal one-dimensional (1-D) ballistic leads to four corresponding
reservoirs. The geometry of the sample is depicted in Figure 1.2. The ballistic wires
should consist of only a single 1-D. The reservoirs with the corresponding chemical
potentials mi (i¼ 1, . . . , 4) serve as source and drain for carriers flowing in and out of
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the conductor. At zero temperature, the i-th reservoir can supply electrons to the
conductor up to a maximum energy of mi. Each carrier from the lead, which reaches
the reservoir is absorbed by the reservoir, irrespective of the phase and energy of the
carriers. As discussed above, inelastic scattering is forbiddenwithin the leads, so that
electrons once injected into the conductormaintain their energy until they reach one
of the reservoirs.
As an example, we will study the current contributions in the 1-D lead 1, which

results in the net current I1. The current injected from reservoir 1 is given by:

Iinj ¼ e
ðm1
0
D1DðEÞvðEÞdE ð1:7Þ

where v(E) is the velocity of the electrons. As the wire is 1-D, the density of states of a
1-D system must be inserted, which is given by

D1DðEÞ ¼ 2
hvðEÞ ð1:8Þ

So far, only the states propagating from reservoir 1 are considered, and the density
of states used here is half of the commonly known value because there is only one
direction of propagation [1]. It can be seen directly that the product of the 1-D density
of states D1D(E) and the velocity v(E) is constant, and therefore the current leaving
reservoir 1 has the following simple form:

Iinj ¼ 2e
h
m1 ð1:9Þ

Part of the current supplied by reservoir 1 will be reflected back into the conductor.
IfRii is defined as the reflection probability for a reflection of carriers from lead i back
into lead i, then the current reflected into lead 1 can be written as

IR ¼ � 2e
h
Riimi ð1:10Þ

Figure 1.2 Schematic illustration of a four-terminal resistance
measurement set-up. The conductor is connected by ideal one-
dimensional leads to four corresponding reservoirs.
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In addition, electrons are transmitted from the other three leads into lead 1. By
defining the transmission probability from lead j into lead i (i j) as Tij, we arrive at
the following expression for the current transmitted into lead 1:

IT ¼ � 2e
h

X4
j¼2

T1jmj ð1:11Þ

By summing all of these contributions it can be seen that the net current flowing in
lead 1 is finally given by:

I1 ¼ Iinj þ IRþ IT

¼ 2e
h
ð1�R11Þm1�

X4
j¼2

T1jmj

" #
;

ð1:12Þ

or, more generally, the current in lead i is given by

Ii ¼ 2e
h
ð1�RiiÞmi�

X
j„i

T ijmj

2
4

3
5 ð1:13Þ

By using Equation 1.13, the above-defined resistanceRmn;kl can be determined for
given reflection and transmission probabilities of the sample. According to the initial
definition of Rmn;kl, as given in Equation 1.6, the net current Imn flows between
contacts n andm. The leads k and l do not carry a net current in case of an ideal voltage
measurement. The voltage dropUkl is given by the difference of the electrochemical
potentials divided by e: (mk�ml)/e. In the following section, Equation 1.13 will serve
as a basis to describe the transport properties of a split-gate quantum point contact.

1.3.2
Split-Gate Point Contact

In split-gate quantum point contacts the transport is limited to only one dimension.
This is obtained byfirst restricting the propagation of the electrons to a plane. In these
so-called �two-dimensional electron gases� (2DEGs), the carriers are confined at an
interface of two different semiconductor layers. A typical example of a 2DEG realized
in an AlGaAs/GaAs layer system is depicted in Figure 1.3. Here, the carriers are
located at the AlGaAs/GaAs interface and, owing to the conduction band offset
between AlGaAs andGaAs, a triangular quantumwell is formed at the interface. The
electrons in the quantum well are supplied by an n-type d-doped (very thin) layer. In
order to prevent ionized impurity scattering, the electrons in the quantum well are
separated from the d-doped layer by an undoped AlGaAs spacer layer. Using this
scheme, very large electron mobilities and thus very long elastic mean free paths of
the order of several micrometers can be achieved.
A further restriction of the electron propagation to only one dimension can be

realized by using split-gate point contacts [10, 11]. As illustrated in Figure 1.4, two
opposite gate fingers are separated by a distance of a few hundreds of nanometers.
Split-gate electrodes are usually prepared by using electron beam lithography. Since
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the Fermi wavelength lF of a 2-D electron gas is typically a few tenths of a nanometer,
the separation of the split-gates is comparable with lF. The length of the channel
formed by the gate electrodes is usually smaller than 1mm, and thus smaller than the
elasticmean free path le. According to the classification introduced in Section 1.2, the
transport can be considered as ballistic.
By applying a sufficiently large negative voltage to the gate fingers, the underlying

2-D electron gas is depleted underneath the gate fingers (see Figure 1.4a). Only a
small opening between the gate fingers remains for the electrons to propagate from
one side to the opposite side; however, by varying the gate voltage it is possible to
control the effective width of the opening. An increase of the negative bias voltage
enlarges the depletion area and thus reduces the opening width. At sufficiently large
negative bias voltages the opening can even be closed completely (pinch-off).
Owing to the depletion area underneath the split-gate electrodes, it can be assumed

that the electrons in the 2DEG are confined in a potential well along the y-axis, while
the free propagation takes place along the x-axis. If the potential profile in the plane of
the 2DEG induced by the split-gate electrodes is expressed by V(x, y), the Hamilton

Figure 1.4 (a) Schematic illustration of a split-gate point contact
on an AlGaAs/GaAs heterostructures. By applying a negative gate
voltage to the split-gate electrodes, the electron gas underneath is
depleted. The electrons can only pass the small opening. (b) An
electron beam micrograph of split-gate point contacts.

Figure 1.3 Layer sequence of an AlGaAs/GaAs heterostructure
containing a two-dimensional electron gas at the AlGaAs/GaAs
interface. A schematic illustrationof the conductionbandprofile is
shown on the right-hand side.
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operator has the following form:

H ¼ �h2

2m*

q2

qx2
þ q2

qy2

� �
þVðx; yÞ ð1:14Þ

In order to determine the precise shape of the potential V(x, y) as a function of the
gate voltage, elaborated self-consistent simulations are required [12]. However, for
most applications it is sufficient to assume an approximated potential profile. For low
gate voltages an appropriate approximation is a rectangular potential profile, while for
higher negative gate voltages the potential well can be approximated by a parabolic
potential. As an example, we will consider here the latter potential shape. Due to the
short length of the channel formed by the split-gates, the 2-D potential profile will be
saddle-shaped. However, if the potential shaped along the constriction is smooth
(adiabatic limit), it is sufficient to consider only the narrowest point of the channel,
which can be expressed by

VðyÞ ¼ 1
2
m*w2

0y
2 þ V0 ð1:15Þ

Here, o0 is the characteristic frequency of the parabolic potential, while V0

represents the height of the inflection point of the saddle-shaped potential. For the
energy dispersion of the 1-D subbands in the point contact, we obtain

EnðkxÞ ¼ E0
nþV0þ �h2k2x

2m*
; n ¼ 1; 2; 3; . . . ; ð1:16Þ

with

E0
n ¼ ðn� 1=2Þ�hw0; ð1:17Þ

the energy eigenvalues of the harmonic oscillator. By changing the gate voltage at the
split-gate electrodes, the effective width of the opening can be adjusted. In the
parabolic approximationo0 is increased if amorenegative gate voltage is applied, and
this leads to an increased separation of the energy eigenvalues. As a consequence,
lesser levels are occupied up to the Fermi energy (see Figure 1.5a and b).

Figure 1.5 (a) Energy dispersion of a
one-dimensional channel with the two lowest
levels lying below the Fermi energy EF.
(b) Corresponding situation with only one
subband occupied. The energy separation
between the levels given by �hw0 is larger

compared to the situation shown in (b). (c) A
one-dimensional conductor; that is, the channel
formed by the split-gate electrodes, connected
by two reservoirs with the electrochemical
potential m1 and m2, respectively.
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Before examining the experimental outcome of measurement of the split-gate
point contact resistance, the conduction of a 1-D conductor by using the Land-
auer–B€uttiker formalism will be briefly discussed. It must first be assumed that the
conductor is connected on both terminals to reservoirs with the electrochemical
potentials m1 and m2, respectively (i.e., the 2DEG on both sides of the split-gates), as
shown in Figure 1.5c.
For a set-up with only two reservoirs, and where only the lowest subband is

occupied, the following expression is obtained according to the Landauer–B€uttiker
formalism [cf. Equation 1.13]:

ðh=2eÞI ¼ ð1�R11Þm1�T12m2 ð1:18Þ

� ðh=2eÞI ¼ ð1�R22Þm2�T21m1 ð1:19Þ
At zero magnetic field (B¼ 0), the transport is time-inversion invariant so that the

following relationships hold:

T12 ¼ T21 ¼ T ¼ 1�R11 ¼ 1�R22 ð1:20Þ
Thus, finally we arrive at the expression for the conductance of the constriction:

G ¼ I
U
¼ Ie

m1�m2
¼ 2e2

h
T ð1:21Þ

As illustrated in Figure 1.5b, only carriers with energy between m1 and m2
contribute to the conductance. If backscattering is neglected (T¼ 1), the conduction
through a constriction is simply given by:

G ¼ 2e2

h
: ð1:22Þ

It should be stressed that the constant conductance is a result of the cancellation of
the energy dependence of the density of states and the velocity for the 1-D case [cf.
Equation 1.7], which is not the case for 2-D or three-dimensional (3-D) systems. In
analogy, the conductance can be calculated ifN subbands are occupied. The occupied
subbands taking part in the transport are usually called channels; the situation for two
channels (N¼ 2) is illustrated in Figure 1.5a. If N one-dimensional channels are
assumed, then the total transmission probability from reservoir j to reservoir i (i j)
can be expressed as

Tij ¼
XN
mn

Tij;mn ð1:23Þ

where Tij,mn denotes the transmission probability from the n-th subband of lead j into
the m-th subband of lead i. If ideal transmission and no intersubband scattering is
assumed, then the total transmission probability of a 1-D channel withN subbands is
given byT¼N. Thus, each subband contributes with 2e2/h to the conductance so that
the total conductance of a constriction with N subbands occupied is given by

G ¼ 2e2

h
N ð1:24Þ
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This remarkable result indicates that the conductance of a 1-D constriction
changes in steps equal to 2e2/h, if the number of channels is altered by adjusting
the widths of the constriction. The latter can be achieved by applying an appropriate
voltage to the split-gate electrodes.
An experimental result of the resistance and conductance of quantum point

contact based on a 2DEG in an AlGaAs/GaAs heterostructure is shown in Figure 1.6.
With amore negative gate voltage, the resistance of the point contact increases, as the
width of the constrictionbecomes increasingly narrower.As canbe seen inFigure 1.6,
if the conductance G is plotted, it can clearly be seen that G decreases stepwise by
multiples of 2e2/h with increasing negative gate voltage.
The experimentally observed curves can deviate in many aspects from the ideal

curves. The calculations given above were restricted to zero temperature, but at finite
temperatures the broadening of the Fermi distribution function results in a broadening
of the steps owing to the partial occupation and emptying of the 1-D channels. The
geometrical shapeof thepoint contact openingalsoaffects the transmission through the
point contact. For example, sharp edges of the point contact opening can result in
reflections of the incoming and transmitted electronswaves at the inlet and outlet of the
1-D channel. As a result, oscillations are expected in the plateaus of the steps [13, 14].

1.4
Weak Localization

Interference effects of electronwaves due tophase coherent transport canbe seeneven
in large samples, where the phase coherence length is much smaller than the
dimensions of the sample. This effect, called weak localization, results in an increased
resistance compared to the classically expected value [15, 16]. Weak localization is
observed if the temperature is sufficiently low so that the phase coherence length lj is

Figure 1.6 Resistance and conductance of an AlGaAs/GaAs split-
gate point contact as a function of the gate voltage. The
conductance is plotted in units of 2e2/h.
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Figure 1.7 (a) Possible trajectories of electrons propagating from
pointA toQ. The trajectory 3a represents a closed loop. (b) Detail
of a closed loop with a magnetic flux F penetrating this loop.

larger than the elastic scattering length le. As we will see below, the effect of weak
localization depends strongly on the dimensionality of the system. The lower the
dimension of the system is, the stronger the effect of weak localization is, that is in
quasi one-dimensionalwire structuresweak localization ismost pronounced. In order
to illustrate the general mechanisms leading to weak localization, we will first
introduce a simplemodel. Later onmore quantitative expressions for the conductivity
corrections will be given.

1.4.1
Basic Principles

Let us consider a diffusive conductor, in which an electrons starting at point A
propagate to pointQ. Some typical trajectories of an electron are sketched inFigure 1.7,
illustrating that there are many possibilities for an electron to propagate from A toQ.
It is assumed that the elasticmean free path le is smaller than the distance betweenA

andQ. Thus, an electronundergoesmany elastic scattering events on itsway.However,
during elastic scattering the electron does not lose its phase memory. If it is assumed
that the phase coherence length is longer than the distance betweenA andQ, the phase
information is not lost. By following Feynman, each path j can be described from the
initial stateA to thefinal stateQby a complex probability amplitudeCj given by [17, 18]:

Cj ¼ cjexpðijjÞ ð1:25Þ
Here, jj is the phase shift that the electron acquires on its way from A to Q while

propagating along path j. Often, there are many possible paths for an electron to
propagate between A and Q. For example, for free electron propagation the phase
accumulation along the path j can be calculated from the action Sj by

jj ¼
Sj
�h

ð1:26Þ

The non-relativistic action Sj is defined by

Sj ¼
ðtQ
tA

dtLðr; _r; tÞ ð1:27Þ
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with

Lðr; _r; tÞ ¼ m
2
_r2 ð1:28Þ

the Lagrangian function of a free propagating electron. Here, tA is the time when the
electron starts atA, and tQ the time when it arrives atQ. The quantities r and _r are the
position and velocity of the particle, respectively. However, the electron acquires not
only a phase shift during free propagation but also well-defined phase shifts by the
elastic scattering events, so that the total phase accumulated along the path is the sum
of both contributions. The total amplitude for the propagation fromA to Q is given by
the sumof the amplitudesCj of all undistinguished paths. Finally, the total probability
PAQ for an electron to be transported from A toQ is determined by the square of the
total amplitude

PAQ ¼
X
j

cje
ijj

�����
�����
2

ð1:29Þ

In systemswitha largenumberofpossiblepaths, thephasesjj areusually randomly
distributed, and therefore the wave nature should have no effect on the electron trans-
port due to averaging. Nevertheless, the fact that an increase of the resistance is
observed, compared to theclassical transport, is a result ofclosed loops (seeFigure1.7a,
trajectory3a).Along these loops, anelectroncanpropagate in twoopposite orientations
with the corresponding complex amplitudes C1,2¼ c1,2 exp(ij1,2). The current contri-
bution of the current returning to the starting point of the loop (O) is given by

POO ¼ jC1þC2j2 ¼ jC1j2þ jC1j2þ 2ReðC*
1C2Þ ð1:30Þ

Since, for time-reversed paths c1¼ c2 and j1¼j2, we obtain

jC1þC2j2 ¼ 4jC1j2 ð1:31Þ
For classical non-phase-coherent transport, the probability would simply be
jC1j2þ jC2j2, which is a factor of 2 smaller than for the phase-coherent case. A
larger probability to return to the origin implies that the net current through the
sample is reduced.Hence, the carriers are localizedwithin the loop. Such localization
does not depend on the size of the loop as long as its length is smaller than the phase-
coherence length. It is important to note here that constructive interference occurs
for all possible closed loops in the conductor, and is therefore not averaged out. As a
result, the total resistance is increased compared to the classical case.

1.4.2
Weak Localization in One and Two Dimensions

In the following section, it is briefly sketched how a value for the correction of the
conductance due toweak localization can be obtained quantitatively [18]. For theweak
localization effect we are interested only in those processes where the electrons
return to their starting points. The discussion will first be restricted to a 2-D system,
for example a 2-D electron gas in an AlGaAs/GaAs heterostructure. A larger number
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of scattering centers increase the probability for backscattering of the electrons. The
larger the number of scattering centers is, the smaller is the diffusion constant; as a
consequence one obtains for the return probability due to diffusivemotion: 1/(4pDt).
For the total return probability, it must be ensured that the phase of the electrons is
preserved up to time tj, which provides a pre-factor exp(�t/tj). Furthermore, it is
required that the electron is at least once elastically scattered; thus, a pre-factor
[1� exp(�t/te)] must be included. In total, the correction to the conductance can be
expressed as [19, 20]:

Ds2D ¼ � 2�h
m*

s0

ð¥
0

dt
1

4pDt
ð1� e� t=teÞe� t=tj

¼ � e2

2p2�h
ln 1þ tj

te

0
@

1
A

ð1:32Þ

Here, s0 is the classical Drude conductivity of a 2-D system. The localization
vanishes, if the phase-breaking time tf is much smaller than te, since then the logari-
thmic factor tends towards zero. The ratio of the correction due to weak localization
to the Drude conductivity Ds2D/s0 is usually small and of the order of 1/kFle. Here,
kF ¼ m�VF=�h is the Fermi wavenumber. For a typical 2-D electron gas with me¼
106 cm2Vs�1 at ne¼ 3· 1011 cm�2, a correction of less than 0.1% would be expected.
For a quasi 1-D structure of width W with lj�W, the diffusion is effectively

reduced to one dimension, so that the return probability can now be expressed by
W�1(4pDt)�1/2. The conductivity correction in this case is given by [20]:

Ds1D ¼ � e2

p�h
lj
W

1� 1þ tj
te

� �� 1=2
" #

ð1:33Þ

Acomparison of the 1-D and 2-D cases reveals that theweak localization correction
to the conductivity ismuch larger for the 1-D case. In the latter case, the ratioDs1D/s0

is of the order (lj/W)(1/kFle). If a phase-breaking time of tf¼ 10�10 s and a width of
W¼ 200 nm are assumed, the result is a ratioDs1D/s0 of 6%, for a wire based on the
2-D electron gas as specified above. Clearly, this value is much larger than the
corresponding value for a 2-D system.

1.4.3
Weak Localization in a Magnetic Field

If the sample is penetrated by a magnetic field B, the phase accumulation along a
certain trajectory ismodified, since the Lagrangian function L [cf. Equation 1.28] of an
electron with charge �e contains an additional term

Lðr; _r; tÞ ¼ m
2
_r2� e½_rAðr; tÞ� ð1:34Þ

Here, A is the vector potential defined by B¼ rot A. In the presence of a vector
potential, the probability amplitude C1 of a closed loop propagated in clockwise
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orientation acquires an additional phase factor

C1!C1 exp � i
e
�h

þ
Adl

� �
¼ C1 exp i

2pF
F0

� �
ð1:35Þ

Here,F¼BS is themagnetic flux penetrating the enclosed area S of the loop, with
F0¼ h/e the magnetic flux quantum. For the propagation in the opposite orientation
one obtains

C2!C2 exp � i
2pF
F0

� �
ð1:36Þ

The phase difference accumulated between both time-reversed paths is therefore

Dj ¼ 4p
F
F0

ð1:37Þ

Thus, if a magnetic field is applied, the property that constructive interference
occurs for all loops in case of B¼ 0 is lost. Generally, many loops enclosing different
areas are found in a diffusive conductor and, depending on the size of the loops,
different phase shifts Dj develop. Thus, for a particular magnetic field the localiza-
tion is lifted to a different extent depending on the loop size. If the magnetic field is
increased starting from zero, the constructive interference is destroyed first for the
largest loops. Finally, if the magnetic field is sufficiently large, the phase difference
will be randomly distributed between the ensemble of loops. On average, the degree
of localization decreases with increasing magnetic field, resulting in a continuous
decrease of the resistance.
For a quantitative approach onemust take into account that, in addition to the usual

phase breaking at zero magnetic field, the phase is also broken effectively by a
magnetic field. Similar to lj a length lm is defined, which is characterized by the
condition that the area l2m corresponds to the case that the penetrating flux is equal to
F0. Thus, lm is defined by

ffiffiffiffiffiffiffiffiffiffi
�h=eB

p
. As outlined above, for afluxF0 the phase difference

between time-reversed paths is already significant. The characteristic magnetic
relaxation time tB related to lm can be estimated from the relationship lm �

ffiffiffiffiffiffiffiffiffi
DtB
p

,
in analogy to Equation 1.4 defining lj. The expression that quantitatively describes the
increase of the conductivity with increasing magnetic field is given by [21, 22]:

Ds2DðBÞ�Ds2Dð0Þ ¼ e2

2p2�h
Y

1
2
þ tB

2tj

� �
�Y

1
2
þ tB

2te

� �
þ ln

tj
te

� �� �
ð1:38Þ

where C(x) is the digamma function. The exact expression for tB, which must be
inserted into Equation 1.38, is given by tB ¼ l2m=2D. At zero magnetic fields the
relevantmaximumsize of the loops atwhich the phase coherence is broken is givenby
l2j. In a finitemagnetic field, weak localization is suppressed if a noticeable phase shift
between time-reversed loops is accumulated. This is the case for loopswith the area of
about l2m. By comparing both relationships, it is clear that the magnetic field has a
significant effect on the conductance for l2j � l2m. This relationship defines a critical
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magnetic field Bc, which is given by

Bc ¼ �h

2el2j
ð1:39Þ

Thus, at the characteristicfield ofBc one expects a suppression ofweak localization.
For semiconductor structures, lj may be of the order of 1 mm, and result in a critical
field of about 1mT. In the case of a 2-D electron gas, weak localization is suppressed at
relatively low magnetic fields (see Figure 1.8).
In 1-D systems in the dirty metal limit, defined as le�W� lj, the closed

trajectories contributing to weak localization are quenched in one direction, with
a typical enclosed area of the loop given byW

ffiffiffiffiffiffiffiffiffi
DtB
p

(see Figure 1.9a). For a unit phase
shift this area corresponds to l2m, resulting in a magnetic relaxation time of
tB � l4m=DW

2 and a critical field of Bc � �h=eWlj. The full expression for the weak
localization correction of one-dimensional systems in the dirty limit is given by [24]

Ds1DðBÞ ¼ e2

p�h

ffiffiffiffi
D
p

W
1
tj
þ 1

tB

� �� 1=2

� 1
tj
þ 1

te
þ 1

tB

� �� 1=2
" #

ð1:40Þ

Figure 1.8 Comparison of the weak localization effect in a two-
dimensional (upper graph) and a one-dimensional electron gas
(lower graph) in AlGaAs/GaAs. For the one-dimensional
structures a much higher magnetic field is required to suppress
the weak localization effect. (Reprintedwith permission from [23].
Copyright (1987) by the American Physical Society.)
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withmagnetic relaxation time in this case given by tB ¼ 3l4m=WD. It should be noted
that, at zero magnetic fields, Equation 1.32 is recovered. Furthermore, a closer
inspection of Bc reveals, that if the width of the wire is reduced, the critical field is
increased, ensuring that the weak localization effect is preserved up to much higher
magnetic fields compared to the 2-D case. This is confirmed by the measurements
shown in Figure 1.8, where the magnetoresistance peak is wider in the 1-D case. In
wire structures based on high-mobility, 2-D electron gases, the elasticmean free path
le may be larger than the width of the wire: W� le. In this ballistic regime, the
electrons propagate without any scattering between the wire boundaries. As illus-
trated in Figure 1.9b, owing to diffusive boundary scattering the typical closed loops
will self-interact. As both parts of the loop area are traversed in opposite orientation,
the net flux is basically cancelled [20]. Clearly, the flux cancellation results in a further
increase of the critical field.

1.5
Spin-Effects: Weak Antilocalization

So far, the effect of spin on the electron interference has been neglected, and this
approach is valid as long as the spin orientation is conserved. However, in many
materials the spin changes its orientation while the electron propagates along the
closed loops, resulting in the weak localization effect.
It can be assumed that |si is the initial spin state, this generally being a

superposition of the spin up |"i and spin down |#i states. In principle, there are
two possibilities of how the spin orientation can be changed:

. The Elliot–Yafet mechanism. Here, the potential profile of the scattering centers
can lead to spin-orbit coupling; this results in a spin rotation, while the electron is
scattered at the impurities (see Figure 1.10a).

. The so-called D�yakonov–Perel mechanism, where the spin precesses while the
electron propagates between the scattering centers (see Figure 1.10b). The origin of
the spin precessionmay either be a lack of inversion symmetry (i.e., in zinc blende

Figure 1.9 (a) Typical closed trajectory in a dirty metal one-
dimensional conductor (le�W� lf). (b) Typical closed
trajectory in a narrow one-dimensional structure with W� le.
Here, diffusive boundary scattering results in loops which self-
interact. The net flux is cancelled in this configuration.
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crystals; the Dresselhaus effect [25]), or an asymmetric potential shape of the
quantum well forming a 2-D electron gas (the Rashba effect) [26].

Further details on spin precession are provided in Chapter 3 of this volume and
Chapter 5 of volume 4 of this series (Bandyopadhyay, S., Monolithic and Hybrid
Spintronics. In: Schmid, G. (ed), Nanotechnology, Vol 4, Chapter 5).
Regardless of the underlying mechanism, if an electron propagates along a closed

loop, its spin orientation is changed. The modification of the spin orientation can be
expressed by a rotation matrix U [27]. For the propagation along the loop in forward
( f ) direction the final state |sfi can be expressed by

jsf i ¼ Ujsi ð1:41Þ
where U is the corresponding rotation matrix. For propagation along the loop in a
backwards directions (b), the final spin state is given by

jsbi ¼ U�1jsi ð1:42Þ
Here, use is made of the fact that the rotation matrix of the counter-clockwise
propagation is simply the inverse of U. For interference between the clockwise and
counter-clockwise electron waves, not only the spatial component is relevant but also
the interference of the spin component:

hsbjsf i ¼ hU�1sjUsi
¼ hsjU�Ujsi
¼ hsjU2jsi:

ð1:43Þ

The final expression was obtained by making use of the fact that U is a unitary
matrix:U�1 ¼ U�, withU� the adjoint (complex conjugated and transposed) matrix
ofU. Weak localization – and thus constructive interference – is recovered if the spin
orientation is conserved in the case that U is the unit matrix 1.
However, if the spin is rotated during electron propagation along a loop, in general

no constructive interference can be expected. Moreover, for each loop a different
interference will be expected. Interestingly, averaging over all possible trajectories
even leads to a reversal of theweak localization effect such that, instead of an increase

Figure 1.10 (a) Typical closed trajectory in forward direction with
spin scattering at the impurities. The initial spin state |si is
transformed to the final spin state |sfi. The spin orientation is
preserved while propagation between the scattering centers.
(b) The situation where a spin precession occurs while the
electron propagates between the scattering centers.
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in the resistance, a decrease occurs [22, 27, 28]. As the sign of the quantum
mechanical correction to the conductivity is reversed, this effect is referred to as
�weak antilocalization�.
The weak antilocalization measurements of a set of InGaAs/InP wires are shown

in Figure 1.11. In contrast to the weak localization effect, an enhanced conductivity is
found at B¼ 0. However, if a magnetic field is applied then the weak antilocalization
effect is gradually suppressed. Notably, important parameters characterizing the spin
scattering and spin precession can be extracted from weak antilocalization measure-
ments. In fact, detailed information of theRashba andDresselhaus contributions in a
particular material can be obtained by fitting the experimental curves to the
appropriate theoretical model. It should be noted that both contributions are
important for the spin field effect transistor, as introduced in Chapter 3 of this
volume and Chapter 5 of volume 4 of this series (Bandyopadhyay, S., Monolithic and
Hybrid Spintronics. In: Schmid, G. (ed), Nanotechnology, Vol 4, Chapter 5).

1.6
Al�tshuler–Aronov–Spivak Oscillations

The fact that, in ametallic conductor, closed loops are responsible for the reduction of
the resistance if amagnetic field is applied raises the question: Is it possible to observe
resistance oscillations due to interference if the shape of the closed loops are restricted
by a fixed, well-defined geometry? In the following sections, it will be shown that
indeed these oscillations – the so-called Al�tshuler–Aronov–Spivak oscillations – can
be observed in ring-shaped conductors, if the rings are penetrated by a magnetic flux.
A series of interconnected ring-shaped conductors is shown schematically in

Figure 1.11 Magneto-conductivity measured on a set of 160
InGaAs/InP wires at various temperatures [29]. The Rashba spin-
orbit coupling, present in this type of quantum well, results in
weak antilocalization, an enhanced conductivity at zero magnetic
field. The wires had a geometrical width of 1.2mm.
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Figure 1.12, where the enclosed magnetic flux F is the same for each ring. Thus, the
phase shift Dj between time-reversed paths, as given by Equation 1.37, is approxi-
mately the same in all rings. By using Equation 1.30, the total amplitude in a loop is
given by [30, 31]:

P ¼ C1exp i2p
F
F0

0
@

1
AþC2exp � i2p

F
F0

0
@

1
A

������
������
2

¼ 2 C1j j2 1þ cosð4pF=F0Þ½ �:
ð1:44Þ

From the equation given above it can be concluded that the resistance in this type of
structure should oscillate with a period of F0/2.
The first demonstration of this type of weak localization resistance oscillations

was provided by Sharvin and Sharvin [31], who evaporated a thin Mg film onto the
surface of a quartzfilament. Themagneticfieldwas applied in axial orientationwith
respect to the filament while the current was flowing through theMg film along the
filament. A comparison with the cross-section of the filament confirmed, that the
resistance oscillations indeed had a period of F0/2.
Beside cylindrical samples, Al�tshuler–Aronov–Spivak oscillations can also be

observed in planar quantum wire networks, similar to the structure shown in
Figure 1.12 [33]. The closed trajectories are realized by squares connected to a chain
or to a mesh, as shown in Figure 1.13 (inset).
The relative resistance differenceDR/R0 as a function of a perpendicularmagnetic

field is shown in Figure 1.13. Pronounced oscillations are found in the chain as well
as in themesh structure. For smaller square elements, the oscillation period is larger
as a larger magnetic field is required to generate a magnetic flux of F0/2. In order to
observe Al�tshuler–Aronov–Spivak oscillations, the phase-coherence length must be
larger than the circumference of the squares. For the chain structure, the total
resistance is given by adding the contribution of each single square. Depending on
the type of material, each ring produces either a maximum or minimum at B¼ 0,
depending on the absence or presence of spin scattering. This ensures that, after
summation of the contribution of each element of the chain, the Al�tshuler–
Aronov–Spivak oscillations are not averaged out.

Figure 1.12 A series of interconnected ring-shaped conductors.
Each ring is penetrated by a magnetic flux F. The interference of
the time-reversed trajectories leads to the Al�tshuler–Aronov–
Spivak oscillations as a function of a magnetic field.
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1.7
The Aharonov–Bohm Effect

In contrast to the Al�tshuler–Aronov–Spivak oscillations, which originate from the
interference of electrons propagating along time-reversed paths interfering at the
point of departure, the Aharonov–Bohm effect is based on electron waves propagat-
ing along two different branches of a ring structure and interfering at the opposite
side of the ring. This situation is illustrated schematically in Figure 1.14a.
The Aharonov–Bohm effect was predicted, from a theoretical point of view, in

1959 [34]. The essence of this effect is that the vector potential A affects the
interference of the electron waves, even in the case when the magnetic field B in
the conductor is zero. In order to clarify this point, the experimental set-up shown in
Figure 1.14a will be discussed. Here, the magnetic field B is restricted to an area
within the ring structure (the gray-shaded area in Figure 1.14a), and is zero in the
ring-shaped conductor. Classically no effect is expected since, at the location of the
electrons, no magnetic field is present. However, as seen in Section 1.6, the vector
potential A, which is non-zero in the conductor, will induce a phase shift of the
electron wave and thus affect the electron transport.

Figure 1.13 Magnetoresistance of 21 nm-thick
and 55 nm-wide lithium wires of different
geometry measured at 0.13 K. The upper curve
shows themeasurement of a singlewire.Here, a
resistance maximum at B¼ 0 due to weak
localization is found. The following three curves
show the resistance for a chain of squares. The

size of the elements decreases for lower curves,
respectively. The lowest two curves show the
measurement on a mesh structures. The size S
of the unit cell (inmicrometers) is indicated next
to each curve. (Reprinted with permission from
[33]. Copyright (1986) by the American Physical
Society.)
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The phase difference Dj of two electron waves propagating along the upper and
the lower branches of the ring (paths 1 and 2 in Figure 1.14a) and interfering at the
end point Q of the ring is given by

Dj ¼ c1�c2�
e
�h

ð
path1

Adl þ e
�h

ð
path2

Adl

¼ Dcþ e
�h

þ
Adl:

ð1:45Þ

Here, w1 and w2 are the phases that the electron waves acquire during their
propagation along path 1 and path 2 at zero magnetic field in the interior of the ring.
In contrast to weak localization, the paths are different and therefore not time-
reversed. Since the impurity configurations on both branches usually differ, the
accumulated phases are different in both branches.
We will now return to the Aharonov–Bohm effect itself. By making use of

rotA ¼ B, Equation 1.45 results in

Dj ¼ Dcþ e
�h

ð
Bdf

¼ Dcþ 2p
F
F0

:

ð1:46Þ

The surface integral over B corresponds to the magnetic flux F penetrating
the ring. As illustrated in Figure 1.14a, the area penetrated by the magnetic field
does not need to be as large as the opening of the ring. As can be inferred from
Equation 1.46, a phase shift of 2p is acquired if the magnetic flux is changed by a
magnetic flux quantum F0. Thus, the period is twice as large as the period of the
Al�tshuler–Aronov–Spivak oscillations discussed above.

Figure 1.14 (a) Electron trajectories in a ring-shaped conductor.
For the Aharonov–Bohm effect the ring is penetrated by a
magnetic field within the inner diameter of the conductor. No
magnetic field is applied within the conductor. The magnetic flux
within the ring is F. (b) Electron beammicrograph of an AlGaAs/
GaAs ring structure with two in-plane gates (A and B).
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For the first experiments demonstrating the Aharonov–Bohm effect, a set-up was
used where the electrons were not exposed to a magnetic field [36, 37]. These
experiments were performed with an electron beam in a vacuum and a shielded
magnet coil. In solid-state the Aharonov–Bohm effect was first demonstrated in Au
rings,with the diameter of the ring structure being less than 1mmandawirewidth of a
few tens of nanometers [38]. In metallic ring structures, the magnetic field cannot
usuallybeprevented frompenetrating thewire itself.Nevertheless, the vector potential
A is still responsible for the effect on the electron interference pattern. A typical ring
structure defined in an AlGaAs/GaAs semiconductor heterostructures is shown in
Figure 1.14b [35]. One important difference between the Aharonov–Bohm experi-
ments on nanoscaled rings and experiments using electron beams in vacuum, is that
in the former case the electrons are usually scatteredmany timeswithin the conductor
before reaching theopposite side of ring.Thus, theelasticmean free path ismost often
smaller than the ring size. In addition, in metallic or semiconducting ring structures
the phase-coherence length is in the order of the ring diameter at low temperatures,
and consequentlymany electrons lose their phasememorywhile propagating through
the ring. This is the reason why the oscillation amplitude is considerably smaller than
the total resistance of the structure. As can be seen in Figure 1.15, pronounced
Aharonov–Bohm oscillations were observed in ring structures based on 2-D electron
gases in an In0.77Ga0.23As/InPheterostructure [39]. A comparison of the enclosed area
of the ring confirmed that the oscillation period corresponded to a magnetic flux
quantumF0.Owing to the loweffective electronmass and to thehighmobility in these
heterostructures, the phase-coherence length can exceed 1mm at temperatures below
1K, and consequently large oscillation amplitudes are achieved. Previously, resistance
modulations of up to 12% have been observed in this type of structure.

Figure 1.15 Magnetoresistance of an In0.77Ga0.23As/InP ring
structure measured at 0.3 K. The ring had a diameter of 820 nm,
with a width of the wires forming the ring of about 85 nm.
(Reprinted with permission from [39]. Copyright (1995) by the
American Physical Society.)
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When the Al�tshuler–Aronov–Spivak oscillations were discussed, it was found that
at B¼ 0 a maximum is observed in the resistance, owing to the constructive interfer-
ence between time-reversed loops (see Figure 1.13). For the Aharonov–Bohm effect,
the interference at thebranchingpoint is determinedby the twodifferent paths1 and2
along the two branches of the ring, as illustrated in Figure 1.14a. The phase difference
Dw at B¼ 0 between the two paths depends to a large extent on the distribution of
scattering centers in the ring; that is, for different rings – regardless of whether they
have the same geometry – a different phase shift Dw is accumulated. As a result, no
clear maximum or minimum, as for the Al�tshuler–Aronov–Spivak oscillations, is
expected atB¼ 0. In fact, it could be shown that the amplitude of the Aharonov–Bohm
oscillations is decreased if the signal of many rings is averaged [40]. This is due to the
fact that the contributions of interferences of the different rings with the same
oscillation period but with statistically distributed phase shifts Dw are averaged out.
Besides the magnetic control of the interference pattern of an Aharonov–Bohm

ring structure, the oscillation pattern can also be changed electrostatically by means
of a gate electrode. A typical AlGaAs/GaAs samplewith two in-plane gates is shown in
Figure 1.14b. By applying a voltage to one of the gates, the electron concentration in
the corresponding branch of the ring is altered. A change of the carrier concentration
goes along with a change of the Fermi wavelength and, as a result, the phase
accumulated in this branch of the ring is changed. Clearly this will immediately affect
the interference pattern, as can be seen in Figure 1.16.
It is interesting to observe that the oscillation pattern of the sample is symmetric

with respect to the magnetic field. This can be seen in Figure 1.16, where the
resistance oscillations are shown as a grayscale plot as a function of magnetic field

Figure 1.16 (a) Magnetoresistance of the
AlGaAs/GaAs ring structure shown in
Figure 1.14b for 0.25 V applied to gate B. The
voltage at gate A was set to zero. The
background resistance Rback was subtracted
from the total resistance. (b) Grayscale plot of

the magnetoresistance R-Rback for different
voltages applied to gate A and B. The dark and
light regions correspond to large and low
resistance values, respectively. The dashed line
indicated the measurement shown in (a).
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and gate voltage. The symmetric pattern is due to the fact that, although four
terminals are used during the measurement, the measurement is effectively a
two-terminal measurement. For such a measurement it can be shown in general
that the resistance is symmetric under reversal of the magnetic field: R(�B)¼
R(B) [9]. The reason for the two-terminal nature of the measurement is the coupling
of the two contacts on each side, although these are not independent, as would be
required for a pure four-terminal measurement.

1.8
Universal Conductance Fluctuations

A closer inspection of the Aharonov–Bohm effect measurements reveals that
irregular fluctuations are often superimposed on the regular oscillations. This can
be seen clearly in the measurements shown in Figure 1.15 where a long-wavelength
underground is observed superimposed on the oscillations. The fluctuations are
reproducible if themeasurements are repeated for the same sample [42, 43]; however,
if different samples with the same geometry and fabricated using the same material
are compared, it is found that a different fluctuation pattern belongs to each sample.
This is the reason, why the individual fluctuation pattern of a sample is sometimes
referred to as a fingerprint. Conductance fluctuations are observed in semiconducting
structures as well as in metallic samples [44, 45]. However, as the size of semicon-
ductor devices becomes smaller, the statistical distribution of the remaining few
dopant atoms will result in a spread of the device characteristics. Thus, resistance
fluctuations are not only important in the phase-coherent regime but are also
becoming much more of an issue in device applications.

1.8.1
Basic Principles

The reason, why each sample shows a different conductance fluctuation pattern
becomes clear when it is realized that very few scattering centers (i.e., impurities) are
present in very small structures. In fact, if the sample possesses very few impurities
then it is the impurity configuration that governs the transport properties. Moreover,
if only afinite number of scattering centers is present, an ensemble average cannot be
applied for the theoretical description, as this does not take into consideration the
particular spatial distribution of the scattering centers. Of course fluctuationsmay be
observed not only in ring structures but also in a single quantum wire, as they
originate from the spatial configuration of the scattering centers in the wire. The
conductance fluctuations of a single Au wire are shown in Figure 1.17.
Thefluctuations shown inFigure 1.17 cover an interval of approximately�e2/h, the

fluctuation amplitude of which, as proven by a detailed theoretical analysis, is
universal [47, 48]. For a qualitative explanation of the physical origin of the conduc-
tance fluctuations, the reader is referred to the above-mentioned Aharonov–Bohm
effect. As illustrated in Figure 1.18a, the electron is able to propagate along a certain
number of paths in order to cross the wire.
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The total transmission probability results from the squared amplitude of all
possible trajectories. Among these trajectories, a limited number of paths may be
found which meet again after a certain distance. If a magnetic field is applied, the
paths become penetrated by a magnetic flux F; subsequently, if the magnetic field is
varied, superpositioning of the electron waves of two paths (which cross twice) leads
to a variation in the transmission probability due to the Aharonov–Bohm effect.
Then, in contrast to awell-defined ring structure, the encircled areas differ among the
various locations of the wire, such that a different Aharonov–Bohm period is
developed for each area. Superposition of the different quasi Aharonov–Bohm rings
then produces an irregular conductance pattern [43]. It is important that only a
limited number of trajectories exists, so that an effective averaging out of the

Figure 1.18 (a) Electron trajectories in a
quantum wire. If a magnetic field is applied,
loops are penetrated by a magnetic flux F1, F2,
F3, . . . (b) Sample configuration considered for
the calculation of the conductance fluctuations
using the Landauer–B€uttiker formalism. The

wire consists of a disordered region connected
by ballistic areas to the phase-randomizing
reservoirs. Here, n denotes the incoming
channel, while m is the outgoing channel
(transmitted or reflected).

Figure 1.17 Conductance fluctuations as a function of magnetic
field of a 310 nm-long and 25 nm-wide Au wire measured at a
temperature of 10mK [46]. (� Taylor &Francis Ltd.).
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oscillations is prevented. In addition to varying themagneticfield, it is also possible to
observe conductance fluctuations by increasing the applied voltage, but this will lead
to a change in the Fermi wavelength of the electrons.

1.8.2
Detailed Analysis

A detailed theoretical description of conductance fluctuations is based on the
particular scattering center configuration [47, 48]. Hence, by using this theoretical
approach it was possible to calculate the average oscillation amplitude of sample-
specific conductance fluctuations. One important point of the theoretical model is
that a variation in the magnetic field or the Fermi energy induces the same type of
fluctuation as would an ensemble average (quasi-ergodic hypothesis). This allows the
measurement of only a single sample rather than measuring numerous different
wires at zero magnetic field and constant Fermi energy.
In the following section itwillfirst be shown that themagnitude of the conductance

fluctuations at zero temperature is of the order e2/h, independent of the sample size.
The only requirement is that the transport takes placewithin the diffusive regime. For
the derivation, an ensemble of different wires with different impurity configurations
at zero magnetic field is considered. An explanation of the universality of conduc-
tance fluctuations follows the approach of Lee [49], although for the following
considerations use will be made of the Landauer–B€uttiker formalism (see
Section 1.3.1), where conductance is expressed by the transmission probabilities of
the different quantum channels. A scheme of the conductor is shown in Figure 1.18b,
where the current is flowing from the left to the right reservoir. The disordered region
of the wire is connected by ballistic areas to the phase-randomizing reservoirs.
The first step of the process is to express the Drude conductance of a diffusive

conductor by the Landauer–B€uttiker formula. Hence, the Drude conductance for a
single spin direction can be written as

G ¼ e2

h

XN
m;n

Tmn ¼ e2

h
N�

XN
m;n

Rmn

 !
ð1:47Þ

whereN¼ kFW/p is the number of quantum channels of a 1-D conductor of widthW,
and kF is the Fermi wavenumber. The quantities Tmn and Rmn denote the transmis-
sion and reflection probabilities from channel n into channel m, respectively [cf.
Equation 1.23 and 1.20, the indices i, j for the channels are omitted, here]. Interest has
been shown in the variations of the conductance for different impurity configura-
tions, and the quantity related to this is the variance of the conductance, which is
defined by:

varðGÞ ¼ hDG2i ¼ hðG�hGiÞ2i ð1:48Þ

Here, h	 	 	i denotes the average over different impurity configurations. The square
root of the variance,dG 
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

varðGÞp
, is ameasureof themagnitudeof the conductance
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fluctuations, the quantity, which is determined experimentally. With the expression
for the conductance, given by Equation 1.47, one obtains for the variance:

varðGÞ ¼ e2

h

0
@

1
A

2

var N�
XN
m;n

Rmn

 !

¼ e2

h

0
@

1
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Rmn

 !

¼ e2

h

0
@

1
A

2

N2varðRmnÞ;

ð1:49Þ

and it is assumed that var(Rmn) is independent of m and n. The question might be
asked as to why the variance is not calculated directly by using the transmission
probabilities Tmn. Following Lee [49], this causes a problem, since for transmission
processes in the diffusive transport regime with many impurity collisions a sequence
of scatteringevents is sharedbydifferent channels of the conductor.As a consequence,
the different channels are not completely uncorrelated, so that problems are encoun-
tered in the proceeding averaging procedure. The situation is different, however, if
reflectionprocesses are considered,where itmaybe assumed that only a fewscattering
events are responsible for the back-reflection. This is also the reason, why it can be
assumed that the reflections in different channels are uncorrelated.
In order to calculate the variance of Rmn, use is made of the concept of Feynman

paths. By analogy to the probability to propagate between to points A and Q, as
expressed by Equation 1.29, the probability for a reflection from channel n intom by
the square of the total amplitude of all possible paths j which propagate from the
incoming channel n into the outgoing channel m can be expressed as:

Rmn ¼
����X

j

Cj

����
2

ð1:50Þ

According to Equation 1.49, the variance ofRmnmust first be calculated in order to
obtain the variance of G. The variance of Rmn is given by

varðRmnÞ ¼ hR2
mni� hRmni2 ð1:51Þ

The last term is the square of the average reflection probability hRmni, which can be
expressed by

hRmni ¼
X
ij

hCiC
*
j i ð1:52Þ

If uncorrelated paths are assumed, as discussed above, so that

hCiC
*
j i ¼ 0 ð1:53Þ

one finally obtains

hRmni ¼
X
i

hCiC
*
i i ¼

X
i

hjCij2i ð1:54Þ
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For the first term in Equation 1.51, the following can be written:

hR2
mni ¼

X
ijkl

hCiCjC
*
kC

*
l i

¼
X
ijkl

fhjCij2ihjCjj2idikdjlþhjCij2ihjCjj2idildjkg

¼ 2
X
ij

hjCij2ihjCjj2i ¼ 2hRmni2:

ð1:55Þ

Thus, the variance of Rmn is given simply by hRmni2.
For small transmission probabilities Tmn! 0, which is the case for a sufficient

number of scattering centers in the wire (le� L), the average reflection probability
may be approximated by [49]

hRmni � 1
N

ð1:56Þ

so that finally one obtains

varðGÞ ¼ e2

h

� �2

N2varðRmnÞ � e2

h

� �2

ð1:57Þ

for the variance of the conductance in the diffusive limit. As can be seen here, the
conductance fluctuations are of the order of e2/h. The universal magnitude of the
conductance fluctuations is found for example in the measurement shown in
Figure 1.17.

1.8.3
Fluctuations in Long Wires

Until now, it has been assumed that the wire length is smaller than the phase-
coherence length, but the question must also be addressed as to what happens if the
length L of the wire exceeds the phase-coherence length lj. In this situation, the wire
may be cut intoN¼ L/lj phase-coherent pieces connected in series (see Figure 1.19).
Each of these segments produces resistance fluctuations, dR0, so that the total

resistance fluctuations are given by

dR ¼
ffiffiffiffi
N
p

dR0 ð1:58Þ

Figure 1.19 The conductance fluctuations are determined by
cutting the wire into N¼ L/lj coherent pieces.
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By using the total resistance R¼NR0, where R0 is the resistance of a single
segment, the total conductance fluctuations can be calculated:

dG ¼
����� dR

R2

���� ¼ e2

h

ffiffiffiffi
N
p

N2 ¼
e2

h
N � 3=2 ð1:59Þ

IfN is substituted by the ratio between total length and phase coherence length, the
following is finally obtained:

dG ¼ e2

h
lj
L

� �3=2

ð1:60Þ
It is important to note that no exponential decrease of the fluctuations with respect

to length is expected. In contrast, only a relativelyweak decrease of dGwith increasing
length is predicted, and this was indeed confirmed experimentally [50].

1.8.4
Energy and Temperature Dependence

In semiconductor structures the electron concentration – and thus the Fermi energy
– can be controlled by means of a gate electrode. An impression of how the Fermi
energy affects the conductance fluctuations can be gained by comparing the change
of EF with the characteristic correlation energy ETh (Thouless energy).
First, an insightmust be obtained into the nature of the correlation energy ETh. For

the sake of simplicity, an ideal system can be assumed where any scattering is
neglected. Along the length L, the phase develops as

j ¼ kL ð1:61Þ

If a state is now consideredwith a slightly different wavevector k! k0 ¼ kþDk, the
phase difference between both waves is

Dj ¼ DkL ð1:62Þ
The energy difference between both states can be quantified as

DE ¼ dE
dk

Dk ¼ �hvF
Dj
L
¼ �hDj

1
tTh

ð1:63Þ

Here,tTh is the time that thewave requires topropagate along lengthL. TheThouless
energy, ETh, is defined as the energy difference where both states are uncorrelated, at
which point if the phase difference Dj is equal to 1, the following is obtained:

ETh ¼ �hvF
L
¼ �h

tTh
ð1:64Þ

Thus, the Thouless energy is connected to the time tL¼ L/vF that an electron wave
requires to cover the dimension L of the system.Up to now, only a ballistic systemhas
been considered, but in the diffusive regime the corresponding characteristic time is
given by tTh¼ L2/D. Only if the Fermi energy is changed by a value comparable toETh
is the next energy level reached and the conductance changed to a value uncorrelated
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to the conductance value of the previous energy value. The correlation energy for
small quantumwires has a relative large value, whichwould not be expected if a large
number of uncorrelated trajectories were to be averaged.
If the temperature is increased, then the Fermi distribution becomes smeared out.

However, while the temperature remains sufficiently low that the width of the Fermi
distribution is smaller than ETh, the maximum fluctuation amplitude is maintained.
When the smearing of the Fermi distribution exceedsETh, a number of approximately
N¼ (kBT)/ETh segments contribute. As these N segments are uncorrelated, the
fluctuation amplitude decreases with 1=

ffiffiffiffi
N
p

, thus 1=
ffiffiffiffi
T
p

. This behavior was con-
firmed experimentally, as shown in Figure 1.20 [46]. At low temperature the
fluctuation amplitude is found initially to be constant, but if the temperature is
increased above a critical value a continuous decrease following 1=

ffiffiffiffi
T
p

is observed.
From the starting point of the decrease at T¼ 0.1 K, the correlation energy can be
estimated. Typically, a value for ETh of the order of 10 meV would be obtained for this
sample.

1.9
Concluding Remarks

It is clear thatmany interesting phenomena related to phase-coherence transport can
be observed in semiconducting or metallic nanostructures. Although, many of these
effects are quite well understood and the theoreticalmodels well established, in other
cases open questions remain. For example, does the phase coherence time always
saturate if the temperature is sufficiently low [2]? Very recently, the issue of phase

Figure 1.20 Decrease in conductance fluctuations with
temperature for a ring structure with a diameter of 820 nm (�). In
addition, the temperature dependence of the Aharonov–Bohm
oscillations of a 820 nm-wide ring (!) and for a 325 nm-wide ring
(&) are shown [46]. (� Taylor &Francis Ltd.).
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coherence in nanostructures has attracted much attention in connection with solid-
state quantum computation, where the maintenance of phase coherence is a critical
issue. Furthermore, spin-related phenomena are a subject of current interest, as
phase-coherent spin manipulation is regarded as an interesting option for future
electronic devices.
Clearly, this chapter can provide only a brief overview of the most important

phenomena connected with phase-coherent transport in nanostructures. However,
for further information, the reader is referred to various textbooks [1, 51, 52] and
reviews [2, 18, 46].
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2
Charge Transport and Single-Electron Effects
in Nanoscale Systems
Joseph M. Thijssen and Herre S.J. van der Zant

2.1
Introduction: Three-Terminal Devices and Quantization

In electronics, charges aremanipulated by sending them through deviceswhich have
a few terminals: a source which injects the charge; and a drain which removes the
charge from the device. Occasionally, a third terminal, called a gate, is present, and
this is used to manipulate the charge flow through the device. The gate does neither
inject charge into, nor removes it from the device. Three-terminal devices are
standard elements of electronic circuits, where they act as switches or as amplifying
elements. Semiconductor-based three-terminal switches are responsible for the
tremendous increase in computer speed achieved over the past few decades.
Feynman, in his famous lecture [1], pointed out that the possible scale reduction

from the standards of that period was still enormous, and he also suggested that
quantum mechanical behavior may result in a different way of operation of the
devices, whichmay open newhorizons for applications. Indeed, aswe nowknow, two
aspects become important when the size of the device is reduced. The first aspect is
indeed the quantum mechanical behavior, and the second is the quantization of the
charges flowing into and out of the devices. It is interesting to analyze how the energy
scales at which the two effects become noticeable, depend on the device size.
The charge quantization is subtle in view of quantummechanics: in principle, the

charge carried by an electron is distributed in space. In quantummechanics, a single
chargemay be distributed according to |c(r)|2, wherec(r) is the quantummechanical
wave function, and this leaves open the possibility of having a fractional charge inside
the device. Therefore, the discrete nature of charge does not seem to play a role in the
charge transport. However, if the device were to be uncoupled from its surroundings,
we would only find integer charges residing on it. This puzzle is solved by realizing
that the expectation value of the electrostatic energy, whichmust be included into the
Hamiltonian governing the electron behavior, is dominated by the charge distribu-
tion which occurs most of the time. It can be shown that the charge within a device
that isweakly coupled to its surroundings, is always very close to an integer. Therefore,
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in order to observe Coulomb effects resulting from the discreteness of the electron
charge, it is necessary to consider devices that are weakly coupled to the
surroundings.
For the charge quantization, the energy scale associated with the discreteness of

the electron charge is given by

EC ¼ e2

2C
;

whereC is the capacitance of the device. This is the energyneeded to add aunit charge
to the device – it is called the �charging energy�. Taking as an estimate the capacitance
of a sphere with radius R, we have

EC ¼ e2

8pe0R
¼ 1

2R
EH; ð2:1Þ

where, in the rightmost expression, R is given in atomic units (Bohr radii), as is the
energy (EH is the atomic unit of energy – it is called the Hartree and it is given by
27.212 eV). In Section 2.4,we shall present amore detailed analysis for the casewhere
the device is (weakly) coupled to a source, drain and gate.
The energy scale for quantum effects is given by the distance between the energy

levels of an isolated device. As a rough estimate, we consider the particle in the (cubic)
box problem with energy levels separated by a level splitting D given by

D ¼ const� �h2

mL2
¼ const� 1

L2
EH; ð2:2Þ

where m is the electron mass and L is the box size (which must be given in atomic
units in the rightmost expression). The first multiplicative constant is of order 1; it
depends on the geometry and on the details of the potential.
In the case of carbon nanotubes, the device ismuch smaller in the lateral direction

than along the tube axis. In such cases it is useful to distinguish between the two
sizes. The lateral size leads to a large energy splitting and the longitudinal splitting
may become vanishingly small. For a metallic nanotube, the level spacing associated
with the tube length L is

D ¼ �hvF
2L

;

where vF is the Fermi velocity vF ¼ �hkF=m with nF� 8 · 105m s�1.
Equations 2.1 and 2.2 tell us how the typical Coulomb and quantum energies scale

with the device size (R or L). In Figure 2.1, several experimental realizations are
shown of small gated devices that may be weakly coupled to source, drain. Most of
these devices have the layout shown inFigure 2.2. An order ofmagnitude estimate for
the charging energy and level splitting for some typical three-terminal devices is
provided in Table 2.1. Semiconducting and nanotube quantum dots have been
studied in great detail, and their behavior is fairly well understood; however, at the
time of writing, the properties of molecular quantum dots are still much less
established mainly because it is difficult to fabricate them in a reliable manner.
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When studying transport through a small island, weakly coupled to a source and a
drain, information canbeobtainedabout thequantum level splittingD and the charging
energyEC if the energy of the particlesflowing through the device can be controlledwith
precision high enough to resolve these energy splittings. Pauli�s principle states that
electrons can only flow from an occupied state in the source to an empty state in the
drain. The separation between empty and occupied states in the leads is only sharp
enough when the temperature is sufficiently low. It can be seen that a low operation
temperature is essential for observing the quantum and charge quantization effects.
The energy scale associated with the temperature is given by kBT, so we must have

kBT � D;EC:

Note that for molecular devices, with their relatively large values of D and EC,
quantum and charge quantization effects should still be observable at room temper-
ature. In a typical metallic island,D� kBT, and the Coulomb blockade dominates the
level separation. In this case we speak of a classical dot (see also Chapter 21 of this
volume).
In the present chapter we explain the different aspects of charge transport, with

emphasis on those devices in which the level spacing and the charging energy plays
an essential role in the transport properties. This is the case in quantum dots and in
many molecular devices.

Figure 2.1 Different quantum dot systems.

Figure 2.2 A schematic diagram of the three-terminal device layout.

Table 2.1 Typical charging energies and level spacings for various three-terminal devices.

Ga As quantum dot Carbon nanotubea Molecular transistor

EC 0.2–2meV 3meV >0.1 eV
D 0.02–0.2meV 3meV >0.1 eV

aMetallic nanotube, 500 nm in length.
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2.2
Description of Transport

In this section, we present a qualitative discussion of the different transport
mechanisms, after which attention will be focused on the weak-coupling case.
The major question here is what picture should be used to describe transport

through small devices. In solids, electrons are usually thought of in terms of the
independent particlemodel, in which the wave function of themany-electron system
is written in the form of a Slater determinant built from one-electron orbitals. This is
an exact solution for a Hamiltonian, which is a sum of one-electron Hamiltonians:

H ¼
X
i

hi: ð2:3Þ

The electrostatic repulsion between the electrons:

VES ¼ 1
4
pe0

e2

jr!i � r
!
jj
:

does not satisfy this requirement. Also, the electrons couple electrostatically to the
motion of the nuclei, which interact among themselves via a similar Coulomb
interaction. Several schemes exist for building a Hamiltonian, such as Equation 2.3,
in which the interaction between the electrons is somehow moved into a (possibly
non-local) average electrostatic potential. The best known such schemes are the
Hartree–Fock (HF) and the density functional theory (DFT). The question is now
whether the independent electron picture can survive in the study of transport
through small devices. The answer is that single-electron orbitals still form a useful
basis for understanding this transport, but that the Coulomb and electron–nucleus
interaction must be included quite explicitly into the description in order to under-
stand single-electron effects.

2.2.1
Structure of Nanoscale Devices

Although it often cannot be used in the transport itself, the single particle picture is
still suitable for the bulk-like systems to which the device is coupled, and for the
narrow leadswhichmay be present between the island and the bulk reservoirs. These
elements are described in Chapter 1, and their properties will be recalled only briefly
here, with emphasis on the issues needed in the context of the present chapter.

2.2.1.1 The Reservoirs
The reservoirs are bulk-like regions where the electrons are in equilibrium. These
regions are maintained at a specified temperature, and the number of electrons is
variable as they are connected to the voltage source and the leads to the device (see
below). The electrons in these reservoirs are therefore distributed according to Fermi
functions with a given temperature T and a chemical potential m:
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f FDðEÞ ¼
1

exp½ðE�mÞ=kBT � þ 1
:

This function falls off from 1 at low energy to 0 at high energy. For (m�E0)� kBT,
where E0 is the ground state energy, this reduces to a sharp step down from 1 to 0 at
E¼ m, andm can in that case be identifiedwith the Fermi energy (the highest occupied
single-particle energy level).
In order to have a current running through the device and the leads, the source and

drain reservoirs are connected to a voltage source. A bias voltage causes the two leads
to have different chemical potentials.

2.2.1.2 The Leads
Sometimes it is useful to consider the leads as a separate part of the system, in
particular for convenience of the theoretical analysis. The leads are channels, which
may be considered to be homogeneous. They form the connection between the
reservoirs and the island (see below). They are quite narrow and relatively long.
Electrons in the leads can still be described by single-particle orbitals. If the leads have
a discrete or continuous translational symmetry, the states inside them are Bloch
waves. By separation of variables, we can write the states as

eikzzuT ðx; yÞ
with energy

E ¼ ET þ �h2k2z
2m

:

It is seen that the states can be written as a transverse state uT(x, y) which
contributes an amount ET to the total energy, times a plane wave along z. The
quantum numbers of the transverse wave function uT(x, y) are used to identify a
channel.
In this chapter, usually no distinction is made between reservoirs and leads:

rather, they are both simply described as baths in equilibrium with a particular
temperature and chemical potential (whichmay be different for the source and drain
lead). However, for a theoretical description of transport, it is often convenient to
study the scattering of the incoming states into outgoing states – in that case, the
simple and well-defined states of the leads facilitate the description.

2.2.1.3 The Island
This is the part of the system which is small in all directions (although in a
nanotube, the transverse dimensions are much smaller than the longitudinal);
hence, this is the part where the Coulomb interaction plays an important role. To
understand the device, it is useful to take as a reference the isolated island. In that
case we have a set of quantum states with discrete energies (levels). The density of
states of the device consists of a series of delta-functions corresponding to the
bound state energies.
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Now imagine there is a knob by which we can tune the coupling to the leads. This
is given in terms of the rate G=�h at which electrons cross the tunnel barriers
separating the island from the leads. The transport through the barriers is a
tunneling process which is fast and, in most cases, it can be considered as elastic:
the energy is conserved in the tunneling process. Generally speaking, when the
island is coupled to the leads (or directly to the reservoirs), the level broadens as a
result of the continuous density of states in the leads (or reservoirs), and it may shift
due to charge transfer from the leads to the island. Two limits can be considered.
For weak coupling, G�EC, D, the density of states should be close to that of the
isolated device: it consists of a series of peaks, the width of which is proportional to
G. Sometimes, we wish to distinguish between the coupling to the source and drain
lead, and use GS and GD, respectively. For strong coupling, that is, G�EC, D, the
density of states is strongly influenced by that of the leads, and the structure of the
spectrum of the island device is much more difficult to recognize in the density of
states of the coupled island.
If we keep thenumber of electronswithin the islandfixed,we still have the freedom

of distributing the electrons over the energy spectrum. The only constraint is the fact
that not more than one electron can occupy a quantum state as a consequence of
Pauli�s principle. The change in total energy of the device is thenmainly determined
by the level splitting which is characterized by the energy scale,D. If wewish to add or
remove an electron to or from the device, we must pay or we gain in addition a
charging energy respectively.
It should benoted that, in principle,Gmaydepend on the particular charge state on

the island. This is expected to be the case inmolecules: the charge distributionusually
strongly differs for the different orbitals and this will certainly influence the degree in
which that orbital couples to the lead states.
At this stage, an important point should be emphasized. From statistical mechan-

ics, it is known that a particle current is driven by a chemical potential difference.
Therefore, the chemical potential of the island is the relevant quantity driving the
current to and from the leads. However, in an independent particle picture, a single
particle energy is identical to the chemical potential (which is defined as the
difference in total energy between a system with Nþ 1 and N particles). Therefore,
if we speak of a single-particle energy of the island, this should often be read as
�chemical potential�.

2.2.2
Transport

For an extensive discussion of the issues discussed in this paragraph, the reader is
referred to the monograph by Datta [2].
As seen above, in the devicewe can often distinguish discrete states as (Lorentzian)

peaks with finite width in the density of states. A convenient representation of
transport is then given in Figure 2.3, which shows that the effect of the gate is to shift
the levels of the device up and down, while leaving the chemical potentials mS and mD
of the leads unchanged (for small devices, the gate field is inhomogeneous due to the
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effect of the leads; moreover, the electrostatic potential in the surface region of the
leads will be slightly affected by the gate voltage).
The transport through the device can take place in many different ways. A few

classifications will now be provided which may help in understanding the transport
characteristics of a particular transport process.

2.2.2.1 Coherent-Incoherent Transport
First, the transport may be either coherent or incoherent, a notion which pertains to an
independent particle description of the electrons where the electrons occupy one-
particle orbitals. In the case of coherent transport, the phase of the orbitals evolves
deterministically. In the case of incoherent processes, the phase changes in an
unpredictable manner due to interactions which are not contained in the indepen-

Figure 2.3 Schematic representation of the
electrochemical potentials of an island
connected to two reservoirs, across which a
small (negative) bias voltage V is applied. A
voltage on the gate electrode can be used to shift
the electrostatic potential of the energy level.
Top: Resonant transport becomespossiblewhen
the gate voltage pushes one of the levels within
the bias window eV. Them(N) level is alignedwith
mS and the number of electrons on the dot
alternates between N and N� 1 (sequential
tunneling). Bottom: The levels are not aligned.
The Coulomb blockade fixes the number of

electrons on the dot toN. Transport, however, is
possible through a virtual co-tunnel process in
which an unoccupied level is briefly occupied. A
similar process exists for the occupied level,
m(N), which may be briefly unoccupied. In
contrast to resonant transport, the level is empty
(full) most of the time. For all panels it should be
noted that, in reality, the levels are not sharp lines
but rather have a finite width, G. Similarly, the
edge between the occupied (blue) and
unoccupied states is blurred by temperature via
the Fermi–Dirac function.
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dent particle Hamiltonian. Such interactions can be either electron–electron or
electron–phonon interactions, or between the electrons and an electromagnetic
field.
If the electrons spend a long time on the island –which occurs when the couplings

to the leads are weak – then the decoherencewill be complete. Only for short traversal
times the phase will be well preserved.

2.2.2.2 Elastic–Inelastic Transport
Another distinction is that between elastic and inelastic transport. In the latter case,
interactions may cause energy loss or gain of the electrons flowing through the
device. This energy change may be caused by the same interactions as those causing
decoherence (electron–electron, electron–phonon, electron–photon). It should be
noted, however, that decoherent transport can still be elastic.

2.2.2.3 Resonant–Off-Resonant Transport
This classification is relevant for elastic tunneling in combinationwithweak coupling
to the leads. In resonant transport, electrons are injected at an energy corresponding
to a resonance of the island. Such a resonance corresponds to a discrete energy level of
the isolated device. The transport resonance energy corresponds to the center of the
shifted peak; this is seen as a peak in the transport current for that energy or, more
specifically, an increase of the current as soon as a resonance enters the bias window.
The fact that the coupling to the leads is weak causes the time that an electron resides
in the device to be rather long. If this time is longer than the time taken for the
electron orbital to lose its coherence, we speak of sequential tunneling, as the transport
process may then be viewed as electrons hopping from the lead to the island where
they stay a while before hopping off to the drain. In off-resonant transport, the
electrons are injected at energies (far) off the resonance.

2.2.2.4 First-Order versus Higher-Order Processes
The standard technique for calculating the current arising fromcoherent processes is
time-dependent perturbation theory. In this theory, the transition fromone particular
state to another is calculated in terms of transitions between the initial, intermediate
and final states. The first-order process (Figure 2.3, top) corresponds to a direct
transition from the initial to the final state and, for this process, the current is
proportional to the couplings G between device and leads. In off-resonant first-order
processes, the current decays rapidly with the energy difference between the closest
discrete level on the island and the Fermi energies of the leads (DE in Figure 2.3).
Second-order transport processes, often called co-tunneling, take place via an

intermediate state, as illustrated in the lower panel of Figure 2.3. In these processes,
the current is proportional to higher powers of the couplings, but they are less
strongly suppressed with increasing distance (in energy) between the states in the
leads and on the island. Therefore, they may sometimes compete with – or even
supersede – first-order processes, provided that the intermediate state is sufficiently
far in energy (chemical potential) from those in the leads. Currents due to second-
order processes vary quadratically with the coupling strengths.
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Molecules can often be viewed as chains of weakly coupled sites. If the Fermi
energy of the source lead (i.e., the injection energy) is at some distance below the on-
site energies of the molecule, the dominant transport mechanism is through higher
order processes, which in electron transfer theory are known as superexchange
processes. This term also includes hole transport through levels below the Fermi
energy of the leads.

2.2.2.5 Direct Tunneling
It should be noted that if the device is very small (e.g., a molecule), there is a
possibility of having direct tunneling from the source to the drain, in which the
resonant states of the device are not used for the transport.

2.3
Resonant Transport

Westart this section by studying resonant transport qualitatively [2]. Supposewehave
one or more sharp resonant levels which can be used in the transport process from
source to drain. We neglect inelastic processes inside the device during tunneling
from the leads to the device, or vice versa. In order to send an electron into the device
at the resonant energy, we need occupied states in the source lead. This means that
the density of states in that leadmust be non-zero for the resonant energy (otherwise
there is no lead state at that energy), and that the Fermi–Dirac distributionmust allow
for that energy level to be occupied. Furthermore, for the electron to end up in the
drain, the states in the drain at the resonant energy should be empty according to
Pauli�s principle. We conclude that for the transport to be possible, the resonance
should be inside the bias-window. This window is defined as the range of energies
between the Fermi energies of the source and the drain.
The process is depicted in Figure 2.3 (top), and from this picture we can infer the

behavior of the current as a function of the bias voltage. It can be seen that no current
is possible (left panel) for a small bias voltage as a result of afinite difference in energy
DE between the energy of the resonant state on the island and the nearest of the two
chemical potentials of the leads. The current sets off as soon as the bias window
encloses the resonance energy (right panel). Any further increase of the bias voltage
does not change the current, until another resonance is included. The mechanism
described here gives rise to current–voltage characteristics shown in Figure 2.4.
At this point, two remarks are in order. First, the image sketched here supposes

weak coupling and a low temperature. Increasing the temperature blurs the sharp
edge in the spectrum between the occupied and empty states, and this will cause the
sharp steps seen in the I/V curve to become rounded. Second, the differential
conductance, dI/dV as a function of the bias voltage V shows a peak at the positions
where the current steps up.
In the previous section it was noted that the coupling G¼GSþGD between leads

and device can be given in terms of the rate at which electrons hop from the lead onto
the device. From this, an heuristic argument leads via the time–energy uncertainty
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relation to the conclusion thatG gives us the extent towhich an energy level1)E0 on the
island is broadened. Simplemodels for leads and device yield a Lorentzian density of
states on the device [2]:

DðEÞ ¼ 1
2p

G
ðE�E0Þ2 þðG=2Þ2 :

Further analysis, which is based on a balance between ingoing and outgoing
electrons [2] gives the following expression for the current:

IðEÞ ¼ �
ð
e
�h
DðEÞ GSGD

GS þGD
f FDðE�mSÞ� f FDðE�mDÞ
� �

dE: ð2:4Þ

It must be remembered that the bias voltage (the potential difference between
source and drain) is related to the chemical potentials mD and mS as

� eV ¼ mS �mD;

where e> 0 is unit charge. A positive bias voltage drives the electrons from right to
left, such that the current is then from left to right; this is defined as the positive
direction of the current.
If the density of states has a single sharp peak, then current is only possible when

this peak lies inside the bias window. Indeed, replacing D(E) by a delta-function
centered at E0 directly gives

I ¼ � e
�h

GSGD

GS þGD
f FDðE0 �mSÞ� f FDðE0 �mDÞ
� �

:

At low temperature, the factor in square brackets is 1 when E0 lies inside the bias
window and 0 otherwise. It can be seen that the maximum value of the current is
found as

Figure 2.4 Left: Current–voltage characteristic calculated with
Equation 2.6 for a level that is located 5meV from the nearest
Fermi energy of one of the electrodes. A symmetric coupling to the
leads is assumed with a total broadening of 0.5meV. Right:
Corresponding differential conductance with a peak height equal
to the conductance quantum. Note that the peak width is of the
order of the total broadening.

1) Note that the energy should be identified with the
chemical potential of the island; see the comment
in the previous section.
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jImaxj ¼ e
�h

GSGD

GS þGD
: ð2:5Þ

For low temperature, the Fermi functions in Equation 2.4 become sharp steps, and
the integral of the Lorentzian can be carried out analytically, yielding

I ¼ e
p�h

GSGD

GS þGD
arctan 2

mS �E0

G

� �
� arctan 2

mD �E0

G

� �� �
: ð2:6Þ

Equation 2.4 is valid in the limit where we can describe the transport in terms of
the independent particle model. It has the form of the Landauer formula:

I ¼ e
�h

ð
TðEÞ½f FDðE�mDÞ� f FDðE�mSÞ�dE;

which is discussed extensively in Chapter 1 of this volume. In that chapter it is shown
that the transmission per channel (which corresponds to the eigenvalues of the
matrix T(E)) has a maximum value of 1, so that the current assumes for low
temperatures a maximum value of

Imax ¼ e2

�h
nV ; ð2:7Þ

wheren is the number of channels inside the biaswindow. It should benoted that this
maximum occurs only for reflectionless contacts, for which a wave incident from the
leads onto the device, is completely transmitted. This usually occurs when the device
and the leads are made from the same material. The strong-coupling result in
Equation 2.7 has been given in order to emphasize that the two Equations 2.5 and 2.7
hold in quite opposite regimes.
Often, in experiments the differential conductance dI/dV ismeasured, and this can

be calculated from the expression in Equation 2.4:

dI
dV

¼ � e2

�h
GSGD

GS þGDÐ
dEDðEÞfh f 0FDðE� �mþheVÞ� ð1�hÞf 0FD½E� �m�ð1�hÞeV �g;

ð2:8Þ

where f 0FD denotes the first derivative of the Fermi–Dirac distribution with respect to
its argument, and �m ¼ ðmS þmDÞ=2. The parameterh specifies how the bias voltage is
distributed over the source and drain contact; for h¼ 1/2, this distribution is
symmetric. For T¼ 0, the Fermi–Dirac distribution function reduces to a step
function, and its derivative is then a delta-function. For low bias (V� 0), the integral
picks up a contribution from both delta functions occurring in the integral in
Equation 2.8. The result is

dI
dV

¼ 4
e2

�h
GSGD

GS þGD
DðmÞ;

where the energy E in Equation 2.8 is taken at the Fermi energy of either the source
or the drain. As the maximum value of D(E) is given as

DðEÞmax ¼
2
p

1
GS þGD

;
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it follows that the maximum of the differential conductance occurs when GS¼GD

and is then given by e2/h. Note that this holds even when the current is much smaller
than the quantum conductance limit [see Equation 2.7] which follows from the
Landauer formula.
At finite temperature, for kBT�G and zero bias, working out the derivative with

respect to bias of Equation 2.8 gives:

dI
dV

¼ e2GSGD

4kBTðGS þGDÞ cosh
eaðVG �V0Þ

2kBT

� �� 2

: ð2:9Þ

This line shape (see Figure 2.5) is characterized by amaximum value e2GSGD/4kBT
(GSþGD), attained when the gate voltage reaches the resonance V0¼E0/e. The full-
width half maximum (FWHM) of this peak is 3.525kBT/ea. The parameter a is the
gate coupling parameter: the potential on the island varies linearly with the gate
voltage, DVI¼aDVG. These features are often used as a signature for true quantum
resonant behavior as opposed to classical dots, where the small value ofD renders the
spectrum of levels accessible to an electron continuous. For a classical dot, the peak
height is independent of temperature and the FWHM is predicted to increase by a
factor 1.25 [3,4]. It should be noted that, in a quantumdot,G sets a lower bound for the
temperature dependence of the peak shape: for G> kBT the peak height and shape
are independent of temperature (not visible in Figure 2.5 due to the small value for
G chosen there).
Interestingly, the finite width of the density of states, which is given by GSþGD,

can in principle be measured experimentally from the resonance line widths at low
temperature. It should be noted that the expressions for the current and differential
conductance depend only on the combinationsGSþGD andGSGD/(GSþGD). If both
are extracted from experimental data, the values of GS and GD can be determined
(although the symmetry between exchange of source and drain prevents us from
identifying which value belongs to the source).

Figure 2.5 Left: Temperature-dependence of the Coulomb peak
height [Equation 2.9] in the resonant transport model, showing
the characteristic increase as the temperature is lowered. Right:
Peak height as a function of temperature. The inset shows the full-
width half maximum (FWHM) of the Coulomb peak as a function
of temperature (see text). Calculations are performed with
G = 109 s�1 and a gate coupling of 0.1 in the regime G< kBT.
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2.4
Constant Interaction Model

In Section 2.1.1 it was seen that in the weak-coupling regime, energy levels can be
discrete for two reasons: quantum confinement (the fact that the state must �fit� into a
small island), and charge quantization effects. The scale for the second type of splitting
is the charging or Coulomb energy, EC. It is important to realize that this energy will
only be noticeable when the coupling to the leads is small in comparison with EC; this
situation is referred to as the Coulomb blockade regime. In this situation, a clear
distinction should be made a between one or two electrons occupying a level, as their
Coulomb interaction contributes significantly to the total energy. The transport process
may be analyzed using the so-called constant interactionmodel [3], which is based on the
set-up shown in Figure 2.6. Elementary electrostatics provides the following relation
between the different potentials and the charge Q on the island:

CVI �CSVS �CDVD �CGVG ¼ Q;

where C¼CSþCDþCG. Note that this equation can be written in the form:

VI ¼ Vext þ Q
C
;

with

Vext ¼ ðCSVS þCDVD þCGVGÞ=C:
It is seen that the potential on the dot is determined by the charge residing on it and

by the induced potential Vext of the source, drain and gate.
We take as a reference configuration the one for which all voltages and the charge

are zero. For total energies, U rather than E is used in order to avoid confusion with
the single-particle energies En resulting from solving the single-particle Schr€odinger
equation. The electrostatic energyUES(N) with respect to this reference configuration
after changing the source, drain and gate potentials and putting N electrons (of
charge �e) on the island is then identified as the work needed to place this extra
charge on the island, and the energy cost involved in changing the external potential
when a charge Q is present:

Figure 2.6 The capacitance model. A schematic drawing of an
island connected to source and drain electrodes with tunnel
junctions; the gate electrode shifts the electrostatic potential of
the island.
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UESðNÞ ¼
ð�Ne;Vext

Q¼0;Vext¼0

ðVIdQ þQdVextÞ ¼ ðNeÞ2
2C

�NeVext:

The integral is over a path inQ,Vext space; it is independent of the path – that is, of
how the charge and external potential are changed in time.
The result for the total energy, including the �quantum energy� due to the orbital

energies is

UðNÞ ¼ ðNeÞ2
2C

�NeVext þ
XN
n¼1

En:

The energy levels En correspond to states which can be occupied by the electrons in
the device, provided that their total number does not change, as changing this
number would change the Coulomb energy, which is accounted for by the first term.
This expression for the total energy is essentially the constant interaction model.
From non-equilibrium thermodynamics, it is known that a current is driven by a

chemical potential difference; hence, we should compare the chemical potential on
the device,

mðNÞ ¼ UðNÞ�UðN� 1Þ ¼ ðN� 1=2Þ e
2

C
� eVext þEN ; ð2:10Þ

with that of the source and drain in order to see whether a current is flowing through
the device. From the definition ofVextwe see that the effective change in the chemical
potential due to a change of the gate voltage (while keeping source and drain voltage
constant), carries a factorCG/C; this is precisely the gate coupling, which is called the
a factor (this was referred to at the end of Section 2.3).
It is important to be aware of the conditions for which the constant interaction

model provides a reliable description of the device. The first condition is weak
coupling to the leads; the second condition is that the size of the device should be
sufficiently large to make a description with single values for the capacitances
possible. Finally, the single-particle levels En must be independent of the charge
N. The constant-interaction model works well for weakly coupled quantum dots, for
which it is very often used. However, for molecular devices the presence of a source
and drain both of which are large chunks of conducting material separated by very
narrow gaps, reduces the gate field to be barely noticeable close to the leads and far
from the gate. This inhomogeneity of the gate field may lead to a dependence of the
gate capacitanceCGwithNdue to the difference in structure of subsequentmolecular
orbitals, and the chemical potential on the molecule will vary non-linearly with the
gate potential.
As will be seen below, the distance between the different chemical potential levels

can be inferred from three-terminalmeasurements of the (differential) conductance.
From Equation 2.10, this distance is given by

mðNþ 1Þ�mðNÞ ¼ e2

C
þENþ 1 �EN :
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It should be noted that the difference in energy levels occurring in this expression
(ENþ1�EN) is nothing but the splitting Dmentioned at the very start of this chapter.
However, for typical metallic and semiconductor quantum dots, this splitting is
usually significantly smaller than the charging energy, so that this quantity deter-
mines the distance between the energy levels:

mðNþ 1Þ�mðNÞ ¼ e2

C
:

Note that this addition energy is twice the energy of a charge on the dot (as the
addition energy is the second derivative of the energy with respect to the charge).
Now, the current can be studied as a function of bias and gate voltage. In

Section 2.2.2 it was seen that, in the weak coupling regime and at low temperature,
the current is suppressed when all chemical potential levels lie outside of the bias
window. As the location of these levels can be tuned by using the gate voltage, it is
interesting to study the current and differential conductance of the device as a
function of the bias and of the gate voltage.
We can calculate the line in theV,VG plane which separates a region of suppressed

current from a regionwith finite current; this line is determined by the condition that
the chemical potential of the source (or drain) is aligned with that of a level on the
island. Again, it is assumed that the drain is grounded (as in Figure 2.2). From the
expression in Equation 2.10 for the chemical potential, and using the definition for
Vext, we find the following condition for the chemical potential to be aligned to the
source (keeping the dot�s charge constant):

V ¼ bðVG �VCÞ;
where b¼CG/(CGþCD) and VC ¼ ðN� 1=2Þ e

CG
þ C

CG

EN
e ; that is, the voltage corre-

sponding to the chemical potential on the dot in the absence of an external potential.
If the chemical potential is aligned with the drain, we have

V ¼ gðVC �VGÞ
with g¼CG/CS. The expressions given here are specific for a grounded drain
electrode. It is easily verified that, irrespective of the grounding, it holds that

C
CG

¼ 1
a
¼ 1

b
þ 1

g
:

Each resonance generates two straight lines separating regions of suppressed
current from those with finite current. For a sequence of resonances, the arrange-
ment shown in Figure 2.7a is obtained. The diamond-shaped regions are traditionally
called �Coulomb diamonds�, as theywere very often studied in the context ofmetallic
dots, where the chemical potential difference of the levels is mainly made up of the
Coulomb energy. The name is also used in molecular transport, although this is –
strictly speaking – not justified there as Dmay be of the same order as the Coulomb
interaction.
From the Coulomb diamond picture we can infer the values of some important

quantities. First, we consider two successive states on the molecule with
chemical potentials Dm(N) and Dm(N+1). If we suppose that both states have the
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same gate-coupling parameter a, it can be seen that the upper and lower vertices
of the diamond are both at a distance

DV ¼ jmðNÞ�mðNþ 1Þj
e

¼ Eadd

e

from the zero-bias line. This difference in chemical potentials is the electron
addition energy, Eadd. If the addition energy is dominated by the charging energy,
then the total capacitance can be determined. Combining this with the slopes of the
sides of the diamond, which provide the relative values ofCG,CS andCD, all of these
capacitances we can be determined explicitly.
One interesting consequence of the previous analysis is that, if the capacitances do

not depend on the particular state being examined, then the height of successive
Coulombdiamonds is constant. If, in addition to theCoulombenergy, a level splitting
is present, this homogeneity will be destroyed, as can be seen in Figure 2.7b, which
shows the diamonds for a carbon nanotube (CNT) [5]. The alternation of a large
diamond with three smaller ones can be nicely explained with a model Hamiltonian
[6]. In the case of transport through molecules there is no obvious underlying
structure in the diamonds.
The electron addition energy is sometimes connected to the so-called HOMO–

LUMO gap. [These acronyms represent the Highest Occupied (Lowest Unoccupied)

Figure 2.7 Linear transport. (a) Two-
dimensional plot of the current as a function of
bias and gate voltage (stability diagram). For a
small bias, current flows only in the three points
corresponding to the situation shown in
Figure 2.3 (top right). These points are known as
the �degeneracy points�. Red¼positive

currents; blue¼ negative currents;
white¼ blockade, no current. (b) Measured
stability diagram of a metallic, single-walled
carbon nanotube, showing the expected fourfold
shell filling. The blockade regime is shown in
pink. (Data from Ref. [5].).
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Molecular Orbital, and denote orbitals within an independent particle scheme.] If the
Coulomb interaction is significant, the HOMO–LUMO gap can be related to the
excitation energy for an optical absorption process in which an electron is promoted
from the ground state to the first excited state, without leaving the system. In that case,
the change in Coulomb energy ismodest, and the energy difference ismostlymade up
of thequantumsplittingD. It shouldbenoted, however, that theHOMOandLUMOare
usually calculatedusing a computational schemewhereby the orbitals are calculated for
the ground-state configuration – that is, without explicitly taking into account the fact
that all orbitals change when, for example, an electron is excited to a higher level.
The addition energies are partly determined by quantum confinement effects and

partly byCoulomb effects. Adifficulty here is that these energieswill be different for a
molecular junction, in which a molecule is either physisorbed or chemisorbed to
conducting leads, than for a molecule in the gas phase. There are several effects
responsible for this difference. First, if there is a chemical bond present, then the
electronic orbitals extend over a larger space, which reduces the confinement
splitting. Second, a chemical bondmay cause a charge transfer from lead tomolecule,
which in turn causes the potential on the molecule to change. Third, the charge
distribution on the molecule will polarize the surface charge on the leads, which can
be represented as an image charge. Such charges have the effect of reducing the
Coulombpart of the addition energy. In experimentswithmolecular junctions,much
smaller addition energies are often observed than in gas-phasemolecules. At the time
of writing, there is no quantitative understanding of the addition energy inmolecular
three-terminal junctions, although the effects mentioned here are commonly held
responsible for the observed gaps.

2.5
Charge Transport Measurements as a Spectroscopic Tool

A stability diagram can be used not only for finding addition energies, but also to
form a spectroscopic tool for revealing subtle excitations that arise on top of the
ground state configurations of an island with a particular number of electrons on it.
These excitations appear as lines running parallel to the Coulomb diamond edges. An
example taken from Ref. [7] is shown in Figure 2.8a, where the white arrows indicate
the excitation lines. At such a line, a new state (electronic or vibrational) enters the
bias window, thus creating an additional transport channel. The result is a step-
wise increase in the current, and a correspondingpeak in thedifferential conductance.
The energy of an excitation can be determined by reading off the bias voltage of the
intersection point between the excitation line and the Coulomb diamond edge
through the same argument used for finding addition energies. The excitations
correspond to the charge state of the Coulomb diamond at which they ultimately
end (see Figure 2.8c). The width of the lines in the dI/dV plot (or, equivalently, the
voltage range over which the stepwise increase in current occurs) is determined by the
larger of the energies kBT and G. In practice, this means that sharp lines – and thus
accurate information on spectroscopic features– are obtained at low temperatures and
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Figure 2.8 Non-linear transport and excited
states. (a) Four different conductance maps
(stability diagrams) of C60 molecules trapped
between two electrodes [7]. Excitations lines are
indicated by arrowheads. These run parallel to
the diamond edges, and are due to vibrational
modes of the C60 molecule. (b) Electrochemical
potential plot of a dot with three electronic
energy levels and one excited state (red).
Transport through an excited level becomes

possible as soon as the red level enters the bias
window. (c) Schematic representation of a
differential conductance map. The red lines
show the positions at which excited states enter
the bias window. The associated stepwise
increases in current appear as lines running
parallel to the edges of the diamond-shaped
regions. Blue: dI/dV is zero but the current is not
(sequential-tunneling regime). White: current
blockade.
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for weak coupling to the leads. However, it should be noted that the current is
proportional toG [Equations 2.4 and 2.5], so thatG should not be too small; in fact, aG-
value in the order of 0.1–1meV seems typical in experiments that allow for
spectroscopy.
An important experimental issue here is that, for a particular charge state, the lines

are often visible on only one side of the Coulomb diamond (see Figure 2.8a, lower
right panel). This is due to an asymmetry in the coupling – that is, for GD�GS (or
GS�GD). The situation at the two �main� diamond edges is illustrated in Figure 2.9.
A thick and a thin barrier between the island and the source/drain represent these
anti-symmetric couplings. It is clear that if the chemical potential in the lead
connected through the thin barrier is the higher one, then the island will have one
of its transport channels filled. The limiting step for transport is the thick barrier, and
only the occupied orbital will contribute to the current. When an extra transport
orbital becomes available, this will have only aminor effect on the total current, but if
the chemical potential of the lead beyond the thick barrier is high, then the transport
levels on the island will all be empty. The lead electrons which must tunnel through
the thick barrier have asmany possible channels at their disposal as there are possible
empty states: themore orbitals, themore channels there are, and therefore a stepwise
increase occurs each time a new excitation becomes available.

2.5.1
Electronic Excitations

In order to study how detailed information on the electronic structure of the island
can be obtained from conductionmeasurements, we consider a system consisting of
levels that are separated in energy by the Di (see Figure 2.10). It should be noted that
this level splitting does not include a charging energy: the levels can be occupied in
charge-neutral excitations. For one extra electron on the island, N¼ 1, the ground

Figure 2.9 Asymmetric coupling to the
electrodes leads to an almost full occupancy if
tunneling out of the level is limited by the thick
barrier (left: low tunnel rate) and almost zero
occupancy of the level if tunneling out is
determined by the thin barrier (right: high tunnel
rate). Note, that of the three levels in the bias
window, only one of them can be occupied at the

same time. An increase of the bias voltage such
that another excited level enters the bias window
yields a very small current increase in the case (as
depicted on the left-hand side) because the thick
barrier remains the limiting factor for the current.
In contrast, on the right-hand side a new
transport channel becomes available and the
current shows a clear stepwise increase.

2.5 Charge Transport Measurements as a Spectroscopic Tool j55



state is the one in which it occupies the lowest level. As discussed above, as soon as
this level is inside the bias window, the current begins to flow, thereby defining the
edges of the Coulomb diamonds.When the bias increases further, transport through
the excited level becomes possible. This leads to a step-wise increase of the current as
there are now two states available for resonant transport, and this increases the
probability for electrons to pass through the island. It should be noted that both levels
cannot be occupied at the same time, as this requires a charging energy in addition to
the level splitting. The resulting peak in the dI/dV forms a line (red) inside the
conducting region (blue), ending up at the �N¼ 1� diamond (white), as shown in
Figure 2.8c. (Eex¼D1 in this case). A second excitation is found at D1þD2; subse-
quent excitations intersect the diamond edge at bias voltages

P
i Di, but they are only

visible if
P

i Di < e2=C:
Now, we consider the case where two electrons are added to the neutral island

(N¼ 2). When two electrons occupy the lower orbital, the Fermi principle requires
their spin to be opposite. Thefirst excited state is the one inwhich one of the electrons
is transferred to the higher orbital, which costs an energy of D1. A ferromagnetic
exchange coupling favors a triplet state with a parallel alignment. If we take only
exchange interactions between different orbitals into account, this results in an
energy gain of J with respect to the situation with opposite spins. Thus, the first
excitation is expected to be at D1� J, and the second one (corresponding to opposite
spins) at D1. The energy difference between the two excitations in Figure 2.8c
provides a directmeasure of J. In some systems, Jmaybenegative (antiferromagnetic
case) and the antiparallel configuration has a lower energy.
The simple analysis presented here captures some of the basic features of few-

electron semiconducting quantum dots [8] in which the charge states to which the
levels belong, can be identified. The complete electron spectrum has also been
determined in metallic CNT quantum dots [5,9]. Although, for a nanotube, many
densely spaced excitations occur, level spectroscopy is possible as the regularly spaced
levels are well separated from each other with EC�D. Careful inspection of the
excitation and addition spectra of CNTs shows that the exchange coupling J is
ferromagnetic and that it is small, of the order of a few meV, or less. Further

Figure 2.10 Schematic drawing of the ground
state (GS) filling and the excited states (ES). Left:
The island contains one electron and the first
excited state involves a transition to the nearest
unoccupied level. (In a zeromagnetic field there is
an equal probability to find a down spin on the

dot.) Right: Two electrons with opposite spin
occupy the lowest level. The first excited state
involves the promotion of one of the spins to the
nearest unoccupied level. A ferromagnetic
interaction favors a spin flip. The antiparallel
configuration (ES2) has a higher energy (see text).
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identification of the states can be performed in a magnetic field, using the Zeeman
effect as a diagnostic tool. Douplet states are expected to split into two levels, and
triplet states into three.
One final remark concerns the N¼ 0 diamond. In systems such as semiconduct-

ing quantum dots, where there is a gap separating the ground state from the first
excited state,D1may be of the order of hundreds ofmeV, and in that case no electronic
excitations are expected to end up in this diamond.

2.5.2
Including Vibrational States

An interesting phenomenon in molecular transport occurs when the molecular
vibrations couple to the electrons, giving rise to excitations available for transport (as
mentioned above). This phenomenon has been studied quite extensively in recent
years, and the basics will briefly be discussed at this point (for further details, see
Refs. [10,11]).
Molecules are rather �floppy� in nature, and from classical mechanics it is known

that small deformations of amolecule with respect to its lowest energy conformation
can be described in terms of normal modes. These are excitations in which all nuclei
oscillate with the same frequency o (although some nuclei may stand still). In
particular, these excitations have the form

RðlÞ
i;aðtÞ ¼ X ðlÞ

i;aexpðiwðlÞtÞ;

whereRðlÞ
ia is theCartesian coordinatea¼ x, y, zof nucleus i; l labels thenormalmode;

X ðlÞ
i;a is a fixed vector which determines the amplitudes of the oscillation for the degree

of freedom labeled by i,a. The vibrations are described by aharmonic oscillator,which
has a spectrum with energy levels separated by an amount �hwðlÞ:

EðlÞ
v ¼ �hwðlÞðvþ 1=2Þ; v ¼ 0; 1; 2; . . . :

Formolecular systems, thenormalmodes are often referred to as vibrons (in analogy
with phonons in a periodic solid). These modes couple with the electrons as the
electrons feel a change in the electrostatic potential when the nuclei move in a normal
mode. The coupling is determined by the electron–vibron coupling constant, called l.
The presence of vibrational excitations canbe detected in transportmeasurements.

However, it should be noted that for this to happen, the vibrational modes must be
excited, which can occur for two reasons: (i) the thermal fluctuations excite these
modes; or (ii) they can be excited through the electron–vibron coupling.
In order to study the effect of electron–vibron coupling on transport, for simplicity

the discussion is restricted to a single vibrational mode and a single electronic level.
The nuclear part of the Hamiltonian is

H ¼ P2

2M
þ 1

2
Mw2X 2

where P, X and M represent the momentum, position and mass of the oscillator.
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It twins out [11] that the electron-vibron coupling has the form:

He� v ¼ l�hwn̂X=u0;

where n̂ is the number operator, which takes on the values 0 or 1 depending on
whether there is an electron in the orbital under consideration; u0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h=ð2MwÞp

is
the zero-point fluctuation associated with the ground state of the harmonic
oscillator. The electron–vibron coupling l is given as (j is the electronic orbital):

l ¼ 1
�hw

ffiffiffiffiffiffi
�h
2w

r
1ffiffiffiffiffi
M

p
�
j
				 qHel

qX

				j


:

When the charge in the state j increases from 0 to 1, the equilibrium position
of the harmonic oscillator (i.e., the minimum of the potential energy) is shifted
over a distance �2lu0 along X, and it is also shifted down in energy (see
Figure 2.11a). Fermi�s �golden rule� states that the transition rate for going from
the neutral island in the conformational ground state to a charged island in some

Figure 2.11 (a) Potential of the harmonic
oscillator for the empty (red) and occupied state
(blue).When an electron tunnels onto the island,
the position of the potential minimum is shifted
in space and energy. (b) Current–voltage
characteristics calculated for three different
values of the electron–phonon coupling
constant. For non-zero coupling steps appear,
which are equally spaced in the voltage

(harmonic spectrum). (c) Differential
conductance plotted in a stability diagram for an
island coupled to a single vibrational mode.
Lines running parallel to the diamond edges
correspond to the steps, forming a lozenge
patternof excitation lines in (b). Around zerobias
the current is suppressed for this rather large
electron–phonon coupling (phonon blockade).
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excited vibrational state is proportional to the square of the overlap between the
initial and final states. Hence, this rate is proportional to the overlap of the ground
state of the harmonic oscillator corresponding to the higher parabola and the
excited state of the oscillator corresponding to the shifted parabola (to be multi-
plied by the coupling between lead and island). This overlap is known as the
Frank–Condon factor. It is clear that for large displacements, this overlap may be
larger for passing to a vibrationally excited state than for passing to the vibrational
ground state of the shifted oscillator. The Franck–Condon factors may be calcu-
lated analytically (see for example Ref. [10]).
The sequential tunneling regime, which corresponds to weak coupling, can be

described in terms of a rate equation: the master equation. This describes the time
evolution of the probability densities for the possible states on the molecular island.
The master equation can be used for any sequential tunneling process and is
particularly convenient when vibrational excitations play a role. The details of
formulating and solving master equations are beyond the scope of this chapter, but
the interested reader is referred to Refs. [11,12] for further details.
Figure 2.11b and c were prepared using such a master equation analysis. For

sufficient electron–phonon coupling, steps appear in the current–voltage char-
acteristics (Figure 2.11b), which for GD¼GS leads to the lozenge pattern in a
stability diagram, as illustrated in Figure 2.11c. It should be noted that, if the
vibrational modes are excited, they may in turn lose their energy through
coupling to the leads or other parts of the device. This can be represented by
an effective damping term for the nuclear degrees of freedom. For actual
molecules, solving the master equations by using Frank–Condon factors obtained
from quantum chemical calculations may be used to compare theory with
experiment. This is especially useful because the observed vibrational frequencies
can be used as a �fingerprint� of the molecule under study [7,13–15] (see also
Figure 2.8a).

2.6
Second-Order Processes

In the analysis presented so far, sequential tunneling events do not contribute to
the current inside Coulomb diamonds as they are blocked in these regions.However,
it should be realized that elastic co-tunneling processes (as depicted in the upper part
of Figure 2.3) always take place, albeit that the current levels are generally very small.
For second-order processes, the current is proportional toGSGD instead of showing a
linear dependence (on GSGD/(GSþGD)) as for first-order processes. Consequently,
co-tunneling becomes more important for larger G-values. In some cases, higher
order coherent processes involving virtual states give rise to observable features
inside Coulomb diamonds. In the following section, two examples are discussed;
namely, the Kondo effect in quantum dots, which is an elastic co-tunneling process
conserving the dot energy; and inelastic co-tunneling, which leaves the dot in an
excited state.
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2.6.1
The Kondo Effect in a Quantum Dot with an Unpaired Electron

The Kondo effect has long been known to cause a resistance increase at low
temperatures in metals with magnetic impurities [16]. However, in recent years
Kondo physics has also been observed in semiconducting [17], nanotube [18] and
single-molecule quantum dots [19]. It arises when a localized unpaired spin
interacts by antiferromagnetic exchange with the spin of the surrounding elec-
trons in the leads (see Figure 2.12a). The Heisenberg uncertainty principle allows
the electron to tunnel out for only a short time of about �h=DE, where DE is the
energy of the electron relative to the Fermi energy and is taken as positive. During
this time, another electron from the Fermi level at the opposite lead can tunnel
onto the dot, thus conserving the total energy of the system (elastic co-tunneling).
The exchange interaction causes the majority spin in the leads to be opposite to the
original spin of the dot. Therefore, the new electron entering from these leads is
more likely to have the opposite spin. This higher-order process gives rise to a so-
called Kondo resonance centered around the Fermi level. The width of this
resonance is proportional to the characteristic energy scale for Kondo physics,
TK. For DE�G, TK is given by:

kBTK ¼
ffiffiffiffiffiffiffi
GU

p

2
exp

pDEðDEþUÞ
GU

� �
: ð2:11Þ

Figure 2.12 (a) A schematic drawing of the two-step Kondo
process which occurs for odd occupancy of the island. (b) The
Kondo effect leads to a zero bias conductance peak (red lines) in
the differential conductance plots. N is even in this case.
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Typical values forTK are 1K for semiconducting quantumdots, 10K for CNTs, and
50K for molecular junctions. This increase of TK with decreasing dot size can be
understood from the prefactor, which contains the charging energy (U¼ e2/C).
In contrast to bulk systems, the Kondo effect in quantum dots leads to an increase

of the conductance, as exchange makes it easier for the spin states belonging to the
two electrodes tomix with the state (of opposite spin) on the dot, thereby facilitating
transport through the dot. The conductance increase occurs only for small bias
voltages, and the characteristic feature is a peak in the trace of the differential
conductance versus bias voltage (see Figure 2.10b, red lines). The peak occurs at
zero bias inside the diamond corresponding to an odd number of electrons. (For
zero spin, no Kondo is expected; for S¼ 1 a Kondo resonance may be possible, but
the Kondo temperature is expected to be much smaller.) The full width at half
maximum (FWHM) of this peak is proportional to TK: FWHM� 2kBTK/e. Equa-
tion 2.11 indicates that TK is gate-dependent because DE can be tuned by the gate
voltage. Consequently, the width of the resonance is the smallest in the middle of
the Coulomb blockade valley and increases towards the degeneracy point on either
side.
Another characteristic feature of the Kondo resonance is the logarithmic decrease

in peak height with temperature. In experiments, this logarithmic dependence of
the conductance maximum is often used for diagnostic means, and in the middle of
the Coulomb blockade valley it is given by:

GðTÞ ¼ GC

½1þð21=S � 1ÞðT=TKÞ2�S
; ð2:12Þ

where S¼ 0.22 for spin-1/2 impurities and GC¼ 2e2/h for symmetric barriers. For
asymmetric barriers, GC is lower than the conductance quantum. Equation 2.12
shows that for low temperatures, the maximum conductance of the Kondo peak
saturates at GC while at the Kondo temperature it reaches a value of GC/2.

2.6.2
Inelastic Co-Tunneling

The inelastic co-tunneling mechanism becomes active above a certain bias voltage,
which is independent of the gate voltage. At this point, the current increases
stepwise because an additional transport channel opens up. In the stability
diagram, this results in a horizontal line inside the Coulomb-blockaded regime.
This conductance feature appears symmetrically around zero at a source-drain bias
of �D/e for an excited level that lies at an energy D above the ground state. Co-
tunneling spectroscopy therefore offers a sensitive measure of excited-state ener-
gies, which may be either electronic or vibrational. Often, in combination with
Kondo peaks, inelastic co-tunneling lines are commonly observed in semiconduct-
ing, nanotube andmolecular quantumdots. An example of inelastic co-tunnel lines
(dashed horizontal lines) for a metallic nanotube quantum dot is shown in
Figure 2.13a.
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Figure 2.13b shows the mechanism of inelastic co-tunneling. An occupied state
lies below the Fermi level, and this can only virtually escape for a small time, as
governed by the Heisenberg uncertainty relation. If, in the meantime, an electron
from the left lead tunnels onto the dot in the excited level (red), then effectively one
electron has been transported from left to right. The dot is left in an excited level, and
the energy difference Eex must be paid by the bias voltage; hence, this two-step
process is only possible for |V|>Eex/e. Relaxation inside the dot may then lead to the
dot to decay into the ground state.
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Figure 2.13 Inelastic co-tunneling. (a) A
measured stability diagram of a metallic, single-
walled carbon nanotube (from Ref. [5]). The
dashed horizontal lines indicate the presence of
inelastic co-tunnel lines. (b) Schematic drawing
of this two-step tunneling process, leaving the

dot in an excited state. (c) Inelastic co-tunneling
gives rise to horizontal lines in the blocked
current region. The energy of the excitation can
directly be determined from these plots, as
indicated in the figure.
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3
Spin Injection–Extraction Processes in Metallic
and Semiconductor Heterostructures
Alexander M. Bratkovsky

3.1
Introduction

Spin transport in metal-, metal-insulator, and semiconductor nanostructures holds
promise for the next generation of high-speed, low-power electronic devices [1–10].
Amongst important spintronic effects already used in practice are included a giant
magnetoresistance (MR) in magnetic multilayers [11] and tunnel MR (TMR) in
ferromagnet-insulator-ferromagnet (FM-I-FM) structures [12–19]. The injection of
spin-polarized electrons into semiconductors is of particular interest because of
relatively large spin relaxation time (�1 ns in semiconductors,�1ms in organics) [2]
during which the electron can travel over macroscopic distances without
losing polarization, or stay in a quantum dot/well. This also opens up possibilities,
albeit speculative ones, for quantum information processing using spins in
semiconductors.
The potential of spintronic devices is illustrated most easily with a simple spin-

dependent transport process, which is a tunneling magnetoresistance in FM-I-FM
structure (see the next section). The effect is a simple consequence of the golden rule
that dictates a dependence of the tunnel current on the density of initial and final
states for tunneling electron. Most of the results for tunnel spin junctions may be
reused later in describing the spin injection from ferromagnets into semiconductors
(or vice versa) in the later sections.
It is worth noting from the outset that there are two major characteristics of the

spin transport processes that will define the outcome of a particular measurement,
namely spin polarization and spin injection efficiency. Thesemay be very different from
each other, and thismay lead (and frequently does) to a confusion among researchers.
The spin polarization measures the imbalance in the density of electrons with
opposite spins (spin accumulation/depletion),

P ¼ n" � n#
n" þ n#

; ð3:1Þ
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while the injection efficiency is the polarization of injected current J

G ¼ J" � J#
J" þ J#

; ð3:2Þ

where "(#) refers to the electron spin projection on a quantization axis. In case of
ferromagnetic materials, the axis is antiparallel to the magnetization moment M

!
.

Generally, P 6¼G, but in some cases they can be close. Since in the ferromagnets the
spin density is constant, a reasonable assumption can be made that the current is
carried independently by two electron fluids with opposite spins (Mott�s two-fluid
model [20]). Then, in the FM bulk the injection efficiency parameter is

G ¼ GF ¼ ðs" �s#Þ
s

; ð3:3Þ

where s"(#) are the conductivities of up-, (down)spin electrons in ferromagnet,
s¼s"þs#.
In the case of spin tunneling, it is found that G characterizes the value of MR

in magnetic tunnel junctions, which is quite obvious as there one measures
the difference between currents in two configurations: with parallel (P) and antipar-
allel (AP) moments on electrodes. The tunnel current is small; hence the injected
spin density is minute compared to metallic carrier densities. At the same time,
in experiments where one injects spin (creates a non-equilibrium spin population) in
a quantum well, this results in the emission of polarized light (spinLED), the
measured intensity of which is, obviously, proportional to the spin polarization P
(see below).
We will outline the major spin-transport effects here in the Introduction, starting

with an analysis of tunnel magnetoresistance (TMR), followed by giant magnetore-
sistance (GMR) and spin-torque (ST) switching inmagnetic nanopillars.Wewill then
outline the spin-orbit effects in three-dimensional (3-D) and two-dimensional (2-D)
semiconductor systems (Dresselhaus and Vasko-Rashba effects) and use this for
further discussion of Datta–Das interference device and the Spin-Hall effect. A brief
assessment will then bemade of spin logic devices, showingwhy they are impractical
because of difficulty in precise manipulation of individual spins, in addition to
practically gapless excitation of the spin waves that easily destroy a particular spin
configuration of the multispin system. Spin ensemble-based quantum computing –
that is, coherent manipulation of spin ensembles over a number of steps – is, even
less likely than using classical spin logic.
We then turn to spin injection/extraction effects in ferromagnetic metal-semicon-

ductor heterojunctions. It is shown that efficient spin injection is possible with
modified Schottky junctions, and is a strongly non-linear effect. A brief discussion is
then provided of a few possible spin-injection effects and devices, some of which
are likely to be demonstrated in the near future. The final section is devoted to
a complementary topic of spin injection in degenerate semiconductors. These
processes are significantly different from the case of non-degenerate semiconductors
so as to warant a separate discussion.
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3.2
Main Spintronic Effects and Devices

3.2.1
TMR

Tunnel magnetoresistance is observed in metal–insulator–metal magnetic tunnel
junctions (MTJ), usually with Ni–Fe, Co–Fe electrodes and (amorphous) Al2O3

tunnel barrier where one routinely observes upward of 40–50% change in conduc-
tance as a result of the changing relative orientation of magnetic moments on
electrodes. A considerably larger effect, about 200% TMR, is found in Fe/MgO/Fe
junctions with an epitaxial barrier, that may be related to surface states and/or
peculiarities of the band structure of the materials. As will be seen shortly, TMR is
basically a simple effect of an asymmetry between densities of spin-up and -down
(initial and final tunneling) states. TMR is intimately related to giant magnetoresis-
tance [11]; that is, a giant change in conductance ofmagneticmultilayers with relative
orientation of magnetic moments in the stack.
We can estimate the TMR using the golden rule which states that the tunnel

current at small bias voltageV is Js¼GsV,Gs/ |M|2gis gfs, where gi( f )s is the density
of initial (final) tunneling states with a spin projection s, and M is the tunneling
matrix element. Consider the case of electrodes made from the same material. It is
clear from the band schematic shown in Figure 3.1 that the total rates of tunneling in
parallel (a) and antiparallel (b) configurations ofmoments on electrodes are different.

Figure 3.1 Schematic illustration of spin tunneling in FM-I-FM
junction for (a) parallel (P) and (b) antiparallel (AP) configuration
of moments on ferromagnetic electrodes. Top panels: band
diagram; bottom panels: schematic of the corresponding
magnetic configuration in the junction with regards to current
direction.
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Indeed, denoting D¼ g" and d¼ g# as the partial densities of states (DOS), we can
write down the following golden rule expression for parallel and antiparallel mo-
ments on the electrodes:

GP / D2 þ d2; GAP / 2Dd; ð3:4Þ
and arrive at the expression for TMR first derived by Jullieres [12]

TMR � GP �GAP

GAP
¼ ðD� dÞ2

2Dd
¼ 2P2

1�P2 ; ð3:5Þ

where we have introduced a polarization P, which fairly approximates the polariza-
tion introduced in Equation 3.1, at least for narrow interval of energies:

P ¼ D� d
Dþ d

� g" � g#
g" þ g#

: ð3:6Þ

Below, we shall see that the �polarization� entering expression for a particular
process, depends on particular physics and also on the nature of the electronic states
involved. It should be noted that, for instance, theDOS entering the above expression
for TMR, is not the totalDOSbut rather the one for states that contribute to tunneling
current. Thus, Equation 3.6 may lead one to believe that the tunnel polarization in
elemental Ni should be negative, as there is a sharp peak in the minority carrier
density of states at the Fermi level. The data, however, suggest unambiguously that
the tunnel polarization in Ni is positive [14], P> 0. This finds a simple explanation in
a model by M.B. Stearns, who highlighted the presence in elemental 3d metals parts
of Fermi surfacewith almost 100%d-character and a small effectivemass close to one
of a free electron [21]. A detailed discussion of TMR effects is provided below.

3.2.2
GMR

There are important differences between TMR and GMR processes. Indeed, GMR is
most reminiscent of TMR for current-perpendicular-to-planes (CPP) geometry in
FM-N-FM-. . . stacks, where N stands for normal metal spacer (Figure 3.2a). In the
CPP geometry, the spins cross the nanometer-thin normal spacer layer (N) without
spin flip, similarly to tunneling through the oxide barrier, but the elastic mean free
path is comparable or smaller than the N thickness, so that a drift-diffusive electrons
transport takes place in metallic GMR stacks. In commonly used current-in-plane
geometry (CIP), the electrons bounce between different ferromagnetic layers,
(Figure 3.2b) effectively showing the same motif in transport across the layers as
in the CPP geometry. Comparing with TMR, the latter (and spin injection efficiency)
depends on the difference between the densities of states gs, spin s¼"(#) at the
Fermi level, while GMR depends on relative conductivity

ss ¼ e2hgsu2
stsiF ;

where the angular brackets indicate an average over the Fermi surface that involves
the Fermi velocity vs and the momentum relaxation time ts One can still use the
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Mott�s two independent spin fluid picture, but as one is dealing with metallic
heterostructure, the continuity (or Boltzmann) equations must be solved for a
periodic FM-N-FM-. . . stack to find the ramp of an electrochemical potential that
defines the total current. Neglecting any slight imbalance of electrochemical poten-
tials for two spins in the N regions (spin accumulation), one may construct an
equivalent circuit model for CPP stack in the spirit of Mott�s model, and thus
qualitatively explain the GMR. The parallel �spin� layer resistances would be R"(#)
s"(#)LF for the FM layers, and r ¼ s� 1

N LN in the normal N regions with thicknesses
LF(LN), respectively. For conductances in two configurations of themoments, we then
obtain (Figure 3.2c):

GP ¼ 1
RP

¼ 1
2R" þ r

þ 1
2R# þ r

; ð3:7Þ

GAP ¼ 1
RAP

¼ 2
R" þR# þ r

; ð3:8Þ

and the GMR simply becomes

GMR ¼ GP �GAP

GAP
¼ ðR# �R"Þ2

ð2R" þ rÞð2R# þ rÞ ð3:9Þ

Figure 3.2 Schematic of giant magnetore-
sistance (GMR) in (a) current perpendicular
to plane (CPP) and (b) current in-plane (CIP)
geometries. Electron scattering in the GMR valve
depends on the configuration of moments and
spin of traversing electrons in both

configurations. (c) Equivalent circuit model for
GMR. Two-fluid spin model that is valid in the
absence of spin relaxation, leads to higher
resistivity for antiparallel arrangement of
magnetic moments in the spin valve, RAP>RP.
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which we can rewrite as

GMR ¼ G2
F

ð1þ r=RÞ2 �G2
F

� G2
F

1�G2
F

; ð3:10Þ

where R¼R"þR#. The latter is very similar to the expression TMR [Equation 3.5],
but there is an absence of a factor two in the numerator. It can be seen that the
polarization entering GMR is different from that entering TMR. Even in more
commonCIPgeometry, the electrons certainly do scatter across the interfaces; hence,
this equation can also be used for semi-quantitative estimates of the GMR effect in
CIP geometry (Figure 3.2c). Obviously, the effective circuit model [Equations 3.7
and 3.8] remains exactly the same because it simply reflects the two-fluid approxi-
mation for contributions of both spins. However, all effective resistances depend in
rather nontrivial manner on the geometry (CPP or CIP) and electronic structure of
the metals involved that is particularly complicated in magnetic transition metals.
In terms of applications, the TMR effect is used in non-volatile magnetic random

access memory (MRAM) devices and as a field sensor, while GMR is widely used in
magnetic read heads as field sensors. The MRAM devices are in a tight competition
with semiconductor memory cards (FLASH), since MRAM is technologically more
involved (and hence more expensive) than standard silicon technology. It is prob-
lematic to use those effects in building three-terminal devices with gain that would
show any advantage over standard CMOS transistors.

3.2.3
(Pseudo)Spin-Torque Domain Wall Switching in Nanomagnets

Magnetic memory based on TMR is non-volatile, may be rather fast (�1 ns), and can
be scaled down considerably toward paramagnetic limits observed in nanomagnets.
Switching, however, requires theMTJ to be placed at a crosspoint of the bit and word
wires carrying current that produces a sufficient magnetic field for switching the
domain orientation in �free� (unpinned) MTJ ferromagnetic electrodes. The unde-
sirable side effect is a crosstalk between cells, a rather complex layout, and a power
budget. Alternatively, one may take a GMR multilayer in a nanopillar form with
antiparallel orientation of magnetic moments and run a current through it (this
would obviously correspond to a CPP geometry) (Figure 3.3). In this case, there will
be a spin accumulation in thedrain layer; that is, the accumulation ofminority spins in
the drain electrode for antiparallel configuration of moments on electrodes (for the
electrodes made out the same material. This formally means a transfer of spin
(angular)moment across the space layer. Injection of angularmomentummeans that
there is a change in the spin momentum on the drain electrode, the spin projection
on the quantization axis then evolves with time simply because of an influx of
electrons with a different projection of polarization on the (drain electrode) quanti-
zation axis, dPRz=dt 6¼ 0, PRz ¼ nþ � n� , where � marks along (against) the
quantization axis on the right electrodewith nþ(�) the densities ofmajority (minority)
electrons. One may call this a (pseudo) torque effectively acting on a moment in the
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drain electrode, although this is obviously not a good term. This simple effect was
predicted in Refs. [22, 23], and observed experimentally in nanopillars multilayer
stacks by Tsoi et al. [24], and also in other studies.
The spin accumulation is proportional to density J of the spin-polarized current

through the drain magnet or magnetic particle, that carries (� �hJ=2q) spin moment
with it per second. The change in the longitudinal component of spin polarization
PRz in the right electrode next to the interface is then simply

dPRz ¼ � �hðJþ � J� Þ
2q

¼ � �hVðGþ �G� Þ
2q

¼ � qVðT þ �T � Þ
4

¼ � �hV
4q

ðGþ" þGþ# �G�" �G�#Þ;

ð3:11Þ

in a linear regime,whereG� ¼ ðq2=�hÞT� are the conductances for spin-up and -down
channels, expressed through the transmission probabilities T� and partial spin
conductances G. There is an angle y between the quantization axes on the source
and drain electrode, cosq ¼ P!L � P!R=ðPLPRÞ. The partial spin conductances G are in
turn given by the standard Landauer expression through the transmission coeffi-
cients tss0 as Ts¼� ¼Ps0¼";#jtss0 j2. The above expression can be expressed through
the partial conductances for arbitrary configuration of spins on the electrodes
Gþ" ¼ ðq2=�hÞjtþ"j2, G�" ¼ ðq2=�hÞjt�"j2; . . ., where the orientation along (against)
the spin on the right electrode,PR, ismarked by the subscript þ (� ). Assuming that
there is no spin-flip in the oxide (non-magnetic metal) spacer, we can express the
transmission amplitudes through those calculated for parallel/antiparallel configu-
ration of spins on the electrodeswith the use of a standard rule for spinwave function
in a rotated frame.
Finally, the rate of change in polarization on the drain electrode due to influx of

polarized current is simply

Figure 3.3 Schematic of a nanopillar device for spin-torque
measurements. Current through the device results in change in
angle y betweenmagneticmoments in the free layer in themiddle
and the bottom ferromagnetic electrode.
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dPRz

dt
¼ � �hV

4q
ðG"" �G##Þcos2 q2 þðG"# �G#"Þsin2 q

2

� �
; ð3:12Þ

and the term on the right-hand side should be added to the driving force in the
Landau–Lifshitz (LL) equation on the right-hand side. This expression should be
better suited for MTJs, as in metallic spin valves one must consider spin accumula-
tion in ametallic spacer. Note that Slonczewski obtains dPRz=dt / sinq forMTJs [25],
which may be inaccurate. Indeed, consider the antiparallel configuration (q¼ p) of
unlike electrodes. Then, dPRz=dt / G"# �G#" 6¼ 0, since for the unlike electrodes
G"# 6¼ G#", and there obviously will be a change in the spin density in the right
electrode because the influx of spins into majority states would not be equal to the
influx intominority states. To handle the resulting spin dynamics properly, one needs
to write down the continuity equation for the spin, similar to Equation 3.23 below,
with Equation 3.12 as the boundary condition at the interface.
Time-resolved measurements of current-induced reversal of a free magnetic layer

in permalloy/Cu/permalloy elliptical nanopillars at temperatures from 4.2 to 160K
can be found in Ref. [26]. There is considerable device-to-device variation in the ST
attributed to presence of an antiferromagnetic oxide layer around the perimeter of the
Permalloy free layer (and some ambiguity in an expression used for the torque itself).
Obviously, controlling this layer would be very important for the viability of the whole
approach for memory applications, and so on. There are reports about the activation
character of switching that may be related to pinning of the domain walls at the side
walls of the pillar. The injected DC polarized current may also induce a magnetic
vortex oscillation, when vortex may be formed in amagnetic island in, for example, a
pillar-like spin valve. These induced oscillations have recently been found [27]. It is
worth noting that the agreement between theory and experiment may be fortuitous:
thus, in permalloy nanowires the speed of domainwall has substantially exceeded the
rate of spin angular momentum transfer rate [28].

3.3
Spin-Orbital Coupling and Electron Interference Semiconductor Devices

In most cases of interest, such as direct band semiconductors near high-symmetry
points, and a two-dimensional electron gas [29, 30], the spin-orbital (SO) coupling
effects can be treated fairly well within the Kane�s or Luttinger–Kohn�s models in so-
called kpmethod (see e.g. Refs. [31, 32]). The SO interaction is given by the term in
electron Hamiltonian

HSO ¼ �h
4m2

0c
2

r! U � p
!

" #
s! ; ð3:13Þ

where p!¼ � i�hr the electron momentum operator.
SO interactions lead in some cases, as for semiconductor 2-D channels, to various

effects that can be used to build electron interference devices, at least as a matter of
principle. As an interesting (yet unrealized at the time of writing) example of such a
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three-terminal spintronic device, it is worth describingDatta–Das ballistic spintronic
modulator/switch [3]. This is a quantum interference device with FET-like layout
where a 2-D electron gas (2DEG) has a ferromagnetic source and drain. The
asymmetric confinement potential induces precession of spins injected into the
2DEG channel due to specific low-symmetry SO effect (Vasko–Rashba spin split-
ting) [29, 30]. The resulting angle may become large,�p in channels0mm long and
made of narrow-gap semiconductors with strong so coupling. Since the ferromag-
netic drain works as a spin filter, one hopes that changing the gate voltage would
change the shape of the confinement potential and the Vasko–Rashba coupling
constant a. As a result, one may be able to change the precession angle of ballistic
electrons and the current through the structure (yet to be observed). To appreciate the
situation, we need to describe the SO effects in a simple kp-model for semiconduc-
tors. As we shall see, the SO effects are expectedly weak, being of relativistic nature,
and so in general are the effects. It is difficult to expect that SO-based devices can
outperform any of the conventional electronics devices in standard applications.
In MOSFETstructures the confining potential is asymmetric, so there appears an

inversion asymmetry term derived by Vasko [28] (Vasko–Rashba or simply Rashba
term, see also Ref. [29]). The only contribution coming from the confinement field in
SO Hamiltonian is /hrzVi giving the Vasko–Rashba term,

HR ¼ aðkysx � kxsyÞ: ð3:14Þ
Themagnitude of the coupling constant a depends on the confining potential, and

this can in principle be modified by gating. It also defines the spin-precession wave
vector ka ¼ am=�h2. Such a term,HR, is also present in cubic systemswith strain [35].
The Vasko–Rashba Hamiltonian for heavy holes is cubic in k, and, generally, very
small.
Electric fields due to impurities (and external field) lead to extrinsic contributions

of the spin-orbit coupling in the standard form

Hext ¼ l½ k! �rU� s! ; ð3:15Þ
where U is the potential due to impurities and an externally applied field, with the
coupling constant l derived from8· 8KaneHamiltonian in third-order perturbation
theory [33, 34]

l ¼ P2

3
1

E2
g

� 1

ðEg þDÞ2
" #

; ð3:16Þ

where P is the matrix element of momentum found from hSjpxjXi ¼ hSjpyjYi ¼
hSjpzjZi ¼ iPm0=�h. This is the same analytical form as the vacuum spin-orbit
coupling but, for D> 0 the coupling has the opposite sign. Numerically, l¼ 5.3A

	 2

for GaAs and 120A
	 2 for InAs, that is, spin-orbit coupling in n-GaAs is by six orders of

magnitude larger than in vacuum [31]. This helps to generate the relatively large
extrinsic spin currents observed in the spin-Hall effect (see below). In 2-D,
Hext ¼ lðk!�rUÞz �sz.
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Now, we can analyze the behavior of polarized electrons injected into the
2DED channel. A free-electron VR Hamiltonian HVR has two eigenstates with the
momenta k�(E) for opposite spins for each energy E, with k� � kþ ¼ 2ma=�h2. Datta
and Das [3] have noted that the conductivity of the device depends on the
phase difference Dq ¼ ðk� � kþ ÞL ¼ 2maL=�h2 between electron carriers after
crossing a ballistic channel of a length L and oscillates with a period defined by
the interference condition (k�–kþ)L¼ 2pn, with n as integer. An equivalent descrip-
tion of the same phenomenon is the precession of an electron spin in an effective
magnetic field B

!
so ¼ ð2a=gmBÞðk

!�ẑÞ, with mB the Bohr magneton, g the gyromag-
netic ratio. The device is supposed to be controlled by the gate voltage Vg that
modulates the SO coupling constant a, a¼a(V)g. This pioneering report generated
much attention, yet to date the device appears not to have been demonstrated. Using
typical parameters from Refs. [36, 37], �ha � 1� 10� 11eV �m andm¼ 0.1m0 for the
effective carrier mass, current modulation would be observable in channels with
relatively large length L0 1mm. Given the above, the observation of the effect would
need: (i) efficient spin injection into channel from the FM source, which is tricky and
requires a modified Schottky barrier (see below); (ii) the splitting should well exceed
the bulk inversion asymmetry effect; (iii) the inhomogeneous broadening ofa due to
impurities, that mask the Vasko–Rashba splitting, should be small; and (iv) one
should be able to gate control a. All these represent great challenges for building a
room-temperature interference device, where one needs to use narrow-gap semi-
conductors and structures with ballistic channels. The device is not efficient is a
diffusive regime. The gate control of a has been demonstrated (see Refs. [36, 38] and
references therein).

3.3.1
Spin-Hall Effect (SHE) and Magnetoresistance due to Edge Spin Accumulation

Recently, there has been a resurgence of interest in the spin-Hall effect (SHE),
which is another general consequence of the spin-orbital interaction, predicted
by Dyakonov and Perel in 1971 [40]. These authors found that because of the
spin-orbital interaction the electric and spin currents are intertwined: an electrical
current produces a transverse spin current, and vice versa. In the case when
impurity scattering dominates, which is quite often, the transverse is caused by
the Mott skew scattering of spin-polarized carriers due to the SO interaction, [see
Eq. (3.13)]. Since the current drags along the polarization of the carriers, the spin
accumulation at the edges occurs, a so-called spin-Hall effect (SHE). In ferromagnets,
the appearing Hall current is termed anomalous, and is always accompanied by
the SHE. Importantly, the edge spin accumulation results in a slight decrease in
sample resistance. External magnetic field would destroy the spin accumulation
(Hanle effect) and lead to a positive magnetoresistance, recently identified by
Dyakonov [41].
We present here a simple phenomenological description of spin-Hall effects

(direct and inverse) and Dyakonov�s magnetoresistance [42]. To this end, we intro-
duce the electron charge flux f

!
related to the current density as J

!¼ � q f
!
, where q is
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the elementary charge. For parts not related to the SO interaction, we have the usual
drift-diffusion expression:

f
!ð0Þ ¼ �mn E

! �Dr!n; ð3:17Þ
where m andD are the usual electronmobility and diffusion coefficient, connected by
the Einstein relation, E

!
the electric field, and n is the electron density. The spin

polarization flux tij is a tensor characterizing the flow of the jth component of the
polarization density P j ¼ nj" � nj# in the direction i (spin density is sjðrÞ ¼ 1

2P j). It is
non-zero even in the absence of spin–orbit interaction, simply because the spins are
carried by electron flux, and we mark the corresponding quantity tð0Þij . Then, we have

tð0Þij ¼ �mEiP j �DqiP j; ð3:18Þ

where qi ¼ q=qxi, and one can add other sources of current, such as temperature
gradient, in Equations 3.17 and 3.18. Spin–orbit interaction couples the charge and
spin currents. For a material with an inversion symmetry, we have [42]:

f i ¼ f ð0Þi þ geijkt
ð0Þ
jk ; ð3:19Þ

tij ¼ tð0Þjk � geijkf
ð0Þ
k ; ð3:20Þ

where Eijk is the unit antisymmetric tensor and g
 1 is a dimensionless coupling
constant proportional to the spin–orbit interaction l [Equation 3.16] (typically,
g� 10�2� 10�3). The difference in signs in Equations 3.19 and 3.20 is consistent
with the Onsager relations, and is due to the different properties of f

!
and tij with

respect to time inversion. Explicit phenomenological expressions for the two currents
follow from Equations 3.17–3.20 [40, 41]:

J
!

=q ¼ mn E
! þDr!nþb E

! � P
! þ d r! � P! ; ð3:21Þ

tij ¼ �mEiP j �DqiP j þ eijkðbnEk þ dqknÞ; ð3:22Þ
where the parameters b¼ gm, d¼ gD, satisfy the same Einstein relation, as do m and
D. The spin polarization vector evolves with time in accordance with the continuity
equation [41, 42]:

qtP j þ qitij þ j O
! � P! jj þP j=ts ¼ 0; ð3:23Þ

where the vector O ¼ gmBH=�h is the spin precession frequency in the applied
magnetic field H

!
, and ts the spin relaxation time. The term bE

!�P
!
describes the

anomalous Hall effect, where the spin polarization plays the role of themagnetic field.
We ignore the action of magnetic field on the particle dynamics, which is justified if
oct
 1, whereoc is the cyclotron frequency and t is themomentum relaxation time.
Since normally ts� t, it is possible to have both Ots� 1 and oct
 1 in a certain
range of magnetic fields. It is also assumed that the equilibrium spin polarization in
the applied magnetic field is negligible. The fluxes [Equations 3.21 and 3.22] need to
be modified for an inhomogeneous magnetic field by adding a counter-term

3.3 Spin-Orbital Coupling and Electron Interference Semiconductor Devices j75



proportional to qBj/qxi, which takes care of the force acting on the electron with a
given spin in an inhomogeneous magnetic field H

!ðrÞ.
Equations 3.21–3.23 derived in Ref. [41] fully describe all physical consequences of

spin–charge current coupling. For instance, the term dr!�P!describes an electrical
current induced by an inhomogeneous spin density (so-called Inverse spin-Hall
Effect) found experimentally for the first time by Bakun et al. [42] under the
conditions of optical spin orientation. The term bnEijkEk (and its diffusive counterpart
dEijkqn/qxk) in Equation 3.22, describes what is now called the spin-Hall effect: an
electrical current induces a transverse spin current, resulting in spin accumulation
near the sample boundaries [41]. Recently, a spin-Hall effect was detected optically in
thin films of n-doped GaAs and In GaAs [44] (with bulk electrons) and 2-D holes [45].
All of these phenomena are closely related and have their common origin in the
coupling between spin and charge currents given by Equations 3.21 and 3.22. Any
mechanism that produces the anomalous Hall effect will also lead to the spin-Hall
effect, and vice versa. Remarkably, there is a single dimensionless parameter, g, that
governs the resulting physics.
It was found recently by Dyakonov that the spin-Hall effect is accompanied by a

positivemagnetoresistancedue to spin accumulationnear the sampleboundaries [41].
The spin accumulation occurs over the spin diffusion length Ls ¼

ffiffiffiffiffiffiffi
Dts

p
. Therefore, it

depends on the ratio Ls to the sample width L and vanishes in wide samples with
Ls=L 
 1. In a stripe sample with the width L (in xy plane), the z-component of P
varies across the stripe (y-axis), r!�P!6¼ 0, this creates a positive correction to a
current compared to a hypothetical case of an absent spin–orbit coupling, and the
sample resistivity goes down. By applying the magnetic field in xy plane, one may
destroy the spin polarization (the Hanle effect) and observe the positive (Dyakonov�s)
magnetoresistance in magnetic fields at the scale Ots� 1.
The data for 3-D [44] and 2-D [46]GaAs suggest the estimate g� 10�2, for platinum

at room temperature [48] one finds g¼ 3.7· 10�3, so in these cases a magnetoresis-
tance due to spin accumulation is on the order of 10�4 and 10�5, respectively. It
should be possible to find this MR due to its characteristic dependence on the field
and the width of the sample, when it becomes comparable to the spin diffusion
length. Because of the high sensitivity of electrical measurements, magnetoresis-
tance might provide a useful tool for studying the spin–charge interplay in semi-
conductors and metals.

3.3.2
Interacting Spin Logic Circuits

There are various suggestions of more exoteric devices based on, for example, arrays
of spin-polarized quantum dots with exchange coupled single spins with typical
exchange coupling energy d� 1meV [47], or magnetic quantum cellular automa-
ta [48]. It is assumed that one can apply a local field or short magnetic p-pulse to flip
the �input� spin that would result in nearest-neighbor spins toflip in accordancewith
the new ground state (of the antiferromagnetically coupled circuit of quantum dots).
The idea is that those spin arrays (no quantum coherence is required) can be used to
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perform classical logic on bits represented by spins pointing along or against the
quantizations axis, |þzi! 1, |�zi! 0. However, there are problems with using
those schemes. Indeed, the standardZeeman splitting for electron in the field of 1 T
is only 0.5 K in vacuo, so that one needs the field of at least�150 T to flip the spin (or
use materials with unusually large gyromagnetic factors), or one can apply �1 T
transversalB-field for some 30 ps to do the same. The practicalities of building such
a control system at a nanoscale is a major challenge, and would require a steep
power budget. The other challenge is that instead of nearest-neighbor spins falling
into a new shallow ground state with the directions of all other spinsfixed, the initial
flip would trigger spin wave(s) in the circuit, thus destroying the initial set-up.
Indeed, the spinwave spectrum in large coupled arrays ofN spins is almost gapless,
with the excited state just �d/N above the ground state (see e.g., Ref. [49]).
Additionally, the spins are subject to a fluctuating external (effective) magnetic
field that tends to excite the spin waves and destroy the direction of the spins along
set quantization axis �z. For the same reason, keeping the spins in a coherent
superposition state is unlikely, so quantum computing with coupled spins is even
less practical [50].
It is clear from the above discussion, however, that it is unlikely that the Datta–Das

or any other interference devices can offer any advantages over standard MOSFETs,
especially as they do not have any gain, should operate in a ballistic regime (i.e., at low
temperatures in clean systems), and require new fabrication technology.

3.4
Tunnel Magnetoresistance

Here, we describe some important aspects of TMRon the basis of simplemicroscopic
model for elastic, impurity-assisted, surface state-assisted and inelastic contributions.
Most of these results are generic, and some will be useful later to analyze room-
temperature spin injection into semiconductor through amodified Schottky barrier. A
model for spin tunnelinghasbeen formulatedby Julliere [12], and furtherdeveloped in
Refs. [17, 18, 21]. It is expected to work rather well for iron-, cobalt-, and nickel-based
metals, according to theoretical analysis [21] and experiments [15]. However, it
disregards important points such as an impurity scattering and a reduced effective
mass of carriers inside the barrier. Both issues have important implications for
magnetoresistance and will be considered here, along with proposed novel half-
metallic systems which should, in principle, show the ultimate performance.
Enhanced performance is also found in MTJ with MgO epitaxial oxide barrier, which
may be a combination of band-structure and surface effects [16, 51]. In particular,
Zhang and Butler [51] predicted a very large TMR in Fe/MgO/Fe, bcc Co/MgO/Co,
and FeCo/MgO/FeCo tunnel junctions, having to do with peculiar bandmatching for
majority spin states in a metal with that in MgO tunnel barrier.
We shall describe electrons in ferromagnet-insulating barrier-ferromagnet (FM–I-

FM) systems by the Schr€odinger equation [17]½ � ð�h2=2miÞr2 þUi � 1
2D
!
xcŝ
!�y ¼ Ey

with U(r) the potential (barrier) energy, D
!
xcðrÞ the exchange splitting of, for example,
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d-statesin3dferromagnets (¼0insidethebarrier), ŝ
!
standsforthePaulimatrices; index

i¼ 1(3) for left (right) ferromagnetic electrode FM1(2) and i¼ 2 for tunneling barrier
(quantities for the tunnel barrier also marked t), respectively.
We start with the expression for a direct tunnel current density of spins fromFM1

to FM2 [52]

Js0 ¼
q
h

ð
dE½f ðE�FFM2

s0 Þ� f ðE�FFM1
s0 Þ�

ð
d2kk
ð2pÞ2 TsðE; k

!
kÞ; ð3:24Þ

where f(x) is the Fermi–Dirac distribution function with local Fermi level FFM1ð2Þ
s0 for

ferromagnetic electrode FM1(2), Ts ¼
P

s0Tss0 the transmission probability from
majority (minority) spin subband in FM1 s¼" or # into majority (minority) spin
subband in FM2,s0 ¼ " (#). It has a particularly simple form for a square barrier and
collinear [parallel (P) or antiparallel (AP)] moments on electrodes:

Tss0 ¼ 16m1m3m2
2k1k3k2

ðm2
2k

2
1 þm2

1k2Þðm2
2k

2
3 þm2

3k2Þ e
� 2kw; ð3:25Þ

where k is the attenuation constant for the wavefunction in the barrier k1 � k1s; k2 ¼
ik, k3� k3s0 are the momenta normal to the barrier for the corresponding spin
subbands,w is the barrierwidth, andwehave used a limit ofTatkw� 1 [18].With the
use of Equations 3.17 and 3.18, and accounting for the misalignment of magnetic
moments in ferromagnetic terminals (given by the mutual angle y), we obtain
following expression for the junction conductance per unit area, assumingm1¼m3,

G ¼ G0ð1þP1P2cosqÞ; ð3:26Þ

P1ð2Þ ¼ k" � k#
k" þ k#

k2 �m2
2k"k#

k2 þm2
2k"k#

¼ ðv" � v#Þðv2t � v"v#Þ
ðv" þ v#Þðv2t þ v"v#Þ ;

ð3:27Þ

where P1(2) is the effective polarization of the FM1(2) electrode,
k ¼ ½2m2ðU0 �EÞ=�h2�1=2, and U0 is the top of the barrier. Equation 3.26 correct an
expression derived earlier [17] for the effective mass of the carriers in the barrier.
ToobtainthelastsimpleexpressionfortunnelcurrentpolarizationEquation3.27,which
has exactly the same form also for FM-semiconductor modified Schottky junctions
(below), we have introduced the carrier band velocities v"ð#Þ ¼ �hk"ð#Þ=m, that are
generally different for FM1(2), and �tunneling� velocity vt ¼ �hk=m2. These relations
between the velocity an momentum are equivalent to an effective mass approximation.
By taking a typical value of G0¼ 4–5O�1 cm�2 (Ref. [15] k"¼ 1.09A

	 �1, k#¼ 0.42
A
	 �1,m1� 1 (for itinerant d electrons in Fe) [21] and a typical barrier height for Al2O3

(measured from the Fermi level m)f¼U0�m� 3 eV, and the thicknessw� 20A
	
, one

arrives at the following estimate for the effective mass in the barrier: m2� 0.4 [53].
These values give PFe¼ 0.28, which is noticeably smaller than the experimental value
of 0.4–0.5 (note that neglect of themass correction,m2< 1, as in Ref. [17], would give
a negative value of the effective polarization). Below, we shall see that tunneling
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assisted by polarized surface statesmay lead tomuch larger TMR, thismay relevant to
observed large values of TMR [19].
Themost striking feature of Equation 3.26 is thatMR tends to infinity for vanishing

k#; that iswhen the electrodes aremade of a 100% spin-polarizedmaterial (P¼P 0 ¼ 1)
because of a gap in the density of states (DOS) for minority carriers up to their
conduction bandminimum ECB#. ThenGAP vanishes together with the transmission
probability Equation3.25, as there is a zeroDOSatE¼ m for both spindirections. Such
a half-metallic behavior is rare, but some materials possess this amazing property,
most interestingly the oxides CrO2 and Fe3O4 (e.g., see recent discussion in Ref. [2]).
Theseoxides are very interesting for future applications in combinationwithmatching
materials, as will be seen below.
Remarkably, for |V |<Vc in the AP geometry one has MR¼1. From the middle

and the bottom panels in Figure 3.4 we see that even at 20	 deviation from the AP
configuration, the value of MR exceeds 3000% in the interval |V |<Vc, and this is
indeed a very large value.

Figure 3.4 Conductance andmagnetoresistance
of tunnel junctions versus bias. Top panel:
conventional (Fe-based) tunnel junction (for
parameters, see text).Middle panel: half-metallic
electrodes. Bottompanel:magnetoresistance for
the half-metallic electrodes. The dashed line
shows schematically a region where a gap in the
minority spin states is controlling the transport.

Even for imperfect antiparallel alignment
(y¼ 160	, marked "&), the magnetoresistance
for half-metallics (bottom panel) exceeds 3000%
at biases below the threshold Vc. All calculations
have been performed at 300 K, with inclusion of
multiple image potential and exact transmission
coefficients. Parameters are described in the text.
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3.4.1
Impurity Suppression of TMR

An important aspect of spin-tunneling is the effect of tunneling through the defect
states in the (amorphous) oxide barrier. Dangling bonds and random trap states may
play the role of defects in an amorphous barrier. Since the contacts under consider-
ation are typically short, their current–voltage (I–V) curve and MR should be very
sensitive to defect resonant states in the barrier with energies close to the Fermi level,
forming �channels� with the nearly periodic positions of impurities. Generally,
channels with one impurity (most likely to dominate in thin barriers) would result in
a monotonous behavior of the I–V curve, whereas channels with two or more
impurities would produce intervals with negative differential conductance. Impuri-
ty-assisted spin tunneling at zero temperature [the general case of non-zero temper-
ature would require integration with the Fermi factors as in Equation 3.24] can be
written in the standard form [54]:

Gs ¼ 2e2

p�h

X
i

GLsGRs

ðEi �mÞ2 þG2
; ð3:28Þ

where Gs¼GLsþGRs is the total width of a resonance given by a sum of the partial
widths GL(R) corresponding to electron tunneling from the impurity state at the
energy Ei to the left (right) terminal. It is easiest to analyze the case of parallel (P) and
antiparallel (AP) mutual orientation of magnetic momentsM1 andM2 on electrodes
with the angle y between them. In this case, one looks at tunneling of majority (maj)
and minority (min) carriers from the left electrode Ls¼ (Lmaj, Lmin) into states
Rs¼ (Rmaj, Rmin) for parallel orientation (y¼ 0) or Rs¼ (Rmin, Rmaj) in antiparallel
orientation (y¼p), respectively. The general case is then easily obtained from
standard spinor algebra for spin projections. The tunnel widths can be evaluated
analytically for a rectangular barrier, GLs� gLsOexp [�k(wþ 2zi)], where zi is the
coordinate of the impurity with respect to the center of the barrier, gLs the density of
states in the (left) electode, O [18].
The resonant conductance Equation 3.28 has a sharp maximum [¼ e2=ð2p�hÞ]

when m¼Ei and GL¼GR, that is for the symmetric position of the impurity in the
barrier for parallel configuration. For antiparallel configuration, most effective
impurities will be positioned somewhat off-center since the DOS for the majority
and minority spins may be quite different. An asymmetric position of effective
impurities in the AP orientation immediately suggests smaller conductance GAP

thanGP and positive (�normal�) impurity TMR> 0. This result is confirmed by direct
calculation. Indeed, if we assume that we have v defect/localized levels in a unit
volume and unit energy interval in a barrier, then, replacing the sumby an integral in
Equation 3.28, and considering a general configuration of themagnetic moments on
terminals, we obtain the following formula for impurity-assisted conductance per
unit area in leading order in exp(�kw):

G1 ¼ g1ð1þPLPRcos qÞ; ð3:29Þ
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where we have introduced the quantities

g1 ¼
e2

p�h
N1; N1 ¼ p2vG1=k;

PLðRÞ ¼ ðr" � r#Þ
ðr" þ r#Þ ; ð3:30Þ

N1 being the effective number of one-impurity channels per unit area, and one may
call PF a �polarization� of the impurity channels, defined by the factor
rs ¼ ½m2kks=ðk2 þm2

2k
2
sÞ�1=2 with momenta ks for left (right) [L (R)] electrode.

Comparing direct and impurity-assisted contributions to conductance, we see that
the latter dominates when the density of localized states v0 (k/p)3Ei

�1 exp(�kw), and
in our example a crossover takes place at the density of localized states v0 1017 eV�1

cm�3.Whenresonant transmissiondominates, themagnetoresistancewill begivenby

MR1 ¼ 2PLPR

ð1�PP0Þ ; ð3:31Þ

which is only 4% in the case of Fe. We see that indeedMR1 is suppressed yet remains
positive (unless the polarization of tunnel carriers is opposite to the magnetization
direction on one of the electrodes, in this case MR is obviously inverted for trivial
reasons). There are speculations about a possibility of negativeMR1, which is analyzed
below in the following subsection.
We have estimated the above critical DOS for localized states for the case of Al2O3

barrier, in systems such as amorphous Si the density of localized states is higher
because of considerably smaller band gap, and estimated as 8· 1018 eV�1 cm�3,
mainly due to dangling bonds and band edge smearing because of disorder [55]. One
can appreciate that in junctions with thin Al2O3 amorphous barriers (<20–25A

	
) of

practical interest the impurity-assisted tunneling is not themajor effect, so the above
consideration of elastic tunneling applies. In this seminal work, Beasley have studied
a-Si barriers with wide variety of thicknesses w¼ 30–1000A

	
and obtained detailed

data on crossover from direct tunneling to directed inelastic hopping along statisti-
cally rare, yet highly conductive, chains of localized states. The crossover thicknesses
depend heavily on the materials parameters of the barrier. The above-described
suppression of TMR by impurities was confirmed experimentally for magnetic
tunnel junctions in Ref. [56].

3.4.2
Negative Resonant TMR?

It should be noted that theMR becomes suppressed yet remains positive. Indeed, the
conductance is dominated, but can it change sign, or become inverted in the case
of impurity assisted tunneling? It was shown above that the asymetry of polarized
DOS in contacts gives positive resonant tunneling TMR. Negative (inverse MR1) can
only appear if the dominating impurity levels were lined up with the Fermi level
[Equation 3.28] and positioned in asymmetric positions in the barrier, with for
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example, the �right� width of the resonance much larger than the �left� width,
GRs�Gs�GLs� gs

Gs � e2

p�h
gs
Gs

;

TMR � �P1P2; ð?Þ ð3:32Þ
the latter was noted in Ref. [57]. However, the required coincidence is statistically very
unlikely in tunnel junctions,where thenumber of impurity states involved is�1, as in
all usual situations with a possible exception of very small area tunnel junctions.
Indeed, the data in Ref. [57] suggest that, in a tiny percentage of small area junctions,
the TMR is negative. The attempts to simulate the amorphous barrier that may
produce such a result in resonant tunneling regime showed, however, that one needs
an unphysically large amount of disorder in the barrier to obtain traces of negative
TMR. Indeed, for the barrier with heightU¼ 1.5 eV, an unphysical amount of onsite
disorder g = 4U = 6 eV should be assumed. It must be concluded that the speculations
about negative resonant TMR inRef. [57] have nothing to dowithmost observations of
inverse TMR. Averaging over disorder suppresses TMR, as predicted in Ref. [18] and
observed in for example Ref. [56]. It is noted, however, that is the case when the
impurity states are located at a particular interface in the barrier, perhaps as in tunnel
junctions with composite barriers MgO/NiO [58], there may be a suppression and a
slight inversion of TMR in a certain window of bias voltages, given by the energy
interval occupied by the interfacial states, as described elsewhere [59].

3.4.3
Tunneling in Half-Metallic Ferromagnetic Junctions

Nowwe shall discuss a couple of systems with half-metallic behavior, CrO2/TiO2 and
CrO2/RuO2(Figure3.5).Thesearebasedonhalf-metallicCrO2,andallspecieshavethe
rutile structure type with almost perfect lattice matching, which should yield a good
interface andshouldhelp inkeeping the systemat thedesired stoichiometry.TiO2and
RuO2 are used as the barrier/spacer oxides. The electronic structure of CrO2/TiO2 is
trulystunning inthat ithasahalf-metallicgapwhichis2.6 eVwideandextendsonboth
sides of the Fermi level, where there is a gap either in the minority ormajority spin
band. Thus, a huge magnetoresistance should, in principle, be seen not only for
electrons at the Fermi level biased up to 0.5 eV, but also for hot electrons starting at
about0.5 eVabove theFermi level.Wenote that statesat theFermi level areamixtureof
Cr(d) and O(2p) states, so that p–d interaction within the first coordination shell
produces a strong hybridization gap, and the Stoner spin-splitting moves the Fermi
level right into the gap for minority carriers (Figure 3.5). It is worth noting that CrO2

andRuO2areverysimilar intermsofaparamagneticbandstructure,but thedifference
in the number of conduction electrons and exchange splitting results in a usual
metallic behavior of RuO2 as compared to the half-metallic ferromagnet CrO2.
An important difference between two spacer oxides is that TiO2 is an insulator

whereas RuO2 is a goodmetallic conductor. Thus, the former system can be used in a
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tunnel junction, whereas the latter will form a metallic multilayer. In the latter case
the physics of conduction is different from tunnelling, but the effect of vanishing
phase volume for transmitted states still workswhen current is passed through such a
system perpendicular to planes. One interesting possibility is to form three-terminal
devices with these systems, like a spin-valve transistor [60], and check the effect in a
hot-electron region. CrO2/TiO2 seems to a be a natural candidate to check the present
predictions about half-metallic behavior and for a possible record tunnel magneto-
resistance. One important advantage of these systems is an almost perfect lattice
match at the oxide interfaces. The absence of such amatch of the conventional Al2O3

barrier with Heussler half-metallics (NiMnSb and PtMnSb) may have been among
other reasons for their unimpressive performance [2]. The main concerns for
achieving a very large value of magnetoresistance will be spin-flip centers, mag-
non-assisted events, and imperfect alignment of moments. As for conventional
tunnel junctions, the present results show that presence of defect states in the barrier,
or a resonant state, as in a resonant tunnel diode-type of structure, reduces their
magnetoresistance several fold butmay dramatically increase the current through the
structure.

Figure 3.5 Density of states of CrO2/TiO2 (top panel) and
(CrO2)2/RuO2 (bottom panel) half-metallic multilayers calculated
with the use of the LMTO method. The partial contributions are
indicated by letters. The zero of energy corresponds to the Fermi
level. D indicates a spin-splitting of the Cr d band near EF
(schematic). Note a strong hybridization of Cr dwithO2p states at
EF and below the hybridization gap. Growth direction is [001].
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3.4.4
Surface States Assisted TMR

Direct tunneling, as we have seen, gives a TMR of about 30%, whereas in recent
experiments TMR is well above this value, approaching 40–50% in systems with
Al2O3 amorphous barrier, and 200% in systems with epitaxial MgO barriers [16, 52].
It will become clear below, that this enhancement is unlikely to come from
the inelastic processes. Until now, we have disregarded the possibility of localized
states at metal–oxide interfaces. Bearing in mind that the usual barrier AlOx is
amorphous, the density of such surface states may be high, and we must take into
account tunneling into/from those states. The results for Tamm states that may exist
at clean interfaces, are similar. The corresponding tunneling conductance per unit
area is [19]:

GsðqÞ ¼ e2

p�h
B�Dsð1þPFPscos qÞ;

Ps ¼ Ds" �Ds#
Ds" þDs#

; �Ds ¼ 1
2
ðDs" þDs#Þ; ð3:33Þ

where Ps is the polarization and �Ds is the average density of surface states, and q
is the mutual angle between moments on electrodes. The parameter
B � ½2p�h2mk=ðm2

2wÞ�expð�2kwÞ, where w is the barrier width, k is the absolute
value of electron momentum under the barrier, m and m2 are the free electron
mass and the effective mass in the barrier, respectively. The corresponding magne-
toresistance would be MRs¼ 2PFPs/(1�PFPs). It is easy to show that the bulk-to-
surface conductance exceeds the bulk-to-bulk one at densities of surface states
Ds>Dsc� 1013 cm�2 eV�1 per spin, comparable to those found at some metal–
semiconductor interfaces. Since this result was obtained, various groups confirmed
this with ab-initio calculations, usually without mentioning the original result
obtained in Ref. [19].
If on both sides of the barrier the density of surface states is above the critical value

Dsc, themagnetoresistance would be due to surface-to-surface tunneling with a value
givenbyMRss¼ 2Ps1Ps2/(1�Ps1Ps2). If the polarization of surface states is larger than
that of the bulk, as is often the case even for imperfect surfaces [61], then it would
result in enhanced TMR.

3.4.5
Inelastic Effects in TMR

Inelastic processes with excitation of magnon or phonon modes introduce new
energy scales into the problem (30–100meV) which correspond to a region where
unusual I–V tunnel characteristics are seen (Figure 3.6). One can describe their effect
on TMR fairly well within the tunnel Hamiltonian approach [19]. We obtain for
magnon-assisted inelastic tunneling current at T¼ 0 with the use of tunnel Hamil-
tonian formalism [62]:
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IxP ¼ 2pe
�h

X
a

XagL#g
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ð
dwrmag

a ðwÞðeV �wÞqðeV �wÞ;

IxAP ¼ 2pe
�h

XRgL"g
R
"

ð
dwrmag
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�

þXLgL#g
R
#

ð
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L ðwÞðeV �wÞqðeV �wÞ�;
ð3:34Þ

whereX is the incoherent tunnel exchange vertex, rmag
a ðwÞ is themagnon density of

states that has a general form rmag
a ðwÞ ¼ ðvþ 1Þwv=wvþ 1

0 , the exponent v depends
on a type of spectrum, o0 is the maximum magnon frequency, gL (R) marks the
corresponding electron density of states on left (right) electrode, y(x) is the step
function, a¼ L,R. The analogous expressions can be written down for phonon
contribution with the important distinction that electron–phonon interaction does
not affect spin (if one ignores any small magnetoelastic contribution). The elastic
and inelastic contributions together will define the total junction conductance
G¼G(V,T) as a function of the bias V and temperature T. We find that the inelastic
contributions from magnons Equation 3.34 and phonons grow as Gx(V, 0)/ (|eV|/
o0)

vþ1 andGph(V, 0)/ (eV/oD)
4 at low biases. These contributions saturate at higher

biases: GxðV ; 0Þ / 1� iþ 1
vþ 2

w0

jeV j at jeV j >w0; GphðV ; 0Þ / 1� 4
5
wD
jeV j at |eV|>oD. This

behavior would lead to sharp features in the I–V curves on a scale of 30–100mV
(Figure 3.6).
It is important to highlight the opposite effects of phonons and magnons on the

TMR. Ifwe take the case of the same electrodematerials and denoteD¼ g" and d¼ g#,

Figure 3.6 Fit to experimental data for the magnetoresistance of
CoFe/Al2O3/NiFe tunnel junctions [9] with inclusion of elastic and
inelastic (magnons and phonons) tunneling. The fit gives for
magnon DOS/o0.65, which is close to a standard bulk spectrum
/o1/2.
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then we see that Gx
PðV ; 0Þ�Gx

APðV ; 0Þ / � ðD� dÞ2ðjeV j=w0Þvþ 1 < 0, whereas
Gph

P ðV ; 0Þ�Gph
APðV ; 0Þ / þ ðD� dÞ2ðeV=wDÞ4 > 0; that is, spin-mixing due to mag-

nons kills the TMR, whereas the phonons tend to reduce the negative effect of
magnon emission [63]. Different bias and temperature dependence can make
possible a separation of these two contributions, which are of opposite sign. At
finite temperatures we obtain the contributions of the same respective sign as above.
For magnons: Gx

Pð0;TÞ�Gx
APð0;TÞ / � ðD� dÞ2ð�TdM=dTÞ< 0, where M¼M

(T) is the magnetic moment of the electrode at a given temperature T. The
phonon contribution is given by a standard Debye integral with the following
results: Gph

P ð0;TÞ�Gph
APð0;TÞ / þ ðD� dÞ2ðT=wDÞ4 > 0 at T
oD, and Gph

P ð0;TÞ
�Gph

APð0;TÞ / þ ðD� dÞ2ðT=wDÞ at T0oD. It is worth mentioning that the
magnon excitations are usually cut off, for example, by the anisotropy energy Kan

at some oc. Therefore, at low temperatures the conductance at small biases will be
almost constant. We conclude that the inelastic processes are responsible for TMR
diminishing with bias voltage, the unusual shape of the I–Vcurves at low biases, and
their temperature behavior, which is also affected by impurity-assisted tunneling.
The surface states-assisted tunnelingmay lead to enhancedTMR, if their polarization
is higher than that of the bulk. This could open upways to improving performance of
ferromagnetic tunnel junctions.

3.5
Spin Injection/Extraction into (from) Semiconductors

Much attention has been devoted recently to exploring the possibility of a three-
terminal spin injection device where spin is injected into semiconductor from either
metallic ferromagnetic electrode [67, 68], or frommagnetic semiconductor electrode,
as demonstrated in Ref. [64].However, themagnetization in FMSusually vanishes or
is too small at room temperature. Relatively high spin injection from ferromagnets
(FM) into non-magnetic semiconductors (S) has recently been demonstrated at low
temperatures [65], and the attempts to achieve an efficient room-temperature spin
injection have faced substantial difficulties [66]. Theoretical studies of the spin
injection from ferromagnetic metals, as initiated in Refs. [68, 69], have been subject
of extensive research in Refs. [5–10, 69–77] that has gained much insight into the
problemof spin injection/accumulation in semiconductors. As a consequence, some
suggestions for spin transistors and other spintronic devices have appeared that are
experimentally realizable, can work at room temperatures, and exceed the para-
meters of standard semiconductor analogues [5, 6].
As an important distinction with spin transport in magnetic tunnel junctions, one

would like to create non-equilibrium spin polarization and manipulate it with
external fields in semiconductors, with a possible advantage of long spin relaxation
time in comparison with mean collision time. In order to be interesting for
applications, there should be a straightforward method of creating substantial
non-equilibrium spin polarization density in semiconductor. This is different from
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tunnel junctions, where one is interested in large spin injection efficiency; that is, in
large resistance change with respect to magnetic configuration of the electrodes.
Obviously, a spin imbalance in the drain ferromagnetic electrode is created in MTJ,
proportional to the current density, but relatively minute, given a huge density of
carriers in a metal. The principal difficulty of spin injection in semiconductor from
ferromagnet is that the materials in the FM-S junctions usually have very different
electron affinity and, therefore, high Schottky barrier forms at the interface [78]
(Figure 3.7, curve 1). Thus, in GaAs and Si the barrier height D’ 0.5–0.8 eV with
practically all metals, including Fe, Ni, and Co [65, 78], and the barrier width is large,
l0 100 nm for doping concentration Nd9 1017 cm�3. The spin-injection corre-
sponds to a reverse current in the Schottky contact, which is saturated and usually
negligible due to such large l and D [78]. Therefore, a thin heavily doped nþ�S layer
between FMmetal and S is used to increase the reverse current [78] determining the
spin-injection [6, 8, 65, 72]. This layer sharply reduces the thickness of the barrier, and
increases its tunneling transparency [6, 78]. Thus, a substantial spin injection has
been observed in FM-S junctions with a thin nþ–layer [65].
One usually overlooked formal paradox of spin injection is that a current through

Schottky junctions (as derived in textbooks) depends solely on parameters of a
semiconductor [78], and cannot formally be spin-polarized. Some authors even

Figure 3.7 Energy diagrams of ferromagnet-
semiconductor heterostructure with d-doped
layer (F is the Fermi level; D the height and l the
thickness of an interface potential barrier; D0 the
height of the thermionic barrier in n-
semiconductor). The standard Schottky barrier

(curve 1); Ec(x) the bottomof conduction band in
n-semiconductor in equilibrium (curve 2), under
small (curve 3), and large (curve 4) bias voltage.
The spin-polarized density of states in Ni is
shown at x< 0.
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emphasize that in Schottky junctions �spin-dependent effects do not occur� [70]. In
earlier reports [67–76], spin transport through FM-S junction, its spin-selective
properties, and non-linear I–V characteristics have not been actually calculated.
They were described by various, often contradictory, boundary conditions at the
FM-S interface. For example, Aronov and Pikus assumed that spin injection efficiency
of a FM-S interface is a constant equal to that in the ferromagnet FM, G¼GF,
[Equation 3.3], and then studied non-linear spin accumulation in S considering
spin diffusion and drift in an electric field [67]. The authors of Refs. [68–72]
assumed a continuity of both the currents and the electrochemical potentials for
both spins, and found that a spin polarization of injected electrons depends on a
ratio of conductivities of a FM and S (the so-called �conductivity mismatch�
problem). At the same time, it has been asserted in Refs. [73–76] that the spin
injection becomes appreciable when the electrochemical potentials have a sub-
stantial discontinuity (produced e.g., by a tunnel barrier [74]). The effect, however,
was described by the unknown spin-selective interface conductances Gis, which
cannot be found within those theories.
We have developed a microscopic theory of the spin transport through ferromag-

net-semiconductor junctions, which include an ultrathin heavily doped semicon-
ductor layer (d-doped layer) between FM and S [6, 8]. We have studied the non-linear
effects of spin accumulation in S near reverse-biased modified FM-S junctions with
the d-doped layer [6] and spin extraction fromSnear themodified forward-biasedFM-
S junctions [8]. We found conditions for the most efficient spin injection, which are
opposite to the results of previous phenomenological theories. We show, in particular,
that: (i) the current of the FM-S junction does depend on spin parameters of the
ferromagneticmetal butnot its conductivity, so, contrary to the results [68–72, 74–76],
the �conductivity mismatch� problem does not exist for the Schottky FM-S junctions.
We find also that: (ii) a spin injection efficiency G of the FM-S junction depends
strongly on the current, contrary to the assumptions in [67–72, 74–76]; and (iii) the
highest spin polarization of both the injected electronsP and spin injection efficiency
can be realized at room temperatures and relatively small currents in high-resistance
semiconductors, contrary to claims in Ref. [71], which are of most interest for spin
injection devices [3, 4, 6]. We also show that: (iv) tunneling resistance of the FM-S
junctionmust be relatively small, which is opposite to the condition obtained in linear
approximation in Ref. [74]; and that (v) the spin-selective interface conductancesGis

are not constants, as was assumed in Ref. [73–76], but vary with a current J in a
strongly non-linear fashion. We have suggested a new class of spin devices on the
basis of the present theory.
Below,we describe a general theory of spin current, spin injection and extraction in

Section 3.5.1, followed by the discussion of the conditions of an efficient spin
injection and extraction in Section 3.5.2. Further, we turn to the discussion of high-
frequency spin valve effect in a system with two d-doped Schottky junctions in
Section 3.5.3Anew class of spin devices is detailed in Section 3.5.3field detector, spin
transistor, and square-law detector. The efficient spin injection and extractionmay be
a basis for efficient sources of (modulated) polarized radiation, as mentioned in
Section 3.5.4.
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3.5.1
Spin Tunneling through Modified (Delta-Doped) Schottky Barrier

The modified FM-S junction with transparent Schottky barrier is produced by
d-doping the interface by sequential donor and acceptor doping. The Schottky barrier
is made very thin by using large donor doping N þ

d in a thin layer of thickness l. For
reasons which will become clear shortly, we would like to have a narrow spike
followed by the narrow potential well with in the width w and the depth�rT, where T
is the temperature in units of kB¼ 1 and r� 2–3, produced by an acceptor dopingN þ

a

of the layerw (Figure 3.7).Here l9 l0, where l0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h2=½2m�ðD�D0Þ�

q
(l092 nm), the

remaining low (and wide) barrier will have the height D0¼ (Ec0�F)> 0, where Ec0
is the bottom of the conduction band in S in equilibrium, q the elementary charge,
and E (E0) the dielectric permittivity of S (vacuum).Avalue ofD0 can be set by choosing
a donor concentration in S,

Nd ¼ Nc exp
ðFS �Ec0Þ

T

� �
¼ Nc exp

�D0

T

� �
¼ n; ð3:35Þ

where FS is the Fermi level in the semiconductor bulk, Nc¼ 2Mc(2pm�T )3/2h�3 the
effective density of states and Mc the number of effective minima of the semicon-
ductor conduction band; n andm� the concentration and effective mass of electrons
in S [79]. Owing to small barrier thickness l, the electrons can rather easily tunnel
through the d-spike, but only those with an energy EEc can overcome the wide
barrier D0 due to thermionic emission, where Ec¼Ec0þ qV. We assume here the
standard convention that the bias voltageV< 0 and current J< 0 in the reverse-biased
FM-S junction andV> 0 ( J> 0) in the forward-biased FM-S junction [78]. At positive
bias voltage V> 0, we assume that the bottom of conduction band shifts upwards to
Ec¼Ec0þ qV with respect to the Fermi level of the metal. Presence of the mini-well
allows to keep the thickness of the d-spike barrier equal to l9l0 and its transparency
high at voltages qV9 rT (see below).
The calculation of current through the modified barrier is rather similar to what

has been done in the case of tunnel junctions above, with a distinction that in the
present case the barrier is triangular, (Figure 3.7). We again assume elastic coherent
tunneling, so that the energy E, spin s, and k

!
jj (the component of the wave vector k

!

parallel to the interface) are conserved. The exact current density of electrons with
spin s¼",# through the FM-S junction containing the d-doped layer (at the point
x¼ l; Figure 3.7) is written similarly to Equaion 3.24 as:

Js0 ¼
q
h

ð
dE½f ðE�FS

s0Þ� f ðE� FFM
s0 Þ�

ð
d2kk
ð2pÞ2 Ts; ð3:36Þ

where FS
s0ðFFM

s0 Þ are the spin quasi-Fermi levels in the semiconductor (ferromagnet)
near the FM-S interface, and the integration includes a summation with respect to a
band index. Note that here we study a strong spin accumulation in the semiconductor.
Therefore, we use nonequilibrium Fermi levels, FFM

s0 and FS
s0, describing distributions
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of electrons with spin s¼",# in the FM and the S, respectively, which is especially
important for the semiconductor. In reality, due to very high electron density in FM
metal in comparison with electron density in S, FFM

s0 differs negligibly from the
equilibriumFermi levelF for currents under consideration; therefore,we can assume
that FFM

s0 ¼ F, as in Refs. [18, 52] (see discussion below).
The current Equation 3.36 should generally be evaluated numerically for a

complex band structure Eks [79]. The analytical expressions for Ts(E, k||) can be
obtained in an effective mass approximation, �hks ¼ msvs, where vs ¼ jrEksj=�h is
the band velocity in the metal. The present Schottky barrier has a �pedestal� with a
height (Ec�F) ¼D0þ qV, which is opaque at energies E<Ec. For E>Ec we
approximate the d-barrier by a triangular shape and one can use an analytical
expression for Ts(E, k||) [5] and find the spin current at the bias 0<�qV9 rT,
including at room temperature,

Js0 ¼ j0ds
2ns0ðVÞ

n
� exp � qV

T

� �� �
; ð3:37Þ

j0 ¼ a0nqvTexpð�hk0lÞ: ð3:38Þ

with the most important spin factor

ds ¼ vTvs0
v2t0 þ v2s0

: ð3:39Þ

Here a0¼ 1.2(k0l)
1/3, k0 � 1=l0 ¼ ð2m�=�h2Þ1=2ðD�D0 � qVÞ1=2, vt0 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðD�D0 � qVÞ=m�
p

is the characteristic �tunnel� velocity, vs¼ vs(Ec) the velocity
of polarized electrons in FMwith energy E¼Ec, vT ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3T=m�
p

the thermal velocity.
At larger reverse bias the miniwell on the right from the spike in Figure 3.7
disappears and the current practically saturates. Quite clearly, the tunneling electrons
incident almost normally at the interface and contribute most of the current (a more
careful sampling can be done numerically [79]).
One can see from Equation 3.30 that the total current J¼ J"0þ J#0 and its spin

components Js0 depend on a conductivity of a semiconductor but not a ferromagnet,
as in usual Schottky junction theories [79]. On the other hand, Js0 is proportional to
the spin factor ds and the coefficient j0ds/ v2T / T , but not the usual Richardson�s
factor T2 [78]. Equation 3.37, for current in the FM-S structure, is valid for any sign of
the bias voltage V. Note that at V> 0 (forward bias) it determines the spin current
from S into FM. Hence, it describes spin extraction from S [8].
Following the pioneering studies of Aronov and Pikus [67], one customarily

assumes a boundary condition J"0¼ (1þGF)J/2. Since there is a spin accumulation
in S near the FM-S boundary, the density of electrons with spin s in the semicon-
ductor is ns0¼ n/2þ dns0, where dns0 is a non-linear function of the current J, and
dns0/ J at small current [67] (see also below). Therefore, the larger J the higher the
dns0 and the smaller the current Js0 [see Equation 3.37]. In other words, a type of
negative feedback is realized, which decreases the spin injection efficiency G and
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makes it a non-linear function of J (see below). We show that the spin injection
efficiency, G0, and the polarization, P0¼ [n"(0)� n#(0)]/n in the semiconductor near
FM-S junctions essentially differ, and that both are small at small bias voltage V (and
current J) but increase with the current up to PF. Moreover, PF can essentially differs
from GF, and may ideally approach 100%.
The current in a spin channel s is given by the standard drift-diffusion approxi-

mation [67, 76]:

Js ¼ qmnsEþ qDrns; ð3:40Þ
where E is the electric field; and D and m are the diffusion constant and mobility of
the electrons respectively. D and m do not depend on the electron spin s in the
non-degenerate semiconductors. From current continuity and electroneutrality
conditions

JðxÞ ¼
X
s

Js ¼ const; nðxÞ ¼
X
s

ns ¼ const; ð3:41Þ

we find

EðxÞ ¼ J=qmn ¼ const; dn#ðxÞ ¼ � dn"ðxÞ: ð3:42Þ
Since the injection of spin-polarized electrons from FM into S corresponds to a

reverse current in the Schottky FM-S junction, one has J< 0, and E< 0 Figure 3.7.
The spatial distribution of density of electrons with spin s in the semiconductor is
determined by the continuity equation [67, 71]

rJs ¼ qdns
ts

; ð3:43Þ

where in the present one-dimensional caser¼ d/dx. With the use of Equations 3.40
and 3.42, we obtain the equation for dn"(x)¼�dn#(x) [67, 76]. Its solution satisfying a
boundary condition dn"! 0 at x!1, is

dn"ðxÞ ¼ C
n
2
exp � x

L

� �
� Pn0 exp � x

L

� �
; ð3:44Þ

Linject ðextractÞ ¼ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2E þ 4L2s

q
þð� ÞLE �

� �
¼ Ls

2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
J2

J2S
þ 4

s
� J

JS

 !
; ð3:45Þ

where the plus (minus) sign refers to forward (reverse) bias on the junction,
Ls ¼

ffiffiffiffiffiffiffi
Dts

p
is the usual spin-diffusion length, LE¼m|E|ts¼ Ls|J|/Js the spin-drift

length. Here we have introduced the characteristic current density

JS � qDn=Ls; ð3:46Þ

and the plus and minus signs in the expression for the spin penetration depth L
Equation 3.45 refer to the spin injection at a reverse bias voltage, J< 0, and spin
extraction at a forward bias voltage, J> 0, respectively. Note that Linject> Lextract, and
the spin penetration depth for injection increases with current, at large currents,
|J|� JS, Linject¼ Ls|J|/Js� Ls, whereas Lextract¼ LsJs/J
 Ls.
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The degree of spin polarization of non-equilibrium electrons (i.e., a spin accumu-
lation in the semiconductor near the interface) is given simply by the parameter C in
Equation 3.37:

C ¼ n"ð0Þ� n#ð0Þ
n

¼ Pð0Þ � P0: ð3:47Þ

By substituting Equation 3.44 into Equations 3.40 and 3.37, we find

J"0 ¼
J
2

1þP0
L
LE

� �
¼ J

2
ð1þPFÞðg �P0Þ

g �P0PF
; ð3:48Þ

where g¼ exp(�qV/T)�1. From Equation 3.41, one obtains a quadratic equation for
Pn(0) with a physical solution that can be written fairly accurately as

P0 ¼ PFgLE
gLþ LE

: ð3:49Þ

By substituting Equation 3.49 into Equation 3.37, we find for the total current
J¼ J"0þJ#0:

J ¼ � Jmg ¼ � Jmðe� qV=T � 1Þ; ð3:50Þ

Jm ¼ a0nqvT ð1�P2
FÞðd"0 þ d#0Þe�hk0 l; ð3:51Þ

for the bias range |qV|9 rT. The sign of the Boltzmann exponent is unusual because
we consider the tunneling thermoemission current in a modified barrier. Obviously,
we have J> 0 (<0) when V> 0 (<0) for forward (reverse) bias.
We notice that at a reverse bias voltage �qV’ rT the shallow potential mini-well

vanishes, and Ec(x) takes the shape shown in Figure 3.7 (curve 3). For �qV> rT, a
wide potential barrier at x> l (in S behind the spike) remains flat (characteristic
length scale 0100 nm at Nd9 1017 cm�3), as in usual Schottky contacts [78].
Therefore, the current becomes weakly dependent on V, since the barrier is opaque
for electrons with energies E<Ec� rT (curve 4). Thus, Equation 3.50 is valid only at
�qV9 rT and the reverse current at �qV0 rT practically saturates at the value

Jsat ¼ qna0vT ðd"0 þ d#0Þð1�P2
FÞexpðr�hk0lÞ: ð3:52Þ

With the use of Equations 3.50 and 3.45, we obtain from Equation 3.42 the spin
polarization of electrons near FM-S interface,

P0 ¼ �PF
2J

2Jm þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2 þ 4J2S

q
� J

: ð3:53Þ

The spin injection efficiency at FM-S interface is, using Equations 3.30, 3.41, 3.38
and 3.46,

G0 �
J"0 � J#0
J"0 þ J#0

¼ P0
L
LE

¼ �PF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4J2S þ J2

q
� J

2Jm þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2 þ 4J2S

q
� J

: ð3:54Þ
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One can see that G0 strongly differs from P0 at small currents. As expected,
Pn�PF|J|/Jm! 0 vanishes with the current (Figure 3.8), and the prefactor differs
from those obtained in Refs. [67, 71, 73, 75, 76].
These expressions should be comparedwith the results for the case of a degenerate

semiconductor, Ref. [10], for the polarization

P0 ¼ � 6PFJ

3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2 þ 4J2S

q
� J

� �
þ 10Jm

; ð3:55Þ

and the spin injection efficiency

G0 ¼ �PF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4J2S þ J2

q
� J

2Jm þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2 þ 4J2S

q
� J

: ð3:56Þ

In spite of very different statistics of carriers in a degenerate and non-degenerate
semiconductor, the accumulated polarization as a function of current behaves
similarly in both cases. The important difference comes from an obvious fact that
the efficient spin accumulation in degenerate semiconductors may proceed at and
below room temperature, whereas in present design an efficient spin accumulation
in FM-S junctions with non-degenerate S can be achieved at around room tempera-
ture only.
In the reverse-biased FM-S junctions the current J< 0 and, according to Equa-

tions 3.46 and 3.47, sign (dn"0)¼ sign (PF). In some realistic situations, like
elemental Ni, the polarization at energies E�FþD0 would be negative, PF< 0
and, therefore, electrons with spins¼#will be accumulated near the interface. For
large currents |J|� JS, the spin penetration depth L in Equation 3.45 increases with

Figure 3.8 The spin accumulationP¼ (n"–n#)/n,
the spin polarization of a current G¼ ( J"–J#)/J,
and the relative spin penetration depth L/Ls
(broken line) in the semiconductor as the
functions of the relative current density J/Js for
spin injection ( J< 0) and spin extraction ( J> 0)

regimes. PF is the spin polarization in the
ferromagnet, the ratio Js/Jm¼ 0.2, Ls is the usual
spin diffusion depth. The spin penetration depth
considerably exceeds Ls for the injection and
smaller than Ls for the extraction.
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current J and the spin polarization (of electron density) approaches the maximum
value PF. Unlike the spin accumulation P0, the spin injection efficiency (polariza-
tion of current) G0 does not vanish at small currents, but approaches the value
G0
0 ¼ PFJS=ð JS þ JmÞ 
 PF in the present systemwith transparent tunnel d-barrier.

There is an important difference with the magnetic tunnel junctions, where the
tunnel barrier is relatively opaque and the injection efficiency (polarization of
current) is high, G�PF [18]. However, the polarization of carriers P0, measured in,
for example, spin-LED devices [66], would be minute (see below). Both P0 and G0

approach the maximum PF only when |J |� JS, (Figure 3.9). The condition |J |� JS
is fulfilled at qV’ rT0 2T, when Jm0 JS.
Another situation is realized in the forward-biased FM-S junctions when J> 0.

Indeed, according to Equations 3.53 and 3.54 at J> 0 the electron density distribution
is such that sign (dn"0)¼�sign (PF). If a system like elemental Ni is considered
(Figure 3.7), then PF(FþD0)< 0 and dn"0> 0; that is, the electrons with spin s¼"
would be accumulated in a non-magnetic semiconductor (NS), whereas electrons
with spin s¼# would be extracted from NS (the opposite situation would take place
for PF (FþD0)> 0). One can see from Equation 3.46 that |P0| one can reach a

Figure 3.9 Spin polarization of a current G¼ ( J"–J#)/J (solid line)
and spin accumulation P¼ (n"–n#)/n (broken line) in the
semiconductor as the functions of the relative current density J/Js
(top panel) and their spatial distribution for different densities of
total current J/Js (bottompanel) at Ls/vTts¼ 0.2 where Js¼ qnLs/ts,
PF is the spin polarization in the ferromagnet (see text).
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maximum PF only when J� Js. According to Equation 3.50, the condition J� Js can
only be fulfilled when Jm� Js. In this case Equation 3.46 reduces to

P0 ¼ �PFJ
Jm

¼ �PFð1� e� qV=T Þ: ð3:57Þ

Therefore, the absolute magnitude of a spin polarization approaches its maximal
value |P0|’PF at qV0 2T linearlywith current (Figure 3.8). Themaximum is reached
when J approaches the value Jm, which depends weakly on bias V (see below). In this
case dn"(#)(0)��PFn/2 at PF> (d"> d#), so that the electrons with spin s¼" are
extracted, n"(0)� (1�PF)n/2, from a semiconductor, while the electrons with spin
s¼# are accumulated in a semiconductor, n"(0)� (1þPF)n/2, near the FM-S inter-
face. The penetration length of the accumulated spin Equation 3.45 at J� Js is

L ¼ L2s
LE

¼ LsJS
J 
 Ls


 Ls at J � JS; ð3:58Þ

that is, it decreases as L/ 1/J (Figure 3.8). We see from Equation 3.54 that at J� Js

G0 ¼ PFJ2S
JmJ

! 0: ð3:59Þ

Hence, the behavior of the spin injection efficiency at forward bias (extraction) is
very different from a spin injection regime, which occurs at a reverse bias voltage:
here, the spin injection efficiency G0 remains
PF and vanishes at large currents as
G0/ Js/J. Therefore, we come to an unexpected conclusion that the spin polarization of
electrons, accumulated in a non-magnetic semiconductor near forward biased FM-S
junction can be relatively large for the parameters of the structure when the spin
injection efficiency is actually very small [8]. Similar, albeit much weaker phenomena
are possible in systems with wide opaque Schottky barriers [80] and have been
probably observed [81]. Spin extraction may also be observed at low temperature
in FMS-S contacts [82]. A proximity effect leading to polarization accumulation in
FM-S contacts [83] may be related to the same mechanism.

3.5.2
Conditions for Efficient Spin Injection and Extraction

According to Equations 3.51 and 3.46, the condition for maximal polarization of
electrons Pn can be written as

Jm0Js; ð3:60Þ
or, equivalently, as a condition

b � a0uT ðd"0 þ d#0Þð1�P2
FÞe�hl=l0ts

Ls
01: ð3:61Þ

Note that when l9 l0, the spin injection efficiency at small current is small
G0
0 ¼ PF=ð1þ bÞ � PF , since in this case the value b’ (d"0þ d#0)a0vTts/Ls� 1 for
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real semiconductor parameters. The condition b� 1 can be simplified and rewritten
as a requirement for the spin-relaxation time

ts � D
D�D0

2a0v2s0T

� �2

exp
2hl
l0

: ð3:62Þ

It can be met only when the d-doped layer is very thin, l9l0 � k� 1
0 . With typical

semiconductor parameters at T’ 300K (D� 25 cm2 s�1, (D�D0)’ 0.5 eV, us0
108cm2 s�1 [78]) the condition in Equation 3.62 is satisfied at l9 l0 when the
spin-coherence time ts� 10�12 s. It is worth noting that it can certainly be met: for
instance, ts can be as large as �1 ns even at T’ 300K (e.g., in ZnSe [84]).
Note that the higher the semiconductor conductivity, ss¼ qmn/ n, the larger the

threshold current J> Jm/ n [Equation 3.51]for achieving the maximal spin injec-
tion. In other words, the polarization P0 reaches the maximum value PF at smaller
current in high-resistance lightly doped semiconductors compared to heavily doped
semiconductors. Therefore, the �conductivity mismatch� [70, 74, 75] is actually
irrelevant for achieving an efficient spin injection.
The necessary condition |J|� Js can be rewritten at small voltages, |qV|
T, as

rc 
 Ls
ss

; ð3:63Þ

where rc¼ (dJ/dV)�1 is the tunneling contact resistance. Here, we have used the
Einstein relation D/m¼T/q for non-degenerate semiconductors. We emphasize that
Equation3.63 isopposite to theconditionfoundbyRashba inRef. [74] forsmall currents.
We also emphasize that the spin injection in structures considered in the litera-

ture [4, 65–76] has been dominated by electrons at the Fermi level and, according to
calculation[85],g#(F)andg"(F)aresuchthatPF9 40%.Wealsonoticethat thecondition
in Equation 3.61 for parameters of the Fe/AlGaAs heterostructure studied inRefs. [65]
(l’ 3 nm, l0’ 1nm and D0¼ 0.46 eV) is satisfied when ts0 5· 10�10 s and can be
fulfilledonly at low temperatures.Moreover, for theconcentrationn¼ 1019 cm�3Ec lies
belowF, sothat theelectronswithenergiesE’ F are involved intunneling,but forthese
states thepolarization isPF9 40%.Therefore, the authorsofRef. [65]were indeedable
to estimate the observed spin polarization as being �32% at low temperatures.
Better control of the injection can be realized in heterostructures where a d-layer

between the ferromagnet and the n-semiconductor layer is made of very thin heavily
doped nþ-semiconductor with larger electron affinity than the n-semiconductor. For
instance, FM–nþ-GaAs–n-Ga1�xAlxAs, FM–nþ-GexSi1�x–n-Si or FM–nþ-Zn1�x Cdx
Se–n-ZnSe heterostructures can be used for this purpose. The GaAs, GexSi1�x or
Zn1�xCdxSen

þ–layer must have the width l< 1 nm and the donor concentration
N þ

d >1020cm� 3. In this case, the ultrathin barrier forming near the ferromagnet-
semiconductor interface is transparent for electron tunneling.ThebarrierheightD0 at
GexSi1�x–Si, GaAs–Ga1�xAlxAs or Zn1�xCdxSe–ZnSe interface is controlled by the
composition x, and can be selected asD0¼ 0.05–0.15 eV.When the donor concentra-
tion in Si, Ga1�xAlxAs, or ZnSe layer isNd< 1017 cm�3, the injected electrons cannot
penetrate relatively low and wide barrier D0 when its width l0> 10 nm.
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3.5.3
High-Frequency Spin-Valve Effect

Herewedescribe a newhigh-frequency spin valve effect that can be observed in a FM-
S-FM device with two back-to-backmodified Schottky contacts (Figure 3.10). We find
the dependence of current on a magnetic configuration in FM electrodes and an
external magnetic field. The spatial distribution of spin-polarized electrons is
determined by the continuity [Equation 3.43] and the current in spin channel s is
given byEquation 3.40.Note that J< 0, thusE< 0 in a spin injection regime.With the
use of the kinetic equation and Equation 3.40, we obtain the equation for dn",
Equation 3.43 [68]. Its general solution is

Figure 3.10 Energy diagram of a the FM-S-FM
heterostructure with d-doped layers in
equilibrium (a) and at a bias voltageV (b), withVL
(VR) the fraction of the total drop across the left
(right) d-layer. F marks the Fermi level, D the
height, lL(R) the thickness of the left (right)
d-doped layer, D0 the height of the barrier in the
n-type semiconductor (n-S), Ec the bottom of
conduction band in the n-S,w thewidth of the n-S

part. The magnetic moments on the FM
electrodesM

!
1 andM

!
2 are at some angle q0 with

respect to each other. The spins, injected from
the left, drift in the semiconductor layer and
rotate by the angle qH in the external magnetic
field H. Inset: schematic of the device, with an
oxide layer separating the ferromagnetic films
from the bottom semiconductor layer.
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dn"ðxÞ ¼ n
2
ðc1e� x=L1 þ c2e

�ðw� xÞ=L2Þ; ð3:64Þ

where L1ð2Þ ¼ ð1=2Þ½
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2E þ 4L2s

q
þð� ÞLE � is the same as found earlier in Equa-

tion 3.45. Consider the case when w
 L1 and the transit time ttr’w2/(Dþm|E|w)
of the electrons through the n-semiconductor layer is shorter than ts. In this case, a
spin ballistic transport takes place; that is, the spin of the electrons injected from the
FM1 layer is conserved in the semiconductor layer, s0 ¼s. Probabilities of the
electron spin s¼" to have the projections along �M

!
2 are cos2(q/2) and sin2(q/2),

respectively, where q is the angle between vectors s¼" and M
!

2. Accounting for
this, we find that the resulting current through the structure saturates at bias
voltage � qV>T at the value

J ¼ J0
1�P2

Rcos
2q

1�PLPRcosq
; ð3:65Þ

where J0 is the prefactor similar to Equation 3.38. For the opposite bias the total current
J is given by Equation 3.65 with the replacement PL$ PR. The current J is minimal

Figure 3.11 Oscillatory dependence of the
current J through the structure on the magnetic
fieldH (top panel) for parallel (P) and antiparallel
(AP) moments M1 and M2 on the electrodes,
Figure 3.10, and PL¼PR¼ 0.5. Spatial

distribution of the spin polarized electrons n"(#)/n
in the structure for different configurations of the
magnetic moments M1 and M2 in the limit of
saturated current density J, w¼ 60nm,
L2¼ 100nm (bottom panel).
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for antiparallel (AP) moments M
!

1 and M
!

2 in the electrodes when q¼p and near
maximal for parallel (P) magnetic moments M

!
1 and M

!
2.

The present heterostructure has an additional degree of freedom, compared to
tunneling FM-I-FM structures that can be used formagnetic sensing. Indeed, spins of
the injected electrons can precess in an external magnetic field H during the transit
time ttr of the electrons through the semiconductor layer (ttr< ts). The angle between
the electron spin and the magnetization M

!
2 in the FM2 layer in Equation 3.65 is in

generalq¼ q0 þ qHwhereq0 is theanglebetween themagnetizationsM1 andM2, and
yH¼ g0gHttr(m0/m�) is the spin rotation angle.Here,H is themagneticfieldnormal to
the spin direction, g¼ qg/(m�c) is the gyromagnetic ratio, g is the g-factor. According to
Equation 3.65, with increasingH the current oscillates with an amplitude (1þPLPR)/
(1�PLPR) and period DH¼ (2pm�)(g0gm0ttr)

�1 (Figure 3.11, top panel). The maxi-
mum operating speed of the field sensor is very high, since redistribution of non-
equilibrium-injected electrons in the semiconductor layer occurs over the transit time
ttr¼w/m|E|¼ Jswts/(JLs), ttr9 10�11 s forw9 200�nm, ts� 3· 10�10 s, and J/Js0 10
(D� 25 cm2 s�1) at T’ 300K [78]). Therefore, the operating frequency f¼ 1/ttr0 100
GHz may be achievable at room temperature. We see that: (i) the present hetero-
structure can be used as a sensor for an ultrafast nanoscale reading of an inhomoge-
neous magnetic field profile; (ii) it includes two FM-S junctions and can be used for
measuring the spin polarizations of these junctions; and (iii) it is a multifunctional
device where current depends on the mutual orientation of the magnetizations in the
ferromagnetic layers, an external magnetic field, and a (small) bias voltage. Thus, it
can be used as a logic element, a magnetic memory cell, or an ultrafast read head.

3.5.4
Spin-Injection Devices

The high-frequency spin-valve effect, described above, can be used for designing a
new class of ultrafast spin-injection devices such as an amplifier, a frequency
multiplier, and a square-law detector [6]. Their operation is based on the injection
of spin-polarized electrons from one ferromagnet to another through a semiconduc-
tor layer, and spin precession of the electrons in the semiconductor layer in a
magnetic field induced by a (base) current in an adjacent nanowire. The base current
can control the emitter current between the magnetic layers with frequencies up to
several 100GHz. Here, we shall describe a spintronic mechanism of ultrafast
amplification and frequency conversion, which can be realized in heterostructures
comprising a metallic ferromagnetic nanowire surrounded by a semiconductor (S)
and a ferromagnetic (FM) thin shells (Figure 3.12a). Practical devices may have
various layouts, with two examples shown in Figure 3.12b and c.
Let us consider the principle of operation of the spintronic devices shown

in Figure 3.12a. When the thickness w of the n-type semiconductor layer is not very
small (w0 30 nm), tunneling through this layer would be negligible. The base
voltage Vb is applied between the ends of the nanowire. The base current Jb, flowing
through the nanowire, induces a cylindrically symmetric magnetic fieldHb¼ Jb/2pr
in the S layer, where r is the distance from the center of nanowire. When the emitter
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voltage Ve is applied between FM layers, the spin-polarized electrons are injected
from the first layer (nanowire FM1) through the semiconductor layer into the second
(exterior) ferromagnetic shell, FM2. The FM1-S and FM2-S junctions are character-
ized by the spin injection efficiencies P1 and P2, respectively. We assume that the
transit time ttr of the electrons through the S layer is less than the spin relaxation time,
ts (i.e., we consider the case of a spin ballistic transport). The exact calculation gives a
current Je, through the structure as a function of the angle y between the magnetiza-
tion vectors M

!
1 and M

!
2 in the ferromagnetic layers. At small angles q or P1¼PL or

P2¼PR

Je ¼ J0eð1þPLPRcosqÞ; ð3:66Þ
where y¼ y0þ yH, y0 is the angle betweenM

!
1 andM

!
2, and qH is the angle of the spin

precesses with the frequency O¼ gH?, where H? is the magnetic field component

Figure 3.12 Schematic of the spin injection-
precession devices having (a) cylindrical, (b)
semi-cylindrical, and (c) planar shape.Here, FM1

and FM2 are the ferromagnetic layers; n-S the n-
type semiconductors layer;w the thickness of the
n-S layer; d the d-doped layers; NW the highly

conductive nanowires; I the insulating layers. The
directions of the magnetizations M

!
1 and M

!
2 in

the FM1 and FM2 layers, as well as the electron
spin s, the magnetic field Hb, and the angle of
spin rotation y in S are also shown.
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normal to the spin and g is the gyromagnetic ratio.One can see fromFigure 3.12a that
H?¼Hb¼ Jb/(2pr). Thus, the angle of the spin rotation is equal to yH¼ gHbttr¼
ttrJb/2prs, where rs is the characteristic radius of the S layer. Then, according to
Equation 3.57,

Je ¼ Je0½1þP1P2cosðq0 þ kjJbÞ�; ð3:67Þ

where kj¼ gttr/2prs¼ g/ors and o¼ 2p/ttr is the frequency of a variation of the base
current, Jb¼ Jscos (ot).
Equation 3.67 shows that, when the magnetization M1 is perpendicular to

M2, y0¼p/2, and yH
 p,

Je ¼ Je0ð1þ kjP1P2JbÞ; G ¼ dJe=dJb ¼ Je0kjP1P2: ð3:68Þ
Hence, the amplification of the base current occurs with the gain G, which can be

relatively high even foro0 100GHz. Indeed, g¼ q/(m�c)� 2.2(m0/m�)105m/(A�s),
where m0 is the free electron mass, m� the effective mass of electrons in the
semiconductor, and c the velocity of light. Thus, the factor kj’ 103 A�1 when
rs’ 30 nm, m0/m�¼ 14 (GaAs) and o¼ 100GHz, so that G> 1 at Je0> 0.1mA/
(P1P2).
When M1 is collinear with M2 (y0¼ 0,p) and yH
 p, then, according to Equa-

tion 3.67, the emitter current is

Je ¼ Je0ð1� P1P2Þ � 1
2
Je0P1P2k

2
j J

2
b : ð3:69Þ

Therefore, the time-dependent component of the emitter current dJeðtÞ / J2bðtÞ,
and the device operates as a square-law detector.When Jb(t)¼ Jb0 cos(o0t), the emitter
current has a component dJe(t)/ cos(2o0t), and the device operates as a frequency
multiplier. When Jb(t)¼ Jh cos(oht)þ Js cos(ost), the emitter current has the compo-
nents proportional to cos(oh�os)t; that is, the device can operate as a high-frequency
heterodyne detector with the conversion coefficient K ¼ Je0JhP1P2k

2
j =4. For kj¼

103A�1, one obtains K> 1 when Je0Jh> 4 (mA)2/(P1P2).

3.5.5
Spin Source of Polarized Radiation

The spin extraction effect can be used for making an efficient source of (modulated)
polarized radiation. Consider a structure containing a FM-S junction with the d-
doped layer and a double p–n0–n heterostructure where the n0-region is made from
narrower gap semiconductor (Figure 3.13).We show that the following effects can be
realized in the structure when both FM-S junction and the heterostructure are biased
in the forward direction, and the electrons are injected from n-semiconductor region
into FM and p-region. Due to a spin selection property of FM-S junction [7], spin-
polarized electrons appear in n-region with a spatial extent L9 Ls near the FM-S
interface, where Ls is the spin diffusion length in NS. When the thickness of the
n-region w is smaller than L, the spin-polarized electron from the n-region and
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holes from p-region are injected and accumulated in a thin narrow-gap n0-region
(quantum well) where they recombine and emit polarized photons.
The conditions for maximal polarization are obtained as follows. When the

thickness of n-region is w< L, we can assume that dn"(x)’ dn"0 and Pn’P0. In
this case, integrating Equation 3.43 over the volume of the n-semiconductor region
(with area S and thickness w), we obtain

Figure 3.13 Schematic (a) of structure and the
band diagram of polarized photon source
containing FM-S junction with d-doped layer and
a double nþ–n0–p heterostructure without (b)
and under the bias voltage V. Minority spin
electrons are extracted from nþ–S
semiconductor layer and the remaining
(majority) electrons are recombined in n0–S

quantum well. F is the Fermi level, D the height
and l the thickness of the d-doped layer, D0 the
height of a barrier in the n-type semiconductor,
Ec(x) the bottom of conduction band in the
semiconductor. The spin density of states is
shown at x< 0 with a high peak inminority states
at E¼ FþD0, typical of elemental Ni, as an
example.
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I"FS þ I"pn � Ic" ¼ qdn"0wS=ts ¼ P0ISw=2Ls: ð3:70Þ
Here, Is¼ JsS; I"FS¼ J"0S and I"pn are the electron currents with spins¼"flowing

into the n-region from FMand the p-region, respectively; I"c is the spin current out of
the n-region in a contact (Figure 3.13a). The current I"pn is determined by injection of
electrons with s¼" from the n-region into the p-region through the crossectional
area S, equal to I"pn¼ Ipnn"0/n¼ Ipn(1þP0)/2, where Ipn is the total current in the p–n
junction. The current ofmetal contact Ic is not spin-polarized; hence Ic"¼ (Ipnþ IFS)/
2, where IFS is the total current in the FM-S junction. The current in the FM-S
junction IFS approaches a maximal value Im¼ JmS at rather small bias, qVFS> 2T.
When Ipn
 IFS’ Im and Im� ISw/Ls, we get P0’�PF. The way to maximize
polarization is by adjustingVFS. Themaximal |P0| can be achieved for the process of
electron tunneling through the d-doped layer when the bottom of conduction band
in a semiconductor Ec¼ FþD0þ qVFS is close to a peak in the density of states of
minority carriers in the elemental ferromagnet (Figure 3.13c, curve g).
The rate of polarized radiation recombination is Rs ¼ qn0sd=tR and the polariza-

tion of radiation is p ¼ ðR" �R#Þ=ðR" þR#Þ ¼ 2dn0"=n0. Since Ipn¼ qn0d/tn, we find
2dn0"=n0 ¼ P0t0sðt0s þ tnÞ� 1, so that p ¼ P0t0sðt0s þ tnÞ� 1. Thus, the radiation po-
larization p can approach maximum p’ |PF| at large current I’ Im when t < t0s. The
latter condition can be met at high concentration n0 when the time of radiation
recombination tR ’ tn < t0s. For example, in GaAs tR’ 3· 10�10 s at n0 5·
1017 cm�3 [86] and t0s can be larger than tR [84]. We emphasize that spin injection
efficiency near a forward-biased FM-S junction is very small.
Practical structures may have various layouts, with one example shown in

Figure 3.14. It is clear that the distribution of dn"ðr!Þ in such a 2-D structure is
characterized by the length L9 Ls in the direction xwhere the electrical field E can be
strong, and by the diffusion length Ls in the (y, z) plane where the field is weak.
Therefore, the spin density near FM and p–n junctions will be close to dn"0 when the
size of the p-region is d< Ls. Thus, the above results for one-dimensional structure

Figure 3.14 Layout of a structure from Figure 3.13, including FM
layers and semiconductor n- and p-regions. Here, n0 made from
narrower gap semiconductor, d-doped layers are between the FM
layers and the n-semiconductor. FM layers are separated by thin
dielectric layers from the p-region.
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(Figure 3.13) are also valid for more complex geometry shown in Figure 3.14. The
predicted effect should also exist for a reverse-biased FM-S junction where the
radiation polarization p can approach þPF.

3.6
Conclusions

In this chapter we have described a variety of heterostructures where the spin degree
of freedom can be used to efficiently control the current: magnetic tunnel junctions,
metallic magnetic multilayers exhibiting giant magnetoresistance, spin-torque ef-
fects in magnetic nanopillars. We also described a method of facilitating an efficient
spin injection/accumulation in semiconductors from standard ferromagneticmetals
at room temperature. The main idea is to engineer the band structure near the
ferromagnet-semiconductor interface by fabricating a delta-doped layer there, thus
making the Schottky barrier very thin and transparent for tunneling. A long spin
lifetime in a semiconductor allows the suggestion of some interesting new devices
such as field detectors, spin transistors, square-law detectors, and sources of the
polarized light described in the present text. This development opens up new
opportunities in potentially important novel spin injection devices.We also discussed
a body of various spin-orbit effects and systems of interacting spins. In particular,
Spin Hall effects result is positive magnetoresitance due to spin accumulation that
may be used to extract the coeefficints for spin-orbit transport. We notice, however,
that Datta–Das spinFET would have inferior characteristics compared to MOSFET.
We also discussed the severe challenges facing single-spin logic and, especially, spin-
based quantum computers.
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4
Physics of Computational Elements
Victor V. Zhirnov and Ralph K. Cavin

4.1
The Binary Switch as a Basic Information-Processing Element

4.1.1
Information and Information Processing

Information can be defined as a technically quantitative measure of distinguish-
ability of a physical subsystem from its environment [1]. One way to create
distinguishable states is by the presence or absence ofmaterial particles (information
carrier) in a given location. For example, one can envision the representation of
information as an arrangement of particles at specified physical locations as for
instance, the depiction of the acronym �IBM� by atoms placed at discrete locations
on the material surface (Figure 4.1).
Information of an arbitrary type and amount – such as letters, numbers, colors, or

graphics specific sequences and patterns – can be represented by a combination of
just two distinguishable states [1–3]. The two states – which are known as binary
states – are usually marked as state 0 and state 1. The maximum amount of
information, which can be conveyed by a system with just two states is used as a
unit of information known as 1 bit (abbreviated from �binary digit�). A system with
two distinguishable states forms a basis for binary switch.
The binary switch is a fundamental computational element in information-

processing systems (Figure 4.2) which, in its most fundamental form, consists
of:

. two states 0 and 1, which are equally attainable and distinguishable

. a means to control the change of the state (a gate)

. a means to read the state

. a means to communicate with other binary switches.

Nanotechnology. Volume 3: Information Technology I. Edited by Rainer Waser
Copyright � 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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4.1.2
Properties of an Abstract Binary Information-Processing System

An elementary binary information-processing system consists of N binary switches
connected in a certain fashion to implement a function. Each binary switch is
characterized by a dimension L and a switching time tsw. A related dimensional
characteristic is the packing density (the number of binary switches per unit area). In
order to increase the packing density, nbit, the characteristic dimension, L, of the
binary switch must decrease:

nbit � 1

L2
ð4:1Þ

Another fundamental characteristic of a binary switch is the switching energy, Esw.
One indicator of the ultimate performance of an information processor, realized as

an interconnected system of binary switches, is the maximum binary throughput
(BIT); that is, the number of binary transitions per unit time per unit area.

BIT ¼ nbit
tsw

ð4:2Þ

Figure 4.1 �IBM� representation via atoms. (Courtesy of IBM:
http://www.almaden.ibm.com/vis/stm/atomo.html).

Figure 4.2 The constituents of an abstract binary switch.
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One can increase the binary throughput by increasing the number of binary
switches per unit area, nbit, and/or decreasing the switching time – that is, the time to
transition from one state to the other, tsw.
It should be noted that, as each binary switching transition requires energyEsw, the

total power dissipation growth is in proportion to the information throughput:

P ¼ nbit
tsw

�Esw ¼ BIT �Esw ð4:3Þ

The above analysis does not make any assumptions on the material system or the
physics of switch operation. In the following sections we investigate the fundamental
relations for nbit, tsw, Esw and the corresponding implications for the computing
systems.

4.2
Binary State Variables

4.2.1
Essential Operations of an Abstract Binary Switch

The three essential properties of a binary switch are Distinguishability, Controllability
and Communicativity. It is said that a binary switch isDistinguishable if – and only if –
the binary state (0 or 1) can be determined with an acceptable degree of certainty by a
measurement (READ operation). The binary switch is Controllable if an external
stimulus can reliably change the state of the system from0 to 1 or from 1 to 0 (WRITE
operation). The binary switch is communicative if it is capable of transferring its state
to other binary switches (TALK operation).

4.2.2
The Use of Particles to Represent Binary Information

Information-processing systems represent system states in terms of physical vari-
ables. One way to create physically distinguishable states is by the presence or absence
of material particles or fields in a given location. Figure 4.3a illustrates an abstract
model for a binary switch the state of which is represented by different positions of a
material particle. In principle, the particle can possess arbitrary mass, charge, and so
on. The only two requirements for the implementation of a particle-based binary
switch are the ability to detect the presence/absence of the particle in, for example the
location x1, and the ability to move the particle from x0 to x1 and from x1 to x0.
Pcorrect is defined as the probability that the binary switch is in the correct state at an

arbitrary time after the command to achieve that state is given. (Alternatively, one can
use the probability of error Perr¼ 1�Pcorrect). A necessary condition for the
distinguishability of a binary switch is

Pcorrect >Perr ð4:4Þ
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Or equivalently:

Perr < 0:5 ð4:5Þ
As will be discussed below, in the physical realizations of binary switches, there

always is some error probability (Perr> 0) in the operation of the switch. As the error
probability cannot exceed 0.5, in the following analysis we will use the condition in
Equation 2.5 to estimate the parameters of a binary switch in the limiting case.
An elementary switching operation of a binary switch consists of three distinct

steps. For example, consider the switch in Figure 4.3a switching from �0� to �1�. The
three steps are: (i) the initial STORE �0� mode; (ii) the transition CHANGE �0–1�
mode; and (iii) the final STORE �1� mode. All three modes have characteristic times
and can be described by the coordinate and velocity of the information carrier/
material particle.
In STORE �0� the particle must be located in position x¼ x0 and remain there for

the time Tstate. In CHANGE �0–1�mode, the state is undefined, as the particle is in the
transition from x0 to x1 with a velocity v01> 0 (for simplicity, velocity can be taken as
the linear dimension of the switch divided by transition time). In STORE �1� (�0�) the
particle must be located in position x¼ x1 (x0) and have lifetime Tstate. The switching
time tsw in this case is given by tsw¼ L/v01, where L¼ x1� x0 is the linear size of the
binary switch.
The question is, what are the requirements for Tstate and tsw in a binary switch for

information processing? As binary logic operates with two logic states �0� and �1�,
while the binary switch has three physical states �0�, �1� and UNDEFINED (i.e.,
CHANGE), if the READ operation of binary switch occurs in the UNDEFINED state,
an error will result.
The conditions for maximum distinguishability of an ideal binary switch are:

. Unlimited lifetime of each state in the absence of control signal: Tmax
state !¥ in

STORE mode. More specifically, for example, synchronous circuits with clock,
Tstate2 [Tclock, 1[, where Tclock is the clock period.

Figure 4.3 An abstract model for the operation of a binary
switch formed (a) by different locations of material particles and
(b) by opposite direction of the electron spin magnetic moment.
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. Fast transition between binary states at the presence of control signal: tsw! 0 in
CHANGE mode (say a negligible fraction of the clock period).

As Tmax
state !¥ in STORE mode, the particle velocity in both 0 and 1 states must be

zero, as the particle must be at rest, that is, v0¼ v1¼ 0; that is, the kinetic energy
E ¼ mv2

2 of the particle should ideally be zero in both STOREmodes. In the CHANGE
mode, the average particle velocity is hv01i> 0, and E> 0. The switching time can
then be estimated as

tsw ¼ L
hv01i ¼ L

ffiffiffiffiffiffi
m
2E

r
ð4:6Þ

Equation 2.6 sets a limit for the switching speed in the non-zero distance case (non-
relativistic approximation).Note that in binary switch operation, an amount of energy
Emust be supplied to the particle before the CHANGE operation begins, and taken
out of the particle after the CHANGE.
If energy remains in the system, the information-bearing particle will oscillate

between the two states with the period 2tsw. In an oscillating system, if friction is
neglected, then energy is preserved (no dissipation) but the information state is not:
the lifetime of each binary state Tstate! 0. The conditions (i) and (ii) of maximum
distinguishability will be violated and such a system cannot act as a binary switch.
Alternatively, if one wishes to preserve the binary state (i.e., Tstate> 0), the energy

must be rapidly taken out from the system. The time of energy removal tout must be
less then half of the switching time: tout < tsw

2 , otherwise an unintended transition to
another state may occur. One rapid way to remove energy is by thermal dissipation to
the environment. If instead, the aim is to remove the energy in a controllable manner,
for example for a possible re-use, a faster switch will be needed which, according to
Equation 4.6 will require a greater energy for its operation. It is concluded that non-
zero energy dissipation is a necessary attribute of binary switch operations.
The above analysis considers binary switches, with states represented by the

presence or absence of material particles (the information-defining particle or infor-
mation carrier) in a given locations, for example the utilization of electrons as
information carriers. As mentioned above, the electromagnetic field also can, in
principle, be used to represent information. For example, a popular candidate is a
binary switch that uses the electron spin magnetic moment, when the two opposing
directions of the magnetic field represent �0� and �1� (Figure 4.3b).

4.3
Energy Barriers in Binary Switches

4.3.1
Operation of Binary Switches in the Presence of Thermal Noise

Consider again, a binary switch where the binary state is represented by particle
location (see Figure 4.3a). Until now, it has been assumed that the information-
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defining particle in the binary switchhas zero velocity/kinetic energy, prior to aWRITE
command. However, each material particle at equilibrium with the environment
possesses kinetic energy of 1/2 kBTper degree of freedom due to thermal interactions,
where kB is Boltzmann�s constant and T is temperature. The permanent supply of
thermal energy to the systemoccurs via themechanical vibrations of atoms (phonons),
and via the thermal electromagnetic field of photons (background radiation).
The existence of random mechanical and electromagnetic stimuli means that the

information carrier/material particle located in x0 (Figure 4.4a) has a non-zero
velocity in a non-zero-T environment, and that it will spontaneously move from its
intended location. According to Equation 4.6, the state lifetime in this case will be

T state � L

ffiffiffiffiffiffiffiffi
m
kBT

r
ð4:7Þ

For an electron-based switch (m¼me¼ 9.11· 10�31 kg) of length L¼ 1mm at
T¼ 300K. Equation 4.8 gives Tstate as �15 ps, and hence the time before the system
would lose distinguishability would be very small.
In order to prevent the state from changing randomly, it is possible to construct

energy barriers that limit particle movements. The energy barrier, separating the two
states in a binary switch is characterized by its height Eb and width a (Figure 4.4b).
The barrier height, Eb, must be large enough to prevent spontaneous transitions

(errors). Two types of unintended transition can occur: �classical� and �quantum�.
The �classical� error occurswhen the particle jumps over barrier, and this can happen
if the kinetic energy of the particle E is larger than Eb. The corresponding �classic�
error probability, PC, is obtained from the Boltzmann distribution as:

PC ¼ exp � Eb

kBT

� �
ð4:8Þ

The presence of energy barrier of width a sets the minimum device size to be
Lmin� a.

4.3.2
Quantum Errors

Another class of errors, termed �quantum errors�, occur due to quantummechanical
tunneling through the barrier of finite width a. If the barrier is too narrow, then

Figure 4.4 Illustration of an energy barrier to preserve the binary states in the presence of noise.

114j 4 Physics of Computational Elements



spontaneous tunneling through the barrier will destroy the binary information. The
conditions for significant tunneling can be estimated using the Heisenberg uncer-
tainty principle, as is often carried out in texts on the theory of tunneling [4]:

DxDp � �h
2

ð4:9Þ

The uncertainty relationship of Equation 4.9 can be used to estimate the limits of
distinguishability. Consider again a �two-well� bit in Figure 4.4b. As is known from
quantum mechanics, a particle can pass (tunnel) through a barrier of finite width,
even if the particle energy is less than the barrier height, Eb. An estimate of how thin
the barriermust be to observe tunneling can bemade fromEquation 4.9; for a particle
at the bottom of the well, the uncertainty in momentum is

ffiffiffiffiffiffiffiffiffiffiffiffi
2mEb

p
, which gives:

ffiffiffiffiffiffiffiffiffiffiffiffi
2mEb

p
Dx � �h

2
ð4:10Þ

Equation 4.10 states that by initially setting the particle on one side of the barrier, it
is possible to locate the particle on either side, with high probability, if Dx is of the
order of the barrier width a. That is, the condition for losing distinguishability is
Dx ( a, and the minimum barrier width is:

amin ¼ aH � �h

2
ffiffiffiffiffiffiffiffiffiffiffiffi
2mEb

p ; ð4:11Þ

where aH is theHeisenberg distinguishability length for �classic to quantum transition�.
For a< aH, the tunneling probability is significant, and therefore particle localiza-

tion is not possible. In order to estimate the probability of tunneling, Equation 4.10
can be re-written, taking into account the tunneling condition a�Dx:

ffiffiffiffiffiffiffi
2m

p
ða

ffiffiffiffiffiffi
Eb

p
Þ � �h

2
ð4:12Þ

From Equation 4.12, the �tunneling condition� can also be written in the form

1� 2
ffiffiffiffiffiffiffi
2m

p

�h
a

ffiffiffiffiffiffi
Eb

p
� 0; ð4:13Þ

Since for small x, e�x� 1� x, the tunneling condition then becomes

exp � 2
ffiffiffiffiffiffiffi
2m

p

�h
� a �

ffiffiffiffiffiffi
Eb

p� �
� 0 ð4:14Þ

The left-hand side of Equation 4.14 has the properties of probability. Indeed, it
represents the tunneling probability through a rectangular barrier given by the
Wentzel–Kramers–Brillouin (WKB) approximation [5]:

PWKB � exp � 2
ffiffiffiffiffiffiffi
2m

p

�h
� a �

ffiffiffiffiffiffi
Eb

p� �
ð4:15aÞ

This equation also emphasizes the parameters controlling the tunneling process,
which include the barrier height Eb and barrier width a, as well as the massm of the
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information-bearing particle. If separation between two wells is less than a, the
structure of Figure 4.4b would allow significant tunneling. In fact, it is instructive to
examine the physicalmeaning of Equation 4.11, whichwemarked as the condition of
significant tunneling or �classic to quantum transition�. Substituting Equation 4.11
into Equation 4.15a provides an estimate for tunneling probability through a
rectangular barrier of width aH:

PWKB � exp � 2
ffiffiffiffiffiffiffi
2m

p

�h
� aH �

ffiffiffiffiffiffi
Eb

p� �
¼ expð� 1Þ � 0:37 ð4:15bÞ

Thus, the Heisenberg distinguishability length aH from Equation 4.11 corre-
sponds to a tunneling probability of approximately 37%.

4.3.3
A Combined Effect of Classical and Quantum Errors

As discussed in the previous sections, there are two mechanisms of spontaneous
transitions (errors) in binary switching: the over-barrier transition (�classic� error);
and through-barrier tunneling (�quantum� error). The probabilities of the classic and
quantum errors are given by Equations 4.8 and 4.15a, respectively. The joint error
probability of the two mechanisms is [3]:

Perr ¼ PC þPQ �PC �PQ ð4:16Þ

Or, from Equations 4.8 and 4.15a, we obtain:

Perr ¼ exp � Eb

kBT

� �
þexp

2
ffiffiffiffiffiffiffi
2m

p

�h
�a

ffiffiffiffiffiffi
Eb

p� �
�exp � �hEbþ2akBT

ffiffiffiffiffiffiffiffiffiffiffiffi
2mEb

p
�hkBT

� �
ð4:17Þ

4.4
Energy Barrier Framework for the Operating Limits of Binary Switches

4.4.1
Limits on Energy

The minimum energy of binary transition is determined by the energy barrier. The
work required to suppress the barrier is equal or larger than Eb; thus, the minimum
energy of binary transition is given by the minimum barrier height in binary switch.
The minimum barrier height can be found from the distinguishability condition
[Equation 4.5], which requires that the probability of errorsPerr< 0.5. First, the case
is considered when only �classic� (i.e., thermal) errors can occur. In this case,
according to Equation 4.8:

Perr ¼ PC ¼ exp � Eb

kBT

� �
ð4:18Þ
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These classic transitions represent the thermal (Nyquist–Johnson) noise. By
solving Equation 4.18 for Perr¼ 0.5, we obtain the Boltzmann�s limit for the
minimum barrier height, EbB

EbB ¼ kBT ln 2 � 0:7kBT ð4:19Þ

Equation 4.19 corresponds to the minimum barrier height, the point at which
distinguishability of states is completely lost due to thermal over-barrier transitions.
In deriving Equation 4.19, tunneling was ignored – that is, the barrier width is
assumed to be very large, a� aH.
Next, we consider the case where only quantum (i.e., tunneling) errors can occur.

In this case, according to Equation 4.15a

Perr ¼ PQ � exp � 2
ffiffiffiffiffiffiffi
2m

p

�h
� a �

ffiffiffiffiffiffi
Eb

p� �
ð4:20Þ

By solving Equation 4.20 for Perr¼ 0.5, we obtain the Heisenberg�s limit for the
minimum barrier height, EbH

EbH ¼ �h2

8ma2
ðln 2Þ2 ð4:21Þ

Equation 4.21 corresponds to a narrow barrier, a� aH, the point at which
distinguishability of states is lost due to tunneling transitions. In deriving Equa-
tion 4.21, over-barrier thermal transitions were ignored – that is, the temperaturewas
assumed to be close to absolute zero, T! 0.
Now,we consider the casewhen both thermal and tunneling transitions contribute

to the errors in a binary switch. In this case, the total error probability is given by
Equation 4.17. An approximate solution of Equation 4.17 for Perr¼ 0.5 is

Ebmin ¼ kBT ln 2þ �h2

8ma2
ðln 2Þ2 ð4:22Þ

Equation 4.22 provides a generalized value for minimum energy per switch
operation at the limits of distinguishability, that takes into account both classic and
quantum transport phenomena. The graph in Figure 4.5 shows the numerical
solution of Equation 4.17 and its approximate analytical solution given by Equa-
tion 4.22 for Perr¼ 0.5. Is it clearly seen that for a> 5 nm, the Boltzmann�s limit,
EbB¼ kBT ln2, is a valid representation of minimum energy per switch operation,
while for a< 5 nm, the minimum switching energy can be considerably larger.

4.4.2
Limits on Size

Theminimum size of a binary switch L cannot be smaller then the distinguishability
length aH. From both Equations 4.11 and 4.19, one can estimate the Heisenberg�s
length for the binary switch operation at the Boltzmann�s limit of energy:

4.4 Energy Barrier Framework for the Operating Limits of Binary Switches j117



aHB ¼ �h

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mkBT ln 2

p ð4:23Þ

For electrons (m¼me) at T¼ 300K, we obtain aHB� 1 nm.
The distinguishability length aHBdefines both theminimumsize of the switch and

the separation between the two neighboring switches. Thus, themaximumdensity of
binary switches is:

nmax � 1

ð2aHBÞ2
ð4:24Þ

For electron-based binary switches at 300K (aHB� 1 nm) and nmax� 1013 cm�2.

4.4.3
Limits on Speed

The next pertinent question is the minimum switching time, tmin, which can be
derived from the Heisenberg relationship for time and energy:

DEDt � �h
2

ð4:25aÞ

or

tmin ffi �h
2DE

ð4:25bÞ

Equation 4.25b is an estimate for the maximum speed of dynamic evolution [6] or
the maximum passage time [7]. It represents the zero-length approximation for the

Figure 4.5 Minimum energy per switch operation as a function of minimum switch size.
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switching speed, in contrast with Equation 4.6, which is distance-dependent. If
L� aH, then Equation 4.6 converges to Equation 4.25b.
For the Boltzmann�s limit, E¼EbB [Equation 4.19], we obtain

tmin B ffi �h
2kBT ln 2

� 2 � 10� 14 s ð4:26Þ

It should be noted that Equation 4.26 is applicable to all types of device, and no
specific assumptions were made about any physical device structure.

4.4.4
Energy Dissipation by Computation

UsingEquations 4.1–4.3 allows one to estimate power dissipation by a chip containing
the smallest binary switches, L� aHB [Equation 4.23], packed to maximum density
[Equation 4.24] and operating at the lowest possible energy per bit [Equation 4.19].
The power dissipation per unit area of this limit technology is given by:

P ¼ nmaxEmin B

tminB
� 1013 cm� 2 � 3 � 10� 21 J

2 � 10� 14 s
� 2 � 106 W

cm2
ð4:27Þ

The energy density bound in the range of MWcm�2 obtained by invoking kBT ln 2
as the lower bound for the device energy barrier height is an astronomic number. If
known cooling methods are employed, it appears that that heat-removal capacity of
several hundred Wcm�2 represents a practically achievable limit. The practical
usefulness of alternative electron-transport devices may be derived from lower
fabrication costs or from specific functional behavior; however, the heat removal
challenge will remain.

4.5
Physics of Energy Barriers

The first requirement for the physical realization of any arbitrary switch is the
creation of distinguishable states within a system of such material particles. The
second requirement is the capability for a conditional change of state. The properties
of distinguishability and conditional change of state are two fundamental and
essential properties of a material subsystem that represents binary information.
These properties are obtained by creating and control energy barriers in a material
system.
The physical implementation of an energy barrier depends on the choice of the

state variable used by the information processing system. The energy barrier creates a
local change of the potential energy of a particle from a value U1 at the generalized
coordinate q1 to a larger value U2 at the generalized coordinate q2. The difference
DU¼U2�U1 is the barrier height. In a system with an energy barrier, the force
exerted on a particle by the barrier is of the form F ¼ qU

qq . A simple illustration of a one
dimensional barrier in linear spatial coordinates, x, is shown in Figure 4.6a. It should
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be noted, that the spatial energy changes in potential energy require a finite spatial
extension (Dx¼ x2� x1) of the barrier (Figure 4.6a and b). This spatial extension
defines aminimumdimension of energy barrier, amin: amin> 2Dx. In this section,we
consider the physics of barriers for electron charge, electron spin, and optical binary
switches.

4.5.1
Energy Barrier in Charge-Based Binary Switch

For electrons, the basic equation for potential energy is the Poisson equation

r2j ¼ � r
e0

; ð4:28Þ

where r is the charge density, e0¼ 8.85· 10�12 Fm�1 is the permittivity of free space,
and j is the potential: j¼U/e. According to Equation 4.28, the presence of an energy
barrier is associated with changes in charge density in the barrier region. The barrier-
forming charge is introduced in a material, for example by the doping of semicon-
ductors. This is illustrated in Figure 4.6b, for a silicon n-p-n structurewhere the barrier
is formed by ionized impurity atoms such asPþ in the n-region andB� in the p-region.
The barrier height Eb0 depends on the concentration of the ionized impurity atoms [8]:

Eb0 � kBT ln
N �

A N þ
B

ni
; ð4:29Þ

where, N �
A , N þ

B , and ni are the concentration of negatively charged impurities
(acceptors), positively charged impurities (donors), and the intrinsic carrier concen-
tration in a semiconductor, respectively.
The minimum barrier extension is given by the Debye length [8]:

LD �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0ekBT
e2ND

s
; ð4:30Þ

Figure 4.6 An illustration to the energy barrier in a material
system. (a) Abstraction; (b) physical implementation by doping of
a semiconductor.
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where e is the relative dielectric permittivity of a semiconductor, and ND ¼
N �

A ¼ N þ
B (abrupt p-n junction approximation). The maximum concentration of

electrically active dopantsNmax is close to the density of states in the conduction,Nc,
and valence bands, Nv of the semiconductor. For silicon, Nmax� 1019 cm�3 [8], and
it follows that LDmin� 1.3 nm. The minimum barrier length therefore is amin ¼
2LDmin� 2.6 nm.
The energy diagram of Figure 4.6b is typical of many semiconductor devices, for

example, field effect transistors (FET). The barrier region corresponds to the FET
channel, while the wells correspond to the source and drain. In order to enable
electron movement between the source and drain, the barrier height must be
decreased (ideally suppressed to zero). To do this, the amount of charge in the
barrier region needs to be changed, according to Equation 4.28. A well-known
relationship connects the electrical potential difference Dj¼V and charge, Dq,
through capacitance

C ¼ Dq
Dj

ð4:31Þ

In field-effect devices, in order to change the charge distribution in the barrier
region – and hence lower the barrier – a voltage is applied to an external electrode
(gate), which forms a capacitor with the barrier region (in bipolar devices, external
charge is injected in the barrier region to control the barrier height).When voltageVg

is applied to the barrier region, the barrier will change from it initial height Eb0
(determined by impurity concentration):

Eb ¼ Eb0 � eVg ð4:32Þ
The voltage needed to suppress the barrier from Eb0 to zero (the threshold voltage)

is:

V t ¼ Eb0

e
ð4:33Þ

Thus, the operation of all charge transport devices involves charging and dischar-
ging capacitances to change barrier height, thereby controlling charge transport in
the device. When a capacitor C is charged from a constant voltage power supply Vg,
the energy Edis is dissipated, that is, it is converted into heat [9]:

Edis ¼
CV2

g

2
ð4:34Þ

The minimum energy needed to suppress the barrier (by charging the gate
capacitor) is equal to the barrier height Eb. Restoration of the barrier (by discharging
gate capacitance) also requires a minimum energy expenditure of Eb. Thus, the
minimum energy required for a full switching cycle is at least 2Eb.
It should be noted that in the solid-state implementation of binary switch, the

number of electrons in both wells is large. This is different from an abstract system
having only one electron (see above). In a multi-electron system, the electrons strike
the barrier from both sides, and the binary transitions are determined by the net
electron flow, as shown in Figure 4.7.
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Let N0 be the number of electrons that strike the barrier per unit time. Thus, the
number of electrons NA that transition over the barrier from well A per unit time is

NA ¼ N0 exp � Eb

kBT

� �
ð4:35Þ

The corresponding current IAB is

IAB ¼ e �NA ¼ eN0 exp � Eb

kBT

� �
ð4:36Þ

Electrons in well B also can strike the barrier and therefore contribute to the over-
barrier transitions with current IBA. Thus, the net over-barrier current is

Figure 4.7 The fundamental operation of multi-electron binary
switch. (a) No energy difference between wells A and B, resulting
in a symmetric energy diagram. (b) Energy asymmetry is created
due to energy difference eVAB between the wells A and B. (c) State
CHANGE operation: the barrier height Eb is suppressed by
applying gate potential Vg, while energy difference eVAB between
the wells A and B.
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I ¼ IAB � IBA ð4:37Þ
The energy diagram of Figure 4.7a is symmetric, hence IAB¼ IBA, and I¼ 0.

Therefore, no binary transitions occur in the case of symmetric barrier. In order to
enable the rapid and reliable transition of an electron fromwellA to wellB, an energy
asymmetry between two wells must be created. This is achieved by energy difference
eVAB between the wells A and B (Figure 4.7b).
For such an asymmetric diagram, the barrier height for electrons in thewellA isEb,

and for electrons in the well B is (Ebþ eVAB). Correspondingly, from Equations 4.36
and 4.37 the net current is

I ¼ eN0 exp � Eb

kBT

0
@

1
A� eN0 exp � Eb � eVAB

kBT

0
@

1
A

¼ eN0 exp � Eb

kBT

0
@

1
A 1� exp � eVAB

kBT

0
@

1
A

2
4

3
5

ð4:38aÞ

By substituting Equation 4.32 for Eb, we obtain:

I ¼ eN0 exp � Eb0 � eVg

kBT

� �
1� exp � eVAB

kBT

� �� �
ð4:38bÞ

By expressing Eb0 as eVt from Equation 4.33 and using the conventional notations
I¼ Ids (source-drain current) and VAB¼Vds (source-drain voltage), we obtain the
equation for the subthreshold I–V characteristics of FET [10]:

Ids ¼ I0 exp
eðVg �VtÞ

kBT

� �
1� exp � eVds

kBT

� �� �
ð4:38cÞ

An example plot of Equation 4.38c is shown in Figure 4.8.
The minimum energy difference between the wells, eVABmin, can be estimated

based on the distinguishability arguments for CHANGE operation, when is Eb is

Figure 4.8 A source-drain I-V characteristic derived from the
energy barrier model for a charge-based binary switch.
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suppressed by applying the gate voltage, for example Eb¼ 0 (Figure 4.7c). For a
successful change operation, the probability that each electron flowing fromwellA to
well B is not counterbalanced by another electron moving from well B to well A
should be less than 0.5 in the limiting case. The energy difference eVAB forms a
barrier for electrons in well B, but not for electrons in well A, and therefore, from
Equation 4.18 we obtain

eVABmin ¼ Ebmin ¼ kBT ln 2 ð4:39Þ
If N is the number of electrons involved in the switching transition between two

wells, the total minimum switching energy is

ESWmin ¼ 2Eb þNeVAB ¼ ðNþ 2ÞkBTn2 ð4:40aÞ
If N¼ 1, then

ESWmin ¼ 3kBT ln 2 � 10� 20 J ð4:40bÞ

4.5.2
Energy Barrier in Spin-Based Binary Switch

In addition to charge, e, electrons possess intrinsic angular momentum (spin). As
result, they also possess a permanent magnetic moment [11]:

ms ¼ 	 1
2
g �mB ð4:41Þ

wheremB is theBohrmagneton,mB ¼ e�h
2me

, and g is the coupling constant known as the
Land�e gyromagnetic factor or g-factor. For free electrons and electrons in isolated
atoms g0¼ 2.00. In solids, consisting of a large number of atoms, the effective g-factor
can differ from g0.
The energy of interaction, Em�B, between a magnetic moment m! and a magnetic

field B
!

is:

Em�B ¼ � m! � B! ð4:42Þ
For the electron spin magnetic moment in a magnetic field applied in the z

direction, the energy of interaction takes two values, depending on whether the
electron spin magnetic moment is aligned or anti-aligned with the magnetic field.
From Equations 4.41 and 4.42 one can write, assuming g¼ 2

E"" ¼ � e�h
2me

�Bz

E"# ¼ þ e�h
2me

�Bz

ð4:43Þ

The energy difference between the aligned and anti-aligned states represents the
energy barrier in the spin binary switch and is

Eb ¼ E"# �E"" ¼ 2mBBz ð4:44Þ
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Equations 4.43 and 4.44 represent a physical phenomenon known as Zeeman
splitting [11]. The operation of a single spin binary switch is illustrated in Figure 4.9.
In the absence of an external magnetic field, there is equal probability that the
electron has magnetic momentþmB or�mB; that is, the two states are indistinguish-
able (Figure 4.9a). When an external magnetic field is applied (Figure 4.9b and c), the
two states are separated in energy. The lower energy state has higher probability of
population and this represents the binary state �1� (Figure 4.9b) or �0� (Figure 4.9c) in
this system. Binary switching occurs when the external magnetic field changes
direction, as shown in Figure 4.9b and c.
This abstraction, while very simple, applies to all types of spin devices, at

equilibrium with the thermal environment, including for example proposed spin
transport devices [12–14] and coupled spin-polarized quantum dots [15].
The barrier-forming magnetic field B can be either a built-in field formed by a

material layer with a permanentmagnetization, or created by an external source (e.g.,
an electromagnet). In both cases, the change in the direction of the externalmagnetic
field required for binary switching is produced by an electric current pulse in one of
two opposite directions. The need for two opposite directions of electrical current
flow requires additional electrical binary switches to control current flow in the
electromagnet.
Some generic electrical circuits to manipulate the barrier height are a spintronic

binary switch are shown in Figure 4.10. These require four electrical binary switches
in the case of single power supply (Figure 4.10a), or two binary switches in the case of
two power supplies (Figure 4.10b).
Thus, each spin-based binary switch requires two or four �servant� charge-based

binary switches. This will result in larger area per device and also a larger energy
consumption per operation, as compared to the charge-based switches. As the
minimum switching energy of one charge-based device is �3kBT [according to
Equation 4.40b], the minimum switching energy of a spin device Espin for single
power supply scheme is

Figure 4.9 An abstract model of a single spin binary switch.
(a)B¼ 0, the two states are indistinguishable. (b, c)B 6¼ 0, the two
binary states are separated by the energy gap Eb.
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Espin ¼ EM þ 12kBT ð4:45Þ
where EM is the energy required to generate the magnetic field to change the spin
state.
One possible way to address the �electrical� challenge for spin devices is to change

the spin control paradigm. The paradigm described above uses a system of binary
switches, each of which can be controlled independently by an external stimulus, and
each switch can, in principle control any other switch in the system.However, it is not
clear whether a spin state-based device can be used to control the state of subsequent
spin devices without going through an electrical switching mechanism as discussed
above. Although it is possible that local interactionsmay be used to advantage for this
purpose [15, 16], feasibility assessments of these proposals in general information
processing applications are clearly required.
Let us now consider a hypothetical single spin binary switch that, ideally, might

have atom-scale dimensions. At thermal equilibrium there is a probability of
spontaneous transition between spin states �1� and �0� in accordance with Equa-
tion 4.18. Correspondingly, for Perr< 0.5, according to Equation 4.19 the energy
separation between to state should be larger than kBT ln 2

2mBBmin ¼ kBT ln 2 ð4:46Þ

From Equations 4.19 and 4.44 we can obtain the minimum value of B for a switch
operation

Bmin ¼ kBT ln 2
2mB

¼ me

e�h
kBT ln 2 ð4:47Þ

Figure 4.10 A generic electrical circuit to control spin binary
switch. (a) Single power supply scheme; (b) double power supply
scheme.
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At T¼ 300K, Equation 4.47 results in Bmin� 155 Tesla (T), which is much larger
than can be practically achieved (a summary of the technologies used to generate high
magnetic fields is provided in Table 4.1).
One of the most difficult problems of very high magnetic field is the excessive

power consumption and Joule heating in electromagnets. The relationship between
power consumption, P, and magnetic field B, in an electromagnet is [17]:

P � B2 ð4:48Þ
Moreover, as the production of magnetic fields with B> 10T requires many

megawatts of power, thesemagnetic field-production systems have large dimensions
and a mass of many tons (see Table 4.2).
Thus, it is concluded that single electron spin devices operating at room tempera-

ture would require local magnetic fields greater than have been achieved to date with
large-volume apparatus.
Inmulti-spin systems, it is possible to increase themagneticmomentm and therefore,

to decrease the magnitude of the external magnetic field B required for binary switch
operation. The increase of mmay be due to an increase in number of co-aligned spins,
which results in collective effects such as paramagnetism and ferromagnetism.

Table 4.1 Maximum magnetic fields and limiting factors (from Ref. [17]).

Magnet Bmax [T] Limiting factor

Conventional magnetic-core
electromagnet

�2 Permeability saturation of the of
magnetic core

Steady-field air-core NbTi andNb3Sn
superconducting electromagnet

�20 Critical magnetic field

Steady-field air-core water-cooled
electromagnet

�30 Joule heating

Pulsed-field hybrid electromagnet �50 Maxwell stress

Table 4.2 Examples of practical implementations of the sources of magnetism.

Magnet B [T] P Mass Comments

Small bar magnet �0.01 — �g —

Small neodymium–iron–boron
magnet

�0.2 — �g —

Big Magnetic-core electromagnet �2 �100W �kg —

Steady-field superconducting
electromagnet [19]

�16 �MW �tons Cryogenic temperatures

Current status of Pulse Magnet
Program at National High Magnetic
Field Laboratory [18]

60–65 �MW �tons Cryogenic temperatures; a
30-min cooling time between
shots
Lifetime �400 cycles
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4.5.3
Energy Barriers for Multiple-Spin Systems

In a system of N spins in an external magnetic field, there are N"" spin magnetic
moments parallel to the external magnetic field, and the resultingmagnetic moment
is

m ¼ mB �N"" ¼ mBNð1�PerrÞ ¼ mBN 1� exp � mBB
kBT

� �� �
ð4:49Þ

As seen above, for all practical cases mBB
 kBT, and since (1� ex)� x, for x! 0,
there results

m � Nm2
BB

kBT
ð4:50Þ

Equation 4.50 is known as the Curie law for paramagnetism [11]. From Equa-
tions 4.50 and 4.44 one can calculate the minimum number of electron spins
required for spin binary switch operating at realistic magnitudes of the magnetic
field:

Nmin � ln 2
2

kBT
mBB

� �
ð4:51Þ

For example, forB¼ 0.1 T (a small neodymium–iron–boronmagnet; seeTable4.1),
Nmin� 7 · 106. If the number of electrons with unpaired spins per atom is f (f varies
between 1 and 7 for different atoms), then the number of atoms needed is Nmin/f.
Correspondingly, one can estimate the minimum critical dimension amin of the
binary switch as:

amin � Nmin

f � nV

� �1
3

; ð4:52Þ

where nV is the density of atoms in the material structure. Assuming an atomic
density close to the largest known in solids, nV¼ 1.76· 1023 cm�3 (the atomic density
of diamond) and B� 0.1 T, we obtain amin� 41 nm for f¼ 1 and amin� 22 nm for
f¼ 7. Thus, it is concluded that for reliable operation atmoderatemagnetic fields, the
physical size of a multi-spin-based binary switch is larger than the ultimate charge-
based devices. The effect of collective spin behavior is currently used, for example, in
magnetic randomaccessmemory (MRAM) [14] and in electron spin resonance (ESR)
technologies.
As an example, it is estimated that the energy needed to operate a spin-based

binary switch for the case when the magnetic field is produced by electrical current I
in a circular loop of wire surrounding the switch, as shown in Figure 4.10. The
magnetic field in the center of the loop is [20]:

B ¼ m0I
2r

; ð4:53Þ

where m0 is the magnetic permeability of free space.
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In order to switch the external magnetic field, for example from zero to þB
!

or
from þB

!
to �B

!
, work must be done. If the magnetic field is formed by electrical

current I produced by an external voltage source, then the energy dissipated by one
half of switching cycle (e.g., the rise from zero to þB

!
):

Edis ¼ LI2

2
ð4:54Þ

where L is electrical inductance. Equation 4.54 is analogous to the energy of CV2/2
dissipated in charge-based devices [Equation 4.34].
If magnetic field needs to be sustained for the time period t, then additional energy

will be dissipated due to resistance R, and thus the total energy dissipation is:

Edis ¼ LI2

2
þ I2R � t ð4:55Þ

If themagnetic field does not need to be sustained (e.g., in ferromagnetic devices),
after switching the currentmust be reduced to zero, in which case another amount of
energy of Equation 4.54 is dissipated. Thus, the energy expenditure needed to
generate the magnetic field EM [see Equation 4.55] in a full switching cycle is

EM ¼ LI2 ð4:56Þ
By definition, electrical inductance L is a proportionality factor connecting

magnetic flux F and the electric current I that produces the magnetic field [20]:

F ¼ L � I ð4:57Þ
The magnetic flux in turn is defined as

F ¼ B �A ð4:58Þ
where A is the area, A¼pr2, for the case of circular loop.
From Equations 4.53,4.57 and 4.58, the inductance of a circular loop of radius r is

approximately:

L � pm0r
2

ð4:59Þ

Equation 4.64 is an approximation assuming constant magnetic field inside the
loop and ignoring the effects of wire thickness.1)

By combining Equations 4.53,4.56 and 4.59, we obtain:

EM ¼ 2p
m0

r3B2 ð4:60Þ

For the minimum device size given by Equation 4.52, and noting that r� amin as
obtained from Equations 4.19 and 4.60:

1) An accurate result for the inductance of the
circular loop is L¼ m0r[ln(8r/b)� 7/4],
where b is the radius of the wire [21]. This

differs from Equation 4.59 by a factor of
1.6–3 for a realistic range of r/b ratios of
10–100.
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EM min ¼ p ln 2
m0nV

kBT
mB

� �2

ð4:61Þ

For the largest atomic density of solids, nV¼ 1.76· 10�23 cm�3 (diamond), we
obtain:

EM min � 2 � 10� 18 J � 480kBT ð4:62Þ

4.5.4
Energy Barriers for the Optical Binary Switch

Optical digital computingwas – and still is – considered by some as a viable option for
massive information processing [22]. Sometimes, it is referred to as �computing at
speed of light� [23] and, indeed, photons do move at the speed of light. At the same
time, a photon cannot have a speed other then the speed of light, c, and therefore it
cannot be confined within a binary switch of finite spatial dimensions.
Theminimumdimension of optical switch is given by the wavelength of light, l. If

amin<l, there is high probability that the light will not �sense� the state – that is, the
error probability will increase. For visible light, amin� 400 nm.
Binary state control in the optical switch is accomplished by local changes in optical

properties of the medium, such as the refraction index, reflectivity or absorption,
while photons are used to read the state. In many cases, the changes in optical
properties are related to a rearrangement of atoms under the influence of electrical,
optical, or thermal energy. The energy barrier in this case is therefore related to either
inter-atomic or inter-molecular bonds. Examples of such optical switches are liquid
crystal spatial light modulators [22] and non-linear interference filters [22]. Another
example is a change in refractive index as the result of a crystalline-to amorphous
phase change, which is used for example in the rewritable CD. The minimum
switching energy of this class of optical switches is related to the number of atoms,N,
and therefore to the size L. In the limiting case, L� amin�l. In order for the atoms of
an optical switch to have a distinguishable change of their position, the energy supply
to each atom should be larger than kBT. The total switching energy is therefore:

E � N � kBT ð4:63Þ
For aminimum energy estimate, wemust consider the smallest possibleN, which

corresponds to an single-atom plane of size l. If optical switch materials have an
atomic density n, then one obtains:

E � n
2
3 � l2 � kBT ð4:64Þ

For most solids, n¼ 1022–1023 cm�3. Taking n¼ 5· 1022 cm�3, T¼ 300K, and
amin� 400 nm, we obtain E� 1014 J, which is in agreement with estimates of the
physical limit of switching energy of optical digital switches, as reported in the
literature [22].
Optical switches may also be based on electroabsorption. In these devices, the

absorption changes by the application of an external electric field that deforms the
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energy band structure. One example that has attracted considerable interest for
practical application is theQuantum-Confined Stark Effect [24]. If an electricalfield is
applied to a semiconductor quantum well, the shape of the well is changed, perhaps
from rectangular to triangular. As result, the position of energy levels also changes,
and this affects the optical absorption. As the formation of an electric field requires
changes in charge distribution [Equation 4.28], the analysis of electroabsorption
optical switch is analogous to a charge-based switch, where the energetics is
determined by charging and discharging of a capacitor [Equations 4.31 and 4.32].
It should be noted that the capacitance of an optical switch is considerably larger then
the capacitance of electron switch, because of larger capacitance area of the optical
switch (�l2). By using the estimated minimum size of an electron switch aemin� 1
nm (as estimated in Section 4.4.2), and taking into account Equation 4.40b,we obtain
an estimate for the switching energy of an electroabsorption device:

E � 3kBT
l2

a2e min

� 1:2 � 10� 20 J � ð400 nmÞ
ð1 nmÞ � 10� 15 J ð4:65Þ

The result fromEquation 4.65 is in an agreementwith estimates of physical limit of
electro-absorption optical switch, as detailed in the literature [22, 25].
This energy barrier – and therefore the switching energy for an optical binary

switch – is relatively high, with estimates for the theoretical limit for optical device
switching energy varying between 10�14 and 10�15 J, for different types of optical
switch [22]. It should be noted that the switching speed is the speed of re-arrangement
for atoms or for charge in the material, and is not related to the speed of light.

4.6
Conclusions

Based on the idea that information is represented by the state of a physical system –

for example, the location of a particle – we have shown that energy barriers play a
fundamental role in evaluating the operating limits of information-processing
systems. In order for the barrier to be useful in information-processing applications,
it must prevent changes in the state of the processing element with high probability,
and it alsomust support rapid changes of statewhen an external CHANGEcommand
is given. If one examines the limit of tolerable operation – that is, the point at
which the state of the information-processing element loses its ability to sustain a
given state – it is possible to advance estimates of the limits of performance for
various types of information-processing element. In these limit analyses, the
Heisenberg uncertainty relationship can serve as a basis for estimating performance
using algebraic manipulations only.
It was shown that charge-based devices in the limit could offer extraordinary

performance and scaling into the range of a few nanometers, albeit at the cost of
enormous and unsustainable power densities. Nonetheless, it appears that there is
considerable room for technological advances in charge-based technologies. One
could consider using electron spin as a basis for computation, as the binary system
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state can be defined in terms of spin orientation.However, an energy barrier analysis,
based on the equilibrium room-temperature operation of a digital spin-flipping
switch, has revealed that extraordinarily large externalmagnetic fields are required to
sustain the system state, and hence that a high energy consumption would result.
(Although it has been proposed that if devices can be operated out-of-equilibrium
with the thermal environment, then perhaps computational state variables can be
chosen to improve on the switching energy characteristic of spin-based devices [26].)
The need for very large magnetic fields can be eased by utilizing multiple electron
spins to represent the state of the processing element. Unfortunately, the number of
electrons that must be utilized is such that the size of the processing elements would
be about an order of magnitude larger than that of a charge-based device. Finally, we
briefly examined the different physical realizations for optical binary elements, and
found that the inability to localize a photon, although an advantage for communica-
tion systems, works against the implementation of binary optical switches. As a
general rule, optical binary switches are significantly larger than charge-based
switches.
Although it appears that it will be difficult to supplant charge as a mainstream

information-processing state variable, there may be important application areas
where the use of spin or optics could be used to advantage.While the present chapter
has focused on the properties of the processing elements themselves, information-
processing systems are clearly comprised of interconnected systems of these ele-
ments, and it is the system consideration that must remain paramount in any
application. Nonetheless charge-based systems, by using the movement of charge to
effect element-to-element communication, avoid changing any state variable to
communicate, and this is a decided advantage.
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5
Charged-Particle Lithography
Lothar Berger, Johannes Kretz, Dirk Beyer, and Anatol Schwersenz

5.1
Survey

The extensive functional range of modern microelectronics is being driven by the
ability to pack large numbers of transistors into a small piece of silicon as an integrated
circuit. Today, themethod used to pattern almost all integrated circuits is photolithogra-
phy (also referred to as optical lithography), where circuit patterns frommaster images,
the transmission photomasks, are transferred to silicon wafers by projection optics. In
more detail, the wafer is coated with a photoresist, which is exposed with the desired
circuit pattern (see Figure 5.1). The resulting resist pattern is transferred to thewafer by
subsequent process steps. A detailed introduction to photolithography can be found in
Ref. [1], while a comprehensive study is presented in Ref. [2].
Thepivotal device of the integrated circuits of today is themetal oxide semiconductor

field effect transistor (MOSFET), for which a sample photolithographic process,
producing the electrical connections, is shown in Figure 5.2. Here, the bulk transistor
has already been fabricated on the wafer, and consists of the doped areas of source,
drain, and gate. The wafer is then coated with a positive photoresist, and exposed to
form the contact areas for the transistor (Figure 5.2a). The exposed areas of the
photoresist are removed by a developer chemical (b), after which the insulating layer,
now open at source, drain, and gate, is etched away (c). After metallization, the
remaining unexposed photoresist is removed by a stripping chemical (d).
In 2006, the gate length of theMOSFET in themost advanced integrated circuits is

typically 65 nm. The gate length, being the smallest feature required, is also known as
the critical dimension (CD) of the pattern. ACDof 65 nm is close to the resolution limit
of the current photolithography. The smallest feature is determined by:

CD ¼ k1
l
NA

ð5:1Þ

where k1 is a factor determined by the projection optics and process flow, l is the
wavelength of the photons, and NA is the numerical aperture between the objective
optical lens and the resist plane.
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While a number of techniques have been developed to increase the resolution
by reducing k1 (referred to as resolution enhancement techniques; RET), the smallest
feature that can be prepared by photolithography is ultimately dependent on the
wavelength l of the photons. Therefore, there is a history of reducing the
wavelength, which is 193 nm for the current state-of-the-art deep ultraviolet
lithography (DUVL). With k1� 0.3 for current projection optics and process flow,
and NA� 0.95 for a technically feasible projection in air, CD� 61 nm represents
the smallest feature.
Attempts to reduce the wavelength further have been investigated extensively, but

encountered problems. For example, at l¼ 157 nm no fully suitable material has
been found to fabricate the transmission photomask and the lenses of the projection
optics. Therefore, the current 193-nm photolithography is now scheduled to be
extended into 193 nm immersion photolithography, which increases the NA by

Figure 5.1 The principle of photolithography.

Figure 5.2 The photolithographic process for making electrical connections to a transistor.
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conducting the exposure not in air, but in a liquid. With NA� 1.4 for a technically
feasible projection in water, CD� 42 nm can be achieved. Much progress has been
madewith immersion photolithography, and the technique is currently at the stage of
pilot production.
Another means of reducing the wavelength is to forego the use of transmission

photomasks and projection optics with lenses, and to utilize reflective masks and
mirror projection optics. Lithography involving reflection is no longer considered
as classical photolithography. The wavelength of the photons where mirrors can be
applied most effectively is 13.5 nm, and lithography of 13.5 nm involving masks
with multilayer Bragg reflectors is referred to as extended ultraviolet lithography
(EUVL), for which considerable research effort is currently being expended. At this
point, it should be mentioned that EUVL differs greatly from DUVL in that it
requires the redevelopment of almost all the exposure equipment and lithography
processes currently in use. A comprehensive study of the process is presented in
Ref. [3].
An alternative to any lithography involving photons is charged-particle lithography,

where charged particles (electrons, ions) are used for patterning. While certain
charged particle lithography techniques are already used for special applications,
such as fabricating masks for photolithography, or prototyping, promising new
charged-particle lithography techniques for preparing integrated circuits are cur-
rently under development, and may in time complement or even replace
photolithography.
In order to illustrate the relationship between charged-particle lithography and

photolithography, it is of help to examine the International Technology Roadmap for
Semiconductors (ITRS), which demonstrates the status of lithographic techniques
currently in use and under development within the microelectronics industry. The
ITRS for the year 2006 is shown in Figure 5.3 [4]. According to the current ITRS, in
2007 the most likely successors of DUVL include EUVL, a multiple-electron-beam
lithography technique calledmaskless lithography (ML2), and nanoimprint lithography
(NIL). Charged-particle lithography techniques known as electron projection lithog-
raphy (EPL) and ion projection lithography (IPL), both of which use a transmission
mask and projection optics with electromagnetic lenses to direct electrons and ions,
were removed from the ITRS in 2004. Proximity electron lithography (PEL), which
uses a 1 : 1 transmission mask, was removed in 2005, although its re-emergence
cannot be ruled out completely.
In this chapter we discuss the physical concepts and the principal advantages and

limitations of charged-particle lithography techniques. A brief insight is also provid-
ed into the charged-particle lithography techniques currently in use and under
development, while a strong focus is placed on ML2 techniques. The chapter
comprises four sections: Section 5.1 includes a survey of the field, while Section 5.2
incorporates discussions of electron beam lithography and electron resists, and their
major applications:

. the fabrication of transmission masks for DUVL and reflective masks for
EUVL
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. the direct-writing of patterns onto wafers with single beams for prototyping, low-
volume production, and mix-and-match with photolithography

. the direct-writing of patterns on wafers with multiple beams for volume produc-
tion: ML2

. the fabrication of imprint templates for NIL.

Section 5.2 concludes with a discussion of the special requirements for mix-and-
match, namely the integration of electron beam lithography (EBL) with photolithog-
raphy. Section 5.3 presents details of ion beam lithography (IBL), for which themajor
applications include:

. the direct-structuring of patterns on wafers without resist processing, for proto-
typing, low-volume production, and special applications

. the fabrication of imprint templates for NIL, with direct-structuring of patterns
without resist processing.

A graphical overview of the charged-particle lithography techniques discussed in
this chapter is provided in Figure 5.4. Finally, Section 5.4 provides a conclusion and
outlook on charged-particle lithography techniques.

Figure 5.3 The lithography roadmap of 2006 [4].
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5.2
Electron Beam Lithography

5.2.1
Introduction

Electron beam lithography involves the use of electrons to induce a chemical reaction
in an electron resist for pattern formation (the properties of electron resists are
discussed in detail in Section 5.2.2). Because of the extremely short wavelength of
accelerated electrons, EBL is capable of very high resolution, as l = h/(mv), Ekin¼
(mv2)/2, and E¼ eU gives:

l ¼ hffiffiffiffiffiffiffiffiffiffiffiffiffi
2meU

p ð5:2Þ

Therefore, the typical acceleration voltage of U¼ 100 kV results in l¼ 0.004 nm,
which is well below the atomic scale. Even with simple EBL systems, 10-nm patterns
have been demonstrated [5], which is well beyond any other lithographic technique.
Further, EBL is unaffected by themajor issues of optical lithography – diffraction and
reflection – and much less affected by the depth-of-focus (DOF) limit [1, 2].
The first EBL tools where based on the scanning electron microscope, and first

developed during the 1960s [6]. A schematic representation of a simple EBL system is
shown in Figure 5.5. The column consists of an electron source, and the electron
optics. The substrate is mounted on a precision stage below the column, where its
position is controlled by a laser interferometer. As the electron source and electron
optics require a high vacuum, a load–unload system with an air-lock is also fitted.

5.2.1.1 Electron Sources
While early EBL systems based on scanning electron microscopy (SEM) used field
emission sources, where the electrons are extracted out of a sharp-tip cathode,modern

Figure 5.4 Charged-particle lithography techniques: an overview.

5.2 Electron Beam Lithography j141



systems employ thermal sources. Such a thermal source consists of an emission
region, where the cathode is heated, and an extraction region, where an electric field
extracts the electrons and accelerates them to form a beam. The maximum current
density j which can be obtained from this type of source for an acceleration voltage V
and an acceleration distance d is limited by space-charge effects [6]:

j ¼ 1

9pd2

ffiffiffiffiffi
2q
m

r
V

3
2 ð5:3Þ

The properties of common field emission and thermal sources are listed in
Table 5.1 [6]. Because of its lower operating temperature and energy spread, LaB6

is the source of choice for most current tools.

5.2.1.2 Electron Optics
Electron optics is based on the fact that electrons can be deflected by electromagnetic
fields. The electric field between two grid electrodes, which causes bending of the
trajectory of an electron, is shown in Figure 5.6.

Figure 5.5 Schematic representation of a simple electron beam lithography system.

Table 5.1 A comparison of the properties of common field emission and thermal sources [6].

Parameter Field emission: tungsten Thermal: tungsten Thermal: LaB6

Operating temperature T [K] 300 2700 1700
Energy spread [eV] 0.3 3 1.5
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For this configuration, the conservation of energy for an electron yields:

Ekin;1 þ eU ¼ Ekin;2 ð5:4Þ
where Ekin;1 ¼ ðmv21Þ=2 ¼ eU0 and Ekin;2 ¼ ðmv22Þ=2, and Equation 5.4 can be ex-
pressed as an electron–optical refraction law:

sin a1

sin a2
¼ v2

v1
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ U

U0

r
ð5:5Þ

Electron Lenses A simple electrostatic lens (Einzel lens) consists of three rings,
where the outlying rings have the same electrostatic potential (Figure 5.7).

Figure 5.6 Electron–optical refraction.

Figure 5.7 Electrostatic lens.
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For this configuration, if the charge effects are negligible, then a simple equation
for the paraxial trajectories of electrons can be obtained [6]:

d2r
dz2

þ 1
2U

dU
dz

dr
dz

þ 1
4U

d2U
dz2

r ¼ 0 ð5:6Þ

It should benoted that as Equation 5.6 is invariant towards the scaling of the voltage
U, voltage instabilities in general do not cause a jitter of trajectories through
electrostatic lenses. With the geometrical relation of the trajectory r and the focal
length f, dr(z1)/dz¼�r1/f, and r� r1, Equation 5.6 yields [6]:

1
f
� 1

8
ffiffiffiffiffiffi
U0

p
ðz2
z1

dU
dz

� �2

U � 3
2 dz ð5:7Þ

Magnetic lenses utilize the force on an electron in a magnetic field:

F
!¼ e v

!� B
! ð5:8Þ

A simple magnetic lens is a solenoid ring (Figure 5.8).
For this configuration, if the radial field components are negligible, then a simple

equation for the paraxial trajectories of electrons can be obtained [6]:

d2r
dz2

¼ � e
m

B2
z

8U0
r ð5:9Þ

With the geometrical relation of the trajectory r and the focal length f, dr(z2)/
dz¼�r1/f, and r� r1, Equation 5.9 yields [6]:

1
f
� e

8mU0

ðz2
z1

B2
z dz ð5:10Þ

Figure 5.8 Magnetic lens.
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Electron Optical Columns For the design of electron optical columns, the previous
simple considerations are not adequate. It is required to derive the trajectories of
electrons in a general form,which is valid also for non-rotational-symmetric lenses. A
straightforward calculation can be based on the general equation of motion of
electrons in an electron optical column:

d
dt
ðmv

!Þ ¼ e E
!ð r!; tÞþ v

!� B
!ð r!; tÞ

h i
ð5:11Þ

It is convenient to substitute with the arc element of the trajectory, ds ¼ jd~r j ¼ vdt:

m
d v!

ds
¼ e

E
!

v
þ d v!

ds
� B

!
" #

ð5:12Þ

The trajectory equation can be derived in Cartesian coordinates, and with the intro-

duction of the abbreviations h ¼
ffiffiffiffiffiffi
e

2m0

q
; e ¼ e

2m0c2
; F0 ¼ E0

e ; F̂ ¼ ðF0 þFÞ

½1þ eðF0 þFÞ�; r ¼ jr! 0j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þðx0Þ2 þðy0Þ2

q
, whereE0 is the initial kinetic energy

of an electron at the source, the trajectory equation results as follows [7]:

x00¼r2

2F̂

�
qF̂
qx

�x0
qF̂
qz

�
þ Zr2ffiffi

F̂
p �

rBy � y0Bt

�

y00¼ r2

2F̂

�
qF̂
qy

�y0
qF̂
qz

�
þ Zr2ffiffi

F̂
p �

�rBx þ x0Bt

�
ð5:13Þ

It should be noted that this trajectory equation is valid only if all the trajectories are
continuous – that is, if x0(z), y0(z) are finite. This is not the case with electronmirrors,
although these are not used in current electron optical columns.
Aside of the trajectory representation of Equation 5.13, more elaborate mathemat-

ical methods have been applied to the analytic investigation of electron optical
columns concepts and designs, focusing on the prediction of projection imperfec-
tions, called aberrations. These methods include the classical mechanics approach of
Lagrange or Hamilton formalism [7], with the latter leading towards the Hamil-
ton–Jacobi theory of electron optics, which is capable of treating whole sets of
trajectories, and therefore is a standard tool for the design of electron optical columns
with minimal aberrations [8].
Recently, with the support of computer algebra tools, a Lie algebraic electron

optical aberration theory has been derived, which makes accessible high-order
canonical aberration formulas, and therefore may open up new possibilities in the
design of high-performance electron beam projection systems [9].

Electron Optical Aberrations Electron optical columns suffer from projection devia-
tions termed aberrations, which are caused either by non-ideal electron optical
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elements, or by the physical limits of electron optics. An ideal electron optical lens
should project an electron beam crossing the entrance plane at the point (x0, y0) onto
the exit plane at the point (x1, y1)¼m(x0, y0), where m is a scalar called the
magnification. Unfortunately, however, a real lens suffers from imperfections. For
example, a real lens has the same focal length only for paraxial electron beams, while
off-axis beams are slightly deflected. This is called spherical aberration, and is
expressed by a coefficient Cs, relative to the beam position in the aperture plane
(xa, ya):

ðx0; y0Þ!m x0 þCsxa x2a þ y2a
� �

; y0 þCsya x2a þ y2a
� �� � ð5:14Þ

With Cs> 0, an electron beam is blurred into a finite disk. Electron optical
aberration theory shows that Cs cannot be made to vanish completely for rotational
symmetric lenses [7], which in turn led to the introduction of non-rotational
symmetric elements such as quadrupoles or octopoles. An overview of lens
aberrations occurring in an electron optical column is provided in Ref. [7].
Additionally, the non-ideality of the electron source must be considered: a real
electron source has a small spread in electron energy and, as the focal length of
electron lenses depends on the electron energy, a non-monochromatic electron
beam is blurred into a finite disk. This is referred to as chromatic aberration. In
addition to these lens aberrations, other electron optical elements, such as beam
deflectors, also introduce aberrations.
For a high-resolution EBL system, optimal projection is crucial, and therefore the

aberrations discussed above must either be minimized by the design of the electron
optical column, or compensated by additional electron optical elements. For example,
since it is not possible to prepare a column with perfect rotational symmetry, an
electron beam always suffers from astigmatism and misalignment. In order to
compensate for astigmatism, a non-rotational symmetric element is required, a
stigmator. Thismay be an electrostatic quadrupole, which is a circular arrangement of
four electrodes. However, stigmators are usually designed as electrostatic octopoles
which, in addition to quadrupole fields, can also generate dipole fields at any angle to
correct beam misalignment [10].
While major efforts have been made to apply aberration theory to the design of an

electron column with minimal aberrations, only powerful numerical optimization
tools can be utilized for any systematic approach [11]. Such a tool generally consists of
the following packages:

. an electromagnetic field computation package

. an electron beam ray tracing package

. an electron exposure spot plotting package

. an optimizer for minimizing aberrations.

An aberrations optimizer typically implements the damped least squares (DLS)
method for iteratively minimizing overall aberrations. The individual aberrations
fi(x1, . . . , xn), depending on the column parameters xj, (lens positions, sizes,
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strengths), are weighted and summed into a deviation function:

y ¼
X
i

ðwif iÞ2 ð5:15Þ

which is thenminimized.With thismethod, existing electron columndesigns can be
improved, and new designs optimized automatically.
In addition to the design of electron optical columns with minimal aberrations, it

has been proposed to implement adaptive aberration correction by introducing novel
electron optical elements: for example, an electrostatic dodecapole, with time-
dependent voltage control for the poles [12]. The learning process could be based
on exposure pattern images.

5.2.1.3 Gaussian Beam Lithography
Patterning in EBL can be accomplished by focusing the electrons into beams with
very narrow diameters. Because the electrons are created by a thermal source, they
have a spread in energy. The trajectories of the electrons therefore vary slightly,
resulting in electron beamswith near-Gaussian intensity distribution after traversing
the electron optics [13].
The basic principle of Gaussian electron beam exposure is raster scanning. Similar

to a television picture tube, the electron beam ismoved in two dimensions across the
scanning area on the electron resist, which typically is about 1mm2.Within that area,
which is termed the deflection field, the electron beamcan bemoved very rapidly by the
electron optics. In order to change the position of this area on the substrate, a
mechanical movement of the precision stage is required. Patterns which stretch over
more than 1mm2must be stitched together from separate deflection fields; in order
to avoid discontinuities in the patterns at the boundaries of the deflectionfields (these
are known as butting errors, and potentially are caused by mechanical movement of
the stage), the positions of these boundaries are calibrated and corrected in sophisti-
cated manner.
In order to create the pattern shown in Figure 5.9a, the electron beam is moved

across the area where the desired pattern is located, and is blanked on spots not
intended for exposure. Raster scanning certainly has the major problem that the
electron beammust target the whole scanning area, which takes a considerable time.
Therefore, a great improvement is to target only the area of the desired pattern; this is
termed vector scanning (Figure 5.9b). However, another major limitation remains in
that, if a pattern consists of large and small features, the diameter of the electron

Figure 5.9 Writing a pattern with: (a) raster-, (b) vector-, and (c) vector shaped & beam strategies.
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beammust be adapted to the smallest feature, thereby greatly increasing the exposure
time of the large features.

5.2.1.4 Shaped Beam Lithography
In order to overcome the limitations of both raster and vector scanning, EBL tools
have been developed which can shape electron beams. A shaped electron beam is
created by special aperture plates and, in contrast to the near-Gaussian intensity
distribution of standard EBL tools, shaped electron beam tools can apply rectangular,
or even triangular, intensity distributions [14]. At present the fastest technique
available is vector scanning using shaped electron beams; when using this technique
the pattern shown in Figure 5.9c requires only two exposures.
The principal function of a variable-shaped beam (VSB) column is illustrated in

Figure 5.10. The electron source illuminates a first shaping aperture, after which a
first condenser lens projects the shaped beam onto a second shaping aperture. The
beam position on the second aperture is controlled by an electrostatic deflector. A
second condenser lens projects the shaped beam onto the demagnification system,
consisting of two lenses, and thefinal aperture in between.After demagnification, the

Figure 5.10 Variable beam-shaping column [15]. (� 1979, IEEE.)
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shaped beam is projected onto the substrate by the final projection system, which
consists of a stigmator and a projection lens with an integrated deflector.
The formation of shaped beams is illustrated for the example of rectangular spots

in Figure 5.11. Two square apertures shape the spot; the image of a first square
aperture, which appears in the plane of a second square aperture, can be shifted
laterally with respect to the second aperture. This results in a rectangular spot which
then is demagnified and projected onto the substrate.
Modern shaped electron beam tools can apply both rectangular and triangular

spots. For example, the Vistec SB3050 [16] employs a LaB6 thermal source, and
utilizes a vector scan exposure strategy, a continuously moving stage, and the
variable-shaped beam principle. The maximum shot area is 1.6· 1.6mm, and
rectangular shapes with 0� and 45� orientation, as well as triangles, can be exposed
in a single shot. A detailed view of the two shaping aperture plates is shown in
Figure 5.12.
The architecture andmotion principle of the stage is decisive for pattern placement

accuracy, so as to avoid butting errors. Position control by interferometer with a
resolution <1 nm, and the use of a beam tracking system, allow write-on-the-fly
exposures with stage speeds of up to 75mms�1. The driving range of the stage is

Figure 5.11 Variable beam-shaping method [15]. (� 1979, IEEE.)
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310 · 310mm, thus enabling the exposure of 6 in and 9 in masks, as well as 300mm
wafers (see Figure 5.13).
However, even such a precision stage cannot eliminate butting errors completely,

and therefore the vector-shaped beam strategy involves overlapping exposure shapes,
resulting in features being exposed at least twice, a process known as multi-pass
writing.
Aproduction-worthy EBL system is highly automated,with nohuman intervention

required for operation, except for an operator issuing a command for the system to
start loading the substrate and writing the pattern. The pattern is encoded in a digital
data file, and stored in a computermemory or amass storage device. Prior to writing,
the original design data must be converted to a format which is usable by the writing
tool. This data fracturing is accomplished using separate computer hardware, usually

Figure 5.12 Schematic of electron beam shaping by double-
aperture for rectangular and triangular spots [16].

Figure 5.13 Electron beam lithography precision stage [16].
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a high-performance cluster, operating a real-time multi-threaded operating system,
and data preparation software. An example of the writing of a complex pattern with
vector shaped-beam strategy is shown in Figure 5.14.
EBL tools are usually tailored specifically for either photomask or wafer applica-

tions (this is also referred to as direct-write lithography), and the principal advantages
and limitations of these processes are presented in more detail in Sections 5.2.3.1
and 5.2.3.2. Evaluations of the current leading-edge electron beam writing systems
are available in Refs. [16–18].

5.2.1.5 Patterning
As highlighted at the start of Section 5.1, EBL – unlike optical lithography – is
unaffected by major issues of optical lithography, such as diffraction and reflection,
and much less affected by the DOF limit. However, it also encounters specific
patterning issues, which must be addressed.
Themost critical issue results from the scattering of the electrons passing through

matter. While this scattering in part is indeed required for transferring energy to the
electron resist for exposure, many electrons scatter into different directions from
their original trajectories. In Figure 5.15, the shaded areas of the resist are intended
for exposure. However, the electrons show two scattering modes, from resist
intended for exposure into resist not intended for exposure – this is forward scattering
(a); and through resist intended for exposure into the substrate and back into resist

Figure 5.14 Writing a complex patternwith a vector-shaped beam
strategy. (a) Design; (b) data fracturing into shapes; (c) the final
atomic force microscopy resist picture.

Figure 5.15 Electron-scattering modes. (a) Forward scattering; (b) back-scattering.
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not intended for exposure – this is back-scattering (b). Both scattering modes lead to
unintended exposure, and therefore to degraded resolution and distortion of pat-
terns. This issue is known as the proximity effect [19], and should be minimized as
much as possible.
Forward scattering into the resist is addressed by increasing the acceleration

voltage of the electrons, as shown in Figure 5.16. Although the first electron
lithography tools used U¼ 10 kV, and current tools employ 50 kV, more recently
100 kV tools have been introduced. This increase in acceleration voltage leads also to
an improved projection performance, because the imperfections in the electron
optics are less pronounced.
However, back-scattering intensifies with greater electron energy. With the cur-

rently required feature size being less than the range of back-scattered electrons, the
features are broadened by back-scattering, thus offsetting the resolution improve-
ment by reduced forward scattering.
For optimal resolution and minimal distortion, correction methods are therefore

applied to overcome the proximity effect. A simple compensation technique, which
accounts for back-scattering only, is to use a second exposure equaling the back-
ground exposure of the first one, with a reverse additional energy distribution [20].
However, as a second exposure is undesirable due to the additional writing time, a
proximity correction by dose variation is introduced during data processing for
converting the circuit designs [21]. Such a correction must be based on suitable
models for proximity effect predictions. Here, a useful tool is the Monte-Carlo-based
simulation of scattering from electron impact. Simulated trajectories for 100 elec-
trons impacting into one point are shown in Figure 5.17, where both forward
scattering and back-scattering appear distinctively.

Figure 5.16 Forward scattering at: (a) low electron energy and (b) high electron energy.

Figure 5.17 Simulated trajectories for 100 electrons impacting into one point.
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In addition to model-based analysis, interpretations of generic pattern distortions of
non-corrected patterns, as well as successive back-simulations, are utilized for the
reconstruction of proximity effects [22], therefore enabling the best possible correction.
Current compensation techniques rely on either shot-by-shot modulation of the

exposure dose, modification of the pattern geometry, or a combination of both
methods. The proximity function f(r) is usually described as a sum of two or more
normalized two-dimensional Gaussian functions:

f ðrÞ ¼ 1
pð1þhÞ

1
a2

e�
r2

a2 þ h
b2

e
� r2

b2

" #
ð5:16Þ

The term a characterizes the forward scattering, and the term b the back-
scattering, of the electrons. The parameter Z is the deposited energy ratio of the
back-scattering component towards the forward-scattering component, and r is the
distance from the point of electron impact. The behavior of this function is shown by
the diagram in Figure 5.18.
The concept of proximity correction by shot-to-shot dose modulation is illustrated

in Figure 5.19: two features in close distance should be exposed. When applying a
uniform exposure dose (Figure 5.19a) the intended resist exposure by forward
scattering is compromised by back-scattering, leading to a distorted overall exposure,
and to broadened features. When applying a suitably modulated exposure dose
(Figure 5.19b), the resulting resist exposure by forward scattering complements the
back-scattering, leading to the intended resist exposure.

5.2.2
Resists

Electron beam patterning requires specially designed electron-sensitive resists. As
with photoresists, electron resists are available either as positive resists (which are
insoluble in the developer chemical and become soluble when exposed), or as

Figure 5.18 Proximity function (point exposure distribution fitted within two Gaussian functions).
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negative resists (which are soluble from the start, and become insoluble when
exposed). While the chemistry of electron resists is usually considerably different
from that of photoresists, a parameter termed contrast can be defined to characterize
the resolution of the resists.
In order to determine the contrast of an electron resist, the developing rate

depending on the exposure dose is plotted; this is also called the characteristics of
the electron resist. For a low-exposure dose, the resist still behaves like an unexposed
resist, whereas for a high dose it is fully activated. The idealized characteristics of
positive and negative electron resists are shown in Figure 5.20.
Linearization yields two parameters that define the characteristics: the resist

sensitivity D0, where the resist activation starts, and the resist activation Dv, after
which the resist is fully activated. The contrast is then defined as:

g ¼ 1

log DV
D0

ð5:17Þ

A high steepness of the transition in the characteristics therefore results in a high
contrast.
Early electron resists employed just a single component for obtaining the latent

image. In a positive resist, the image was created by electron-induced chain scission,
with high-molecular-weight polymers with long chains being fragmented into
smaller chains. The contrast of the resist was engineered by maximizing the
difference in molecular weight before and after exposure. In a negative resist, the
fragmentation into smaller chains generates radicals, which induce a crosslinking.

Figure 5.19 Proximity correction by shot-to-shot dose modulation.
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One of the first resists to be developed for EBL was polymethyl methacrylate
(PMMA) [23]. Electron beam exposure breaks the polymer into fragments that are
dissolved by a solvent-based developer (see Figure 5.21). Because of its very high
resolution capability of<10 nm, PMMA is still used for certain R&Dapplications and
electron beam writer resolution tests. However, it is not suitable for commercial
lithography, mainly because of its poor resistance to dry etching.
Another group of early electron resists is based on a copolymer of chlorometha-

crylate and methylstyrene. One commercial resist for direct-write applications is
ZEP-520 [24], which has considerable advantages compared to PMMA. While
providing a comparable resolution of <10 nm, the sensitivity towards electrons is
10-fold higher, and the resistance to dry etching is 2.5-fold higher. Although these
resists are still used forR&Dapplications, they have fallen out of favor for commercial
lithography, because they require solvent-based developers that, because of their
rapid evaporation rate in air, introduce temperature gradients on wafers, and
therefore uniformity problems. A 45 nm 1 : 1 dense-lines pattern of a ZEP-520 resist
is shown in Figure 5.22 [25].
For some time, UV photoresists have been used as electron resists. This group of

resists is based on diazonaphthoquinone (DNQ), and has the advantage of using an
aqueous developer. Their resistance to dry etching is also threefold higher. However,
with resolutions <250 nm, and despite still being used extensively in optical
lithography for micro-electromechanical systems (MEMS) fabrication, their time in

Figure 5.20 Idealized characteristics of positive and negative electron resists.

Figure 5.21 The reaction chemistry of polymethyl methacrylate (PMMA).
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EBL has passed. A detailed presentation of the chemistry of DNQphotoresists can be
found in Ref. [26].
The impetus for the development of the electron resists used today was derived

from the need for a new type of photoresist required for the introduction of DUV
optical lithography. Because of the limitations ofDNQ-based resists in resolution and
sensitivity, chemically amplified (CA) resists have been introduced [27]. These are
based on amulti-component scheme, where a sensitizer chemical causes dissolution
modification within the exposed areas of the polymer matrix. The latent image is
obtained from energy transfer to the sensitizer chemical molecules, causing a
degradation into their ionic pairs or neutral species, which can catalyze the reaction
events needed for solubility distinction. Commonly, photo acid generators (PAG) or
photo base generators (PBG) are utilized as sensitizers in CA resists.
In a positive CA resist the PAG, upon exposure, releases an acid. During heating of

the substrate after exposure (the post-exposure bake; PEB), this acid reacts with the
resin, which in turn becomes soluble towards an aqueous developer. In addition,
further acid is produced.With thismultiplication reaction an exposed PAGmolecule
can trigger up to 1000 reactions. It is also acknowledged that a CA resist shows a high
quantum yield compared to a DNQ-based resist.
Following the establishment of CA photoresists, specialized electron CA resists

have now been developed. The reactionmechanism of a positive electron CA resist is
shown in Figure 5.23. The CA electron resists that are used mainly in current
commercial EBL are the positive-tone FEP-171 [28], and the negative-tone NEB-
22 [29]. These resists both have resolutions <100 nm and show excellent process
performance, especially in photomask fabrication [30, 31].
However, with the need for <50 nm resolution – especially for direct-write

applications – the development and evaluation of more advanced positive and
negative CA resists is currently the subject of intense investigation [32]. For example,
the 50 nm dense lines and 70 nm dots with high contrast, obtained with a recently
developed and evaluated positive CA resist [33], are shown in Figure 5.24.

Figure 5.22 ZEP-520 : 45 nm 1 : 1 dense-lines test pattern [25].
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The major challenges in the development of CA resists for<50 nm resolution are
to: (i) reduce the diffusion length during PEB; (ii) improve etch stability; and (iii)
reduce the line edge roughness. For very small features, the molecular structure of
the resist contributes to the roughness of the lines, which can be a significant fraction
of the linewidth. Ameasure of line edge roughness is the standard deviation s of the
actual line edge relative to the average line edge. The reduction of line edge roughness
is pursued by the application of resins with shorter molecules.
All of the electron resists discussed so far have been based on organic polymers.

Although, in principle, it has been shown that such resists can achieve a resolution
close to 10 nm, before applicable in manufacturing additional points must be taken
into consideration, including the above-mentioned line edge roughness.As polymers
are relatively large molecules, they cannot easily form smooth edges close to the
atomic scale. Hence, in parallel to the improvement of CA resists, inorganic electron
beam resists, such as hydrogen silsesquioxane (HSQ), are being pursued [34].
Initially, HSQ was used as a low-dielectric (low-k) material, with a k-factor of
2.5–3.0. In addition, HSQ demonstrates good spin-coating properties, such as good
gap-fill, global planarization, and crack-free adhesion. It also shows excellent proces-

Figure 5.23 Reaction chemistry of a positive electron chemically amplified resist.

Figure 5.24 An advanced positive chemically amplified resist.
(a) The 50 nm dense lines test pattern; (b) the 70 nm dots test
pattern [33].
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sing properties, notably a high thermal stability. HSQ is an oligomer composed of
caged silsesquioxanewithin a linear Si�Onetwork. A thermal curing is carried out to
convert the caged species into a highly crosslinked network through the hydrolysis
and condensation of the reactive Si�H functionalities.
Following the discovery that electron beam irradiation also initiates this curing

reaction, HSQ was proposed as an inorganic electron resist. Our current under-
standing is that the Si�Hbonds are broken during electron beam irradiation and are,
in the presence of absorbedmoisture, converted into silanol (Si�OH) groups. These
silanol groups are unstable, and therefore condense, causing the caged molecule to
break into a linear network. This transition drastically decreases the dissolution rate
of the matrix within an aqueous base, thus enabling the use of HSQ as negative-tone
electron resist. Furthermore, due to its high etch resistance HSQ can be utilized in a
bi-layer resist process (BLR),where the patterns are transferred through a planarizing
layer using reactive ion etching (RIE). As, with the rise in popularity of maskless
lithography, BLRmay becomemuchmore important, it is described inmore detail in
Section 5.2.3.3.With the implementation of a sensitizer chemical into the functional
matrix (similar to the PAG in a polymeric CA resist), HSQ can, at least potentially, be
made production-applicable.

5.2.3
Applications

Although EBL has a wide range of applications, the major focus is currently on the
fabrication of transmissionmasks forDUVL and reflectivemasks for EUVL. Another
important application is the direct-writing of patterns on wafers with single beams
(which is also referred to as direct-write EBL; EBDWL). EBDWL is mainly used for
fabricating device prototypes, and with recent improvements in shaped electron
beam lithography tools, is also suitable for the low-volume production of application-
specific integrated circuits (ASIC) and other specialized devices, for example hard
disk heads.Multiple EBL such asmaskless lithography (ML2), where a single electron
beam is split into multiple beams to enable massively parallel EBDWL, shows the
potential to complement or even replace optical lithography. The fabrication of
imprint templates for NIL by using EBL techniques similar to photomask making is
steadily gaining in importance. Finally, EBL is also combinedwith optical lithography
in volume production, where it is used to fabricate critical structures such as gates.
This approach – termedmix-and-match lithography production, or hybrid lithography if
a single resist is utilized as both electron resist and photoresist – has special
requirements.

5.2.3.1 Photolithography Masks
In optical lithography, the patterns on wafers are reproductions of those on a
photomask. As the photomask is used for thousands of chip exposures, the quality
of photomasks is critical for optical lithography. Photomasks are fabricated with
techniques similar to those used in wafer processing (see Section 5.1). A photomask
blank, a glass substrate with a deposited opaque film (usually chromium) is coated
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with a resist, and the latter is exposedwith the pattern, developed, and the opaquefilm
is etched. A processed photomask for DUV optical lithography is shown in
Figure 5.25 [35].
Three types of photomask are currently in use. The simplest type is the binary

mask (Figure 5.26a) [36], which employs only clear areas in the opaque chromium
film to project the pattern to thewafer. Unfortunately, binarymasks have the problem
that, because of diffraction, the edges of the resist lines do not become straight.
To rectify this problem, masks with molybdenum silicide films, which function as
phase shifters, are used in phase-shift masks (PSM) (Figure 5.26b) [36]. Recently,
so-called chromeless phase lithography (CPL) masks have been introduced for a
resolution-enhancement technique (RET) called off-axis illumination, as shown in
Figure 5.26c [36].
The pattern of a CPL mask featuring 125 nm lines applicable for 32 nm optical

lithography is shown in Figure 5.27 [37]. An introduction to the functional principles
of the different photomask types and their application in optical lithography is
provided in Ref. [1].
Typically, photomask patterning is carried out with beam writers. Whilst for low-

and medium-resolution masks, optical beam writers can be used, high-resolution
masks are prepared using electron beam writers [38]. The general EBL techniques
were described in Section 5.2.1; today, raster scanning has been replaced by vector
scanning, and bothGaussian-beam and shaped-beamwriters are currently employed
for mask-making.
Gaussian-beam lithography is usually applied in a different way for photomasks

than as described in Section 5.2.1.3. In addition to the IC patterns, photomasks also
contain smaller features than the CD for optical proximity correction (OPC). When
using Gaussian-beam writing, creation of the pattern in Figure 5.28 requires a beam
size equivalent to the smallest feature (here, the right upper edge), but this leads to
long writing times. However, it is possible to expose this pattern with a beam-size
which is twice the size of the smallest feature. Because of the Gaussian intensity
distribution, the 2s circle touches the edges of the writing grid, whereupon the
outline of the pattern can bemade bymultiple exposures of the spots; this is referred

Figure 5.25 Photomask for deep ultraviolet optical lithography [35].

5.2 Electron Beam Lithography j159



to as multi-pass gray writing [39]. The straight outlines are exposed four times, while
the outlines of the pattern can be moved locally by exposing spots only three, two, or
one times. Because of the overlap between spots and themultiple passes, thismethod
has the additional effect of smoothing the exposure.
Although Gaussian-beam strategy is still used today, high-end mask-making has

become a domain of 50 kV variable-shaped beam writers, which have a significantly
higher throughput thanGaussian-beamwriters. The shaped-beam strategy is applied
as discussed in Section 5.2.1; however, mask-making encounters several specific
issues, each of which must be addressed.
In addition to the proximity effect (see Section 5.2.1.5), which is a short-range

phenomenon, long-range effects also appearwhichmay stretch over large portions of
the masks. The re-scattering of incident electrons at the objective electron lens can
lead to a long-range background exposure, called a fogging effect. Further, an optimal
exposure result may be compromised by succeeding processing steps, such as
developing or etching. During developing, the concentration of the developer
chemical decreases faster in areas with dense patterns, than in areas with sparse
patterns. Similar effects appear in bothwet and dry etching, and thismay lead to long-

Figure 5.26 Mask types for deep ultraviolet optical lithography.
(a) Binary; (b) phase-shift masks (PSM); (c) chromeless phase
lithography (CPL) [36].
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range distortions of thefinal patterns, known as the loading effect.Whilst both fogging
and loading effects can, in principle, be corrected within post-exposure process steps
such as the PEB, the proximity effect correction methods of electron beam writers
have been successfully augmented for handling both fogging and loading effects.
As shown in Section 5.2.1.5, forward scattering into the resist can be reduced by

increasing the acceleration voltage of the electrons. However, this approach causes a
significant increase in scattering within the substrate, and as a result the substrate is
heated up. For silicon wafers, this problem is less pronounced, because silicon has a
high thermal conductivity, and distortions of thewafer can be rectified by electrostatic
chucks with wafer backside cooling. However, photomasks have a low thermal
conductivity, and because of their large thermal capacity, the local temperature
increases significantly during exposure. Therefore, mask writing tools currently do
not exceed 50 kVacceleration voltage, and there is a reluctance to employ 100 kV tools.
The fabrication of high-end photomasks with EBL requires specialized post-

exposure processing equipment. The PEB is a critical process step for CA resists,
requiring a temperature uniformity of <0.1 K within the resist plane of the mask.
Because of the large thermal capacity of photomasks, and their non-radial shape,
such temperature uniformity is difficult to achieve. The PEB equipment is preferably
connected directly to the electron beam writer, thus enabling the PEB and develop-
ment to be conducted immediately after exposure. With such a direct connection, a

Figure 5.27 Photomask for deep ultraviolet optical lithography:
125 nm lines on mask result in 32 nm lines on the wafer [37].

Figure 5.28 Writing a pattern with: (a) vector single-pass; and (b) with vector multi-pass strategies.
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specially tailored post-exposure processing is applicable to compensatewriting errors
such as fogging and loading, and to improve overall pattern uniformity. The PEB is
especially suitable for such compensation [40].
Besides photomask making, electron beam techniques have recently been intro-

duced for the repair of photomasks [41] which, to date, has been the domain of ion
beam structuring (see Section 5.3.2.1). If, due to a problem in the manufacturing
process, a part of the opaquefilm is stuckwhen it should have been removed, it can be
selectively removed by an electronbeam-induced etching process;moreover, if part of
the opaque film is damaged, it can be partially redeposited.

5.2.3.2 Direct-Write Lithography
Electron beamwritersmay also be used to create patterns onwafers directly, a process
referred to as EBDWL. As shown in Section 5.2.1, EBDWL has the potential for
fabricating features close to the atomic scale, and also provides very large depth-of-
focus compared with optical lithography. As an example, a transistor demonstrator
employing a gate with linewidth of 13 nm, and which has been fabricated by EBDWL
utilizing vector Gaussian beam strategy [33], is shown in Figure 5.29.
EBDWL is especially suitable for fabricating device prototypes, as the device and

the driving integrated circuit can be made directly from the computer-aided design
(CAD) file. The production of device prototypes by optical lithography is not feasible,
as a high-end photomask would first have to be made. Even if this effort were to be
undertaken, it would not be possible to make any quick design changes. Notable
applications of EBDWL in prototyping currently include research into nanoscale
planar transistors (Figure 5.30) [42], and the next-generation transistor designs such
as FinFET (Figure 5.31) [43, 44], or carbon nanotube FETs (CNTFET) [45].
In additional to the fabrication of device prototypes, EBDWL, with its recent

improvements in repeatability and throughput of shaped EBL tools, has also been
recognized as a feasible method for the low-volume production of ASICs and other
special devices, for example hard disk heads.
As described in Section 5.2.1.5, forward scattering into the resist can be reduced by

increasing the acceleration voltage of the electrons. While this approach causes a

Figure 5.29 Nanoscale planar MOSFET demonstrator. A gate
with a 13 nm linewidth prepared using direct-write electron beam
lithography (EBDWL) [33].
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significant increase of the scattering within the substrate, and also heats up the
substrate, in the case of siliconwafers this problem is less pronounceddue to silicon�s
high thermal conductivity. As distortions of the wafer can be rectified by electrostatic
chucks with wafer backside cooling, modern direct-writing tools employ an accelera-
tion voltage of up to 100 kV.
Aside from the electron beam writer, specialized post-exposure processing equip-

ment is required for reliable EBDWL. Similar to photomask fabrication, CA resists
are employed, for which the PEB is a critical process step, requiring a temperature
uniformity of <0.1 K within the resist plane of the wafer. However, because of the
high thermal conductivity of siliconwafers, such uniformity is less difficult to achieve
than with photomasks. As with photomask fabrication, the post-exposure processing
equipment is preferably connected directly to the electron beam writer, enabling the
PEB and development to be conducted immediately after exposure.
The fabrication of integrated circuits, either completely with EBL or withmix-and-

match lithography, poses some significant challenges in integrating the required

Figure 5.30 Nanoscale planar double gate transistor. (a) Top view
of the design. (b) Scanning electronmicroscopy image of the first
fabricated structure: bottom gate (produced by EBDWL) [42].

Figure 5.31 FinFET. (a) The design model [43]. (b) Scanning
electron microscopy image of the actual device: with 50 nm gate
(produced by EBDWL) [44].
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process steps, and especially when aligning the different layers of patterned func-
tional films. These challenges – and the methods used to overcome them – are
discussed in Section 5.2.4.

5.2.3.3 Maskless Lithography
Considerable effort has been made towards making EBL available for volume
production. The initial approach had been to implement either separate multiple
electron optical columns [46] or separate multiple electron beams [47], to achieve
massively parallel EBDWL. However, as the adequate calibration of either multiple
columns or beams is a very challenging task, the suggestion was made to mimic
optical lithography by introducing a transmission mask and projection optics with
electromagnetic lenses to direct the electrons, which led in time to the development
of electron projection lithography (EPL). In parallel, the use of a 1 : 1 transmission
mask was also investigated, which led to the development of proximity electron
lithography (PEL). As mentioned in Section 5.1, EPL was removed from the ITRS in
2004 due to significant difficulties with fabrication and application of the EPL
transmission masks. PEL was subsequently removed in 2005, although its re-
emergence cannot be ruled out completely. Whilst EPL and PEL are currently
dormant, the advances made in electron optics have been significant, and hence
the idea was conceived to devise electron projection and proximity techniques
without the use of a mask – hence the term maskless lithography (ML2). As the
current ML2 techniques are, loosely, derivatives of EPL and PEL, the details of both
processes are explained in the following sections.

EPL: Principles and Limitations The transmission mask for EPL is a 4 : 1 stencil
mask, a thin membrane through which holes are etched for the transmission of
electrons. The stencil masks are themselves prepared using EBL, utilizing similar
processes as for photomasks (see Section 5.2.3.1). Due to the instability of the
membrane, fabrication has proven very challenging. In addition, a stencil mask
absorbs electrons where there are no holes, thus causing the mask to undergo
considerable heating, which then leads to distortions. Two concepts were devised to
overcome this problem:

. SCALPEL (SCattering with Angular Limitation Projection Electron-beam Lithog-
raphy) employed a scattering mask made from an extremely thin membrane
(<150 nm) of low-atomic-numbermaterial (e.g., silicon nitride), throughwhich the
electrons can pass. The development of SCALPEL has been stopped, mainly
because even the smallest deviation in mask membrane thickness resulted in
intolerable intensity variations on the wafer. The main principles of SCALPEL are
detailed in Ref. [48].

. PREVAIL (PRojection Exposurewith Variable Axis Immersion Lenses) employed a
stencil mask with a thick membrane (1–2mm), thereby scattering the electrons to
unexposed spots. This concept is quite similar to the vector-shaped beam strategy
presented in Section 5.2.1.4, but instead of a simple shape a quadratic portion of the
stencil mask was printed onto the wafer. The development of PREVAIL has also
been stopped, mainly because even today it is not possible to make a 4 : 1 stencil
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mask covering an exposure field equal to that of an optical stepper with 26� 26
mm, and therefore several masksmust be stitched together to expose a single chip.
Moreover, a stencil mask encounters the so-called �donut problem�: the pattern
shape shown in Figure 5.32 can only be made by two exposures with two
complementary stencil masks, since on a stencil mask for a single exposure the
center would fall out. For IPL, single stencil masks for fourfold exposure have been
developed to circumvent this problem, as detailed in Section 5.3.2.1. The principle
of PREVAIL is described in Ref. [49].

The electron optical columns for EPL experience a peculiar aberration in addition
to the electron optical imperfections described in Section 5.2.1.2, namely the charge
effects resulting from the electric charges of the electrons. Charge effects can be
separated into a global charge effect, which influences any individual electron when
traveling within an electron beam; this can be viewed as a continuous negative
charge, with a charge density r. The single electron is within an electrostatic potential
as of:

r2F ¼ � r
e0

ð5:18Þ

This electrostatic potential acts as an extended diverging lens. The global charge
effect can, in principle, be compensated for by a suitable electron lens [50].
This is not the case for the stochastic charge effect, which is especially pronounced

in a crossover, for example at demagnification, where all electrons interact within a
small space. The stochastic charge effect leads not only to a beam blur but also to a
beam energy spread, which in turn leads to chromatic aberrations. Global and
stochastic charge effects are illustrated in Figure 5.33.

PEL: Principles and Limitations The transmission mask for PEL is a 1 : 1 stencil
mask, and electrons are used for the proximity printing of this mask to the wafer.
Initially, PEL employed 10 keV electrons, but currently low-energy electron-beam
proximity lithography (LEEPL) [51], which utilizes low-energy electrons of 2 keV, is
the PEL technique of choice.
The principle of LEEPL is shown in Figure 5.34. A single electron beam is

generated in an electron beam column, and the mask is scanned. The low-energy
electronsminimizetheproximityeffect,butforwardscatteringdegradestheresolution.

Figure 5.32 Electron projection lithography: the �donut problem�.
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As the range of 2 keVelectrons in the resist is<150nm, the resist thickness for LEEPL
is limited to 100 nm. In order to achieve the required aspect ratios, BLR [52] processes,
which initially were developed for extending DUV lithography towards smaller
features, must be applied (see Figure 5.35). Currently, LEEPL is not included in the
ITRS as it has encountered several problems. For example, as this is a proximity
technique, the distance between the stencil mask and the wafer is very small, usually
<50mm. Therefore, any distortion of the mask or wafer, or the presence of particles,
would severely compromise the exposure. Furthermore, the implementation of bi-
layer electron resist processes is not yet satisfactory. One positive development

Figure 5.33 Electron projection space charge effects.

Figure 5.34 Proximity electron lithography techniques: LEEPL.
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however has been that, recently, stencil masks with a 26· 26mmexposure field could
be prepared.

ProjectionMaskless Lithography ProjectionML2 (PML2) [53] can be seen as theML2
equivalent of EPL. Here, a single electron beam is split into multiple beams, with
imagingbeing accomplishedby aprogrammable apertureplate system (APS) [54, 55].
A range of innovative technologies was introduced to overcome the specific problems
of both electron beam direct write andmultiple beam application. The column of the
demonstration system is shown in Figure 5.36 [53]. This employs a single electron
source, therefore avoiding the control problems with multiple sources. The primary
electron beam has a low acceleration voltage of U¼ 5 kV, and is widened by
condenser optics to fully cover the APS. Because of the low energy of the electrons,
the APS cover plate experiences no significant thermal expansion problems. Subse-
quently, hundreds of thousands of separate electron beams emerge from the APS,

Figure 5.35 Comparison of single-layer (a) and bi-layer (b) resist processes [51].

Figure 5.36 Schematic diagram of the PML2 multi-electron-beam column demonstrator [53, 54].
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and are accelerated by U¼ 100 kV, which results in a very high contrast when
imaging on the wafer.
The APS, which is shown in detail in Figure 5.37 [53–55], consists of a cover,

blanking, and aperture plate. The blanking plate employs MEMS-based structured
electrodes for each of the transmission holes, which deflect the electron beam to
strike the aperture plate and provide opaque features on the wafer. The diameter of
each transmission hole is 5 mm. By using a two-stage electron optics, a reduction of
·200 is achieved, leading to a beam size of 25 nm on the wafer. Currently, the
exposure area of the APS is 100 · 100mm.
With this exposure area, patterns on the wafer are written in stripes as shown in

Figure 5.38 [53]. As discussed in Section 5.2.1, this may potentially lead to butting
errors but, due to the small stripe size of <300mm compared to current vector
shaped-beam tools, no difficulties are expected.
The major challenge for PML2 is certainly to provide the required data transmis-

sion rate to the APS control electronics. A proof-of-concept (POC) tool was intended

Figure 5.37 Schematic diagram of the multi-electron-beam modulator (APS) [53–55].

Figure 5.38 The writing strategy of a multi-electron beam system [53, 54].
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within theMEDEAþ �CMOS logic 0.1mm�project [56], forwhich adata transmission
rate of 36Gbit s�1 was demonstrated, scalable by channel count. A throughput of
approximately 0.1 of a 300-mm wafer per hour was intended with this POC tool,
although commercial tools should expose up to five 300-mm wafers per hour.
However, this is still a small throughput compared to optical lithography steppers,
with typical exposure throughputs of>100 wafers per hour. Nonetheless, this would
be a great leap from EBDWL, which accomplishesmuch less than 0.1 wafer per hour
in 65-nmpatterning. Another issue is that the·200 reduction requires all electrons to
cross in a single region, thus leading to global and stochastic space charge effects,
which potentially limit the throughput for the 22-nm node to less than one wafer per
hour. To address this problem, an innovative PML2 scheme, with a throughput
potential of up to 20 wafers per hour for the 32 and 22-nm nodes, is currently being
investigated within the Radical Innovation MAskless NAnolithography (RIMANA)
project [57].

Proximity Maskless Lithography Proximity ML2 (Mapper) [58] can be seen as the
ML2 equivalent of LEEPL. Within Mapper, low-energy electrons of 5 keV are used,
and themultiple electron beams are generated by splitting a single electron beam that
originates from a single electron source. The multiple beams are then separately
focused within an electrostatic lens array. The electron beams are arranged in such a
way that they form a rectangular slit with a width of 26mm, the same width as a field
in current optical steppers. During exposure, the beams are deflected over 2mm
perpendicular to the wafer stage movement. With one scan of the wafer a full field of
26 · 33mm can be exposed. During simultaneous scanning of the wafer, and
deflection of the electron beams, these beams are switched on and off by light
signals, one for each beam. The light signals are generated in a data system that
contains the chip patterns in a bitmap format. The columnof the proof-of-lithography
(POL) tool, implementing 110 electron beams, is shown in Figure 5.39 [58]. A
commercial tool would most likely implement 13 000 electron beams, so the bitmap
would be divided over 13 000 data channels and streamed to the electron beams at up
to 10GHz, thus enabling a throughput of ten 300-mm wafers per hour.
As with LEEPL, themajor challenges forMapper are the problems arising with the

proximity of the exposure, and the resist process. Additionally, as Mapper imple-

Figure 5.39 Schematic of the Mapper multi-electron-column demonstrator [58].

5.2 Electron Beam Lithography j169



ments an electrostatic lens array within a <50mm distance to the wafer, it is still
unclear how the cleanliness of this array can bemaintained duringwafer throughput.
Overall, as ML2 techniques may provide the performance and throughput ad-

vantages of EPL andPEL,whilst avoiding the problems arising frommask fabrication
and application, they should have the potential to rival optical lithography [59].

5.2.3.4 Imprint Templates
Nanoimprint lithography (NIL), considered to be a lithography method with the
potential to rival optical lithography, is a technique where a patterned template is
pressed onto a substrate coatedwith resist [60]. Currently, photoactivatedNIL (PNIL),
which uses a monomer resist with low viscosity, is considered to show the highest
potential for volume production. The template, which must be constructed from a
transparent material such as fused silica, is pressed onto the sample, after which a
polymerization reaction is induced in the resist by applying UV light (thus, the
technique is also called UV-NIL), and the template is removed.
Whilst NIL in itself does not involve exposure with photons or charged particles,

the patterned template must be fabricated first, similar to a photomask for optical
lithography. The templates are prepared by electron beam lithography, using similar
processes as for photomasks (see Section 5.2.3.1). As the template is reproduced
without demagnification, and therefore requires the same feature size as the pattern
on the wafer, both fabrication and application still pose certain challenges. Currently,
efforts are under way to utilize photomask fabrication methods for making PNIL
templates [61]. As mentioned above, the templates must be transparent to UV light,
and therefore fused silica photomask blanks may be used for template making. An
overview of the template process flow is shown in Figure 5.40: in a first lithography
step, the template is structured by EBL (first write). In a second lithography step, the
pedestal required for imprint is made (second level write). Further details of the
template process flow are presented in Refs. [62, 63].
When using photomask fabrication methods, currently four imprint templates are

structured on a single photomask blank, as shown in Figure 5.41a and b. The
photomask blank is then diced into separate templates (Figure 5.41c). As the dicing
introduces contamination and mechanical strain, a modified fabrication approach
must be developed before NIL can be employed in volume production. The size
standard for templates resembles the exposure field of current optical lithography
steppers (Figure 5.41d).
Complete details of the NIL imprint processes are described in Chapter 7 of this

volume.

5.2.4
Integration

Although EBL is widely used in research because of its flexibility and high resolution,
its low throughput and complexmaintenance requirements of electron beamwriting
tools have limited the use of EBDWL in volume production. However, continuous
improvements have led to the development of reliable toolswith shaped beamwriting
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strategy, which fulfill the requirements of the current 65 nm node fabrication which,
according to the ITRS, are 65 nm dense lines, 45 nm isolated lines, 90 nm contact
holes, and an overlay accuracy of<25 nm [16]. Yet, while the required resolution and
repeatability has been achieved through developments in tools and CA resists, the
overlay accuracy has long posed a major challenge.
Integrated circuits consist of several functional layers, for example metalliza-

tions and barriers, which must be fabricated sequentially. In optical lithography,
each layer is patterned by a suitably made photomask. When using EBL, two
scenarios can occur:

Figure 5.40 An overview of the fabrication process for two-dimensional templates [62, 63].

Figure 5.41 Application of photomask fabrication methods for template making [64].
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. Either all layers are made by EBL, which is the case for making device
prototypes [65]

. Just one critical layer, for example the gates, are made by EBL, and all other layers
are made by optical lithography.

The use of mixed EBL and optical lithography in volume production is referred to
as �mix-and-match� lithography production [66], or hybrid lithography [67] if a single
resist is utilized as both electron resist and photoresist.
In order to ensure that all subsequent layers are exactly matched, aligning

techniques are used in optical lithography. One widely used alignment method in
wafer steppers is through-the-lens alignment, where an alignmentmark on thewafer
is projected onto an alignment mark on the photomask, and a comparison is made.
However, this approach is not possible with EBL tools; rather, two types of EBL
alignment mark are currently used. The first option is to employ marks made from a
film of high-atomic-weight material. This type of mark can be detected by secondary
electron emission, but the method may lead to contamination issues and it is,
therefore, mostly used only for back-end processing [68]. The second option is to
create trenches as marks (see Figure 5.42), which are then scanned. This EBL
alignment strategy has been used successfully in creating 65 nm node integrated
circuits with hybrid lithography [69].

5.3
Ion Beam Lithography

5.3.1
Introduction

Ion beam lithography (IBL) either utilizes ions to induce a chemical reaction in an ion
resist for pattern formation, or can directly structure a functional film such as a
metallization or barrier layer. When using ion resists, the wavelength of accelerated

Figure 5.42 Trench alignment mark for EBDWL of a 25 · 25mm integrated circuit [69].
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ions is even smaller than that of electrons, because of their highermass. For example,
the mass of Hþ is 2000-times the mass of an electron, and therefore a calculation
analogous to that in Section 5.2.1 yields:

l ¼ hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mQU

p ð5:19Þ

which, with an acceleration voltage of U¼ 100 kV, gives l¼ 0.0001 nm.
Simple IBL tools use ion optics to focus ions from a source into a beam with a

Gaussian energy distribution; therefore, they are referred to as focused ion beam
(FIB) tools. The functional principle is analogous to the Gaussian EBL tools intro-
duced in Section 5.2.1. A significant difference is that, because of the much higher
mass of ions, a deflection is more difficult to achieve.

5.3.1.1 Ion Sources
IBL tools utilize volume ion sources [70], which consist of an ionizing region, where a
plasma is formed, and an extraction region, where an electric field extracts the ions
and accelerates them to form a beam. As with the thermal electron sources discussed
in Section 5.2.1.1, the maximum current density j which can be obtained for an
acceleration voltage V and an acceleration distance d is:

j ¼ 1

9pd2

ffiffiffiffiffiffiffi
2Q
m

r
V

3
2 ð5:20Þ

5.3.1.2 Ion Optics
Ion optics function in a very similarmanner to electronoptics (see Section 5.2.1.2). The
general trajectory representation as Equation 5.13 remains valid, when the electron
charge e is replaced by the appropriate ion charge Q. However, there is an important
difference with the design of ion optical columns: while magnetic lenses are used in
electron optics, because of their lower aberrations compared to electrostatic lenses [70],
in ion optics only electrostatic lenses can be used because, unlike magnetic fields,
electric fields focus independently of the charge to mass ratio (see Section 5.2.1.2).

5.3.1.3 Patterning
The initial idea behind using IBL instead of EBL for fabricating integrated circuits was
that ions scatter very little in solids. Unlike with EBL, there is no significant proximity
effect, and therefore IBL candeliver veryhigh resolution and contrast. Advances inEBL
technology (especially proximity effect corrections), together with the fact that because
of their high mass, ions are likely to damage functional films or doped areas on the
substrate, EBL is the currently established technology for direct-write methods.

5.3.2
Applications

Although IBL is not used for integrated circuit fabrication, it is being applied
and continuously improved for the direct-structuring of functional films in the
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fabrication of special devices, such as nano-electromechanical systems (NEMS), nano-
photonics, nanomagnetics, andmolecular nanotechnologydevices.Direct-structuring
is also currently being investigated for the fabrication of imprint templates for NIL.

5.3.2.1 Direct-Structuring Lithography
Focused ion beam (FIB) tools can be used to create patterns in functional films, such
as metallizations, or barriers on wafers directly, which is referred to as ion direct-
structuring (IDS) lithography. The ions, when striking the functional film, cause the
material to sputter, such that IDS is also known as ion milling. Another possibility is
the local deposition of a functional film, with ions inducing the decomposition of a
process gas at the surface of the wafer.
One major application of FIB tools is the repair of photomasks for optical

lithography. As noted above (see Section 5.2.3.1), photomask quality is of utmost
importance for yield. However, if due to a problem in the manufacturing process a
part of the opaque film is sticking where it should have been removed, it can be
sputtered away (see Figure 5.43) [71] or, if part of the opaque film is damaged, then it
can be partially redeposited (see Figure 5.44) [71].
For some applications it is also reasonable to employ techniques initially developed

for IPL, which introduced a transmission mask and projection optics with electro-
magnetic lenses to direct ions. This derivative of IPL is called ion projection direct
structuring (IPDS). As mentioned in Section 5.1, IPLwas removed from the ITRS in
2004 due to significant problems with fabrication and the application of the
transmission masks.
IPL requires the use of stencil masks (see Section 5.2.3.3), because ions cannot

pass through membrane masks, even with the thinnest imaginable membrane.
However, a stencil mask absorbs the ions where there are no holes, and the resultant
heating of the mask leads to its distortion. Further, with stencil masks it is not
possible to make all required patterns with a single exposure, and so sets of
complementary masks are required (see Section 5.2.3.3). Although initially these
issues appear tomake IPL impractical, studies to rectify the situation are ongoing. For
example, thermal radiation cooling could be utilized to solve the heating problem,

Figure 5.43 Opaque film defect: the repair of an undersized contact hole [71].
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while single stencilmasks with fourfold exposure could enable complex patterns, but
require half-sized features [54]. A comprehensive discussion of IPL, in addition to the
details of a proposed IPL system, are presented in Refs. [54, 72].
IPDS can, for example, be applied to structure magnetic media for high-density

data storage in a single exposure by inter-mixing the films of a multilayer struc-
ture [73]. For such an application a single stencil mask is sufficient [74].

Considerable effort has also been made towards developing IPDS for volume
production. The most-often investigated approach is to use the technique for
multiple EBL (see Section 5.2.3.3), to split a broad ion beam into multiple beams,
and to imagewith a programmable APS. Thismultiple ion beamprojectionmaskless
patterning (PMLP) technique is currently being developed within the project
CHARPAN (CHARged PArticle Nanotech) [53, 75], and the column of the demon-
stration system used is shown schematically in Figure 5.45 [53, 75].
Apossiblemulti-ion-beam tool resulting fromCHARPANwould have a wide range

of applications. In addition to IPDS, several other ion-beam-induced patterning

Figure 5.44 Pattern copy: the repair of missing lines [71].

Figure 5.45 Schematic of multi-ion-beam column demonstrator [53, 75].
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processes, such as beam-assisted etching, deposition, polishing, nanometer-resolved
ion implantation, and ion-beam-induced mixing, are possible. All of these processes
are considered to be fundamental for the fabrication of emerging nanoscale devices.

5.3.2.2 Imprint Templates
As discussed in Section 5.2.3, NIL requires the use of templates which are currently
fabricated by EBL. However, this method requires a full process sequence similar to
photomask making, such as resist coating, exposure, development, and etch to be
applied to a blank. The use of a FIB tool enables direct-structuring of the chromium
film on the blank, by sputtering.
Whilst FIB tools, compared to state-of-the-art EBDWL tools, lack the throughput

required for sensible template fabrication, a reliable multi-ion-beam tool would
clearly take over from EBL, and consequently the resistless fabrication of templates
has been included within the CHARPAN project.

5.4
Conclusions

The continuous improvement of EBL has always placed it one step ahead of the most
advanced optical lithography in integrated circuit fabrication. Although mask fabrica-
tion for optical lithography is still its principal application, EBL has become a time- and
cost-effective technique for early device and technology development. Further, with
mask costs currently showing huge increases, EBL represents a viable option for small-
volume production, despite its comparatively low throughput. Additionally, even in
medium-volume production, EBL is employed for writing critical layers within mix-
and-match and hybrid lithography. Because of ever-increasing device complexity,
applying EBDWL, using shaped-beam writing tools in combination with advanced
CA resists, ismandatory. In parallel, efforts are being continued in the investigation of
parallel electron beam writing systems (ML2), which show the potential almost to
match the throughput of optical lithography, and thusmay in time complement or even
replace the latter process for high-volume production.
Incontrast, in its current form, IBL isnot applicable for integrated circuit fabrication,

although further improvements in FIB tools towards IPDS, as well as the development
of parallel ion beam writing systems (PMLP), may lead to its feasible application.
Integrated circuit fabrication aside, both EBL and IBL techniques are currently

being used and continuously improved for the fabrication of special devices in low
volume, such as nano-electromechanical systems, nanophotonics, nanomagnetics,
and molecular nanotechnology devices.
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6
Extreme Ultraviolet Lithography
Klaus Bergmann, Larissa Juschkin, and Reinhart Poprawe

6.1
Introduction

6.1.1
General Aspects

The ongoing reduction of structure sizes in semiconductor devices such as memory
chips or microprocessors means that conventional optical lithography is reaching its
physical and technological limits. This technology makes use of the demagnified
imaging of structures on a mask onto a photo resist. Currently, optical lithography
utilizes deep ultraviolet (DUV) light at 193 nm and a high numerical aperture (NA)
optical system consisting of transmitting lenses. Generally, the achievable resolution
at wafer level (RES) and the depth of focus (DOF) can be expressed by the Rayleigh
formulas:

RES ¼ k1
l
NA

; DOF ¼ k2
l

ðNAÞ2 ð6:1Þ

Here, l is the wavelength, NA is the numerical aperture (¼n sina, where n is the
index of refraction of themediumbetween thewafer and the last optical element, and
a is the half-opening angle of the beam), and k1 and k2 are process-dependent
constants with values typically of approximately 0.5. Today, the best resolution is in
the region of 60–65 nm, operating at a wavelength of 193 nm, a NA of 0.93, and a k1-
value of 0.31 [1]. Currently, the semiconductor industry is investigating all the
possibilities for further reducing the structure size offered by Equation 6.1. That
is to say, by reducing the wavelength, increasing the NA above unity, and operating
with lower k1-values. In this way, ASML – one of the leading steppermanufacturers –
has successfully demonstrated a water-based immersion system with NA¼ 1.20 and
k1¼ 0.28 for printing 45-nm structures. Another strategy is that of double patterning,
where twomasks are imaged successively onto the wafer, which permits a smaller k1-
value of 0.2. However, structure sizes below 32nm are considered only to be
achievable with a large reduction of the wavelength into the extreme ultraviolet
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(EUV) range. A reduction from 193 to 13.5 nm in EUV lithography relieves the
situation with the process constants and the numerical aperture. Thus, 16 nm is
expected to be printable with a NA of 0.35 and k1 equal to 0.41 [1].
According to the current roadmap for semiconductors [2], EUV lithography will be

introduced into the production process at the 45 nm node during the year 2011,
together with improved 193 nm technologies. In moving towards ever smaller
features below 22 nm and approaching the physical limits of silicon-based chips,
EUV seems to be the only photon-based solution from today�s point of view [1].
The step from DUV to EUV, however, implies a variety of technological changes

compared to the conventional technology. Operating in the EUV range requires that
all components are held in a vacuum in order to avoid absorption in an ambient gas.
EUV radiation has the strongest interaction with matter – that is, the highest cross-
section for absorption. Typical penetration depths of EUV radiation into solids are in
the range of a few hundreds of nanometers. The optical system and the mask to be
imaged onto the wafer consist of reflecting multilayer mirrors, and the source is no
longer aUV laser but rather an incoherent plasma source emitting isotropicallywith a
wavelength around 13.5 nm. The technology still requires further development
before reaching industrial maturity, which is expected to be achieved by about 2010.
A simple discussion of Equation 6.1 allows an estimation to be made of the

required wavelength region aiming at a resolution of, for example, better than 70 nm
and a depth of focus of more than several hundreds of nanometers. This consider-
ation leads to a wavelength below 20 nm. Multilayer-based mirrors with a high
normal incidence reflectivity at a wavelength of about 13 nm are currently available,
and the semiconductor industry has fixed the wavelength to 13.5 nm as a standard to
maintain lithium-based plasmas as an option, which have a strong line emission at
this wavelength. With our current knowledge of all components, such as mirror
reflectivity, sensitivity of the resist, parameters of the optical system and the desired
wafer throughput, it is possible to specify the requirements for the source, which can
be considered as the least known component of the system. Although a solution for
the final concept has not yet been found, some early examples of source and system
specifications have been identified, for example in Refs. [3, 4]. In addition, the actual
requirements are updated continuously, taking into account new aspects and
increasing knowledge [5].
The present chapter provides an overview of the system architecture of an EUV

scanner, together with the demands made on each component, namely the light
source, optical components for beam propagation and imaging, masks and resists.
The current status of development and future challenges are also addressed.

6.1.2
System Architecture

Avariety of EUV lithography systems have been installed during the past few years in
order to test the whole chain, beginning at the source and ending at the wafer level or
using simpler, high-NA systems with small imaging fields for printing fine struc-
tures [4, 6, 7]. The principle of an EUV scanner will be explained with the example of
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the ASML alpha demo tool demonstrator, which can be regarded as the latest
development and which is close to the future lithography tool with respect to design.
A schematic of thealphademo tool is shown inFigure6.1 (taken fromRef. [8]).Usinga
collector – preferably aWolter-type nested shell collector– the light of a plasma source
is focused into the so-called intermediate focus as the second focal point of the collector
(Figure 6.1 shows only the beam propagation from the source and the collector to the
second focus, but not the hardware itself). The light is fed into the illuminator, which
consists of a set of spherical multilayer mirrors and is used to produce a banana-
shaped illumination of themask (the top optical element in Figure 6.1). Another set of
mirrors is used to image this field onto the wafer (the bottom optical element in
Figure 6.1), with a typical magnification of 0.25. Wafer and mask are moved
continuously to scan the whole mask and to transfer the structures onto a wafer of
typically 300mm diameter. In contrast to conventional DUV scanners, all of the
components are contained inside a vacuum in order to achieve a high optical
transmission for the EUV light. The etendue of the current optical system is around
3.3mm2 sr, which leads directly to a specification for the source size [9]. The optical
system is able to use all the light from a spatially extended plasma source of around
1.6mm in length along the optical axis and 1mm in diameter in the radial direction,
which is emitted into the solid angle of the collector. The plasma source is operated in
a pulsed mode, ultimately requiring repetition rates of 7–10 kHz to guarantee a
sufficiently homogeneous illumination of the resist. There are requirements on all
components of the scanner – that is, the source, collector, optical system and
components, masks, resist and on the system itself, concerning, for example,
vacuum conditions and contamination issues. Today, the source is regarded as the
most critical component, although this might also be due to the fact that other

Figure 6.1 Schematic view of the ASML alpha demo tool, the first
full-field scanner for extreme ultraviolet (EUV) lithography. The
collector and source are not shown clearly; the beam propagation
at the respective location of the source collector module is shown
on the left.
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components were developed prior to of the plasma source, and consequently less
experience is available with this component.
The wafer throughput is furthermore dependent on the mechanical properties of

the mask and the wafer handling system. According to Ref. [10], a simplified wafer
throughput model can be formulated:

T ¼ T scanNþToh

¼ Nðtacc þ tsettle þ texp þ tsettle þ tdecÞþToh

¼ N
2P

awWR
þ 2tsettle þ ðLþHÞWR

P

2
4

3
5þToh

ð6:2Þ

where Tscan is the scanning time per field, N is the number of fields per wafer, Toh is
the overhead time (wafer exchange, wafer alignment, . . .), tacc (tdec) is the acceleration
(deceleration) time, texp is the field exposure time, tsettle is the stage settling time
after acceleration and before deceleration, P is the EUV intensity on wafer, aw is
the acceleration of the wafer stage,W(H) is the field width (arc heightþ slit width) of
the banana-shaped field, L is the field height, and R is the sensitivity of the resist.
With this model the wafer throughput as a function of the reticle stage acceleration
has been estimated for different illumination power levels ranging from 160 to
640mW on the wafer [5]. The higher dose leads to a higher throughput only if
the acceleration is increased; for example, an 80 wafers per hour throughput can
only be achieved for the 640mW, if the acceleration is more than 1.5 G. In the
160mW case, a lower acceleration is required. With higher acceleration values and
higher power levels at the wafer throughput is, of course, higher. These numbers are
based on a R¼ 5mJ cm�2 resist, a stage settling time of 25ms, an overhead time of
11.5 s, a field size of 25· 25mm, a number of 89 fields, and an exposure slit
of 2 · 25mm2.
The first results have been obtained with the alpha demo tool, and the possibility

of full-field imaging has been successfully proven. An example of different printed
lines of 50 nm down to 35 nm and the corresponding line edge roughness (LER)
using a resist of 18mJ cm�2 sensitivity, is shown in Figure 6.2. Full-field imaging

Figure 6.2 First results obtained with the ASML alpha demo tool
of printed lines and spaces with resolution down to 35 nm and the
respective LERs. The sensitivity of the resist was �18mJ cm�2.
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over more than 20mm slit height at the wafer level with a depth of focus of more
than 240 nm has been demonstrated experimentally [6, 8].

6.2
The Components of EUV Lithography

6.2.1
Light Sources

According to Ref. [5], some of the requirements for the source and lifetime of the
system for a production tool are as follows:

� Central wavelength (nm) 13.5
� Usable bandwidth (nm) 0.27
� Throughput (wafers h�1) 100
� EUV power at IF (W) >115
� Repetition rate (kHz) 7–10
� Collector lifetime (months) 12
� Source electrode lifetime (months) 12
� Projection optics lifetime (h) 30 000
� Etendue of source output (mm2 sr) <3.3
� Spectral purity (% of EUV) to be determined

The use of a multilayer mirror system (see Section 6.2.3) restricts the usable
bandwidth to 2% around 13.5 or 0.27 nm, which is termed inband radiation. The
throughput model is based on a 5mJ cm�2 sensitivity of the resist, which has not yet
been achieved (as discussed below). A less-sensitive resist would lead to higher
source power specifications. The incoherent plasma source emits not only light but
also debris in the form of particles, at least from the EUV-emitting plasma,
irrespective of the source concept. Thus, some type of debris mitigation element
is required between the source and collector appropriate to the actual source design.
Typical collector half-opening angles rangeup to 70–80�. The total overall efficiency of
the collector and the debris mitigation system can be estimated as around 20% of all
the inband light emitted in the hemisphere of 2psr [12], assuming a transmission of
the debris mitigation system of 50%. This requires an inband emission of the source
of at least 600W/(2%b.w. 2psr). Reasonable conversion efficiencies in the range of, at
maximum, a few percent of the input energy for usable EUV radiation require a
power input in the range of several tens of kilowatts. This imposes strict thermal
demands, especially for the cooling of the debris mitigation system and the collector,
which is the closest optical element to the source.
The multilayer mirrors have a finite transmission in the DUV range of 130 to

400 nm, which means that the emission from the source should not be too great
within this wavelength region, as the resists are also sensitive in the DUV. The final
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specification is still under consideration and is, for example, dependent on progress
in spectral purity filters with minimum losses for EUV radiation.

6.2.1.1 Plasmas as EUV Radiators
Extreme ultraviolet radiation sources can be divided into thermal and non-thermal
emitters. Non-thermal emitters are X-ray tubes or synchrotron radiation sources,
where the radiation is generated by deflecting charged particles. Thermal emitters,
based on the generation of hot plasmas, are a cost-effective and compact solution for
EUV lithography. Generally, for thermal emitters matter is heated up to a high
temperature, T, where the limit of the emission of light can be described by Planck�s
law of radiation:

BlðTÞ ¼
2hc2

l2
e

hc
kBTl � 1

� �� 1
ð6:3Þ

with speed of light, c, Planck�s constant, h, and Boltzmann constant, kB. For a black-
body radiator, the temperature and the wavelength ofmaximum emission are related
by Wien�s law, which is derived from Equation 6.3:

lmaxT ¼ 250 nm eV ð6:4Þ
By aiming at a wavelength of l¼ 13.5 nm, we obtain a temperature of around

T¼ 20 eV (1 eV¼ 11 605K). Such a high temperature is associated withmatter in the
plasma state. Usually, the emission of a plasma does not reach the Planck limit over
the whole wavelength range, but only in individual strong emission lines of highly
charged ions. Furthermore, for real plasmas the optimum emission is achieved at
somewhat higher temperatures, depending on a variety of conditions, as discussed
elsewhere [13]. The emission spectrum is characteristic of the respective element.
Typical candidates discussed for EUV lithography are hydrogen-like lithium ions;
that is, twofold ionized lithium with a strong single emission line at 13.5 nm, or tin
and xenon as broadband emitters around 13.5 nm. In the case of xenon, the radiation
around 13.5 nm arises from a transition of 10-fold ionized ions. For tin, the spectral
efficiency is better compared to xenon (see Figure 6.3). With tin, more ionization
levels exhibit transitions around 13.5 nm, leading to amore pronounced emission in
the spectral range of interest.
Two concepts are pursued for generating such plasmas: laser-induced plasmas

and discharge-produced plasmas. With laser-induced plasmas a pulsed laser beam is
focused onto the target to be heated up. In the other case, the energy is taken from a
pulsed electrical discharge. Many reports have been made concerning the different
concepts, and discussing their special advantages and drawbacks [11]. In the next
subsection, attention will be focused on the physical fundamentals of laser-induced
and discharge-produced plasmas.
Irrespective of the individual concept, such plasmas are not only a source of

light but also of debris consisting of fast ions and neutrals, clusters, droplets, and
also heat. Sophisticated strategies are required to protect the optical system against
this debris in order to avoid the deposition of matter onto the optics surface, or
sputtering.
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6.2.1.2 Laser-Induced Plasmas
Hitting a target that is either solid, liquid or gaseous with a high-intensity laser beam
leads to a plasma, where the laser energy is converted to thermal energy by inverse
bremsstrahlung as the dominant process. Electrons are accelerated in the electrical
field of the laser and transfer their energy to the ions. The laser energy is coupled to
the plasma in a region where the plasma has the critical density, ncrit, which is
dependent on the laser wavelength, llaser (e0 is the permittivity of free space, me the
electron mass, e the electron charge, and olaser the laser frequency, that equals the
plasma frequency at the critical density):

ncrit ¼ e0mew2
laser

e2
¼ 1:11� 1021 cm� 3 mm

llaser

� �
ð6:5Þ

The temperature of the resulting plasma roughly scales with the laser intensity,
ILaser, according to Te � I4=9Laser [14, 15]. For a Nd:YAG laser with llaser¼ 1.064mm, the
electron temperature, Te, can be estimated as described in Ref. [16]:

Te ¼ 2:85� 10� 4 eVðILaser=ðW=cm2ÞÞ
4
9 ð6:6Þ

Thus, in order to achieve an electron temperature of around 30 eVa laser intensity
of 2· 1011Wcm�2 is required, which is also observed experimentally as an optimum
laser intensity [17, 18]. Typical pulse durations of a laser-induced plasma are in the
range of nanoseconds or even less. The spatial extension of the EUV-emitting region
is below100 mm; thus, the etendue requirement of<3.3mm2 sr is easily fulfilledwith

Figure 6.3 Typical emission spectra in the EUV for tin- and xenon-
based gas discharge plasma sources. In the case of tin (bold line),
the laser-induced plasma appears similar, whereas for xenon
the laser-induced emission spectrum is smoother due to
overlapping emission lines. The transitions of tin around 13.5 nm
are iso-electronic to those of xenon around 11.0 nm.
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this type of plasma. Maximum conversion efficiencies of 5%/(2psr 2% b.w.) for solid
tin targets have been reported in the literature [18]. The conversion efficiency is
defined as the ratio of usable inbandEUVradiation into 2psr to the incident laser light
energy. In order to meet the source power requirement of 115W in the intermediate
focus, an average laser power of more than 5 kW is required, assuming an optimistic
efficiency of 50% for the collector and the debris mitigation system. Obtaining high-
power pulsed lasers at this level is an issue in current research and development
activities. Different laser concepts are under discussion, such as pulsed CO2 lasers or
solid-state diode pumped laser, as reported elsewhere [19, 20, 22, 24]. However, it has
not yet been shown that laser-induced plasmas can operate continuously on this
power level. Further details on laser-induced plasma are available elsewhere [21, 23].
Besides the availability of the laser itself, the target is still an issue. Currently,

different target concepts are under discussion, such asmass-limited targets to reduce
debris production to a minimum level, and gaseous or droplets targets from frozen
liquids or gases [18]. Most of the effort is currently being expended on tin-based
targets, which have the highest expected conversion efficiencies.

6.2.1.3 Gas Discharge Plasmas
Producing thehot plasmaby an electrical discharge is anotherwell knownmethod for
the generation of light. For EUV-emitting plasmas, a pulsed electrical current is fed
into an electrode system, which is filled with the working gas to be heated up at a
neutral gas pressure of several tens of Pa. In a simplified concept, the current can be
assumed toflow through aplasma cylinder,which is compressedby the self-magnetic
field of the current to a high density of up to typically ne� 1019 cm�3. The plasmas
also experience ohmic heating, finally resulting in a dense and hot plasma column of
several tens of eV electron temperature, and with a typical diameter of several
hundreds ofmicrometers and a length in the range of fewmillimeters. The necessary
current, Io, can be approximated by assuming a Bennet equilibrium of the magnetic
force and the plasma pressure [25]:

m0

8p2
I20
r2p

¼ ðni þ neÞkBTe ð6:7Þ

where m0 is the magnetic field constant, rp is the radius of the compressed plasma
column, and ni and ne are the electron and ion density, respectively. The term
r2p � ðni þ neÞ can be expressed by the starting radius, a, of the neutral gas column and
the neutral gas pressure, p, by pa2 [26]. As an example, for a xenonplasmawith 10-fold
ionized ions (hZi¼ 10, ne¼hZi ni) and a desired electron temperature of 35 eV, a
current of 8 kA results, which is also characteristic of the devices under investigation.
This pulsed current is usually produced in a fast discharge of a charged capacity, C,
which is connected in a low-inductive manner to the electrode system. Typical values
for the inductance of the system are around 10 nH and few 100–1000 nF for the
capacity. Stored pulse energies are in the range from 1 to 10 J.
A variety of different concepts exist for discharge-based plasmas, which differ

mainly in the special geometry of the electrode system and the ignition of the plasma.
For further information the reader is referred to numerous other reports [11, 27, 28].
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6.2.1.4 Source Concepts and Current Status
During recent years,many industrial laboratories have increased their efforts into the
development of sources for EUV lithography, and consequently a variety of concepts
of either laser-induced plasmas or gas-discharge plasmas have been investigated, or
are currently under investigation. An excellent overview of the current �players� and
of the technological progress made can be found in Refs. [11, 27, 29]. An overview of
the current status and progress, compared to the year 2000, for different concepts
such as the hollow-cathode-triggered pinch plasma [30, 31], the plasma focus [32],
different Z-pinch-like concepts [33–36] and laser-induced plasma [37], is shown in
Figure 6.4 (from Ref. [28]). Of note, it is clear that rapid progress is being made, and
that more powerful sources will be available in the near future. The overview in
Figure 6.4 refers only to source power and repetition rate, which is of course not
sufficient to assess a certain concept. For example, the source powers achieved do not
generally refer to continuous operation but rather to short-term operations ranging
down to a few seconds. Furthermore, other specifications such as the plasma source
size or the lifetime must also be considered more closely. Often, only the best values
are presented and the current status for the simultaneous achievement of specifica-
tions is difficult to identify.
One promising concept, which is also used in theASML alpha demo tool described

above, is the Philips laser-triggered vacuum arc [39] (Figure 6.5). This concept makes
use of two electrodes, which rotate in a liquid tin bath to continuously re-cover the
electrode surface. The system set-up is illustrated schematically in Figure 6.6. Both

Figure 6.4 Currently achievable radiation power at 13.5 nm into
2% spectral bandwidth for different source concepts, and the
corresponding repetition rates. Some data from 2000, taken from
Ref. [38], are also shown to illustrate the rapid progress in source
power.

6.2 The Components of EUV Lithography j189



electrodes are connected to a charged capacity, whereupon a laser pulse is used to
evaporate a certain amount of tin, which also closes the electrical circuit in the gap
between the two electrodes. The rapid discharge of the capacity heats up the tin
plasma,which is used as an emitter of EUVradiation. Conversion efficiencies of up to
2.5%/(2psr 2%b.w.) have been reported for this concept, with an average power of up
to 300W/(2psr 2% b.w.) [40]. This is not too far away from the final specification for
the source power. This concept has advantages with respect to cooling due to the
rotating electrodes and electrode lifetime arising from covering the electrode surface
with liquid tin and liquid metal cooling. However, a large amount of tin is also
produced and emitted towards the collector. Thus, sophisticated means for debris

Figure 6.5 The Philips NovaTin EUV source based on the vacuum
arc concept, which is used in ASMLs alpha demo tool.

Figure 6.6 Scheme of the working principle of Philips NovaTin
EUV source, based on the vacuum arc concept.
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mitigation and cleaning strategies are required to guarantee a sufficient lifetime
of the optical system. Recently, collector integration with a lifetime of more than
500Gshots was successfully demonstrated using such a tin source [39]. Details of the
collector design and the debris mitigation system are provided in the following
section.

6.2.2
Collectors and Debris Mitigation

The currently preferred technical solution for collecting the light of the isotropically
emitting plasma is the nestedWolter-typemulti-shell collector [41]. A single collector
shell consists of a hyperboloid and an ellipsoidal shell with identical focal points. The
source is located within this common focal point, and is focused into the other focal
point (intermediate focus), where the collector, although not an imaging element,
leads to a �magnification� of the source by a factor of about 10 in the intermediate
focus. The first optical element is about 50–100 cm behind this second focus. This
type of collector allows light to be collected over a relatively large opening angle with a
moderate gracing incidence angle at the reflecting surface, which is of particular
importance for high reflectivity in the EUV. Such gracing incidence optics usually
have a ruthenium coating with large reflectivity up to angles of�20�, which is typical
of applications in EUV lithography. An example of a multi-shell collector which is
used for modeling light distribution after the intermediate focus at the first optical
element of the illuminator is shown in Figure 6.7. A collection angle ofmore than 80�

half-opening angle with a total efficiency, including the finite reflectivity of the
ruthenium coating, of more than 40%/(2psr) is reported from the collector
supplier [12].
Figure 6.8 shows the theoretical angular-dependent reflectivity of a ruthenium

coating for different surface roughnesses,s, and the typical range of operation for the
collector. It should be noted that two reflections occur for the hyperboloid and the

Figure 6.7 Schematic diagram of a Wolter-type nested shell
collector with eight shells, as used in a ray-tracing calculation. This
collector has opening angles between 11� and 45� corresponding
to a collected solid angle of 1.7 sr or 27% of 2psr. The right-hand
diagram shows a simulated distribution in the far field for a
spherical source of 50 mm FWHM.
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ellipsoid. The data points are based on the atomic data for the refractive index
published by CXRO [42]. The state of the art at the collector manufacturers – for
example, Zeiss or Media Lario – involves surface roughness below 1 nm and
chemically clean surfaces based on a physical vapor deposition (PVD) coating
technology. Thus, the transmissions of the collectors are close to the theoretical
limit. In addition, there is no longer any difficulty in fabricating substrates for the
shells with diameters of several tens of centimeters.
Figure 6.7 also shows a typical light distribution for an eight-shell collector and a

point source in a plane after the intermediate focus; this indicates the contributions of
the different shells and the shadowof themechanical support structure for the shells.
Usually, the collector is located at a distance of only a few tens of centimeters from the
plasma, which is also a thermal source in the 10 kW range. Cooling of the collector is
achieved by using water-cooled lines around each collector shell. Results relating to
the cooling capabilities are reported in Ref. [43], with a temperature increase of less
than 1� when operated in the vicinity of a high-power source. Currently, research is
going on in order to clarify whether this approach is sufficient, or whether more
sophisticated cooling strategies must be applied, including for example a homoge-
neous temperature increase of the shell surfaces.
Another option is to have a normal-incidence collector based on a Schwarzschild

design, with two spherical,multilayer coatedmirrors. Some possible solutions to this
problem are presented in Refs. [44–46].
As the closest optical element to the source, the collector experiences most of the

heat load and debris emitted from the source. Consequently, overcoming the
problems of a limited collector lifetime represents some of the major issues in
current EUV lithography development activities. Today, such investigations are

Figure 6.8 Calculated grazing incidence reflectivity of ruthenium
for different roughness values, according to the CXRO database.
The typical angle range for amulti-shell grazing incidence collector
is also indicated. For collectors to be used in EUV lithography,
the roughness is below 1 nm, leading to a reflectivity close to the
theoretical limit.
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under way not only in industry but also at various academic institutes, all of which
have encountered this problem [47, 48]. Within the present chapter, the details of
various debris mitigation schemes, and the results obtained, are restricted to the
activities at Philips, whose clear aim is to integrate the above-mentioned tin-based gas
discharge source.
The minimum number of particles necessary for the effective generation of an

EUV-emitting pinch plasma is about 1015 atoms per pulse. These particles can be
assumed to be emitted into 4psr, partly redeposited onto the electrodes, and also
emitted towards the optical system. For a 1-hour operation at 5 kHz this will require
approximately 3.5 g of tin. Such an amount is clearly excessive, assuming that thiswill
be deposited on the collector surface, where even a few nanometers� thickness is
unacceptable due to the reduced reflectivity of a tin-coated surface. Hence, both the
deposition of material and sputtering of the optical coating by the emitted particles
must be avoided. The particles are emitted in the form of fast ions with energies
exceeding at least 10 keV, as neutrals, and also as droplets from the wet electrode
surfaces. One highly effective method of stopping and removing particles is the so-
called �foil trap concept�, which is described in more detail in Ref. [48]. The process,
which is shown schematically in Figure 6.9, includes a system of lamellas located
between the source and the collector. The foil trap is operated in combination with a
buffer gas, usually argon with high transmission in the EUV. The emitted particles
are deflected and finally stopped by the ambient argon atoms, and then stick to the
walls of the foil trap. In the case of tin, the foil trap is heated above the tin melting
point in order to avoid an accumulation of tin in the system of the lamellas. Using
only this technique, a collector lifetime of more than 109 shots has been reported for
an operation with a tin-based discharge source [39]. However, the foil trap concept
does not permit complete suppression of the emission of particles towards the
collector, and consequently for longer operating times a deposition of tin on the

Figure 6.9 Schematic diagram of a foil trap system including
buffer gas to protect the multi-shell collector against debris from
the source. The foil trap has a high optical transmission, while the
particles are efficiently stopped.
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nanometer scale would be expected. In an attempt to overcome this problem several
cleaning strategies for the collector have been proposed. One possibility would be to
flood the collector chamber with a halogen gas, such as chlorine or iodine; the gas
reacts with the tin to form volatile tin halides, which can be pumped away, while the
ruthenium coating is unaffected. Using this technique permitted the complete
recovery of a tin-coated ruthenium surface [49].

6.2.3
Multilayer Optics

For EUV radiation, the index of refraction is close to unity, and the absorption in
matter is relatively high. A high reflectivity at surfaces is only achieved for incidence
angles of the light of typically below 20�. This feature is, for example, exploited with
gracing incidence optics as presented above. A high reflectivity for normal incidence
is only achievedwithmultilayer systems, as shown schematically in Figure 6.10. Such
multilayer systems consist of alternating layers of so-called �spacer material� and
�absorbermaterial�, which have different indices of refraction and are thus reflective
at their boundaries. Part of the incident light is reflected at each layer boundary, and
the superimposed beam exhibits a high intensity. A well-known example, which is
also used in EUV lithography, is a system consisting of silicon andmolybdenumwith
high peak reflectivity around a central wavelength of 13–14 nm. A transmission
electron microscopy (TEM) image of a real mirror is also shown in Figure 6.10. The

Figure 6.10 Schematic diagram of a multilayer mirror consisting
of spacer (e.g., silicon) and absorber (e.g., molybdenum), where a
high reflectivity is achieved by superimposing all rays reflected
at the boundaries. A transmission electronmicroscopy image of a
real Mo/Si system is shown in the top left section of the figure.
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center wavelength of the maximum reflectivity of such a system can be expressed in
terms of the total thickness, d, of a bi-layer, the incident angle, y, (y¼ 90� corresponds
to normal incidence) and a material constant d0 by the Bragg equation:

ml ¼ 2d sin q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d0=sin2q

q
ð6:8Þ

where d0 is the weightedmaterial constant for both elements with a complex index of
refraction, n¼ 1� dþ ib. By using the atomic data of the CXRO database [43],
Figure 6.11 shows the reflectivity of an ideal Mo/Si multilayer system with zero
roughness and no intermixing of the layers with a peak reflectivity ofmore than 70%.
Values of approximately 70% are also achieved for real mirrors. A multilayer
reflectivity close to this maximum is achieved at different locations. In order for
systems to be used in an EUVL scanner, some losses occur due to the capping layers
necessary for avoiding contamination, or additional layers for improving the thermal
stability of the multilayer system. Figure 6.11 also shows, graphically, the transmis-
sion of a corresponding system of tenmultilayer mirrors, which are typically used in
EUV lithography. The overall transmission is only 4%, as the theoretical limit and
the bandwidth decrease to below 0.3 nm FWHM. This is also themain reason for the
restriction to only 0.27 nm or 2% of the 13.5-nm bandwidth, as discussed for the
source specifications.
A variety of activities have been developed to improve themultilayer coatings to be

used in EUV lithography systems with respect, for example, to increasing the
reflectivity or achieving better thermal stability. In order to achieve a higher
reflectivity and better thermal stability, additional layers of boron carbide (B4C) are
introduced to reduce the interdiffusion of silicon and molybdenum at their bound-
aries [50]. This diffusion leads effectively to a higher surface roughness, and thus to a

Figure 6.11 Wavelength-dependent reflectivity (solid line) of an
ideal Mo/Si multilayer mirror according to the CXRO database,
and the resulting reflectivity of a 10-mirror system (dotted line).
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reduction in reflectivity. Furthermore, pure silicon molybdenum interfaces tend to
be unstable and show even higher diffusion for temperatures above 100 �C.
Here, ruthenium inter-layers are discussed as an alternative to boron carbide for
increasing thermal stability [51]. Such protective layers are of special interest if
multilayer coated components are to be used as collectors, as thesemust be heated for
debrismitigation purposes [52]. Other activities are aimed at an improved coverage of
the multilayer coating to protect against contamination or oxidation or at the
suppression of the deep UV (100–200 nm) reflectivity in comparison to the EUV
reflectivity. The latter strategy is one of several such approaches, including special
thin filters for the deep UV, which are intended to fulfill the specification of spectral
purity at the resist [53].
An imaging system for an EUV scanner consists of a number of multilayer-coated

reflective mirrors. The design and specifications are discussed here as examples of
the optical system of the Engineering Test Stand (ETS), which was the first full-field
imaging system based on a plasma source. Details of the optical system can be found
in Ref. [54]. A schematic of the projection optics consisting of four mirrors with
NA¼ 0.1, amagnification of 0.25 and a resolution of 100 nm, is shown inFigures 6.12
and 6.13. Mirrors M1 and M3 are convex, while M2 and M4 are concave. The beam
propagates off-axis, as indicated in Figure 6.13. In this special case, the mirror

Figure 6.12 Schematic drawing of the projection optics of the
ETS, consisting of four multilayer-coated reflective mirrors.

Figure 6.13 A three-dimensional view of the ETS projection optics system.
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diameters are 165mm forM1, 209mm forM2, 104mm forM3, and 170mm forM4.
The corresponding radii are �3055mm for M1, þ1088mm for M2, �389mm for
M3, and þ504mm for M4 [55], where �þ� indicates a concave and ��� a convex
surface. Usually, a system of several mirrors is chosen in order to have sufficient
degrees of freedom for the correction of aberrations and other imaging errors.
Typical diameters of themirrors reach 200mm for the ETS system, and evenmore

for other optical systems. In order to meet the imaging specifications, the root mean
square (RMS) figure error and the roughness must be below a certain level. The
surface specifications will be discussed in more detail. Usually, the surface topology
is described by a function z(x, y). For simplicity, the following discussion and
definitions are for the one-dimensional case z(x). The extension to two dimensions
is described elsewhere [56].
The average of the surface height is defined:

�z ¼ lim
L!¥

1
L

ðL=2

� L=2

zðxÞdx ð6:9Þ

with L being the spatial extension under consideration of the surface. The surface
roughness, s, is given by:

s2 ¼ lim
L!¥

1
L

ðL=2

� L=2

ðzðxÞ� �zÞ2dx ð6:10Þ

It is useful to discuss the Fourier transform of the surface in terms of the spatial
frequency, fx:

Zðf x; LÞ ¼
ðL=2

� L=2

zðxÞe� 2pif x dx ð6:11Þ

The power spectral density (PSD) function is often used for characterization of a
surface, which can also be directly measured in scatterometry [56] and can be related
to the Fourier transform Z(fx, L):

PSDðf xÞ ¼ lim
L!¥

1
L
jZðf x; LÞj2 ð6:12Þ

As defined in Equation 6.10, the roughness is the integral over all spatial
frequencies of the PSD function. Often, different regions are defined in the
specifications depending on the respective frequency interval fmin to fmax

s2
Df ¼ 2

ðf max

f min

PSDðf xÞdf x ð6:13Þ

The surface figure error corresponds to frequencies typically ranging from the
inverse aperture to 1mm�1. This type of error is responsible for aberrations. The
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roughness in the mid-spatial frequency range (MSFR), from 1mm�1 to 1 mm�1,
determines flare and contrast. The high spatial frequency range (HSFR) includes all
frequencies above 1 mm�1. The HSFR roughness influences the EUV reflectivity; for
the ETS optical system, a surface figure roughness of <0.25 nm RMS, a MSFR
roughness of<0.2 nm RMS, and a HSFR roughness of<0.2 nm RMS are specified.
The specifications for the Zeiss projection optics system for the ASML alpha demo
tool are similar [57]. Here, the figure error should be <0.2 nm RMS, and the MSFR
and the HSFR roughnesses should be between 0.1 and 0.2 nm RMS. Different
analysis methods for determining the PSD function show that these specifications
are fulfilled [57], which is also confirmed by the successful printing of small
structures with diffraction-limited resolution.

6.2.4
Masks

In contrast to conventional DUV lithography, masks are also based on multilayer-
coated reflective mirrors. A cross-section of a mask is shown schematically in
Figure 6.14. The mask blank is defined as that part including the substrate and a
protective layer of, for example, SiO2 necessary for the patterning process. The
structures to be imaged onto the wafer are written onto the surface using an absorber
layer of typically 100 nm thickness. The preferred absorber materials are Cr, TaN, Al
or W. However, as the mask is imaged, there are additional specifications in
comparison to the multilayer mirrors for the optical system [58, 59], and these will
be addressed in the following.
The substratemust have a low thermal expansion coefficient (CTE) of typically less

than 5 ppbK�1, as approximately 40%of the incident EUV light is absorbed andheats
up themask. A low thermal expansion is required in order to avoid anymagnification
correction between the changing of a wafer, and also to minimize image placement
distortion due to thermal expansion of the mask. With respect to multilayer optics,
the roughness specification is divided into high spatial frequency roughness (HSFR)
and mid-spatial frequency roughness (MSFR). HSFR (lspatial<1mm) should be

Figure 6.14 A cross-section of a mask to be used in EUV lithography.
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below 0.10–0.15 nm (RMS) in order to reduce the losses due to scattering of light out
of the entrance pupil of the optical system. In order to reduce the small angle
scattering and image speckles, MSFR (1 mm<lspatial<10 mm) should also be below
0.1–0.2 nm (RMS). A peak reflectivity of more than 67% with a centroid wavelength
uniformity across the mask of below 0.03 nm is required.
Another specification refers to the defect density of below 0.003 defects cm�2 for

defects larger than 30 nm. This is themost challenging demand for themasks, and is
one of the most critical issues in EUV lithography. As EUV light has a strong
interaction with matter, and thus a short penetration depth of typically <100 nm,
defects on the masks have a much higher probability of being printed, in contrast to
other wavelengths as in theUV region. Thus, special caremust be taken to reduce the
defects on the masks to a level of 0.003 per cm2 or, in other words, to less than a few
defects per mask.
Many different categories of defect have been defined, and many activities are

required simply to reduce the number on masks, mask blanks and the substrate by
cleaning and repair techniques [60], detecting printable defects [61] and simulation of
their influence on the picture at thewafer level [62]. Although defects on the substrate
will be buried after the multilayer coating is applied, the various types of defect may
lead to phase errors of the reflected light. Once such defect has been localized the
absorber structure can be appropriately aligned to cover these defect and thus
reduce its influence. The influence of defects (particles) on the mask depends on
their size. If they are sufficiently small, they are not seen in the de-magnified image
on the wafer; hence, only defects larger than 20–30 nm are of interest. The influence
of defect size on image is discussed in Ref. [62].
In order to obtain an impression of the current status, the defect densities achieved

on mask blanks are taken from Ref. [1]. For defects larger than 120 nm the density is
0.03 defects cm�2, while for >60 nm a density of 0.3 defects cm�2 is achieved, this
being more than two orders away from the final specification. As yet, no appropriate
metrology is available for smaller defects.

6.2.5
Resist

The use of higher photon energies and the printing of ever-smaller features requires
the development of a new generation of photo resists compared to those currently
used in DUV lithography. According to the International Roadmap for Semiconduc-
tors (ITRS), a resist thickness of between 40 and 80 nm is required for EUV, while the
line edge roughness (LER) and the critical dimension control (resolution) should be
below 1nm (3s) [63, 64]. It should be noted that these specifications have near-
atomic-scale resolution, which is not achievable with sufficiently high sensitivity
when using the resists and concepts currently available. To ensure a certain wafer
throughput, the resist sensitivity – that is, the number of photons or energy per unit
area required to convert the resistmolecules into solvable components – should be in
the range of a few mJ cm�2. The required thickness of less than 80 nm is lower than
for DUV resists because of the short absorption length for EUV radiation in
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polymers. To ensure an approximately homogeneous illumination as a function of
the penetration depth, the permissible resist thickness is limited to these values
below 100 nm. This also implies a loss of usable photons by having a rather large
portion of transmitted light.
There is a trade-off between high sensitivity, low LER and high resolution, which

means that improving one feature will lead to a worsening of the other features. This
fact, and the special challenges involved in applications for EUV lithography, are
discussed in more detail below.
Conventional lithography makes use of a chemically amplified resist (CAR). An

incident photon releases aHþ ion (acid), which serves as a catalyst to react with other
molecules to form solvable components, volatile products and another acid to trigger
this reaction again. This mechanism is used to increase the sensitivity of the resist,
but has an impact on the achievable resolution and LER. The processes are shown
schematically in Figure 6.15. The amplification of soluble production by the acids is
accompanied by a diffusion process into the unexposed regions. This diffusion
process takes place during the post-exposure baking process, as indicated in
Figure 6.15, and is determined by the diffusion constant, D, and the duration of
the process, tf. The higher the diffusion, the more sensitive is the resist, but the
achievable resolution decreases. In order to quantify this dependence, a one-
dimensional exposure with a sinusoidal modulation of photo acids with pitch, p,
is considered for simplicity. Ameasure of the achievable resolution is themodulation
transfer function (MTFdiff) of this initial distribution altered by the diffusion
process [65, 66]:

Figure 6.15 Modulation transfer function (MTF) for a sinusoidal
exposure of lines and spaces with pitch, p, as a function of
diffusion length and a schematic drawing of the exposure,
post-exposure baking and developing process of a chemically
amplified resist.
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MTFdiff ¼ p2

4p2Dtf
1� e

4p2Dtf
p2

� �
ð6:14Þ

The respective diffusion length, Ld, is defined by Ld
2¼ 2Dtf. The modulation

transfer function is shown as a function of the ratio p/Ld in Figure 6.15, where
MTFdiff¼ 1 implies no change of the initial distribution. For example, if a deteriora-
tion to 70% is accepted, the diffusion length should not exceed a value of 0.2p. This
limitation of the diffusion length also implies a limitation in resist sensitivity. It
should be noted that, with decreasing pitch, the absolute value of the diffusion length
must also decrease, which therefore means less sensitivity in the transition from
DUV to EUV.
Another parameter describing the quality of a resist is the LER, which is distinct

from the achievable resolution in terms of the above discussion. Generally, the LER is
dependent on the spatial distribution of solvable components after exposure with a
number density, A. The LER is given by the ratio of the standard deviation of this
density and its gradient, leading to LER / sA/rA. For a sufficiently low number of
photons, both parameters are determined by the incident number of photons.Here, a
variation due to the Poisson statistic (shot noise) of the absorbed photons and, in the
case of CA resist, the number of produced acids also comes into play. In general, the
standard deviation, sN, of the number of photons, N, in a certain volume is
proportional to

ffiffiffiffi
N

p
, while A / N. Consequently, the LER scales as LER / 1/

ffiffiffiffi
N

p
or 1/

ffiffiffi
E

p
, where E is the incident dose. For a chemically amplified resist, the volume –

which is relevant to the estimation of the number of photons – is the diffusion sphere.
Thus, for a lowdiffusion length the LER is proportional toL� 3=2

d� when the dose is kept
constant. With increasing diffusion length and lower variation due to photon
statistics, the diffusion process and the MTF become dominant. The scaling of LER
with the diffusion length can be expressed [66]:

LER / 1
Ld

� �3=2
=MTFdiff

Ld
p

� �
ð6:15Þ

The LER scaling factor according to Equation 6.15 is shown in Figure 6.16 as a
function of the diffusion length relative to the pitch. Two regions can be distin-
guished: for Ld/p< 0.33, the scaling is dominated by the photon statistics, whereas
for Ld/p> 0.33 region the acid diffusion process is relevant for the LER. These two
scaling regions are also observed experimentally [66].
The absolute value of LER is still dependent on the resist sensitivity or the

necessary dose, which leads to the scaling with 1/
ffiffiffi
E

p
. This is illustrated in Fig-

ure 6.17, which shows the LER achieved for resists of different sensitivity [67]. The
estimated shot noise limit is also indicated. The theoretical limit has clearly not yet
been achieved, as the experimental data are slightly higher compared to this limit.
A number of other parameters, such as resist thickness, molecular size or out-

gassing, are also relevant to use in EUV lithography (see discussion in Ref. [65]). In
summary, it is somewhat challenging to meet the specifications for a chemically
amplified resist for use in EUV lithography, and in fact such a resist does not yet
exist. In terms of LER and resolution, the specifications may be achieved with a
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non-chemically amplifying resist. One example is polymethylmethacrylate (PMMA),
although this has a rather low sensitivity (in the range of 50–100mJ cm�2), and is
therefore not acceptable for EUV lithography. Some printed lines down to 17.5 nm
half pitch [68] are illustrated in Figure 6.18; the smallest currently achieved structure
size is a half pitch of 12.5 nm [69].

Figure 6.16 Line edge roughness (LER) of a resist with fixed
sensitivity as a function of the diffusion length relative to the pitch.

Figure 6.17 Experimentally determined line edge roughness
(LER) as a function of sensitivity for different resists. The line gives
an estimation of the shot noise limit, which has not yet been
achieved.
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Finally, it is illustrative to discuss the role of shot noise simply by estimating the
number of photons involved in the exposure process. The incident number of
photons per unit area, I, can be rewritten in terms of the necessary dose, E, and the
wavelength, l, of the photons:

I ¼ 5:0� 10� 2 NPh

nm2

l
nm

E
cm2

mJ
ð6:16Þ

In the transition from DUV with 193 nm to EUV at 13.5 nm, the reduced
wavelength alone leads to a more serious influence of the photon statistics. For
EUV radiation and an envisioned resist sensitivity of E¼ 5mJ cm�2, we obtain
3.4 Ph nm�2.With regards to the specifications of LER and CD control below 1 nm, it
is clear that shot noise becomes a limiting factor in EUV lithography. This not only
requires the development of new resistmaterials, but also implies thatmany research
investigations will be necessary over the next few years.

6.3
Outlook

Intensive research and development activities conducted during the past decade have
shown that EUV lithography has the potential to provide a solution for the high-
volume manufacture of semiconductor devices. Moreover, the technique has the
potential to decrease structure sizes to 11 nm, into the range of the physical limits of
silicon-based semiconductor technology. Several machines have been installed to
demonstrate the capability of printing small structures using EUV radiation; most
notably, the ASML alpha demo tool exhibits the full architecture with respect to the
optical system, wafer and mask handling for a scanning operation and full-field
imaging. The diffraction-limited printing of small structures down to 29 nmwas also

Figure 6.18 Printed lines and spaces with a non-chemically
amplified resist (polymethyl methacrylate), with a half-pitch down
of 17.5 nm.
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successfully demonstrated, though major efforts are still needed to meet the
requirements of the components and to drive the technology to its theoretical limits
in different areas. These challenges extendnot only to the source power but also to the
simultaneous high reliability and long lifetime of the source, and this is valid for both
laser-induced and discharge-based plasmas. Further issues here include debris
mitigation in order to increase the collector lifetime, collector thermal issues, and
increase the opening angle. Additional studies are also required on the lifetime and
contamination of the optical system by oxygen and hydrocarbons under EUV
radiation, on defect-free masks, and on resists with a sufficiently high sensitivity
at high resolution and low LER.
Despite the final specifications not having yet been met for several components,

progress is nonetheless being made in all fields. For example, activities during the
past few years have led to plasma sources which emit inband radiation into the
hemisphere on a power level of several hundred watts – close to final specification
that in the past was believed to be the most critical issue in EUVL. Major progress
is also being achieved in improving the lifetime of both the source and the
collector, using sophisticated debris mitigation techniques. In fact, a collector
lifetime of more than 1 Gshot has recently been demonstrated, operating
with a tin-emitting plasma source, and an ultimate lifetime of 100Gshot seems
feasible.
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7
Non-Optical Lithography
Clivia M. Sotomayor Torres and Jouni Ahopelto

7.1
Introduction

In thequest to usenanofabricationmethods to exploit the know-howandpotentials of
nanotechnology, one major roadblock is the high cost factor which characterizes
high-resolution fabrication technologies such as electron beam lithography (EBL)
and extremeultraviolet (EUV) lithography. The need to circumvent these problems of
cost has inspired research and development in alternative nanofabrication, also
referred to as �emerging� or �bottom-up� approaches. Hence, it is within this context
that the status and prospects of nanoimprint lithography (NIL) are presented in this
chapter.
Nanofabrication needs are highly diverse, not only in thematerials used but also in

the range of applications. Within the physical sciences, the drive is to realize nano-
structures in order to produce artificial electronic, photonic, plasmonic or phononic
crystals. This, in turn, depends on an ability to realize periodic or quasi-periodic
arrays of nanostructures, on the one hand to meet the stringent demands of peri-
odicity, order and critical dimensions to obtain the desired dispersion relation and, on
the other hand, to identify a reproducible, cost-effective and reliable way in which
such materials may be fabricated, using a suitable form of nanopatterning.
Nanopatterning covers a wide range ofmethods from top-down approaches, as well

as bottom-up approaches (for discussions, see Chapters 5, 6, 8 and 9 of this volume).
In fact, the needs for lithography are found in several fields:

. In nano-CMOS (complementary metal-oxide semiconductor) for example, to
produce pattern gates of lengths down to a few nanometers in order to reach the
technology nodes of the semiconductor industry roadmap [1], whilst at the same
time complying with the most strict lithography demands.

. In (nano)photonics, a field in which – in addition to packaging – the cost of fabri-
cation of III-V semiconductor optoelectronic devices containing nanostructures in
the form of photonic crystals, is prohibitive.
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. In nanobiotechnology, to fabricate a variety of sensors and lab-on-a-chip platforms
based on micro- and nano-fluidics.

. In organic opto- and nano-electronics, where the lifetime issue of the organic
materials is compounded with that of a cost-effective volume production with
lateral resolution down to a few hundreds of nanometers for electrodes and pixels.

. In micro electro-mechanical systems (MEMS) and nano electro-mechanical sys-
tems (NEMS), where the fabrication of resonators, cantilevers and many other
structures with and without direct interface to Si-based electronics, requires the
control of 3-Dnanofabricationwithminimumdamage to the underlying electronic
platform.

Moreover, nanopatterning methods act as enabling technologies to facilitate
the progress of research in chemistry, such as the realization of nanoelectrodes to
monitor electric activity; in biology, to connect electrically to cells; in physics, to realize
nanostructures commensurate with the De Broglie wavelength of a given excitation;
in material sciences, through research on novel nanostructured artificial materials;
and also in several other engineering disciplines.
In 2003, the state of the art covering most bottom-up emerging nanopatterning

methods was collected in Ref. [2] under the titleAlternative Lithography: unleashing the
potentials of Nanotechnology. Of these methods, probably the most advanced is poly-
mer molding or nanoimprint lithography [3]. Other emerging bottom-up methods
are those based on scanning probes [4, 5], self assembly (see Chapters 9 and 10 in this
volume), micro-contact printing or soft-lithography [6, 7] and stenciling [8], as well as
atom lithography [9] and bio-inspired lithography [10].
In this chapter, attention is focused primarily on NIL as an example of non-optical

lithographies, as it covers the 1mm to few nanometer lateral resolution range. Here,
the basic principles of this method are described, the state of the art is reviewed, and
the main scientific and engineering issues are addressed.

7.2
Nanoimprint Lithography

7.2.1
The Nanoimprint Process

Historically, NIL has been preceded by some remarkable events. In the twelfth
century, metal type printing techniques were developed in Korea; for example, in
1234 the �Kogumsangjong-yemun� (Prescribed Ritual Text of Past and Present)
appeared, while in 1450Gutenberg introduced his press and printed 300 issues of the
two-volume Bible. Somewhat strangely, an extensive time lapse then occurred until
the early twentieth century, when the first vinyl records were produced by using hot
embossing [11]. The next major step occurred during the 1970s, when compact discs
were fabricated by injection molding.
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The term �nanoimprint lithography� was most likely used for the first time by
Stephen Y. Chou, when referring to patterning of the surface of a polymer film or
resist with lateral feature sizes below 10 nm [3]. Previously, within a larger lateral size
range, the method was referred to as �hot embossing�. At about the same time, Jan
Haisma reported the molding of a monomer in a vacuum contact printer and sub-
sequent curing by UV radiation, which was known as �mold-assisted lithography�
[12]. The first comprehensive review of these two approaches appeared in 2000 [13],
but since then several excellent reviews of NIL have been produced [14, 15]. During
recent years these methods have developed further and have become to be known as
�thermal nanoimprint lithography� and �UV-nanoimprint lithography� (UV-NIL),
respectively.
The question must be asked, however, what is NIL? Nanoimprint lithography

is basically a polymer surface-structuring method which functions by making a
polymer flow into the recesses of a hard stamp in a cycle involving temperature and
pressure. In order to nanoimprint a surface, three basic components are required:
(i) a stamp with suitable feature sizes; (ii) a material to be printed; and (iii) the
equipment for printingwith adequate control of temperature, pressure and control of
parallelism of the stamp and substrate. The NIL process is illustrated schematically
in Figure 7.1. In essence, the process consists of pressing the solid stamp using a
pressure in the range of about 50 to 100 bar, against a thin polymer film. This takes
place when the polymer is held some 90–100 �C above its glass transition tempera-
ture (Tg), in a time scale of fewminutes, duringwhich time the polymer canflow tofill
in the volume delimited by the surface topology of the stamp. The stamp is detached
from the printed substrate after cooling both it and the substrate. The cycle, which is
illustrated graphically in Figure 7.2, involves time, temperature, and pressure. Here,
we have the main issues of NIL: polymer flow and rheology. Although these points
have been addressed from the materials point of view in Refs. [16, 17], they remain a
serious challenge for feature sizes below 20 nm. These aspects will be discussed in
the following sections.
In UV-NIL the thermal cycle is replaced by curing themolded polymer by UV light

through a transparent stamp. This requires different polymer properties, as will be
discussed in the next section.

7.2.2
Polymers for Nanoimprint Lithography

The polymers used inNIL play a critical role. A comparison of the 10most-often used
polymers (resists) used in thermal NIL is provided in Ref. [15]. The resists determine
both the quality of printing and the throughput. Quality is achieved via the thickness
uniformity of the spin-coated film, the strong adhesion to the substrate, and the weak
adhesion to the stamp. Throughput is achieved via the duration of the printing cycle,
which in turn is determined by several time scales including:

. the time needed to reach the printing temperature (the higher theTg, the longer the
cycle, unless there is a pre-heating stage)
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. the hold time for optimum flow at the printing temperature (the more viscous the
polymer, the longer the hold time)

. the time needed for cooling and demolding.

Different criteria must be met for thermal NIL and for UV-NIL [18]. For thermal
NIL, thepolymer isusedas a thinfilmof a fewhundrednanometers thicknesswhich is
spin-coated onto the support substrate. The key properties are of a thermodynamic
nature, and therefore these polymers are of the thermoplastic and thermosetting
varieties with varying molecular weights, chemical structures, and rheological and
mechanical behaviors. The dependence of the viscosity of a thermoplastic polymer as a
function of temperature is shown graphically in Figure 7.3, and illustrates the region
where thermal NIL takes place. The mechanical behaviors of polymers in different
temperature regimes, in relation to the molecular mobility, are listed in Table 7.1.

Figure 7.1 Schematics of the thermal
nanoimprint concept. Top to bottom: The
polymer layer on a solid substrate is heated to a
temperature above the glass transition
temperature (Tg). The stamp and polymer layer
are brought into contact. Pressure is applied to

start the polymer flow into the cavities of the
stamp. The sample and stamp are cooled down
for demolding or separation at a temperature
below Tg. The residual polymer layer is removed,
typically by dry etching. The end result is a
patterned polymer layer on a substrate.
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Figure 7.3 Typical dependence of a polymer
viscosity on temperature. At room temperature,
the polymer is in its solid (glassy, brittle) state. As
the temperature increases the short-chain
segments become disentangled and the polymer
rapidly undergoes a transition from its solid to a
rubbery state, changing its viscosity by several
orders of magnitude around the glass transition

temperature, Tg. Further temperature increases
lead to disentanglement of the long polymer
chains and resulting in a terminal flow of the
viscous melt. Printing takes place in the region
where the flow is optimum for filling of the stamp
cavities, depending on the molecular weight and
stamp design.

Figure 7.2 Temperature and pressure cycles as a function of time
in the thermal NIL process. Typical parameters used for
thermoplastic polymers are: Printing temperature T1 (�C)¼ 185;
demolding temperature T2 (�C)¼ 95; printing pressure P
(bar)¼ 30; time to reachprinting temperature allowingpolymer to
go from solid to viscous regime Dt0(s)¼ 60; molding time Dt1
(s)¼ 60; cooling time Dt2 (s)¼ 160.
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One of the polymer strategies used to reduce the printing temperature and to
improve thermal stability has been to cure prepolymers (special precursors of
crosslinked polymers). Here, the term �curing� refers to the photochemical (UV)-
or thermal-induced crosslinking of macromolecules to generate a spatial macromo-
lecular network. The prepolymers are low-molecular-weight products, with a low Tg,
which are soluble and contain functional groups for further polymerization. Thus,
lower printing temperatures of about 100 �C can be used. Curing can take place
during the printing time, or thereafter, with the thermal stability enhancement
arising from the crosslinking process of the macromolecules.
Polymers for UV-NILmust be suitable for liquid resist processing; that is, they are

characterized by a lower viscosity than the polymers for thermal NIL. Naturally, they
must also be UV-curable over short time scales [19]. The characteristics of these
polymers after printing for their direct use, as in polymer optics or microfluidics, or
as a mask for subsequent pattern transfer, by means of dry etching, demand high
mechanical, thermal and temporal stability. In photonic applications, stability in

Table. 7.1 Relationship between molecular mobility and
mechanical behavior of polymers in different temperature
regimes.

Temperature
regime Tsubtransition Tg Tflow

State Glassy Rubber elastic Plastic
Mechanical
appearance

Brittle Hard elastic, rigid Rubber elastic Viscoelastic

Young�s
modulus
(Nmm�2)

about 3000 about 1000 about 1 Too small to
measure

Molecular
mobility

Molecular
conformation
completely
fixed.

Molecular
conformation
largely fixed.
Occasional change
in molecular
positions of side
groups and chain
segments.

Entanglement and physical
junction zones prevent
movement of entire
macromolecules.
Entropy-elastic change of
molecular position of
chain segments.
Micro-Brownian motion.
Creep, no plastic flow.

No restricted
rotation around
single bonds.
Whole
macromolecules
change their
positions gliding
past each other.
Plastic flow.
Macro-Brownian
motion.

Effect of stress Energy-driven
elastic
distortions.

Energy-driven
elastic distortions.

Entropy-driven elastic
distortion. Besides
temperature, the
deformation rate affects
the mechanical behavior.

Pseudoplasticity,
shear thinning.

Suitability
for printing

Imprinting is possible, but
will have memory effects.

Best printing
temperature range.

aAdapted from Ref. [19]; reproduced with permission.
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terms of optical properties, such as refractive index, is also essential. Recently, micro
resist technology GmbH [20] has developed a whole range of polymers for thermal
and UV-NIL (for a discussion, see Ref. [21]). Moreover, tailoring the polymer prop-
erties to increase the control of critical dimensions remains an area where, although
rapid progress has recently been made [18, 19, 21], further research investigations
are still required. The importance of this researchmay be appreciated especially in a
one-to-one filling of the stamp cavities, thereby making the printed polymer
features resilient to residual layer removal. Moreover, polymer engineering is also
a determinant in larger throughputs, in terms of shorter times for the curing and
pressure cycles.
In recent years several reports detailing mechanical studies of thermal NIL have

been made, and the interested reader is referred to the data of Hirai [22], the review
of Schift and Kristensen [15], and to a recent review of the research on the simple
viscous squeeze flow theory [23].

7.2.3
Variations of NIL Methods

To date, four main variations of the NIL process have been developed, and these are
briefly described below.

7.2.3.1 Single-Step NIL
This is the most commonly used method to print a polymer in one temperature–
pressure cycle, and has been extended to the printing of 150-mm [24] and 200-mm
wafers [25]. A scanning electron microscopy (SEM) image of an array of lines of
200 nmwidth printed over a 200-mm silicon wafer is shown in Figure 7.4. Although
one-step thermal NIL can be performed using regular laboratory-scale equipment,
commercially available tools include, among others, those of OBDUCAT [26] and
EVG [28], which are available in Asia and the Americas. Thermal expansion may
cause distortions in the imprinted pattern and to avoid this, strategies for room-
temperature NIL have been investigated [28, 29].

Figure 7.4 A scanning electronmicroscopy image of 200-nm lines
printed in polymer on a 200-mm wafer [25].
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7.2.3.2 Step-and-Stamp Imprint Lithography
Step-and-stamp imprint lithography (SSIL) is a sequential process, pioneered by
TomiHaatainen and Jouni Ahopelto [30], and is depicted schematically in Figure 7.5.
Basically, the system employs thermal NIL and uses a small stamp to print, step and
print again, in order to nanostructure the desired area. Initially, SSIL was developed
using a commercially available flip-chip bonder, but a dedicated wafer-scale tool from
SUSSMicroTec is now available for SSIL [31]. One advantage of SSIL is its capability
to achieve a high overlay accuracy, which makes it possible to pattern several
consecutive layers or to mix and match with other lithography techniques [32]. An
example of a full-patterned wafer is shown in Figure 7.6.

7.2.3.3 Step-and-Flash Imprint Lithography
Step-and-flash imprint lithography (SFIL) is also a sequential process, and uses UV
radiation instead of temperature to generate relief patterns with line widths below
100 nm. Like NIL, SFIL does not use projection optics but, unlike NIL, it functions at
room temperature. SFIL, which is depicted schematically in Figure 7.7, was pioneered
by the team of Grant Wilson in the USA [33, 34], with an initial target of meeting the
needs of front-end CMOS process fabrication. One of its attractive features is the
ability to print over already patterned surfaces. Molecular Imprints Inc. has devel-
oped a range of tools for SFIL [35]. AswithUV-NIL, SFIL requires transparent stamps

Figure 7.5 The step-and-stamp imprinting lithography process
shown schematically. The substrate is patterned in a sequential
process by stepping and imprinting across the surface. During the
process, the substrate temperature is kept below the glass
transition temperature of the resist polymer, while the
temperature of the stamp is cycled up and down, above and below
the glass transition temperature [30].
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(usually quartz), the fabrication of which is at present less straightforward than for
thermal NIL.

7.2.3.4 Roll-to-Roll Printing
This is an advanced sequential method stemming from production method used
in, for example, the newspaper industry. Roll-to-roll nanoimprinting is a versatile
method that can be combined with other continuous printing techniques, as shown
schematically in Figure 7.8. Its extension to 100-nm lateral resolution has been
reported [36]. Recent developments suggest that roll-to-roll nanoimprinting is the
closest to an industrial technology for organic opto- and nano-electronics, as well as
for lab-on-chip device fabrication. The challenge is to fabricate the round stamps; that
is, the printing rolls with nanometer-scale features.Moreover, due to the nature of the
continuous process, some restrictions may arise in applications requiringmultilevel
patterning with high alignment accuracy between the layers. Examples of the feature
size that can be obtained with a laboratory-scale roll-to-roll printer are shown in
Figure 7.9.

7.2.4
Stamps

Stamps forNIL have been extensively discussed inRef. [15]. Themain considerations
from the materials aspect include:

. Hardness (e.g., typically from500 to thousands of kgmm� 2), which determines the
stamp lifetime and the way in which it wears out.

Figure 7.6 A full 100-mm wafer patterned by SSIL, consisting
of a matrix of more than 200 imprints into mr-I 7030 resist.
The inset shows scanning electron microscopy images of a
silicon stamp with sub-10-nm pillars, together with the
corresponding imprint.
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Figure 7.8 The advanced roll-to-roll nanoimprinting process,
shown schematically. The gravure unit on the left (G) spreads a
film of the conducting polymer on the web. This is followed by
patterning of the film, using the nanoimprinting unit (NIL) on the
right. The combining of different techniques allows the fabrication
of complex layered structures in a single pass [36].

Figure 7.7 Schematics of the step-and-flash
imprint lithography (SFIL) process. (a) The pre-
planarized substrate and treated stamp are
oriented parallel to each other. (b) Drops of UV-
curable, low-viscosity imprint resist are
dispensed on specified places. (c) The stamp is
lowered to fill the patterns and the imprint fluid is

polymerized (cured) with UV light at room
temperature and low pressure. (d) The stamp is
separated from the imprinted substrate. (e) A
halogen breakthrough etch to remove the
residual layer is performed, followed by an
oxygen reactive ion etch [35].
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. Thermal expansion coefficient (e.g., typically from 0.6 to 3� 10� 6 K� 1), as well as
Poisson�s ratio (e.g., typically from 0.1 to 3.0), which will have a strong impact on
distortion while demolding.

. Surface smoothness (e.g., better than 0.2 nm), as a rough surface will require large
demolding forces and may lead to stronger than needed adhesion.

. Young�s modulus (e.g., typically from 70 to hundreds of GPa), which in turn will
control possible stamp bending. The latter effect may lead to uneven residual layer
thickness, and thus compromise critical dimensions.

. Thermal conductivity (e.g., typically from 6 to hundreds of Wm� 1 K� 1), which
determines the duration of the heating and cooling cycles.

With regards to fabrication, the parameters to be considered include the mini-
mum lateral feature size or resolution, the aspect ratio (feature lateral size: feature
height), the homogeneity of the feature height across the stamp, as well as depth
homogeneity, sidewall roughness, and inclination. For thermal NIL, stamps are
usually fabricated in silicon by using EBL and reactive ion etching for the highest
resolution and versatility. Unfortunately, these procedures are rather expensive, so
that strategies for lower-cost replication have been developed, such as SSIL, the use
of a master stamp and a (negative) first-generation replica using NIL or a (positive)
second-generation replica, again using NIL. Replication while maintaining a resolu-
tion of 100 nm or better requires electroplating to replicate the original in metal.
Current developments in the replication of a master stamp in thermosetting poly-
mers show great promise, as they are expected greatly to reduce the cost of stamp
replication [37]. As nanoimprint is a 1-to-1 replication technology, it is essential that
the stamp has the correct feature sizes required on the wafer, thus emphasizing the
need for quality stamps.

Figure 7.9 (a) Atomic force microscopy (AFM) image of a 100
nm-wide and 170 nm-high ridge on an electroplated roll-to-roll
nanoimprinting stamp. (b) AFM image of a trench imprinted into
cellulose acetate using the stamp shown in (a). The process
temperature is 110 �C and the printing speed 1mmin�1. There
was no significant difference between the results obtained at
speeds ranging from 0.1 to 5mmin�1.
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In thepast, stampshavebeen realized forwafer-scale thermalNIL (seeFigure7.10).
In addition, electron-beam-written silicon stamps for thermal NIL are commercially
available from NILTechnology [38], and an example is shown in Figure 7.11.
In recent years, the adhesion between the stamp and the printed polymer film has

been the subject of significant research effort in thermal NIL. Here, themain issue is
to ensure that the interfacial energy between the stamp and the polymer film to be
printed is smaller than the respective interfacial energy between the substrate and the
polymer film [39]. However, based on the materials commonly used, this matching
is not sufficient for easy detachment, in which the frozen strain also plays a role.
The normal practice here in order to facilitate demolding and to prolong the stamp

Figure 7.10 Optical image of a 200-mm silicon stamp fabricated
by electron beam lithography [25].

Figure 7.11 Silicon stamp from NILTechnology [38]. (Illustration courtesy of NIL Technology.)
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lifetime, is to coat the stamp with an anti-adhesive layer to minimize the interfacial
energy and, therefore, the adhesion. Values of the surface energies of materials
commonly used in the NIL process are listed in Table 7.2. These data show that a
fluorinated compound can dramatically reduce the surface energy and minimize
adhesion while demolding a stamp from the printed polymer.
For both UV-NIL and SFIL, UV-transparent stamps are required, and these are

typically constructed fromquartz. Although, the fabrication of quartz stamps for high
resolution has not yet been standardized, various efforts have been made to use
photomask fabrication methods to prepare stamps or templates for UV-NIL [40]. A
schematic overview of the stamp fabrication process is shown in Figure 7.12. In afirst
lithography step, the stamp is structured using EBL (first level writing), while in a
second lithography step the pedestal requirement for imprint is made (second level

Table. 7.2 Surface energies of common materials used in nanoimprint lithography.

Material Surface energy (mNm�1)

PMMA 41.1
PS 40.7
PTFE 15.6
–CF3 and –CF2 15–17
Silicon surface 20–26

aValues are taken from Reference [39].

Figure 7.12 Schematics of the fabrication process of two-
dimensional stamps for step-and- stamp and or step-and-flash
UV-NIL [41, 42].
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writing). Further details on the process flow for UV-NIL stamps can be found in
Refs. [41, 42]. By using photomask fabrication methods, four imprint stamps or
templates may be structured on a single photomask blank (see Figure 7.13a and b).
The photomask blank is then diced into separate stamps (Figure 7.13c). As dicing
introduces some contamination and mechanical strains, a modified fabrication
process must be introduced before step-and-repeat- and step-and-flash- UV-NIL can
be employed in volume production. The size standard for stamps resembles the
exposure field of current optical lithography steppers (see Figure 7.13d).
Recently, stamps for 3-D structuring tests of several layers of functionalfilms using

UV-NIL targeting the back-end CMOS processes have been developed, using stamps
similar to that shown schematically in Figure 7.13d.
The fabrication of stamps with high-resolution features for roll-to-roll nanoim-

printing is more complicated because patterning of the curved surfaces is not
straightforward. One possibility way to overcome this is to make a bendable shim
that is wrapped around the printing roll. Such bendable large area stamps can be
fabricated by electroplating, and exploiting SSIL in large-area pattering has been
shown to reduce the fabrication time remarkably [44]. A 100mm-diameter bendable
Ni stamp is shown in Figure 7.14; thisfigure also shows that sub-100-nm features can
be easily reproduced by using an electroplating process.
The details of stamps used for 3-D printing are discussed later in the chapter.

7.2.5
Residual Layer and Critical Dimensions

Most of the processes described above yield a nanostructured polymer layer (as
shown schematically in Figure 7.1), with a residual layer under the features of the
stamp. If the desired nanostructured surface is the polymer itself, with no material

Figure 7.13 Photomask fabrication methods for UV-NIL stamp fabrication [43].
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between the features, then the residual layermust be removed. The same applies [44]
if the patterned polymer or resist is to be used directly as a mask for pattern transfer
into the substrate by, for example, reactive ion etching, or if ametal lift-off step will be
needed that will result in a metal mask for further pattern transfer [45]. An etching
step of the printed polymer, whether to remove the residual layer or to be used as a
mask, necessarily results in the feature sizes experiencing change. Thiswas shown in
the variation in the width of printed Aharonov–Bohm ring leads following removal of
the residual layer by etching, and after metal lift-off. The leads increased by 15 nm in
width from the targeted width of 500 nm, taken over an average of 20 samples [32].
This means that, in order to control the critical dimensions of the printed features,
the residual layer thickness uniformitymust also be controlled, as its removal leads to
a size fluctuation of the resulting nanostructures. Significant efforts have beenmade
to develop non-destructive metrology for nanoimprinted polymers. One of the most
salient approaches is to use scatterometry as applied toNIL [46], in order to determine
both the feature height and residual layer thickness. Being based on the principles of
ellipsometry, a laser spot is used, which is scanned over the region of interest. An
example of this is shown in Figure 7.15 (right panel), with a cross-sectional SEM
image of the printed ridges and the corresponding scatterometry data and curve
fitting. The left panel of Figure 7.15 depicts an optical reflection image of a printed
wafer, showing the thickness variation of the residual layer across the wafer [47]. An
in-situ and non-destructive method was demonstrated by adding chromophores to
the printed polymer and using their emission as an indicator of stamp deterioration
(such as missing features), mirrored in the printed fields. Although the resolution of
this method was poor, it did at least demonstrate the feasibility of the in-line
monitoring of printed arrays of nanostructures [48].

Figure 7.14 (a) An electroplated, bendable 100mm-diameter Ni
shim. The thickness of the shim is 70 mm. The roll-to-roll stamp is
made by wrapping the shim around a stainless steel roll.
(b) Scanning electron microscopy images of various 80 nm-wide
features on an electroplated Ni shim patterned by SSIL. The
surface metal layer on the stamp is TiW.
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Control of the residual layer is necessary due to a need to fill in completely the
stamp cavities, whilst achieving as thin and as uniform a residual layer as possible.
This is a non-trivial issue which depends not only on nanometer-scale polymer
rheology but also on the stamp and substrate deformation.
The polymer challenge in thermal NIL is basically four-fold: (i) to obtain complete

filling of the cavities or to ensure a one-to-one transfer; (ii) to obtain as thin a residual
layer as possible to control critical dimensions; (iii) to ensure that the printed features
do not relax mechanically; and (iv) to achieve a reasonable throughput.
A typical curve of the dependence of viscosity on temperature (e.g., Figure 7.3)

shows that Tg occurs in a regime where the viscosity is changing by several orders of
magnitude. This poses a non-negligible challenge to understanding polymer flow in
the context of NIL. Initially, the polymer flow has been approximated to that of a
Newtonian fluid in the gap between two parallel disks of radius R (as discussed in
Ref. [49]). The discussion of Ref. [49], which is summarized below, is probably the
most complete account to date covering the simple case and providing an insight into
the scope of the problem. By using the Stefan equation for the quasi steady-state
solution (this is a simplified version of the non-stationary Navier–Stokes equation),
the force is found to be proportional to the viscosity, the fourth power of the disk
radius, the speed of the disks coming together, and inversely proportional to the cube
of the initial layer thickness. In other words, a huge force is needed for a fast fluid

Figure 7.15 Two approaches to metrology. Left:
Optical imaging of the contrast resulting from
variations of the residual layer thickness over a
100-mm wafer, showing a good uniformity over
most of the wafer, except at the edges [47]. Right:
The upper image is a cross-section micrograph

showing the feature height and residual layer
thickness; the lower images show experiments
and fit of a scatterometry spectrum recorded on a
printed sample, from which the residual layer as
well as the feature size can be obtained [46].
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motion in thin films over large distances. There are two basic considerations to this
point:

. The force has only a linear dependency on viscosity, which changes by orders of
magnitude when the temperature is in the vicinity of Tg.

. Although aNewtonian fluid, or a fluid in the limit of small shear rates, the viscosity
does not depend on the shear rate.However, atmoderate or high shear rates, a non-
linear flow can lead to a decrease in viscosity by several orders of magnitude. The
effect of this on theNIL process would be seen as a reduction either in the pressure
needed or in the processing time.

The question is, therefore, what are the contributions to the force from pressure
and shear stress of the fluid motion? Clearly, pressure is related to the contact area
of the stamp and the fluid (polymer above Tg), whereas the shear stress is related
to the flow velocity, which in turn depends on the distances over which the fluid
must be transported, and therefore on the particular stamp design. At any given
time, the condition of continuity and the conservation of momentum of an
incompressible liquid requires that the velocity must increase with radial dis-
tance, which would result in a parabolic velocity profile in the z-direction. The
velocity would be least at the interface with the disk walls, and greatest in the
middle of the gap. To this, the inversely proportional cubic dependence on liquid
layer thickness must be added. The calculated values of viscosity and transport
thickness tend to agree with the observed experimental values for polymethyl
methacrylate (PMMA) and, rather simplistically, some basic trends can be
obtained:

. Thermal NIL works best for smallest features (sub-100 nm) which are close
together and in which a local flow takes place, allowing easy and reliable filling
of the stamp cavities.

. Conversely, large features (>10mm) separated by large distances require a large
displacement of material, and larger forces.

Here, the force–displacement curve results reviewed in Ref. [23] are highly illu-
minating, as amore completemodel requires the consideration of several flow fields
arising from the different shapes, depths, and separation of cavities in the stamp.
Schift and Heyderman carried out a thorough analysis in this respect in the linear
micrometer regime [50].
In the linear regime, the temperature dependence of the viscosity is viewed as a

thermally activated process [49, 50], following a formalismof amorphous polymers and
remaining within the limit of small shear rates. Such a non-linear regime
is substantially more complex, and is basically exemplified by shear thinning and
extrudate swelling. Hoffmann suggested that shear thinning, with its inherent shear
rate-dependent viscosity, may influence the thermal NIL process, especially for small
features [49].
A key remaining issue is the understanding of how the stored deformation energy

depends on the rate at which the temperature and pressure are applied and released,
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and to what degree these influence the mechanical stability of the printed polymer
features in time scales of weeks, months, and years.
In practice, on order to gain an understanding of the filling dynamics of a stamp

cavity under the combined effects of squeezing flow, polymer rheology, surface
tension and contact angle in typical NIL experiments, full fluid–solid interaction
models based on the continuum approach have been devised [51, 52]. In these, both
the fluid bed and the solid stamp are represented and a continuity of displacement
and pressure is applied at the interface. As these are based on finite elements, there
are almost no limits to the choice of the materials� constitutive behaviour, and these
clearly reflect the effects of stamp anisotropy and the shear thinning behavior of
the polymer. In particular, they are especially efficient at predicting the shape of the
polymer in partially filled cavities.
Coarse grain methods have proven powerful in computing the residual layer

thickness of the embossing process [53]. Based on the Stokes equation, they solve the
simple squeeze flow equation for Newtonian fluids and embossed areas of up to

Figure 7.16 Experimental (top) and simulated (bottom) residual
layer thickness. The colors correspond to different thicknesses, as
observed in an optical microscope. The self-consistent coarse-
grainmodel considers that the stamp is flexible; thus, the resulting
contour lines are the variationwith respect to the imposed average
residual layer thickness. (Illustration courtesy of D.-A. Mendels
and S. Zaitsev.).
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several square millimeters within amatter of minutes. Here, the calculation is based
on the determination of a homogenized depth which is representative of the average
pressure applied to the area. The quantitative agreement has proven excellent, and is
generally acceptable when the polymer layer is embossed well above Tg [54]. Freezing
of the embossed structures through the Tg has also been modeled [55, 56], and has
provided precious insight into the build-up of internal stresses prior to stamp release
and of the polymer–stamp interface. It has also been possible to simulate the
demolding process, and thus the final shape of the embossed structures, both after
stamp release and after relaxation for a given period of time [57]. Two examples of the
models described in this section are shown in Figures 7.16 and 7.17.

7.2.6
Towards 3-D Nanoimprinting

One special aspect of NIL and SFIL is their ability to pattern in three dimensions
compared to other lithographies. Several applications require this ability, from
MEMS to photonic crystals, including a myriad of sensors. One of the first demon-
strations of 3-D patterning by NIL was the realization of a T-gate for microwave
transistors with a footprint of 40 nm by a single-step NIL and metal lift-off [58]. SFIL

Figure 7.17 Upper: Von Mises stress and stamp/polymer
interfacial separation during cool-down of a 200· 100 nm2 single
polymer cavity obtained by embossing, with a poor interfacial
adhesion. Lower: Residual displacement and shape of the same
structure after stamp removal in the case of high interfacial
adhesion. (Illustration courtesy of D.-A. Mendels.)

7.2 Nanoimprint Lithography j227



also showed its 3-D pattering ability in the fabrication of multitiered structures,
maintaining a high aspect ratio [59].
If metal lift-off is to be avoided, then 3-D NIL requires 3-D stamps. These

are produced by gray-scale lithography with sub-100 nm resolution, but are limited
in depth and volume production due to the sequential nature of EBL [60]. One
recent variation of this approach consisted of using inorganic resists and low-
acceleration electron-beam writing, thus allowing the control of the depth to tens
of nanometers [61].
A combination method which was based on focused ion beam and isotropic wet

etchinghas beendemonstrated byTormen et al. [62], and resulted in tightly controlled
3-D profiles in the range from 10nm to 100mm.
Within the microelectronics industry, one of the main expectations from NIL was

its application as a lithography method in the dual damascene process for back-end
CMOS fabrication [1], and this process is still undergoing testing today.
Bao et al. showed that it is possible to print over non-flat surfaces using polymers

with different mechanical properties using thermal NIL and polymers with progres-
sively lower Tg-values for each subsequent layer [63]. This meant that a different
polymermust be used for each layer. In order to overcome this situation, several other
variations and combinations of methods based on NIL have been developed. One
such development is that of reversed contact ultraviolet nanoimprint lithography
(RUVNIL) [64], which combines the advantages of both reverse nanoimprint
lithography (RNIL) and contact ultraviolet (UV) lithography. In this process, a UV
crosslinkable polymer and a thermoplastic polymer are spin-coated onto a patterned

Figure 7.18 Schematics of the reverse contact
UV NIL (RUVNIL) process. Left panel: Steps to
prepare a stamp. (a) A hybrid mask of SiO2 with
metal feature; (b) a thermoplastic polymer, for
example, mr-I 7030, is spin coated; (c) a UV
crosslinkable polymer, for example, mr-I 6000 is
spin-coated. Right panel: Steps to obtain
nanostructures by this method. (d) Reverse
imprinting on a Si substrate is carried out; (e) the

silicon substrate is heated to heat the polymer
aboveTg, andpressure is applied; (f) the polymer
is cooled down and exposed to UV light; (g) the
stamp is separated from the substrate; (h) the
exposed polymer layer is developed in acetone,
resulting in a polymer pattern with no residual
layer. The fabrication time per printed layer is just
under 2min [64].
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hybrid metal–quartz stamp. The thin polymer films are then transferred from the
stamp to the substrate by contact at a suitable temperature and pressure, after which
the whole assembly is exposed to UV light. Following separation of the stamp and
substrate, the unexposed polymer areas are rinsed away with a suitable developer,
leaving behind the negative features of the original stamp. The process is shown
schematically in Figure 7.18.
By using the same UV-curable polymer for each layer, 3-D nanostructures have

been obtained (Figure 7.19). This technique offers a unique advantage over reverse-
contact NIL and thermal NIL, as no residual layer is obtained by controlling the UV
light exposure. This avoids the normal post-imprinting etching step, and therefore
results in a much better control of the critical dimensions. Another interesting
feature here is that it is not necessary to treat the stampwith an anti-adhesive coating.
Three-dimensional UV-NIL can be potentially used in the fabrication of mod-

ern integrated circuits, which employ several layers of copper interconnects, sepa-
rated by an interlayer dielectric (ILD) and connected by copper vias (Figure 7.20).
An imprintable and curable UV-ILD material is deposited on an existing intercon-
nect layer (Figure 7.20a), this material having been structured by a 3-dimensional

Figure 7.19 RUVNIL prints showing two layers printed without
leaving a residual layer, and avoiding polymer overflow of the
second layer [64].
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stamp (Figure 7.20b). After UV-curing, the materials resembles a structured ILD
(Figure 7.20c), which is then filled with copper to form two layers of vias and
interconnects (Figure 7.20d).

7.2.7
The State of the Art

A comparison of the methods discussed to date, in addition to some relevant data,
are displayed in Table 7.3. This information forms part of the studies of the European
integrated project �Emerging Nanopatterning Methods (NaPa)� [65], which is
exploring several non-optical lithographic methods with the purpose of gathering
a library of processes that employ some of these newly emerging patterning
technologies.

7.3
Discussion

Nanoimprint lithography, as an example of non-optical lithographies, has proven to
be a versatile patterning method in several fields of application where a rather rapid
development has been demonstrated, in addition to sole pattern transfer, notably in
the areas of optics [66] (some of them at 200mm wafer scale [67]) and microfluidics
[68]. The versatility of NIL opens new possibilities for the nanostructure of various
types of functionalmaterial, such as conducting polymers [69], light-emitting polymers
[70], polymers loaded with nanocrystals [71], and biocompatible polymers [72]. An
example of photonic applications is shown in Figure 7.21, which depicts a printed
two-dimensional photonic crystal in polymer. The patterning of functionalizedmate-
rialsmay be difficult whenusing traditionalmethods such as optical or electron beam

Figure 7.20 Schematics of direct-printing of interconnect
layers using a three-dimensional stamp. (Illustration courtesy
of L. Berger.)
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lithography, because it may not be possible to incorporate photosensitive components
without degrading the functionality; alternatively, the materials may not tolerate the
chemical processes associated with these pattern-transfer technologies. As described
above, NIL requires only a fairly moderate temperature cycle in order to mediate the
patterning process.
One exciting extension of NIL is the potential for patterning curved, 3-D surfaces,

and this is yet to be exploited both in research and commercial applications.
Somewhat surprisingly, it has been the lack of straightforward ways to provide
curved surfaces that has hindered progress in this area. Nonetheless, NIL provides a
simple means of realizing various types of curved 3-D surface which, of course,
require the fabrication of a master stamp. This ability can be used, for example, in
optics [72], cell cultivation [73], and plasmonics [74, 75]. The possibility of aligning to
already existing patterns in SSIL and SFIL allows the use of mix-and-match appro-
aches and the combination of more than one technique to build up multifunctional
structures. The promise of low-cost and high-throughput uses of NIL in nanofabrica-
tionmay be fulfilled by the roll-to-roll type of continuous approaches. During the late
1990s, the tools used for nanoimprinting were mainly commercial presses with
heating units, but some time later tools based on modified optical mask aligners
emerged, both for thermal and UVNIL. Today, several commercially available mach-
ines are dedicated to the nanoimprinting processes. The development of materials
intended for NIL has also witnessed similar progress since the late 1990s, with not
onlymethods but also instruments and software for non-destructive characterization
andmetrology having been introduced [46]. Clearly, whilst NIL is becoming amature
and capable technology for nanofabrication, its prospective roles are reaching even
further, and have been included among the top ten technologies considered capable
of �changing the world� [76]. This situation is reflected in the dissemination of
information pertaining to NIL, with the numbers of published reports increasing at
breath-taking pace, along with numerous conferences and discussion sessions of
microfabrication and nanofabrication systems dedicated to nanoimprinting.
Despite these many advances, much remains to be understood and achieved. One

such example is the need to pin downdesign rules based on anunderstanding of non-
linear processes in viscous flow. If NIL is to improve its throughput, then by necessity
faster processes will have to be partly non-linear and undergo concomitantmodeling

Figure 7.21 Two-dimensional photonic crystals printed in a
polymer containing semiconductor quantum dots to control the
spontaneous emission. This single-step imprint resulted in a
200% increase of the emission efficiency [71].
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challenges.Here, the impact will be upon stamp layout, and on the design rules.With
regards to critical dimensions, those applications with a strict control of periodicity
and smoothness of features will serve as the �acid test� for NIL. For example, if NIL is
to be used as amask-makingmethod for the transfer of 2-D photonic crystal patterns
into a high-refractive index material then, in addition to alignment, the �disorder�
must be controlled to better than a few nanometers after pattern transfer– that is, after
reactive ion etching. Although these critical dimensions are more relaxed in lower-
refractive index photonic crystals, such as those printed directly in polymers [71], the
verticality of the side walls is still of paramount importance. While the current reso-
lution of NIL is already of a few nanometers, such demands will need to be even more
stringent in order to fabricate hypersonic phononic crystals and nanoplasmonic
structures, where the relevant wavelengths are of the order of only a few nanometers.
The versatility of the printable polymers, the resolution of NIL and the ability to

realize 3-D structures open further possibilities. One such advance is the use of 3-D
templates or scaffolds to provide not only the support but also input and output
contacts for supramolecular structures. To be successful, this has two requirements:
first, the feature sizes must be commensurate, and the structured polymer surface
site-selectively functionalized. Whilst the complete proof of concept is still missing,
some degree of progress has beenmade towards spatially selective functionalization
by means of NIL, chemical functionalization and lift-off, and this has resulted in
electrical contacts to 150 nm-wide arrays of polypyrrole nanowires [76]. The second
requirement is in the use of 3-D nanostructures, beyond the face-centered cubic (fcc)
and cubic symmetries, the properties of which can be modified by subsequent
surface treatment, while preserving the symmetry. Modifications may include
coating with oxides, and also removal of the polymer template, followed by subse-
quent infilling with anothermaterial. In this way, an artificial 3-D superlatticemay be
realized, thereby providing a periodic or quasi-periodic arrangement for electronic
and or optical excitations.

7.4
Conclusions

In this chapter we have reviewed some of the key developments of NIL, as a non-
optical lithography method, paying particular attention to the schematics of
the process, and discussing: (i) materials issues and their impact on the process;
(ii) the variations of NIL (among which roll-to-roll appears particularly promising for
volume production); (iii) stamp design, both in terms of robustness and adhesion;
(iv) the issue of residual layer thickness and its impact on critical dimensions;
and (v) finally briefly reviewing the latest progress in 3-D NIL. In addition, we have
discussed the importance of understanding polymer flow as an enabling knowledge
to optimize stamp design, and thereby throughput. When discussing 3-D NIL,
the scope for further progress was outlined as to date this is largely unexplored.
NIL has been said to have short-term prospects in back-end CMOS fabrication

processes, but more so in the fabrication of photonic structures and circuits, with a
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proviso in case of photonic crystals where stringent tolerances are still to be met. On
the other hand, applications in less-demanding areas, such as gene chips for diagnostic
screening, appear to have a very bright future.
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8
Nanomanipulation with the Atomic Force Microscope
Ari Requicha

8.1
Introduction

The Scanning Probe Microscope (SPM) provides a direct window into the nanoscale
world, and is one of the primary tools that are making possible the current
development of nanoscience and nanoengineering. The first type of SPM was the
Scanning Tunneling Microscope (STM), invented at the IBM Z€urich laboratory by
Binnig andRohrer [1], who received theNobel Prize for it only a few years later (1986).
The STM provided for the first time the ability to image individual atoms and small
molecules, and it is still widely used, especially to study the physics of metals and
semiconductors. Much of the STM work is conducted in ultra high vacuum (UHV)
and often at low temperatures. The STM main drawback is the need for conductive
samples, which rules out many of its potential applications in biology and other
important areas.
The next instrument to be developed in the SPM family was the Atomic Force

Microscope (AFM), sometimes also called Scanning Force Microscope [2]. The AFM
has become the most popular type of SPM because, unlike the STM, it can be used
with non-conductive samples, and therefore has broad applicability. Today, there are
many other types of SPMs. All of these instruments scan a surface with a sharp tip
(with apex radius on the order of a few nm), placed very close to the surface
(sometimes at distances �1 nm), and measure the interaction between tip and
surface. For example, STMsmeasure the tunneling current between tip and sample,
and AFMs measure interatomic forces – see Section 8.2 below for a lengthier
discussion of SPM principles.
It was noticed from the beginnings of SPMwork that scanning a sample with the

tip often modified the sample. This was initially considered undesirable, but
researchers soon recognized that the ability to modify a surface could be exploited
for nanolithography and nanomanipulation. In SPM nanolithography one writes
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lines and other structures directly on a surface by using the SPM tip. A well-known
technique is called local oxidation, first demonstrated by passing an STM tip in air
over a surface of hydrogen-passivated silicon [3]. Other materials can be used, as
well as a conductive AFM tip in lieu of an STM [4]. Another STM method involves
removing atoms from a silicon surface by applying voltage pulses to the tip [5].
Lines as narrow as a silicon dimer have been produced by this method. Lithogra-
phy by material deposition, as opposed to material removal, has also been
demonstrated in early work. For example, in [6] atomic-level structures of germa-
niumwere deposited on a Ge surface in UHV by pulsing the voltage on an STM tip,
whereas in [7] gold clusters were deposited on a gold surface also by applying
voltage pulses to the STM tip, but in air and at room temperature. Many other SPM
nanolithography approaches have been demonstrated – see [8] for a survey of early
work.
More recently, several other SPM nanolithographic techniques have been

developed. Some examples follow. Dip Pen Nanolithography [9] involves deposit-
ingmaterial on a surfacemuch like one writes with a pen on paper. Apen (the AFM
tip) is inked by dipping it into a reservoir containing the material to be deposited,
and then it is moved to the desired locations on the sample. As the tip approaches
the sample, a capillary meniscus is formed, which drives the material onto the
sample. Other approaches are discussed for example in [10–15]. For a recent review
see [16].
Nanomanipulation is defined in this chapter as the motion of nanoscale objects

from one position to another on a sample under external control. Precise, high-
resolution nanolithography shares with nanomanipulation the need for accurately
positioning the tip on the sample. This is a challenging issue, which we will discuss
later in this article.
Given the atomic resolution achieved by SPM imaging, one would expect also that

atomsmight bemoved individually. This is indeed the case, and it was demonstrated
in the early 1990s [17]. At the IBMAlmad�en laboratory, Eigler�s grouphas been able to
precisely position xenon atoms on a nickel surface, platinum atoms on platinum,
carbonmonoxidemolecules onplatinum [18], iron on copper [19], and so on, by using
a sliding, or dragging process. The tip is brought sufficiently close to an adsorbed
atom for the attractive forces to prevail over the resistance to lateral motion. The tip
thenmoves over the surface, and the atommoves along with it. Tip withdrawal leaves
the atom in its new position.
Eigler also has succeded in transferring to and from an STM tip xenon atoms on

platinum and nickel, platinum on platinum, and benzene molecules. This was done
by approaching the atoms ormolecules with the tip until contact (or near contact) was
established. In addition, xenon atomsonnickelwere transferred to the tip by applying
a voltage pulse to the tip. All of Eigler�s work cited above has been done in ultra high
vacuum (UHV) at 4 K.
Avouris group, at the IBM Yorktown laboratory, and Aono�s group in Japan have

transferred silicon atoms between an STM tip and a surface in UHV at room
temperature, by aplying voltage bias pulses to the tip [20, 21].
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Atomic manipulation with SPMs continues to be studied today and is providing
new insights into nanoscience. For example, in the late 1990s, Rieder�s group in
Berlin conducted a series of experiments in which they showed that xenon atoms
can be pushed and pulled across a copper surface, in UHVand at low temperature,
and that the tunnel current during the motion has distinct signatures that
correspond to the pushing and pulling modes [22]. As an example of very recent
work, a NIST group has shown that a cobalt atom can be moved on a copper
surface by exciting it electronically with and STM tip in UHV and at low
temperature [23].
Molecules have been arranged into prescribed patterns at room temperature by

Gimzewski�s group at IBMs Z€urich laboratory (now at UCLA). They push mole-
cules at room temperature in UHV by using an STM. They have succeeded in
pushing porphyrin molecules on copper [24], and they have arranged bucky balls
(i.e., C60) in a linear pattern, using an atomic step in the copper substrate as a
guide [25]. They approach the molecules, change the voltage and current values of
the STM so as to bring the tip closer to the sample than in imagingmode, and push
with the feedback on. C60 molecules on silicon also have been pushed with an STM
in UHV at room temperature by Maruno and co-workers in Japan [26], and Beton
and co-workers in the UK [27]. In Maruno�s approach the STM tip is brought closer
to the surface than in normal imaging mode, and then scan across a rectangular
region with the feedback (essentially) turned off. This may cause probe crashes. In
Beton�s approach the tip also is brought close to the surface, but the scan is done
with the feedback on and a high value for the tunneling current; the success rate
is low.
It should be clear from this brief review, which is not meant to be exhaustive, that

muchwork has been done in nanomanipulation and related topics. In this article our
focus is on manipulation by using AFMs, in air or a liquid, of objects such as
nanoparticles or nanowires, which are larger than atoms or small molecules. The
remainder of the chapter is organized as follows. First we address in some detail
the principles of operation of the AFM, and the spatial uncertainties associated with
the instrument. Next we present various protocols for moving nanoobjects with the
AFM tip and discuss research aimed at building nanoassemblies. Section 8.4
addresses systems for nanomanipulation, both interactive and automated. We draw
conclusions in a final section.
Before we embark on the main discussion of this chapter, we point out that SPM

manipulation is not the only way of positioning nanoobjects on a surface. A variety of
other approaches has been reported in the literature, using principles from optics,
magnetics, electrophoresis and dielectrophoresis, which are beyond the scope of this
chapter. The pros and cons of these other approaches are not fully understood. For
example, optical, laser traps are normally used to move micrometer-sized particles,
but they can also manipulate smaller objects. They can achieve 3-D (three-dimen-
sional) positioning, unlike AFMs, but cannot resolve objects which are at a distance
significantly below the wavelength radiation used, which is typically in the hundreds
of nanometers.
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8.2
Principles of Operation of the AFM

8.2.1
The Instrument and its Modes of Operation

The AFM links the macroworld inhabited by users, computers and displays to the
nanoworld of the sample by using a microscopic cantilever that reacts to the
interatomic forces between its sharp tip and the sample. Cantilevers are typically
built from silicon or silicon nitride by using MEMS (microelectromechanical
systems) mass fabrication techniques. They have typical dimensions on the order
of 100 · 20 · 5 mm. Tips are built at one of the ends of the cantilevers and are usually
pyramidal or conical with apex diameters on the order of 10–50 nm. The tip apex has
dimensions comparable to those of the sample�s features and can interact with them
effectively.
Figure 8.1 shows diagramatically the interaction between atoms in the tip and in

the sample. The main forces involved are the long-range electrostatic force (if the tip
or sample are charged), the relatively short-range van der Waals force, the capillary
force (when working in ambient air, which always contains some humidity), and the
repulsive force that arises when contact is established [28]. The cantilever bends
under the action of these forces, and its deflection is usually measured by an optical
system, as shown in Figure 8.2. Laser light bounces off the back of the cantilever,
opposite to the tip, and is collected in the two halves of a photodetector. In the AFM
jargon, the electrical signals output from the two photodetector halves are called A
and B, and the diferential signal is called A–B. For zero deflection and a calibrated
instrument, the differential signal from the detector is also zero, and in general A–B
is approximately proportional to the cantilever deflection. The force between tip and
sample is simply the product of the measured deflection and the cantilever�s spring
constant k, which can be determined in several ways [29].
Relative motion between the tip and the sample is accomplished by means of a

scanner, which consists of piezoelectric actuators capable of imparting x, y, z
displacements to the tip or, more commonly, to the sample. (We assume that the
sample is on the x, y horizontal plane, and the tip is approximately aligned with the z
axis.) Piezo drives react quickly and are very precise, but require high voltages on the
order of 100–200V, and have a small range ofmotion. They also are highly nonlinear,
as we will discuss later.

Figure 8.1 Tip sample atomic interactions.
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In contact mode operation, the tip first moves in z until it contacts the sample and a
desired value of the tip-sample force, called the force setpoint, is achieved. Then it
scans the sample by moving in x, y in a raster fashion, while moving also in z under
feedback control to maintain a constant force. The feedback circuitry is driven by the
deviation (or error) between the (scaled) photodetector signal A–B and the force
setpoint. Suppose that the tipmoves in straight line along the xdirection, at a constant
y. When it encounters a change of height Dz of the sample, the scanner must move
the sample by the same Dz in the z direction to maintain the contact force (i.e.,
cantilever deflection). Therefore, the amount of motion of the scanner in z at point x
gives us exactly the height of the surface z(x), usually called the topography of the
surface. Nowwemove the tip back to the beginning of the line, increment y byDy and
scan again in the x direction. If we do this for a large number of y values we obtain a
series of line scans that closely approximate the surface of the sample z(x, y). In this
example, x is called the fast scan direction, and y the slow scan direction. In practice,
line scan signals are sampled (perhaps after some time-averaging) and discretized,
and the output signal becomes a series of values z(xi, yj), often called pixel values,
since the output is a digital image. These images are normally displayed by encoding
the height values z as intensities. Of course, other display options are also available,
such as perspective images that provide a better feel for the three-dimensional
structure of the sample, and so on. A typical AFM image contains 256· 256 pixels.
For this resolution and a square scan of size 1 · 1 mm, pixels are�4 · 4 nm,which is a
rather large size. Therefore, very small scan sizes are necessary for precise
operations.
In contact mode, essentially, the tip is pushed against the sample and dragged

across it. This may damage the sample and the tip, and may dislodge nanoobjects
from the surface on which they are deposited, therebymaking it impossible to image
them. An alternative mode of AFM operation that avoids the drawbacks of contact

Figure 8.2 Optical detection of cantilever deflection.
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mode and is kinder to the tip and sample is the dynamicmode, also known by other
designations such as non-contact, tapping, intermitent-contact, AC, and oscillatory.
Here the cantilever is vibrated at a frequency near its resonant frequency, which is
typically on the order of 100–300KHz in air and 1–30KHz in water. The vibration is
usually generated by a dedicated piezo drive installed at the base of the cantilever. The
piezo moves the cantilever endpoint opposite to the tip up and down at a frequency
near resonance, and the vibration is mechanically amplified by the cantilever,
resulting in a much larger amplitude of oscillation at the tip. Alternatively, the
cantilever can be coated with a magnetic material and oscillated by means of an
external electromagnet. This is usually called MAC mode (for magnetic AC), and
does not require operation near the resonance frequency since it does not rely on
mechanical amplification.
The amplitude of the vibration at the output of the photodetector is computed,

typically by a lock-in amplifier or an analog or digital demodulation technique, and
compared with an amplitude setpoint Aset. Feedback circuitry drive the z piezo and
adjust the vertical displacement to keep the amplitude constant – see Figure 8.3.
The principles of dynamicmode operationmay be explained by approximating the

vibrating tip with a harmonic oscillator in a nonlinear force field, as follows. Suppose
initially that the tip is at some distance z0 to the sample, with a force F(z0) between tip
and sample. Then, the following equation of motion must be satisfied:

m€z0 þ c _z0 þ kz0 ¼ Fðz0Þ;
where m is the effective mass, c is the damping coefficient, k is the spring constant,
and the dots denote derivatives with respect to time. Now, consider deviations from
this point that are small compared to the tip-sample distance. Denote by z the

Figure 8.3 Schematic of AFM dynamic mode system.
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deviation from the value z0. The equation of motion may now be written as

mð€z0 þ €zÞþ cð_z0 þ _zÞþ kðz0 þ zÞ ¼ Fðz0 þ zÞ:
Subtracting the two previous equations, expanding F in Taylor series and keeping
only the first term yields

m €z þ c _z þ kz ¼ zF0ðz0Þ;
where F0 denotes the derivative of Fwith respect to z. This equationmay be written as

m €z þ c _z þ k0z ¼ 0;

where

k0 ¼ k�F0ðz0Þ:
This means that small deviations of the cantilever satisfy the equations of motion
of a simple harmonic oscillator with a spring constant k0, which depends on the
actual spring constant of the cantilever and the gradient of the tip-sample force at
the equilibrium point. Therefore, the resonance frequency changes from its initial
value to

v0
0 ¼

ffiffiffiffiffiffiffiffiffiffi
k0=m

q
:

When the cantilever is at a large distance from the sample, the interaction forces
between the two are negligible, the cantilever has a resonance frequency fres
corresponding to its spring constant k, and has a resonance curve (amplitude vs.
frequency) as shown by the red curve in Figure 8.4.
Suppose now that we drive the cantilever at a frequency fdrive, which generally is

near fres. If the tip is sufficiently far from the sample for the interation force to
be negligible, F¼ 0, the cantilever oscillates with the frequency fdrive and an ampli-
tude Afree that we can read directly from the resonance curve. This is called the free
amplitude. Now we specify an amplitude setpoint, smaller than Afree. For the
cantilever to oscillate at this amplitude, the resonance curve must shift as shown
by the blue curve in the figure. Therefore, the feedback system must move the

Figure 8.4 Amplitude vs. frequency curves when the cantilever is
at a large distance from the sample (thick) and when the distance
is smaller so that there is significant interaction and a concomitant
shift of resonance frequency (thin).
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cantilever closer to the sample until the force gradient is such that the spring
constant and corresponding resonant frequency shift appropriately.We see that the
DC, or average, position of the cantilever is controlled in a rather indirect manner,
via the fdrive, Afree, and Aset parameters. (The free amplitude essentially scales the
resonance curve.) Aset is usually specified as a percentage of Afree. Typical values of
Aset are on the order of 80%. Lower setpoints imply large damping, which means
that a considerable amount of the cantilever�s oscillation energy is being trans-
ferred to the sample. In essence, we are tapping hard on the sample, and this is
usually undesirable.
The theory just presented is simple and provides an intuitive understanding of the

dynamic mode operation. Unfortunately, it is predicated on a linearization about an
operating point, and is valid only for small oscillation amplitudes. Usually, however,
the AFM is operated with a setpoint that implies a relatively large amplitude and
causes the tip to hit (�tap� on) the surface of the sample at the lower part of each
oscillation cycle. The actual behavior of the cantilever when tapping is involved is
rather complicated – see for example [30, 31]. But in normal imaging conditions the
oscillation amplitude varies approximately linearlywith theDCtip position, as shown
in Figure 8.5. Note that such A-d (amplitude-distance) curves vary from cantilever to
cantilever and depend on several parameters.
The feedback circuitry in dynamic mode maintain a constant amplitude, and

therefore a constant distance to the sample. (Here we are assuming that the sample is
of a homogeneous material, or at least that the tip-sample forces do not vary over the
sample�s extent.) Scanning the tip over the sample in dynamic mode produces a
topographic image of the sample. There are other modes of AFM operation, but the
two discussed above are the most common and important.

Figure 8.5 Experimental amplitude-distance curve obtained with
the MFP-3D AFM (Asylum Research). Cantilever resonance
frequency 240.654KHz, drive frequency 240.556KHz, spring
constant�25N/m, free amplitude 14.2 nm. The zero point for the
distance from the surface was inferred by extrapolating the A-d
curve to the zero amplitude point.
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More information on AFM theory and practice are available for example in
[32–34].

8.2.2
Spatial Uncertainties

Let us now turn our attention to the sources of positional errors in AFM
operation. These give rise to spatial uncertainty and are important for accurate
imaging and especially for nanomanipulation. User intervention is normally used
to compensate for spatial uncertainties in nanomanipulation, but extensive user
interaction is slow and labor intensive, and therefore is severely limited in the
complexity of structures it can construct. Automatic operation is highly desirable
but cannot be accomplished without compensating for spatial uncertainties, as we
will show below. Compensation techniques are described later in this chapter, in
Section 8.4.2.
We noted earlier that the output of a line scan along the x direction is the

topography z(x). In the actual implementation this is not quite true. If no error
compensation is used, the output isVz(Vx), whereVz andVx are the voltages applied to
the z and x piezos. In an ideal situation these voltages would be linearly related to the
piezo extensions, and the signals Vz(Vx) and z(x) would coincide modulo scale
factors. But in practice they don�t.
There are many nonlinearities involved. Some of these are normally taken into

account by AFM vendors� hardware and software, for example, non-linearities in
the voltage-extension relationship for the piezos, coupling between the different
axes of motion, and so on. The most pernicious are drift, creep and hysteresis. As
far as we know, at the time of this writing (2006), drift is not adequately compen-
sated for in any commercial instrument, and creep and hysteresis are negligible
only in top of the line AFMs that have feedback control for the x, y directions, and
whose controller noise r.m.s. is under 1 nm. The vastmajority of AFMs in use today
either have no x, y feedback or have noise levels on their feedback circuitry that are
too large for precise lithography and manipulation. Open-loop operation with a
small scan size (e.g., 1 · 1 mm) is preferable for nanomanipulation operations with
such instruments.
Drift is caused by changes of temperature in an instrument made from several

materials with different coefficients of expansion. At the very low temperatures often
used for atomicmanipulation the effects are negligible, but at room temperature they
can be quite large. Figure 8.6 shows four AFM images of gold nanoparticles with
15 nm diameters, taken at successive times, 8min apart. The particles appear to be
moving, but in reality they are fixed on the substrate surface. The piezos are driven by
the same voltage signals in all the panels of the figure, and have the same extensions,
but the position of the tip relative to the sample is the sum of the piezo extension and
the drift, and therefore changes with time. Experimental observations in our lab
indicate that drift is a translation with speeds on the order of 0.01–0.1 nm/s. The drift
velocity remains approximately constant for several minutes, and then appears to
change randomly to another value.
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Suppose now that we were trying to manipulate a large set of nanoparticles
similar to those in Figure 8.6, and that the manipulation operations would take a
total time of 1 hour. Assuming an average drift velocity of 0.05 nm/s, the total drift
after 1 hour would be 180 nm. If we relied on the original images and did not
compensate for drift, it is clear that as timewent by we would completelymissmost
of the 15 nm particles.
After drift, creep is another major source of spatial uncertainty in AFMs. A piezo

actuator commanded to move by a certain distance first responds very quickly and
moves by�70–90%of the commanded distance, and then slowly �creeps� to the final
position – see Figure 8.7. Creep is especially noticeable for large motions. Successive
images of the (nominally) same area taken after a large tip displacement show an
apparent motion of the features in the area. The effects of creep can last several
minutes and are sufficiently large to foil manipulation attempts, especially for small
particles with dimensions on the order of 10 nm. Creep can be avoided by waiting for
several minutes after any large tip motion, but this is obviously a very inefficient
approach.

Figure 8.6 Successive images taken at 8min intervals showing
the effects of thermal drift. Gold nanoparticles with nominal
diameter 15 nm on mica coated with poly-L-lysine, 1Hz scan rate,
Autoprobe CP-R AFM (Veeco). Reproduced with kind permission
from [71].
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Hysteresis is also present in piezo actuators and has non-negligible effects – see
Figure 8.8. Hysteresis is a nonlinear process with memory. The extension of a
piezo depends not only on the currently applied voltage, but also on past extremal
values.
Finally, the images of the features that appear in a topography scan differ from the

actual physical features in the sample because of tip effects. The tip functions as a low-
pass filter, and broadens the images. To a first approximation, the image�s lateral
dimensions of a feature equal the true dimensions plus the tip diameter. Algorithms
are known for combating this effect [35]. Note that the vertical dimensions of a
feature�s image are not affected by the tip�s dimensions.
Compensation of spatial uncertainties due to drift, creep and hysteresis in AFMs

will be discussed later, in Section 8.4.2, in the context of automated nano-
manipulation.

Figure 8.7 Experimental curve showing a scanner response to
a 5.4mm step function. Reproduced with kind permission from
[95].

Figure 8.8 Hysteresis effects. Left-to-right vs. right-to-left single-
line scans of 15 nm Au particles on mica. Scan size 100 nm.
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8.3
Nanomanipulation: Principles and Approaches

8.3.1
LMR Nanomanipulation by Pushing

Here we discuss the approach to nanomanipulation that has been under develop-
ment at USCs Laboratory for Molecular Robotics (LMR) over the last decade. It
was first presented at the fourth International Conference on Nanometer-Scale
Science and Technology, Beijing, P.R. China, September 8–12, 1996, and later
reported in a string of papers [36–41]. Other approaches are considered in the next
subsection.
We begin by preparing a sample with nanoparticles or other structures to be

manipulated. A typical sample consists of amica surface coated with poly-L-lysine, on
which we deposit Au nanoparticles. The coating is needed because freshly cleaved
mica is negatively charged, and so are the nanoparticles; the poly-L-lysine attaches to
the mica and offers a positively-charged surface to the nanoparticles. We have also
used other surfaces such as (oxidized) silicon, glass and ITO (indium tin oxide), other
coatings such as silane layers [42], other particles such as latex, silver or CdSe, and
rods or wires of various kinds. We typically manipulate particles with diameters
between 5 and 30 nm, but have occasionally moved particles as small as 2 nm and as
large as 100 nm. In all cases the structures to be moved are weakly attached to the
underlying surfaces and cannot be imaged by contact mode AFM.We image them in
dynamic mode, apply a flattening procedure to remove any potential surface tilt, and
then proceed with the manipulation. The bulk of our experiments have been
conducted in ambient air at room temperature and without humidity control, but
we also have demonstrated manipulation in a liquid environment [43]. We use stiff
cantilevers, with spring constants >10N/m.
The nanomanipulation process is very simple. We move in a straight line with

an oscillating tip towards the center of a particle and, before reaching the particle,
turn off the z feedback. We turn the feedback on when we reach the desired end
of the particle trajectory. With the feedback off, the tip does not move up to keep
constant distance to the sample when it encounters a nanoparticle. Rather, it hits
the particle and pushes it. We use the same dynamic AFM parameters for
pushing as for imaging, but sometimes we force the tip to approach the surface
by applying directly a command to move by Dz immediately after turning off the
feedback.
Figure 8.9 shows experimental data acquired during a pushing operation for a

15 nmAuparticle onmica. The two vertical dashed lines indicate the pointswhere the
feedback is turned off and on. The top trace (A) is simply the topography signal
acquired by a single line scan in dynamic mode. The next trace (B) is the topography
signal during the push. The topography signal isflat while the feedback is off because
the tip does not move up and down to follow the sample topography. Observe that as
soon as the feedback is turned back on we immediately get a non-null topography
signal that indicates that the tip was somewhat below the top of the particle at the end
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of the manipulation. We conclude from these data that the tip is pushing the particle
forward rather than dragging it behind itself.
Trace C shows the amplitude of the vibration during the manipulation. The

amplitude is constant at the setpoint value when the feedback is on, but it decreases
as the tip approaches the particle with the feedback off, and eventually reaches zero
and stays at zero for the reminder of the push. At the same time that the amplitude
decreases, the average (DC) value of the cantilever deflection increases and then
reaches an approximately constant level – trace D in the figure. Finally, trace E is a
single line scan after the push.
We interpret the data in Figure 8.9 as follows.When the tip approaches the particle

with the feedback off, it starts to exchange energy with the particle and the vibration
amplitude decreases, much like in standard A-d curves (see Section 8.2.1). When the
vibration goes to zero, the tip touches the particle, and remains in contact with it until
the feedback is turned on. While the tip contacts the particle the cantilever starts to

Figure 8.9 Data acquired during a manipulation
operation. (a) Dynamic-mode single line scan
image of the particle before manipulation. (b)
Topography signal during the push. (c) Vibration
amplitude during the push. (d) Average position
of the antilever during the push. (e) Image of the

particle after themanipulation. AutoProbe AFM,
15 nm Au particles on mica with poly-L-lysine,
cantilevers with (nominal) spring constant
13N/m. Reproduced with kind permission
from [37].
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�climb� the particle, and the DC deflection increases. When enough force is exerted
on the particle for it to overcome the surface adhesion forces, the particle moves, and
the deflection (and hence the force) remains approximately constant. Our experi-
ments reveal that there is a deflection (or force) threshold above which the particle
moves.
For successful pushing, the trajectory has to pass close to the center of the particle.

Here the spatial uncertainties discussed in Section 8.2.2 are a major source of
problems.We address these problems in the interactive version of our Probe Control
Software (PCS) as follows. The user draws a line over the image and instructs the
AFM to scan along that line and output the corresponding topography signal. The
user moves the line over (or perhaps near) the particle to be pushed until he or
she detects the maximum height of the particle – see Figure 8.10. This indicates that
the line is going through the center of the particle. Usually this is several nm away
from the apparent center because of drift and other spatial uncertainties. After the
center is found, the user sets two points along the trajectory for turning the feedback
off and on, and instructs the AFM to proceed with the push. The result can be
assessed immediately by looking at the single line scan after the push – see trace E in
Figure 8.9.
The amplitude and deflection signals – see traces CandD in Figure 8.9 – are useful

to assess whether a pushing operation is proceeding normally. For example, we have
observed experimentally that when we �loose� a particle (i.e., when it does not move
as far as specified) the deflection drops to zero prematurely. In principle, one could
monitor the amplitude and deflection signals while pushing and, for example, stop
and locate the particle when the signals are not as expected. In practice, however, this
may require substantial modifications to the controller, if decisions are to be made
automatically based on this information while the manipulation operation is taking
place.
How reliably can particles be moved by the LMR aproach? Figure 8.11 attempts to

answer this question. Observe that operations in which the commanded motion is
below 50 nm are very successful, whereas for distances �80 nm the actual and

Figure 8.10 Interactive search for the center of a particle with
single line scans. Line 3 has the largest peak and is chosen as
trajectory for the pushing operation. Reproduced with kind
permission from [36].
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desired displacements of the particles begin to differ considerably. The reasons why
pushing over large distances is unsuccessful are not fully understood.

8.3.2
Other Approaches

At the LMR we have experimented with several other approaches to pushing
nanoparticles. We had occasional success with all of these approaches, but did not
achieve reproducible, controlled manipulation. The reliability of these protocols has
been until now much lower than that of the standard method discussed in the
previous subsection. Here is a short description of these various protocols. They all
begin with imaging in dynamic mode and finding a particle�s center interactively, as
discussed earlier.

. As the tip approaches the particle, instead of turning the feedback off and on,
change the amplitude setpoint so that the tip gets closer to the surface.

. Move towards the particle while tapping hard on the substrate and then turn the
feedback off an on. This appears to induce a �lateral push�, in which the cantilever
deflection does not increase as in the standard pushing protocol of the previous
subsection.

. Approach the particle while moving in a zig–zag pattern, in a direction normal
to the desired trajectory and with the feedback off. This appears to simulate
pushing with a linear edge rather than a round tip, and has been reported
in [44, 45].

The first published reports that demonstrated manipulation of nanoparticles with
the AFM came from Purdue University in the US [46] and the University of Lund in

Figure 8.11 Reliability plot, showing the actual distance a particle
moved as a function of the commanded manipulation distance.
AutoProbe CP-R, 15 nmAu particles onmica, interactive pushing.
The dashed line corresponds to perfect pushing, with equal actual
and commanded displacements. Reproduced with kind
permission from [90].
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Sweden [47]. The Purdue group pushed 10–20 nm gold clusters on graphite orWSe2
substrates with an AFM, in a nitrogen environment at room temperature [46]. They
image with non-contact AFM, but then stop the cantilever oscillation, approach the
substrate until contact, disable the feedback, and push. Samuelson�s group at the
University of Lund succeeded in pushing galium arsenide (GaAs) nanoparticles of
sizes in the order of 30 nm on a GaAs substrate at room temperature in air [47]. They
use an AFM in non-contact mode, approach the particles, disable the z feedback and
push. This is the protocol investigated in detail later on by the LMR, and discussed in
the previous subsection. Essentially the same protocol is used in [48] to push Ag
nanoparticles. They observe that the vibration amplitude decreases as the particle is
approached, and then essentially vanishes during pushing, which agrees with the
findings in our own laboratory.
Lieber�s group at Harvard has moved nanocrystals of molybdenium oxide

(MoO3) on a molybdenium disulfite (MoS2) surface in a nitrogen environment
by using a series of contact AFM scans with large force setpoints [49]. The
nanoManipulator group at the University of North Carolina at Chapel Hill
moves particles by increasing the contact force, under user control through a
haptic device [50]. Sitti�s group reports manipulation of Au-coated latex particles
with nominal diameters 242 and 484 nm on a Si substrate with accuracies on the
order of 20–30 nm [51]. First, they move the tip until it contacts the surface, and
then move it horizontally to a point near the particle, and up by a predetermined
amount. Next, they move against the particle using feedback to maintain either
constant height or constant force on the particle. In constant-height pushing, the
force signal exhibits several characteristic signatures that may be interpreted as
signifying that the particle is sliding, rolling or rotating. Constant-force pushing
is equivalent to contact-mode manipulation. Xi�s group at Michigan State
University has demonstrated pushing of latex nanoparticles with 110 nm dia-
meters on a polycarbonate surface by two methods [52]. The first consists of
scanning in contact mode with a high force. The second disables the feedback
and moves the tip open loop along a computed trajectory based on a model of
the surface acquired by a previous scan. This requires an accurate model of the
surface.
Theil Hansen and coworkers moved Fe particles on a GaAs substrate by approach-

ing a particle in dynamic mode, switching to contact mode and pushing with the
feedback on [53]. This has the advantage that the pushing force can be controlled by
the AFM. However, switching modes is a non-trivial operation that can cause
damaging transients. (In the AutoProbe CP-R AFM that we use routinely for
nanomanipulation at LMR, such a switch is not allowed by the vendor�s software.)
Furthermore, switching from tapping to contact mode implies that the tip in contact
mode does not touch the same point of the surface it was tapping on, because the
cantilever normally is not horizontal – see Figure 8.12.
The LMR and related protocols are essentially �open-loop�, because it is

virtually impossible to incorporate the force sensed by the cantilever into a
feedback loop during actuation for commercial AFMs. For example, in the
AutoProbe CP-R we are completely �blind� during a pushing operation. We can
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record the force (deflection) signal while pushing, but cannot do anything with it
until the motion stops. To do otherwise would require a major change to the
controller. On the other hand, it is not difficult to make the force signal available
for visualization in interactive pushing, and several research groups have reported
such capabilities. By developing their own controllers, Sitti and co-workers have
been able to use the force signal during pushing, primarily to determine when an
operation should be stopped because it is not going to succeed. When the tip-
particle force drops to zero the particle is no longer being pushed. One should stop
the motion, locate the particle and schedule a new operation to deliver it to its
target position.
The AFM is both an imaging device and a manipulator but not both simulta-

neously. For example, it would be useful to see a particle while it is being pushed, but
this cannot be done solely with an AFM. An interesting approach that provides real-
time visualization consists of operating the AFM within the chamber of a Scanning
Electron Microscope (SEM), or sometimes a Transmission Electron Microscope
(TEM). The motion of the tip can then be monitored by the electron microscope and
known techniques for visual feedback developed at larger spatial scales can be
deployed [54].
The AFM-SEM approach was pioneered by Sato�s group for microscopic ob-

jects [55, 56], and has been used successfully by several groups [50, 57–59]. In some of
this work an AFM cantilever is used as an end effector for a specially-built
micromanipulator. Working inside an SEM has its drawbacks: electron microscopes
are expensive instruments, they are less precise than AFMs, require more elaborate
sample preparation, and normally operate in a vacuum environment, which pre-
cludes their use for certain applications, for example, in biology.
All of the work on AFM nanomanipulation discussed above involves essentially

pushing objects on a flat surface. Pushing nanoparticles over steps [37] and onto
other particles [60] has been demonstrated by our group, but this is a very
rudimentary 3-D capability. More sophisticated 3-D tasks would be feasible if there
was the equivalent of a macroscopic �pick-and-place� operation for nanoparticles.
(Pick-and-place is possible with atoms and small molecules, as noted in the

Figure 8.12 A cantilever is initially tapping on a sample at point P.
When the AFM is switched into contact mode and the vibration
stops, the tip must approach the sample to maintain contact.
However, the contact will be at point Q, not P.
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Introduction.) We know of only one report in which nanoparticles are controllably
picked up by the AFM tip and then deposited elsewhere [61]. They succeed in
picking up Si nanocrystals deposited by silane CVD (chemical vapor deposition) on
a Si surface. They place the tip in contact with the particle and apply successive
voltage pulses of opposite polarity to the AFM tip. The tip is then moved to a target
location, lowered until there is contact with the surface, and again a series of pulses
is applied. This work requires a dry atmosphere and the experiments were
performed in a nitrogen environment. The process appears to have limited
reproducibility. Diaz and co-workers report a pick-and-place process that uses
redox reactions on the tip to pick up and deposit particles, but they only demonstrate
it for large, micrometer scale particles [10]. Note that it is not difficult to pick up a
nanoobject with a tip, even by just using van der Waals forces. What is very hard to
do is to controllably release the object at a target location.

8.3.3
Manipulation and Assembly of Nanostructures

The majority of the experimental work on nanomanipulation has been conducted
with nanoparticles. These are simple but interesting nanobjects because many types
of them are available (metalic, semiconducting, magnetic, etc.), they often are
monodisperse (i.e., have the same size), they can be smaller and more uniform
than structures made by other means such as electron-beam lithography, and can be
arranged into arbitrary patterns by nanomanipulation. Patterns of nanoparticlesmay
be useful in themselves, or they may serve as templates for constructing other
structures [62]. We present examples of both below.
Figure 8.13 illustrates the use of particle patterns to store digital information. The

particles are located at the nodes of a uniform grid. We interpret the presence of a
particle at a node as a digital �1� and its absence as a �0�. Each row of particles
represents an ASCII character. From top to bottom, this structure encodes the
characters �LMR�. These are 15 nm Au nanoparticles, and the internode distance
along a row or column is �100 nm, which corresponds to a density of 10Gbit/cm2.
This is considerably higher than the current compact disk (CD) density. By using
smaller particles and closer spacing, higher densities are achievable. In addition, this
structure is editable, simply by moving the particles.

Figure 8.13 TheASCII characters �LMR� encoded in the positions
of 15 nm Au nanoparticles on mica.
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Nanoparticle patterns can also be used as a resist, as shown by research at the
University of Konstanz, Germany [63]. They started with a self-assembled regular
pattern and deposited material so as to fill the space between the particles. By
etching the particles away, they obtained the complement of the original pattern.
In a similar vein, a Japanese/English group used regular nanoparticle patterns as
templates in a process that involves both etching and growth [64]. They deposited
nanoparticles on a Si substrate and then etched the Si. As the substrate was
etched away, reaction products condensated around the nanoparticles and formed
regular patterns of pillars with diameters on the order of a few nm. Similar results
were obtained in [65]. Another use of Au nanoparticles as a mask is reported
in [66], where they demonstrate that the particles can serve as an anti-oxidation
mask to prevent the AFM-tip induced oxidation of a modified Si surface.
Subsequent etching produces Si nanopillars. In all of these cases, it should be
possible to perform similar operations for arbitrary patterns constructed by
nanomanipulation. Nanoparticle manipulation may also be an effective way to
build templates or molds, for example for imprinting techniques that construct a
large number of structures in a parallel fashion by pressing a template against a
substrate [67]. Nanoparticle-based templates can be more uniform and have
smaller features than those built by other means such as electron-beam lithogra-
phy. Applications to template or mold making, however, have not yet been
demonstrated.
Nanoparticle manipulation with the AFM has been used to build prototype

structures for several nanodevices such as single-electron transistors [44, 68], plas-
monic waveguides [69, 70], and quantum-dot cellular automata gates [71].
Most nanoparticles are approximately spherical, although some of the nanopar-

ticles used in the research cited above (e.g., [47]) are more like �islands�, and have
vertical dimensions smaller than their horizontal counterparts. Structures with other
shapes have also been nanomanipulated. Rods, wires and tubes have been investi-
gated extensively. They normally require a series of pushes to reach a target position
because they tend to rotate. And sometimes they deform or even break, rather than
simply move on the surface. At the LMR we have manipulated Au rods with
diameters� 10 nm and lengths� 70 nm deposited on a SiO2/Si (1 1 1) substrate
modified with MPMDMS (3-mercaptopropylmethyldimethoxysilane) [72]. Xi�s
group has demonstrated manipulation of Ag rods with diameters� 110 nm on a
polycarbonate surface [73].
Several groups have manipulated carbon nanotubes (CNTs). Avouris and

co-workers at the IBM Yorktown laboratories moved multiwall CNTs on a
hydrogen-passivated Si surface by using contact mode AFM [74]. They also
showed that the nanotubes can be bent and cut by the AFM tip. The nanoMa-
nipulator group in North Carolina reported rolling and sliding of CNTs on a
graphite surface [75]. Other work in CNT manipulation include [57, 58, 76, 77],
Roschier an co-workers [78] who built a single-electron transistor by manipulating
a multiwall CNT so as to connect it to electrodes made by electron-beam
lithography. Several of these groups also used the AFM tip to probe the mechanical
properties of the CNTs – see for example [50, 57]. Nanowires can also be
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manipulated by the AFM. Figure 8.14 shows on the left a SnO2 wire with a
diameter of �10 nm and a length of �9 mm, and on the right the result of cutting
the wire in two spots and then moving the three smaller wires. The manipulation
was done at the LMR by using our standard protocols.
For many applications, particles and other nanoscale objects must be linked

together to form a single, larger object. Linking may be accomplished by various
methods: chemically, by using material deposition, sintering, and �welding�. We
showed that Aunanoparticles can be connected chemically by using linkerswith thiol
functional ends [79]. This can be done in two ways: (1) the particles are first
functionalized with the di-thiols, then deposited and manipulated against one
another to form the target structure, or (2) the manipulation is done first and then
the thiol treatment is applied. In either case the result appears to be the same. The
resulting assemblies can then be manipulated by using the same protocols, and
joined tomake larger assemblies. Therefore, we have demonstrated that hierarchical
assembly is possible at the nanoscale [80]. Figure 8.15 shows on the left clusters of 2
and 3 particles, which were constructed by manipulating individual particles (initial
configuration not shown). On the right is a ring-like structure obtained bymoving the
clusters on the left.
A different approach is reported in [81]: nanoparticles are manipulated to form a

target structure, which is then grown by deposition of additional material. Growth
is accomplished essentially by electroless deposition, by immersing the sample in
a hydroxilamine seeding solution. Figure 8.16 illustrates the results. On the top left
is a �wire� made by manipulating Au particles, and on the top right is a single line
scan through the centerline of the structure, showing that the height of the
particles is �8 nm. On the bottom left is the structure after deposition by
hydroxilamine seeding, and on the bottom right is a single line scan, which now
shows a particle size of �20 nm. The initial structure looks like a continuous wire

Figure 8.14 Cutting a SnO2 nanowire and making an array with
the resulting three pieces by using the AFM tip.
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in the figure but is not mechanically stable; touching it with the tip causes the
structure to fall apart. In contrast, the final structure is a solid wire. One
disadvantage of this method is that after the seeding the structures can no longer
be moved on the substrate surface.

Figure 8.15 Hierarchical assembly. Thiolated 27 nm Au
nanoparticles on Si coated with poly-L-lysine, 800· 800 nm
scan size. Reproduced with kind permission from [79].

Figure 8.16 Linking nanoparticles by hydroxilamine seeding of a
template built by manipulation. 8 nm Au particles on Si modified
with aminopropyltrimethoxysilane (APTS). Reproduced with kind
permission from [81].
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Finally, we have demonstrated an even simpler approach to particle linking, which
is based on sintering a structure after its template is built by nanomanipulation [82].
Figure 8.17 shows on the left a �wire� built by manipulation of latex particles with
100 nm diameter. On the right is the result of heating the sample at �160� for
�10min. The particles form a contiguous, solid structure. This process works very
well for latex particles, but, unfortunately does not appear to be applicable to Au (and
perhaps other metalic) particles.
Another interesting approach to joining nanoobjects is �welding�, usually done

within an SEM by using the electron beam. Contamination within the SEM chamber
usually suffices to generate carbonaceous residues at the beam�s target, and this can
be used to link objects such as nanotubes [57, 76]. Similar approaches but using an
environmental SEM and a field emission SEM are reported, respectively, in [77, 83].
Here they �solder� by inducing deposition of conductive materials with the electron
beam in the presence of a source of a precursor.

8.4
Manipulation Systems

8.4.1
Interactive Systems

We discussed briefly in Section 8.3.1 the interactive manipulation capabilities of the
LMR software. Ours is an unsophisticated system which provides a set of minimal
capabilities a user needs to manipulate nanoobjects with the AFM. Since the
beginnings of the LMR we have focused on automation – see the next subsection –

and therefore did not invest resources in user interfacing.

Figure 8.17 Linking nanoparticles by sintering a template built by
nanomanipulation. 100 nm latex particles on Si. Reproduced with
kind permission from [82].
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Muchmore sophisticated interfaces have been developed by others. Hollis� group
at the IBM Yorktown laboratory (now at Carnegie Mellon University) built an
interface to an STM in which the user could drive the tip over the sample by moving
amechanical wrist [84]. The z servo signal is fed back to thewrist so that the user feels
the topography of the surface as wrist vertical motions. This force, however, is not
(a scaled version of) the actual force between tip and sample.
The nanoManipulator group in North Carolina has developed virtual reality user

interfaces, first for STMs and then for AFMs [45, 50, 85, 86]. In the AFM interface
a user can either be in imaging or manipulation mode. During imaging, the
topographical data collected by the AFM is presented to the user in virtual reality, as
a 3-D display. In addition, the user can feel the surface by using a haptic device, as if
moving a stylus over a hard surface. Note, however, that the forces felt through the
haptic device are not the cantilever-sensed forces, but rather are forces computed by
standard virtual reality techniques so as to simulate the feel of a surface that
approximates the measured topography of the sample. In the imaging mode, the
user haptic input does not control the actual motion of the instrument, but rather
the position of a virtual hand over the image of the surface. In contrast, the hand can
be used to move the tip over the sample in manipulation mode. As the handmoves
in virtual space and the tip moves correspondingly over the sample, the topography
data generated by the AFM is used on the fly to compute a planar approximation to
the surface. The user feels this approximated surface through the haptic stylus.
Although the user does not feel the actual forces sensed by the cantilever, he or she
can control the force applied to the sample during manipulation by using a set of
knobs.
Sitti and co-workers also implement a virtual reality graphics interface, and add a

one degree-of-freedom haptic device [51, 87]. Through a bilateral feedback system
based on theoretical models of the forces between tip, sample and particle, the user
can drive the tip over the sample by using a mouse, while at the same time feeling
with the haptic device the forces experienced by the cantilever.
Xi�s group has developed an augmented reality system in which cantilever forces

are reflected in a haptic device [88, 89]. They develop a theoretical model for the
interaction forces between tip, object and surface, and use it to compute the position
of the tip based on the real-time force being measured. The visual display in a small
window around the point of manipulation is updated in real-time to reflect the
computed particle position. Thus, a user can follow the (computed) motion of the
particle in real time during the manipulation.

8.4.2
Automated Systems

The automatic assembly of nanoobject patterns with the AFM consists of planning
and executing the motions required for moving a set of objects from a given initial
configuration into a goal configuration. The initial state usually corresponds to
nanoobjects randomly dispersed on a surface.
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As far as we know, there are only two systems today that are capable of building
nanoobject patterns automatically by AFM nanomanipulation. One is being devel-
oped by Xi�s group at Michigan State University, and the other at the LMR [73, 90].
The two systems use different planning algorithms and pushing protocols. Xi�s
system addresses at length the issues that arise in nanorod manipulation, and
therefore is more general than ours, which focuses on nanoparticles. On the other
hand, the Michigan State system has a more rudimentary drift compensator than
ours, and does not compensate for creep or hysteresis, which are important for the
manipulation of small objects, with dimensions �10 nm or less. The manipulation
tasks demonstrated in [73] involve objects which are roughly one order of magnitude
larger than those we normally manipulate, and the positional errors in the final
structures shown in the figures of [73] also appear to be similarly larger than ours.
In the remainder of this section we describe the LMR automatic manipulation

systems, from the top down, starting with high-level planning and ending with the
system software architecture.
The input to the planner consists of a specification for a goal assembly of

nanoparticles, and an initial arrangement that is obtained by imaging a physical
sample with a compensated AFM (compensation is discussed below). In an initial
step the planner assigns particles to target locations by using the Hungarian
algorithm for bipartite matching, which is optimal [91]. It uses direct, straight-line
paths if they are collision free, or indirect paths around obstacles computed by the
optimal visibility algorithm [92]. Next, the planner computes a sequence of position-
ing paths, to connect the locations of the tip at the end of a push (determined in the
previous step) and at the beginning of another push. This is done by a greedy
algorithm, which sequentially selects the shortest paths. It is sub-optimal but
performs well in practice. In a general case collisions between particles may arise.
The planner handles collisions by exploiting the fact that all particles are assumed
identical. It simulates the sequence of operations previously computed, at each step
updating the state of the particle arrangement. If a collision is detected, it swaps
operations, and does this recursively because solving one collision problem may
generate new ones.
The planner just outlined is the second one we write. Our first planner, developed

several years ago [93], was more complicated and slower, and did not perform better
than the current one. However, we abandoned work on planning at that time not
because of planner problems, but rather becausewe could not implement reliably the
primitive operation assumed by the planner, which is simply to move from an initial
point P to another goal pointQ. The spatial uncertainties associated with the AFM –

see Section 8.2.2 – were such that after a few operations we could no longer find the
particles and push them without user interaction, and the task could not be
completed automatically. We embarked on a research program aimed at compensa-
tion of uncertainties, and developed the compensators described briefly below.
Details are available in [71, 94, 95].
The drift compensator is based on Kalman filtering, a standard technique in

robotics and dynamic systems. We assume a simple (but incorrect) model for the
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time evolution of the drift. Themodel can be used to predict future values of the drift,
but these valueswill become increasinglywrong as time goes by, because themodel is
not perfect. The Kalman equations provide us with means to estimate the prediction
error. When this value exceeds a threshold, drift measurements are scheduled, and
the measured and predicted values are combined to produce better estimates, again
by using the Kalman equations. A decade-long series of experiments indicates that
the drift is accurately approximated as a translation, with a direction and speed that
vary slowly. The estimated drift values obtained from the Kalman filter are added as
offsets to all the motion commands of the AFM, thus compensating for this
translation. Drift measurement techniques require that the AFM tip move on the
sample to acquire data. Therefore, manipulation operations must be suspended
when ameasurement is needed. In contrast, when the filter is in predictionmode the
offsets can be calculated very quickly and used to update the coordinates without
interrupting the manipulation task.
Creep and hysteresis compensation is achieved through a feedforward scheme. A

model for the two phenomena together is constructed as explained below, using a
Prandtl-Ishlinskii operator [95]. This operator has the important property of invert-
ibility. The inverse operator is computed and the desired trajectory is fed to the
inverse system. The result is the signal required to drive the AFM piezos so as to
follow the goal trajectory, assuming that themodel is perfect. Themodel, of course, is
not perfect, but experimental results show that it is sufficiently accurate for obtaining
very good results – an order of magnitude decrease on the effects of creep and
hysteresis has been verified experimentally. Creep is modeled by a linear term plus a
superposition of exponentially decaying terms, with different time constants. Hys-
teresis is modeled by a superposition of operators which are essentially simple
hysteresis loops. The piezo extension is the sum of the values of creep and hysteresis
obtained from their models, and can be expressed in terms of a Prandtl-Ishlinskii
operator. The combined model depends on several parameters, which can be
estimated by analyzing the AFM topography signal for a line scan over a few particles.
The line should span the entire region inwhich themanipulationswill take place. The
parameters are valid as long as the scan size of the AFM is not changed, and can be
computed rapidly by running the tip back and forth a few timeswith the compensator
on. Details may be found in [95].
Running both compensators together results in a software-compensated AFM

with sufficiently low spatial uncertainties to provide a reliable implementation of the
most basic robotic primitive �Move frompointP to pointQ� on the sample.However,
this is not sufficient to reliably push particles between arbitrary points because
long pushes tend to be unreliable – see Figure 8.11. Therefore, we break down any
long pushing trajectory into smaller segments, currently �30 nm long. Having a
reliable pushing routine, the output of the high-level planner can now be executed
also with high reliability.
Now that we have discussed the high-level planner and its primitive commands, let

us turn our attention to the software needed to implement the system. We found in
the beginnings of the LMR, in 1994, that commercial AFM software was designed for

8.4 Manipulation Systems j263



imaging and not suitable formanipulation. Thereforewe designed and implemented
a manipulation system, called Probe Control Software (PCS), running on top of the
vendor-supplied Application Programming Interface (API) [36]. It was implemented
on AutoProbe AFMs (Park Scientific Instruments, which later on became Thermo-
microscopes and now Veeco), which to our knowledge were the only instruments
sold with an available API. PCS evolved as time went by, and was the workhorse for
the interactivemanipulation research in our laboratory until recently. Research often
moves in unpredictable ways, and we found that the ability to easily modify the
software was fundamental to our experimental work. Unfortunately, the API was
written for a 16-bit Windows system, which is far from being convenient to program.
We concluded that we were spending too much time fighting an inhospitable
programming environment and launched a re-write of the whole system, which
has been �completed� recently. (Wefind that research software is in a permanent state
of flux.)
The new system is called PyPCS, for Python PCS. It is written in Cþþ and Python,

which is a scripting language that greatly facilitates program development. For
example, newmodulesmay be added to the systemwithout theneed to recompile and
link the whole system. PyPCS has a client-server architecture. The server is written in
Cþþ for 16-bit Windows and runs in the PC that controls the instrument. The client
is written in Python, communicates with the server via standard interprocess
communication primitives, and may run in the AFM PC or in any computer that
is connected to it by Ethernet [96].
We conclude this section with a complete example, including planning and

execution in the AFM. Figure 8.18 shows on the left panel the initial random
dispersion of nanoparticles on the sample. On the right is the goal configuration
(yellow crosses) plus the result of planning, with the pushing paths in red, and
the positioning paths between pushes in green. The particles marked with a black

Figure 8.18 Left: Initial state. Right: Goal state (yellow) and
planner output superposed on the intial image, showing pushing
paths (red) and positioning paths (green). 15 nm Au particles on
mica. Reproduced with kind permission from [90].
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cross are extraneous and should be removed from the area where the pattern is
being built. (This is also done automatically.) Figure 8.19 shows on the left the
result of executing the plan. On the right is the result of another similar operation
also performed automatically. The pattern on the right of Figure 8.19 represents a
different encoding of ASCI characters into nanoparticle positions – compare with
Figure 8.13. Here a particle on the top row of each 2-row group signifies a �1� and
a particle on the bottom row signifies a �0�. The 4 groups of 2 rows read �NANO�
in ASCI. This encoding uses twice as many particles as that of Figure 8.13 but has
an interesting advantage: editing the stored data amounts simply to pushing
particles up or down by a fixed amount, and could be achieved very efficiently by
an AFM with a multi-tip array with spacing equal to that of the particle grid –

see [97] and the discussion in the next section. The patterns shown in Figure 8.19
were built in a few minutes with the automated system. They would take at least
one day of work by a skilled user if they had been built with our interactive
system.

8.5
Conclusion and Outlook

Manipulation with the AFM of nanoscale objects with dimensions �5–100 nm has
been under study for over a decade, and is now routinely performed in several
laboratories. Nevertheless, some basic questions remain unanswered. For example,
how far off center canwehit a particle for it to be pushed reliably?Howhigh above the
surface can we strike a particle for it to move? Does the size of a particle matter? Do
the shape and size of a tip matter? Why do particles fall off the desired trajectories?
What is the force threshold needed tomove a particle? Are there preferred directions

Figure 8.19 Left: Result of the execution of the plan of
Figure 8.4.2.8. Right: An additional task, also planned and
executed automatically. Reproduced with kind permission from
[90].
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of motion? For a given surface, coating, nanoparticle, cantilever and environmental
conditions, can we predict which operational parameters, if any, will result in reliable
manipulation? And we could go on. In short, we lack a predictive understanding of
the manipulation process, especially an understanding grounded on measurable
parameters. However, there is enough experimental evidence on certain materials
and systems for us to successfully complete non-trivial manipulation tasks, as shown
in this chapter.
Nanomanipulation has been used until now for demonstrations or to prototype

new devices. It is a useful prototyping tool because it can be used to build devices that
cannot be made otherwise, and it greatly facilitates parametric studies. For example,
the effect of spatial errors on a given device can be investigated by moving one of its
constituent particles and recording the associated functional changes. The complex-
ity of the structures built by nanomanipulation has been severely restricted by the
sheer amount of labor and time needed to construct them interactively. Automated
systems such as those described in this chapter are beginning to appear, and may
significantly impact what can be done by nanomanipulation. It is fair to say, though,
that a �killer app� has not yet been found for nanomanipulation. A high value, low
volume application seems most appropriate, because, even with automated opera-
tion, nanomanipulation with the AFM is a serial and relatively slow process, not very
suitable formass production. Perhaps repair of fabricationmasks and other high cost
devices will be an important application in the future.
Another technical advance that may have a strong impact on nanomanipulation is

the development of instruments with multiple tips. There are currently several
research efforts aimed at producingmulti-tip arrays, but they tend to be unusable for
manipulation because they do not provide individual control of height (z) for each tip
– see for example [98]. Furthermore, whereas efficient algorithms for nanolitho-
graphy with multi-tip arrays are known [97, 99], manipulation tasks are inherently
more difficult because of registration problems between tips and particles. The tips
are normally arranged in a regular array, while the particles are initially randomly
dispersed, andwhen a tip is positioned near a particle for pushing it, the other tips are
unlikely to be in positions where they can push other particles. If this happens, a
multi-tip array will be no faster than a single tip.
In summary, much has been learned about nanomanipulation with AFMs, and

new automated systems are a breakthrough improvement over their traditional,
interactive counterparts, but we still lack a deep, predictive understanding of the
manipulation phenomena, as well as a convincing demonstration of economic
viability for practical applications. Massively parallel operation by using multi-tip
arrays may be he next breakthrough.
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9
Harnessing Molecular Biology to the Self-Assembly of
Molecular-Scale Electronics
Uri Sivan

9.1
Introduction

Microelectronics and biology provide two distinct paradigms for complex systems. In
microelectronics, the information guiding the fabrication process is encoded into
computer programs or glassmasks and, based on that information, a complex circuit
is imprinted in silicon in a series of chemical and physical processes. This top-to-
bottom approach is guided by a supervisor whose �wisdom� is external to the circuit
being built. Biology adopts an opposite strategy, whereby complex constructs are
assembled frommolecular-scale building blocks, based on the information encoded
into the ingredients. For example, proteins are synthesized from amino acids based
on the instructions coded in the genome and other proteins. The assembled objects
process further molecules to form larger structures capable of executing elaborate
functions, and so on. This autonomous bottom-up strategy allows, in critical bottle-
necks, for an exquisite control over the molecular structure in a way which is
unmatched by man-made engineering. In other cases it allows for the errors that
are so critical for evolution.
The fact that man-made engineering evolved so differently from �nature

engineering� deserves a separate discussion that is beyond the scope of this chapter.
Here, we will only comment that the perception of nature as a type of engineering is
somewhat oversimplifying. While engineering aims at meeting a predefined chal-
lenge – namely, to execute a desired function – nature evolved with no aim. Yet, the
hope behind biomimetics is that concepts and tools which evolved during several
billions years of evolution may find applications in engineering.
Electronics is particularly alien to biology. With the exception of short-range

electron hopping in certain proteins, biology relies on ion transport rather than
electrons. The electronic conductivity of biomolecules is orders of magnitude too
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small for implementing themas useful electronic components. For instance, albeit in
earlier reports, DNA has been found to be an excellent insulator [1–3]. The foreseen
potential of biology in the context of electronics is, therefore, in the assembly process
rather than in electronic functionality per se. This observation is reflected in the
scientific research described below; it concerns the bioassembly of electronic
materials to form devices, rather than attempts to use biomolecules as electronic
components.
The term �self-assembly� is widely used to describe a variety of processes which

include the self-assembly of organic molecules to form uniform monolayers on
substrates. This is not the type of self-assembly under consideration in this chapter,
whereby the term refers to the construction of an elaborate object, namely, the
embedment of a significant amount of information into the object being built. The
subject of the intimate relationship between self-assembly, information, and com-
plexity will be revisited in Section 9.4.
The term �complex self-assembly� deserves some introductory remarks. When

looking back at nature, one realizes that complex objects are typically assembled in a
modular way. Most protein machines, for instance, comprise several subunits, each
made of a separate protein. Each such protein is synthesized in the cell from amino
acids which are in turn synthesized from atoms. This example is identified in four
levels of hierarchy, namely atoms, amino acids, proteins, and machines made of
several protein subunits. This hierarchal or modular assembly is an essential
ingredient of complex self-assembly, the reason being that none of the modules
reflects a global minimal free energy of its elementary constituents. The protein
machine, for instance, does not pertain to a minimal free energy of the collection of
amino acids making it, and so on.
In many instances the system is guided to a certain configuration by auxiliary

molecules (enzymes, chaperones, etc.) which at times consume energy. However, in
the cases of interest here, where self-assembly is governed by non-covalent interac-
tions and relatively simple configurations, each step can be driven by a down-hill drift
in free energy towards a long-lived metastable state, thus rendering the module
amenable for the next assembly step. Clearly, complex electronics cannot be assem-
bled from its elementary building blocks in a single step, and so requires modular
assembly.
The next comment concerns the unavoidable errors characterizing self-assembly.

In order for molecular recognition to take place, the molecules should effectively
explore multiple docking configurations with other parts of the target molecule or
with othermolecules. The free energy landscape corresponding to the collection of all
such configurations should, therefore, facilitate thermally assisted hops between
local minima, corresponding to �wrong� configurations, in addition to the desired
configuration. Special measures must be devised in order to produce overwhelming
discrimination in favor of the desired configuration at finite time experiments. In
the absence of such measures, the yield of self-assembly is intrinsically limited by
the same fluctuations that facilitate molecular recognition. Over time, biology
has evolved sophisticated error suppression and correction tools, and equivalent
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methods will have to be developed if the self-assembly of molecular-scale electronics
is to be taken seriously.
The effect of errors on modular assembly is of particular importance. As the yield

in each assembly step is less than perfect, faulty modules are produced. An
uncontrolledmodular assembly therefore inevitably produces an exponentially larger
fraction of faulty modules as the levels of hierarchy accumulate. One strategy for
makinguseful circuitsmay thus rely on circuit architectures that are tolerant to faults.
One such outstanding example is embodied in the Teramac machine developed at
HP laboratories [4]. In the present chapter we adhere to conventional architectures
requiring near-perfect circuits. The faulty modules in each step therefore need to be
identified and either repaired or eliminated. Within the context of electronic circuits
built by biology, the identification of faulty devices and their removal presents a
remarkable challenge; that of devising a biomolecular machine that tests non-
biological devices for electronic functionality, filters out non-functional devices, and
then signals the system to proceed to the next assembly step. Although significant
progress has been made towards the isolation of antibodies that sense the electric
output presented to them by an electronic device, the discussion of electro-bio
feedback loops is deferred to future publications, and focus here is on free-running
assembly.
The conjecture behind the experiments described in this chapter may be summa-

rized as follows. Simple functional devices can be assembled efficiently from
electronic materials, taking advantage of the remarkable assembly tools provided
bymolecular biology. The realization of elaborate constructs necessitates hierarchical
modular assembly, while the inevitable accumulation of errors with increasing levels
of hierarchy requires error suppression and correction mechanisms, as well as
biomolecular feedback switches that judge for electronic functionality and feedback
to the bioassembly process.
In Section 9.2 the concept is of DNA-templated electronics [1, 5] is introduced, and

expanded to include sequence-specific molecular assembly [6, 7] based on the
recombinant protein, RecA. This section culminates in the bioassembly of a fully
functional field effect transistor made from a carbon nanotube (CNT) [8]. While the
topics of Section 9.2 rely on existing biotechnological tools, in Section 9.3 the toolbox
is expanded to demonstrate how to isolate antibodies that recognize electronic
materials directly [9]. The fact such antibodies can be isolated is encouraging with
respect to the prospect of realizing a functional interface between molecular biology
and nanoelectronics [10].
As DNA-templated electronics requires long DNA molecules with unique ad-

dresses, advantage is then taken of DNA computing to demonstrate the autonomous
synthesis of DNA templates having these properties [11]. The synthesis algorithm, as
outlined in Section 9.4, relies on the chemical realization of shift registers (SRs), and
incorporates an error suppression scheme inspired by the redundancy codes
employed in data communication. To the best of the present author�s knowledge,
these chemical SRs constitute the first embodiment of error suppression codes in
chemical synthesis.
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9.2
DNA-Templated Electronics

9.2.1
Scaffolds and Metallization

Double-stranded DNA (dsDNA) is chosen in most cases to template the assembly of
molecular-scale electronics as well as other constructs of non-biological functionality.
dsDNA ismechanically and chemically stable, easy to obtain at any desired sequence,
and readily amenable to diverse enzymatic manipulations including restriction,
digestion, replication, ligation, and recombination. In the schemes described below,
dsDNA doubles as the information-carrying molecule and the physical support for
the assembled electronic materials.
The assembly of DNA-templated electronics comprises two steps. First, the

biological machinery is employed to construct a DNA scaffold with well-defined
molecular addresses. Then, electronic functionality is instilled by the localization of
electronic devices at specific addresses along the scaffold and conversion of the DNA
template into a conductive network interconnecting devices to each other and to the
external world.
An heuristic solution to some of the major challenges faced by molecular

electronics, namely, the precise localization of a large number of molecular devices,
inter-device wiring, and electrical interface between the molecular and macroscopic
worlds, is depicted in Figure 9.1(a–d). The first step involves the definition of
macroscopic electrodes on an inert substrate. As the electrodes are macroscopic,
this process can be performed using standard photolithographic techniques
(Figure 9.1a). The electrodes are provided with an identity by covering each of them

Figure 9.1 Heuristic scheme of a DNA-
templated electronic circuit. (a) Gold pads are
defined on an inert substrate. Panels (b–d)
correspond to the circle of (a) at different stages
of circuit construction. (b) Oligonucleotides of
different sequences are attached to the different
pads. (c) DNAnetwork is constructed and bound
to the oligonucleotides on the gold electrodes.

(d) Metal clusters or molecular electronic
devices are localized on the DNA network. The
DNA molecules are finally converted into
metallic wires, rendering the construct into a
functional electronic circuit. Note that the figures
are not to scale; the metallic clusters are
nanometer-sized, while the electrode pads are
micrometer-sized.
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with a monolayer of a different short, single-stranded oligonucleotide using, for
example, an ink-jet printer (Figure 9.1b). This step may still involve physical
manipulations as the electrodes to be covered are macroscopic. After this step, each
electrode is labeled with a monolayer of a unique oligonucleotide sequence and,
hence, is able to recognize a specific complementary sequence in solution. In the
third step, a network of well-defined connectivity is assembled using DNA hybrid-
ization and recombinant processes (see below). The network is then localized on the
substrate using, for example hybridization of DNA molecules with the electrode-
bound oligonucleotides (Figure 9.1c). The previous steps instill the formerly uniform
substrate with well-definedmolecular addresses based on distinct sequences of DNA
molecules. This allows the subsequent positioning of functional electronic elements
at molecularly accurate addresses (Figure 9.1d). At the end of this step, the network
should bear functional elements at predesigned sites. However, as DNA molecules
have insulating properties, the network should be functionalized (e.g., metallized) in
order to render it conductive.
Now, the questions to be asked are how accurate is the topology of the assembled

DNA network? Can it be inspected for structural integrity? Was the template
assembled properly on the electrodes? Were the devices localized at their planned
destinations?Did the devices connect electrically? Are they functional? These are just
a few of the questions thatmust be addressed in any specific attempt to self-assemble
molecular-scale electronics.
The experimental procedure used to demonstrate DNA-templated assembly and

electrode attachment of a conductive silver wire [1, 5] are depicted in Figure 9.2. First,
12-base oligonucleotides, derivatized with a disulfide group at their 30 end, were
attached to the electrodes through a thiol–gold interaction. Each of the two electrodes
was marked with a different oligonucleotide sequence. The electrodes were then
bridged by hybridization of a 16mm-long l-DNA molecule containing two 12-base-
long sticky ends, each of which was complementary to one of the two sequences
attached to the gold electrodes.
The inset to Figure 9.3 presents a single DNA molecule bridge as observed by

fluorescence microscopy. The measurements on the stretched DNA molecules
indicated a resistance higher than the internal resistance of the measurement
apparatus (>1013O). It was therefore concluded that, in order to instill electrical
functionality, the DNAbridgemust be coated withmetal. Albeit contradicting results
reported previously in the literature, it is now widely accepted that the intrinsic
conductivity of DNA is indeed too small for direct application as a conducting
element in a circuit [2].
The three-step silver-coating process (Figure 9.2c–e) was based on the selective

localization of silver ions along the DNA molecule through Agþ/Naþ ion-
exchange [1, 5], and the formation of complexes between the silver and the DNA
bases. The silver ion-exchanged DNA was then reduced to form nanometer-sized
silver aggregates bound to the DNA skeleton. These aggregates were further
�developed� (much as in a standard photographic procedure) by using an acidic
solution of hydroquinone and silver ions under low-light conditions [12, 13]. This
solution was metastable, and spontaneous metal deposition was normally very slow,
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Figure 9.2 A gold pattern, 0.5· 0.5mm in size,
was defined on a passivated glass using
microelectronics techniques. The pattern
comprised four bonding pads, each 100mm in
size, connected to two 50 mm-long parallel gold
electrodes, 12–16 mm apart. (a) The electrodes
were each wetted with a 10�4 mL droplet of
disulfide-derivatized oligonucleotide solution of
a given sequence (Oligos A and B). (b) After
rinsing, the structure was covered with 100mL of
a solution of l-DNA having two sticky ends that

are complementary toOligos A and B. A flowwas
applied to stretch the l-DNA molecule between
the two electrodes, allowing its hybridization. (c)
The DNA bridge was loaded with silver ions by
Naþ/Agþ ion exchange. (d) The silver ion–DNA
complex was reduced using a basic
hydroquinone solution to form metallic silver
aggregates bound to the DNA skeleton. (e) The
DNA templated wire was �developed� using an
acidic solution of hydroquinone and silver ions.
(Reprinted from Ref. [1]; � Nature, 1998.).
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except on the silver aggregates attached to the DNA catalyzed the process. Under the
experimental conditions, metal deposition therefore occurred only along the DNA
skeleton, leaving the passivated substrate practically clean of silver. An atomic force
microscopy (AFM) image of a segment of a 100 nm-wide, 12 mm-long silver wire
prepared in this way is shown in Figure 9.3.
Since the publication of Ref. [1], the metallization scheme has been improved in

two essential ways. First, silver has been replaced with gold [6] in the enhancing step
and, after a few hours sintering at 300 �C, excellent wires were obtained. Second, the
hydroquinone has been substituted for glutaraldehyde [6, 14] localized on the DNA
itself. The confinement of the reducing agent to the DNAmolecule suppressed non-
specific metal deposition on other objects in the system, leading to much cleaner
circuits. A DNA-templated gold wire is depicted in the inset of Figure 9.4, together
with its current–voltage (I–V) characteristics.
Other research groups have since extended the scope of the metallization of

biomolecules to proteins, amyloid fibrils, protein S-layers,microtubules, actin fibers,
and even complete viral particles. Today, the choice ofmetals includes Pd, Pt, Au, Cu,
and Co. An account of biomolecules metallization can be found in Refs. [15–20].

9.2.2
Sequence-Specific Molecular Lithography

In analogywith photolithography in conventionalmicroelectronics, the realization of
DNA-templated devices and circuits requires tools for defining circuit architectures.

Figure 9.3 Atomic force microscopy (AFM) image of a silver wire
connecting two gold electrodes 12mm apart. Field size¼ 0.5mm.
Inset: Fluorescently labeled l-DNA molecule stretched between
two gold electrodes (dark strips), 16mm apart. (Reprinted from
Ref. [1]; � Nature, 1998.).
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These include the formation of rich geometries, wire patterning at molecular
resolutions, and molecularly accurate device localization. To that end, �sequence-
specific molecular lithography� has been developed which enables the elaborate
manipulation of dsDNA molecules, including patterning of the metal coating of
DNA, the localization of labeled molecular objects at arbitrary addresses on dsDNA,
and the generation of molecularly accurate stable DNA junctions [6, 8, 14].
The molecular lithography system developed at Technion utilizes homologous

genetic recombination processes carried out by the RecA protein from Escherichia
coli. The patterning information encoded in the DNA molecules replaces the masks
used in conventional photolithography, while the RecA protein serves as the resist.
The molecular lithography functions at high resolution over a broad range of length
scales, from nanometers to many micrometers.
Homologous genetic recombination is one of several mechanisms that cells use to

manipulate their DNA [21]. In this process, two parental DNA molecules which
possess some sequence homology cross-over at equivalent sites. The reaction is based
on protein-mediated, sequence-specific DNA–DNA interaction. Although RecA is
the major protein responsible for this process in E. coli, it is also able to carry out the
essential steps of the recombination process in vitro.
In the present author�s procedure, RecA monomers are polymerized on a probe

single-strandedDNA (ssDNA)molecule to formanucleoproteinfilament (Figure 9.5,
step i). The nucleoprotein filament binds to a substrate molecule at an homologous
probe–substrate location (Figure 9.5, step ii). RecA allows the addressing of an
arbitrary sequence, from as few as 15 bases [22] to many thousands of bases, by the
same standard reaction. This versatility presents an advantage over DNA-binding
proteins which are restricted to particular DNA sequences. Moreover, unlike DNA
hybridization, sequence-specific recognition can be performed on dsDNA, rather
than ssDNA. Being chemically more inert and mechanically more rigid, the former
provides a better substrate than the latter. The high efficiency and specificity of the
recombination reaction, which evidently is essential for its biological roles, are
beneficial in its utilization for molecular lithography.

Figure 9.4 Two-terminal current–voltage (I–V)
curve of a DNA-templated gold wire. The
resistivity of the wire (1.5· 10�7O�m) was only
seven-fold higher than that of polycrystalline gold
(2.2· 10�8O�m). Inset: Scanning electron
microscopy (SEM) image of a typical DNA-

templated gold wire stretched between two
electrodes deposited by electron-beam
lithography. Scale bar¼ 1 mm. (Reprinted from
Ref [6]; � 2002, American Association for the
Advancement of Science.).
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The application of sequence-specific molecular lithography to the definition of a
patterned gold wire is outlined in Figures 9.5 and 9.6. Here, the previously described
DNAmetallization scheme is employed inwhichDNA-bound glutaraldehyde is used
as a localized reducing agent [6], and the RecA is used as a sequence-specific resist.
RecA monomers polymerize on a single-stranded probe DNA to form a nucleopro-
tein filament (Figure 9.5, step i) which locates and binds to a homologous sequence
on adsDNAmolecule (Figure 9.5, step ii).Once bound, theRecA in thenucleoprotein
filament acts as a sequence-specific resist, physically protecting the aldehyde-
derivatized substrate DNA against silver cluster formation in the bound region
(Figure 9.5, step iii). Subsequent gold metallization leads to the growth of two
extendedDNA-templatedwires separated by the predesigned gap (Figure 9.5, step iv).
Figure 9.6 depicts images of the products of the various steps leading to a patterned

gold-coated l-DNA. Extensive AFM and scanning electron microscopy (SEM)
imaging confirmed that the metallization gap was located where expected. The
position and size of the insulating gap could be tailored by choosing the probe�s
sequence and length. The ability to pattern DNA metallization facilitates modular
circuit design, and is therefore valuable for the realization of DNA-templated
electronics. Insulating and conducting regions can be defined on the DNA scaffold
according to the underlying sequence, thus determining the electrical connectivity in
the circuit. In addition, patterning DNAmetallization is useful for the integration of
molecular objects into a circuit. Such objects can be localized and electrically

Figure 9.5 Schematics of the homologous
recombination reaction and molecular
lithography. (i) RecAmonomers polymerize on a
ssDNA probe molecule to form a nucleoprotein
filament. (ii) The nucleoprotein filament binds to
an aldehyde-derivatized dsDNA substrate
molecule at an homologous sequence. (iii)
Incubation in AgNO3 solution results in the

formation of silver aggregates along the
substrate molecule at regions unprotected by
RecA. (iv) The silver aggregates catalyze specific
gold deposition on the unprotected regions. A
highly conductive gold wire is formed with a gap
in the protected segment. (Reprinted from
Ref [6]; � 2002, American Association for the
Advancement of Science.).
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contacted within the exposed DNA sequences present in the unmetallized gaps.
Further manipulations of DNA templates including the localization of man-made
objects at specific addresses along the DNA molecule, the generation of three- and
four-armed junctions, and elaborate metallization patterning can be found in
Refs. [6, 7, 14, 16].

9.2.3
Self-Assembly of a DNA-Templated Carbon Nanotube Field-Effect Transistor

The superb electronic properties of CNTs [23], their large aspect ratio, and their
inertness with respect to the DNAmetallization process, make them an ideal choice
for the active elements in DNA-templated electronics. The ability to localize molecu-
lar objects at any desired address along a dsDNA molecule and to pattern sequence-
specifically the DNAmetallization (as described above) facilitate the incorporation of
CNTs into DNA-templated functional devices, and their wiring. In the assembly of
thefield-effect transistor (FET), aDNAscaffoldmolecule provided the address for the
precise localization of a semiconducting single-wall carbon nanotube (SWNT), and
templated the extended wires contacting it. The localization of the SWNT relied on

Figure 9.6 Sequence-specific molecular
lithography on a single DNA molecule. (a) AFM
image of a 2027-base RecA nucleoprotein
filament bound to an aldehyde-derivatized
l-DNAsubstratemolecule. (b) AFM image of the
sample after silver deposition. Note the exposed
DNA at the gap between the silver-loaded
sections. (c) AFM image of the sample after gold
metallization. Inset: zoomon the gap. The height
of the metallized sections is �50 nm. (d) SEM

image of the wire after gold metallization. All
scale bars¼ 0.5mm; inset to (c)¼ 0.25mm. The
variation in the gap length is due mainly to
variability in DNA stretching on the solid
support. The very low background metallization
in the SEM image compared with the AFM
images indicates that most of the background is
insulating. (Reprinted from Ref [6]; � 2002,
American Association for the Advancement of
Science.).
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homologous recombination by the RecA protein. The assembly of the SWNT–FET,
which is shown schematically in Figure 9.7, employed a three-strand homologous
recombination reaction between a long dsDNA molecule serving as a scaffold and a
short auxiliary ssDNA. The short ssDNA molecule was synthesized so that its
sequence was identical to the dsDNA at the designated location of the FET. RecA

Figure 9.7 Assembly of a DNA-templated FET
and wires contacting it. Steps are as follows.
(i) RecA monomers polymerize on a ssDNA
molecule to form a nucleoprotein filament.
(ii) Homologous recombination reaction leads
to binding of the nucleoprotein filament at the
desired address on an aldehyde-derivatized
scaffold dsDNA molecule. (iii) The DNA-bound
RecA is used to localize a streptavidin-
functionalized single-wall carbon nanotube
(SWNT), utilizing a primary antibody to RecA and

a biotin-conjugated secondary antibody. (iv) The
complex is stretchedon anoxidized p-type silicon
wafer by dipping the substrate in a solution
containing the complexes and pulling it out. (v)
Incubation in an AgNO3 solution leads to the
formation of silver clusters on the segments that
are unprotected by RecA. (vi) Electroless gold
deposition, using the silver clusters as nucleation
centers, results in the formation of two DNA-
templated gold wires contacting the SWNT
bound at the gap.
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proteins were first polymerized on the auxiliary ssDNA molecules to form nucleo-
proteinfilaments (Figure 9.7, step i), whichwere thenmixedwith the scaffold dsDNA
molecules. The nucleoprotein filament bound to the dsDNA molecule according to
the sequence homology between the ssDNA and the designated address on the
dsDNA (Figure 9.7, step ii). The RecA later served to localize a SWNTat that address
and to protect the covered DNA segment against metallization. A streptavidin-
functionalized SWNT was guided to the desired location on the scaffold dsDNA
molecule using antibodies to the bound RecA and biotin–streptavidin-specific
binding (Figure 9.7, step iii). The SWNTs were solubilized in water by micellization
in sodium dodecyl sulfate (SDS) [24] and functionalized with streptavidin by non-
specific adsorption [25, 26].
Primary anti-RecA antibodies were reacted with the product of the homologous

recombination reaction, and this resulted in specific binding of the antibodies to
the RecA nucleoprotein filament. Next, biotin-conjugated secondary antibodies,
having high affinity to their primary counterparts, were localized on the primary
anti-RecA antibodies. Finally, the streptavidin-coated SWNTs were added, leading to
their localization on the RecA via biotin–streptavidin-specific binding (Figure 9.7,
step iii). The DNA/SWNT assembly was then stretched on a passivated oxidized
silicon wafer. An AFM image of a SWNT bound to a RecA-coated 500-base-long
ssDNA localized at the homologous site in themiddle of a scaffold l-DNAmolecule is
shown in Figure 9.8a. The conducting CNT can be clearly distinguished from the
insulating DNA by the use of scanning conductance microscopy [27, 28]. The
topographic and conductance images of the same area are depicted in Figure 9.8b
and c, respectively. The evident difference between the two images identifies the
SWNT on the DNA molecule. It should be noted that the CNT is aligned with the
DNA, which is almost always the case due to the stiffness of the SWNT and the
stretching process.
Following stretching on the substrate, the scaffold DNAmolecule was metallized.

The RecA, doubling as a sequence-specific resist, protected the active area of the
transistor against metallization. The metallization scheme described above was
employed, in which aldehyde residues, acting as reducing agents, were bound to
the scaffold DNA molecules by reacting the latter with glutaraldehyde. Highly
conductive metallic wires were formed by silver reduction along the exposed parts
of the aldehyde-derivatized DNA (Figure 9.7, step v) and subsequent electroless gold
plating using the silver clusters as nucleation centers (Figure 9.7, step vi). As the
SWNTwas longer than the gap dictated by the RecA, the depositedmetal covered the
ends of thenanotube and contacted it. ASEM image of an individual SWNTcontacted
by two DNA-templated gold wires is depicted in Figure 9.8d.
The extended DNA-templated gold wires were contacted by electron-beam

lithography, and the device was characterized by direct electrical measurements
under ambient conditions. The p-type substrate was used to gate the transistor.
The electronic characteristics of the device are shown in Figure 9.9a and b. The
gating polarity indicated p-type conduction of the SWNT, as is usually the case
with semiconducting CNTs in air [29]. The saturation of the drain-source current
for negative gate voltages indicated resistance in series with the SWNT; this
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resistance was attributed to the contacts between the gold wires and the SWNT as
the four-terminal resistance of the DNA-templated gold wires was typically
smaller than 100O. Each of the different devices had somewhat different turn-
off voltages.

Figure 9.8 Localization of a single-wall carbon
nanotube (SWNT) at a specific address on the
scaffold dsDNA molecule using RecA. (a) An
AFM image of a 500-base-long (�250 nm) RecA
nucleoprotein filament localized at a
homologous sequence on a l-DNA scaffold
molecule. Scale bar¼ 200 nm. (b) An AFM
image of a streptavidin-coated SWNT bound to a
500-base-long nucleoprotein filament localized
on a l-DNA scaffold molecule. Scale

bar¼ 300 nm. (c) A scanning conductance
image of the same region as in (b). The
conductive SWNT yields a considerable signal,
whereas the insulating DNA is hardly resolved.
Scale bar¼ 300 nm. (d) SEM image of the
resulting device. The DNA-templated gold wires
and the assembled nanotube are indicated by
arrows. The DNA molecule itself is not resolved
in this image.

Figure 9.9 Electrical characteristics of a self-assembled p-type
field effect transistor based on a semiconducting single wall
carbon nanotube. (a) Drain-source current versus gate bias
applied between the p-type substrate and the source electrode.
(b) Same versus drain-source voltage for different gate voltages.
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9.3
Recognition of Electronic Surfaces by Antibodies

The self-assembly described in Section 9.2 relies on existing biotechnological tools,
but in this section the toolbox is expanded to show how to isolate antibody molecules
that recognize electronic surfaces directly. As a specific example, the isolation of
antibodymolecules capable of discriminating between different crystalline facets of a
GaAs crystal is reviewed. Beyond the potential application of such antibodies for the
direct localization of molecular-scale objects at desired sites on an electronic
substrate, the success in isolating these antibodies is encouraging with regards
to the prospects of isolating antibodies that can �read� electrical signals presented to
them by electronic devices. The latter constitute a critical milestone on the way to
functional integration between molecular biology and nanoelectronics.
The mammalian immune system offers a vast repertoire of antibody molecules

capable of binding, in selectivemanner, an immense number ofmolecules presented
to the body by invading pathogens such as bacteria, viruses, and parasites. Although
this repertoire has evolved to target mostly biomolecules, it may potentially contain
selective binders to other targets, or it may be expanded to include such binders.
Indeed, the injection into mice of cholesterol and 1,4-dinitrobenzene [30, 31] micro-
scopic crystals, as well as C60 conjugated to bovine thyroglobulin [32] have resulted in
the generation of antibodies against these materials by the immune system of the
injected animal. Here, the scope of the system is expanded, and it is shown that
human antibody libraries – specifically, single-chain Fv (scFv; [33]), which are the
antibody variable binding domains – contain specific binders, capable of discrimi-
nating between different crystalline facets of a GaAs semiconductor crystal, which is
an almost flat target and unfamiliar to the immune system. This selectivity is
remarkable given the very simple structure of semiconductors compared with
biomolecules.
By using phage display technology, the in-vitro isolation of scFv that bind GaAs

(1 1 1A) facets almost 100-fold better than GaAs (1 0 0). is demonstrated. More
generally, this finding implies that antibody molecules may find application in the
assembly of nanoelectronics [1, 6, 8], in the production of templates for localizing
nanoparticles [34], or for biosensors [35].
The isolation of short peptides that bind inorganic materials has been demon-

strated for gold [36, 37], silver [38], silica [39], metal oxides [40, 41], minerals [42],
CNTs [43], and various semiconductors [44–46]. Of these reports, Ref. [46] is
particularly relevant to the present section, as the authors report the isolation of
peptides (by phage display) that bind GaAs (1 0 0) preferentially to GaAs (1 1 1A) and
(1 1 1B). However, all assays in Ref. [46] probed the peptides displayed on the phages
rather than the free peptides. Indeed, when one of these peptides was later synthe-
sized and applied to GaAs [47], no selectivity was found between the (1 0 0) and (1 1 0)
facets (see Figure 5 in Ref. [47] and the following discussion).
As this discrepancy was difficult to comprehend, attention was towards

studying the non-specific binding of M13 phages (which carried no peptides or
antibodies) to GaAs (1 0 0), GaAs (1 1 1A) and GaAs (1 1 1B). As a consequence, M13
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was found to bind preferentially to the (1 0 0) facet through its coat protein (Figure 1S,
supplementary material to Ref. [9]). As those phages were identical to the library
phages used in Ref. [46], and given the lack of selectivity displayed by the only free
peptide tested thus far [47], it seemed that further experiments with free peptides
would be needed in order to either confirm or disprove semiconductor facet
recognition by short peptides. In contrast to Ref. [46], the present antibodies were
also tested and found to be selective towards crystal orientation when detached from
the phage.
The 7- and 12-mer peptides used inmost in-vitro selections of binders to inorganic

crystals are typically too short to assume a stable structure. Antibodies on the other
hand, display a rigid three-dimensional (3-D) structure which is potentially essential
for high-affinity selective binding [30, 31]. Moreover, the recognition site in the
latter case involves six amino acid sequences grouped into three complementarity-
determining regions (CDR). All together, these CDRs form a large, structured
binding site spanning up to 3 · 3 nm. The critical role of the antibody 3-D structure
for the recognition of organic crystal facets is well established [30, 31].
Another hint to the importance of rigidity for facet recognition is provided by the

rigid structure characterizing antifreeze peptides that target specific ice facets [48]. It
has also been shown that the stable helical structure of a 31-mer peptide catalyzing
calcite crystallization is essential for inducing directed crystal growth along a
preferred axis [49], possibly due to its differential binding to the various facets.
Hence, structure rigidity may turn central to facet recognition by biomolecules,
thereby underscoring the importance of antibody libraries as a promising source for
selective binders.
Selective binding to specific crystalline facets can be directly utilized for numerous

micro- and nanotechnological applications, including the positioning of nanocrystals
at a well-defined orientation, governing crystal growth and forcing it to certain
directions [49], and positioning nanometer-scale objects at specific sites on a
substrate marked by certain crystalline facets. An application of one of these soluble
antibodies to the latter task is demonstrated in Figure 9.10. By using conventional
photolithography and H3PO4 :H2O2 :H2O etching, a long trench has been defined
on a GaAs (1 0 0) substrate in the (1 1 0) direction (Figure 9.10a). Due to the slow
etching rate of phosphoric acid in the (1 1 1A) direction, the process leads to slanted
(1 1 1A) side walls and a flat (1 0 0) trench floor (Figure 9.10a). A SEM image of a cut
across the trench, and proving that the slanted walls are indeed tilted in the (1 1 1A)
direction (54.7� relative to the (1 0 0) direction), is depicted in Figure 9.10b.When the
isolated scFv antibodies are applied to the GaAs substrate they attach themselves
selectively to the (1 1 1A) slopes.
In order to image the bound antibody molecules, they were targeted with anti-

human secondary antibodies conjugated to a fluorescent dye, Alexa Fluor. As shown
in Figure 9.10c, fluorescence is limited solely to the (1 1 1A) slopes with practically no
background signal coming from the (1 0 0) surfaces. Control experiments depleted
of the scFv fragments exclude possible artifacts such as the natural fluorescence of
the (1 1 1A) facets, selective binding of thefluorescent dye, or secondary antibodies to
that facet.
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The images in Figure 9.10 prove that the selected scFv antibody molecules
recognize and bind selectively GaAs (1 1 1A) as opposed to GaAs (1 0 0). As such,
they can be used to localize practically any microscopic object on (1 1 1A) surfaces,
with negligible attachment to other crystalline facets. The isolation of such binders
using phage display technology, and the quantification of their selectivity, is described
in the following section.
The Ronit1 scFv antibody phage library [50] used in the present study, is a

phagemid library [51] comprising 2· 109 different human semi-synthetic single-
chain Fv fragments, where in-vivo-formed CDR loops were shuffled combinatorially
onto germline-derived human variable region framework regions of the heavy (VH)
and light (VL) domains.
To select scFv binders to GaAs (1 1 1A), approximately 1011 phages (�100 copies of

each library clone) were applied to the semiconductor crystal (panning step). After
washing the unbound phages, the bound units were recovered by rinsing the sample
in an alkaline solution. The recovered viruses were then quantified by infecting
bacteria and plating dilution series on Petri dishes. The amplified sublibrary was
applied again to the target crystal facet, and so on. Typically, three to four panning
rounds were required to isolate excellent binders to the target. As is evident from
Figure 9.11, the number of bound phages retrieved from the semiconductor grew
300-fold when panning was repeated three times. For comparison, the non-specific
binding of identical phages (M13) carrying no scFv fragments remained low
throughout the selection process. It was found experimentally that blocking with
milk was essential to prevent the non-specific binding of phages to the GaAs targets.
Interestingly, as shown in the supplementary material to Ref. [9], in the absence of
blocking against non-specific binding (a step missing in Ref. [46]), the non-specific
binding of phages through their coat protein to GaAs (1 0 0) was larger than to GaAs
(1 1 1A). The data in Figure 9.11 prove the selection of increasingly better binders to
GaAs (1 1 1A), but provide no indication of selectivity with respect to GaAs (1 0 0).

Figure 9.10 (a) Diagrams of the etched trench
labeled with the various crystalline facets. The
black frames correspond to the views depicted in
panels (b) and (c). (b) SEM image of a cut across
the trench. (c) Fluorescence image of the trench
viewed from the top. Fluorescence is confined to

the (1 1 1A) slopes, proving selective binding of
the scFv fragments to that facet. Note the
negligible binding of antibody molecules to the
(1 0 0) facets. (Reprinted from Ref. [9]; � 2006,
American Chemical Society.).
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Indeed, as indicated by the two left-hand columns of Figure 9.12, application of the
polyclonal population of binders selected on GaAs (1 1 1A) to GaAs (1 0 0) shows
similar binding to the latter crystalline facet. Hence, the process described above
produced good, but non-selective, binders.
Preferential binding to a given crystalline facet was achieved by a slight modifica-

tion of the process. The phages recovered from the first panning on GaAs (1 1 1A)

Figure 9.12 Density of recovered binders to GaAs (1 1 1A) after
three panning cycles. The two right-hand (or left-hand) columns
correspond to selection on GaAs (1 1 1A) with (or without)
depletion on GaAs (1 0 0). (Reprinted from Ref. [9]; � 2006,
American Chemical Society.).

Figure 9.11 Enrichment of anti-GaAs (1 1 1A)
phages carrying scFv fragments versus panning
cycle. Phage concentration has been deduced by
counting colonies of E. coli bacteria infected with
different dilutions of the phages recovered after
each cycle. Themonotonic increase in binding of
phages carrying scFv (Ronit1) is contrasted with

the much weaker, non-specific binding of similar
phages lacking the scFv antibody. The value of
the latter (1000 phagesmL�1) sets an
experimental upper limit on their binding; the
actual values are likely to be smaller. (Reprinted
from Ref. [9]; � 2006, American Chemical
Society.).
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were amplified in E. coli and then applied to GaAs (1 0 0). However, this time the
unbound phageswere collected and applied in a second panning step toGaAs (1 1 1A).
As evident from the two right-hand columns of Figure 9.12, the �depletion� step on
GaAs (1 0 0) is enriched for specific phage clones that both bind GaAs (1 1 1A) and
lack binding to GaAs (1 0 0). On this occasion, binding of the selected phages to the
(1 1 1A) facet was almost 100-fold higher than to the (1 0 0) facet. This depletion step,
which was crucial to the present case, was missing in Ref. [46].
The polyclonal population of selected phages contains different scFv fragments,

each characterized by different affinity and selectivity to the two crystalline facets. In
order to correlate specificity with sequence, the binding selectivity of the individual
clones was next analyzed. Monoclonal binders were isolated by infecting E. coli
bacteria with the sublibrary and plating them on solid agar. As each bacterium can be
infected by a single phage, all bacteria within a given colony carry DNAcoding for the
same scFv fragment. Infection of the colony with helper phages resulted in the
release of phages displaying the same scFv on their PIII coat proteins. The isolated
monoclonal phages were then analyzed with ELISA against GaAs (1 1 1A) and (1 0 0).
The sequences of the light (VL) and heavy (VH) CDRs of ten monoclonal binders that
were identified by the ELISA assay can be found in Ref. [9] and its supplementary
material, together with a discussion of their main features.
Figures 9.11 and 9.12 correspond to the scFv fragments displayed on phage

particles. For practical applications (such as that demonstrated in Figure 9.10) it is
preferable to have soluble monoclonal scFv fragments detached from the phage coat
proteins. The results of the ELISA assays of the scFv fragment of Figure 9.10, in its
soluble form, are presented in Figure 9.13.
In Figure 9.13, bars 1–6 correspond to the six ELISA assays on GaAs (1 1 1A) and

GaAs (1 0 0) pieces, each of 4· 4mm. After washing the substrates, the bound
antibodies were reacted with anti-human horseradish peroxidase (HRP), and the
binding was quantified by adding tetramethylbenzidine (TMB) as a colorimetric
substrate, and reading the resulting optical density (OD) at 450 nm. Bars 7–9

Figure 9.13 Bars 1–6 display the results of six
comparative ELISA assays of the scFv molecule
(detached from the phage) on GaAs (1 1 1A) and
GaAs (1 0 0) substrates. The optical density (OD)
reflects the number of bound molecules in
arbitrary units. Bars 7–9 display the results of

three control experiments (see text), and can be
used to estimate the background signal (ca.
0.1OD) coming from sources, other than
selective binding of the scFv to the
semiconductor substrates. (Reprinted from
Ref. [9]; � 2006, American Chemical Society.).
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provided the following controls. Bars 7 quantified the non-specific binding of the
secondary anti-human HRP to the ELISA plate in the absence of the EB scFv and
semiconductor substrates. Bars 8 corresponded to the non-specific binding of the
scFv to the plate, and bars 9 to non-specific binding of the secondary antibodies to the
semiconductor substrates.
The backgroundELISA signal, depicted by bars 7–9, accounts formost of theGaAs

(1 0 0) signal in columns 1–6. When subtracting this background from columns 1 to
6, a remarkable preference is found to GaAs (1 1 1A) compared with (1 0 0). Interest-
ingly, the binding of the secondary antibody to GaAs (1 0 0) was almost twice as large
compared to its binding toGaAs (1 1 1A), in opposition to the selectivity of the isolated
scFv fragments. Overall, the data in Figure 9.13 prove that the isolated scFv preserves
its selectivity also when detached from the phage.
Little is known of the interaction between biomolecules and inorganic surfaces, let

alone the recognition of such surfaces by antibody molecules. The GaAs surface is
modified by surface reconstruction, oxidation, and possibly other chemical reactions.
Moreover, it displays atomic steps and possibly surface defects. It is therefore difficult
to estimate how much of the underlying crystalline order manifests itself in the
recognition process. Unfortunately, as no experimental tools capable of determining
these parameters with atomic resolution exist at present, the recognitionmechanism
is unclear, except for the accumulating indications of the importance of structural
rigidity (as discussed in the introduction to this section). The discrimination between
the two crystalline facets may reflect the different underlying crystalline structures,
they may stem from the different surface chemistries of the two facets, or they may
result fromglobal properties such as atomdensity anddifferent electronegativity. The
latter factor has been found to be important for the differential binding of short
peptides to different semiconductors [47]. The abundance of positively charged
amino acids in the heavy chain of CDR1 and CDR3 and the light chain of CDR1may
indicate an affinity to the exposed gallium atoms. The negatively charged amino acid
in CDR3VL (missing in anti-gold scFv isolated from the same library) combinedwith
the positively charged CDR3 VH may match the polar nature of GaAs.
The recognition ofman-madematerials by antibodies opens new opportunities for

a functional interface between biology and nanotechnology, far beyond what was has
been exercised to date.

9.4
Molecular Shift-Registers and their Use as Autonomous DNA Synthesizers [11]

9.4.1
Molecular Shift-Registers

The DNA-templated assembly of elaborate circuits requires distinct dsDNA mole-
cules with non-recurring sequences. For the assembly of periodic structures, such as
memories, a segment of non-recurring sequences should be replicated to form a
periodic molecule, and the synthesis of such molecules presents a remarkable
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challenge to biotechnology. The two existing strategies for generating longmolecules,
namely PCR [52] and ligase assembly [53], utilize synthetic oligonucleotides which
together span (with overlap) the full length of the desired molecule. Hence, when
following any of these strategies, the assembly of an N-base long molecule with
distinct p-long segments requiresO(N/p) oligonucleotides. These approaches there-
fore quickly become impractical when a rich variety of distinct molecules or
addresses along a given molecule are needed for the construction of an elaborate
template formolecular electronics [1, 5]. Motivated by the concept of DNA-templated
electronics, the present author and colleagues were therefore forced to invent an
exponentially more economic synthesis strategy based on the chemical realization of
molecular SRs. The dramatic reduction in synthesis effort by SRs is facilitated by
exploiting a novel concept in DNA synthesis; a sliding overlapping reading frame.
Rather than thefixed frame that directs segment ligation or polymerization in the two
schemes listed above or in hairpin-based DNA logic [54, 55] and programmed
mutagenesis [56], the SRs utilize a previously synthesized sequence to dictate
synthesis of the next bases. The automaton is an example of DNA computing where
the result of the computation (tape) is a useful molecule.
An autonomous binary p-shift register (p-SR) is a computing machine with 2p

internal states represented by an array of p cells (Figure 9.14a), each occupying one bit,
xi {i¼ 1 . . . p}. In each step a binary function, f (x1, x2, . . . xp), is computed and its value
is inserted into cell p. Simultaneously,xj is shifted to cell j� 1; { j¼ 2 . . . p}.Onprinting
x1 to a tape, a long periodic binary sequence is generated. Electronic SRs are utilized in
many applications including secure communication, small signal recovery, and
sequence generation [57]. Here, it is shown that molecular SRs can be realized and
utilized for the autonomous synthesis of DNA molecules the sequence of which is
uniquely determined by a chemical embodiment of the function f (x1, x2, . . . xp).
Consider a 3-SRwith xnþ1¼ f (xn�2, xn�1, xn)¼ xn�2� xn (��XOR) and an initial

setting (seed) x1, x2, x3¼ 001. Repetitive application of f generates the sequence
001110100111010. . . . The sequence is periodic with a period seven and any of the
seven L� 3 bit long consecutive strings in a period is different from the rest. In
general, it is well known [57] that for any p, a SR can be found a with a linear feedback

function [58], f ¼Pp

i¼1
aixi;ai 2 f0; 1g (the sum is mod 2), that generates a sequence

Figure 9.14 (a) An autonomous binary p-shift register. (b) Truth
table and rule strands corresponding to the first example.
(Reprinted from Ref. [11]; � 2006, American Physics Society.).
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of maximal period 2p� 1 bits with no repetition of strings of lengths L� p within a
period. Such SRs are termed �maximal linear SRs� as they generate all possible
permutations of a p-long sequence except the zero string [59]. Functions, f, can always
be found such that the number of non-vanishing ai is smaller than p (in the example
above, a2¼ 0). Consequently, 2p� 1 different addresses can be generated by an
exponentially smaller truth table and, hence, as shown below, by an exponentially
smaller synthesis effort compared with direct synthesis of all addresses.
We now show how to implement an autonomous molecular SR using DNA.

Imagine a DNA molecule for which the Watson–Crick rules are that 1 binds
exclusively to its complementary bit, �1, but not to 1, 0 or �0. Similarly, 0 binds to �0
but not to 0, �1, or 1. We translate the function f (x1, x2, x3)¼ x1� x3 to an equivalent
truth table (left three columns in Figure 9.14b) and embody it by the mixture of the
seven [59] possible four-bit rule strands, ð�x1; �x2; �x3; ðx1 � x3ÞÞ, listed in the right-
hand column of Figure 9.14b.
The SR sequence is generated by thermally cycling a mixture containing the seven

rule strands, a �seed� strand (e.g., the strand001), and apolymerase. For simplicity, it is
assumed that the rule strands are synthesized with ddDNA at their 30 end and are
therefore not elongated in theprocess. Each cycle comprises annealing, extension, and
melting steps. In the first annealing step, some of the first, �0�0�1�1, rule strands bind to
seed molecules, leaving an �1 overhang (Figure 9.15, steps i and ii) which is readily
copied by thepolymerase in the extension step (Figure 9.15, step iii). Next (Figure 9.15,
step iv), the temperature is raised to 95 �C and the rule strand dissociates from the
elongatedseed (tape). In the secondannealingstep, a �0�1�1�1 rule strandbinds to the tape
(Figure 9.15, step v), leaving again an �1 overhang which is readily copied by the
polymerase(Figure9.15,stepvi).Ateachadditional cycle (Figure9.15,stepsvii–x)some

Figure 9.15 The principle of the shift register.Q1
represent 1, �1, 0, �0, respectively.Q2 represent sequences other
than 0 or 1 and their complementary sequences, respectively.
(Reprinted from Ref. [11]; � 2006, American Physics Society.).
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of the tape molecules are elongated by one bit according to the rule xnþ1¼ xn� xn�2.
Elongation is terminated by addition of excess stop primers that intercept the tape
molecules as soon as the latter display a desired tail (001 in the example of Figure 9.15
step xii). Thepolymerase then copies the stopprimer andadds its alien sequence to the
tape, which is unrecognizable by any rule strand. As a result, elongation terminates.
The 50 seed and 30 stop primers tails are later used for PCR amplification of the tape.
Elongation is guided by a sliding reading frame where all, except the first, shifted bits
from the previous reading frame plus a single new bit provide the current reading
frame.Theslidingframeis thecruxofourconcept,as it facilitatesexponentially smaller
synthesis effort compared with any of the previous, fixed-frame approaches.
It should benoted that rule strands are not consumedduring synthesis; rather, they

only serve as enzymes to direct the reaction. Thus, synthesis in flow may be
envisioned, where the rule strands are attached in synthesis order to subsequent
segments of a tube or a column.While the reactants flow through the tube the correct
sequence is generated, and this strategy is advantageous to straightforward synthesis
in a DNA synthesizer as faulty strands are not recognized (and hence not elongated)
by rule strands. Clearly, errors are doomed to be short.
Now, an actual demonstration of the concept may be described. In the first

implementation each bit is realized by a sequence of three nucleotides, 50TGC for
�0�and50GCTfor�1�.Thesesequenceswerechosenastheyminimizeerrorsduetoone
and two base shifts in the annealing step. The demonstration starts with the three-bit
maximal SR as discussed above. Such SR requires seven 4-bit (3-bit rules plus one
function bit) strands (Figure 9.14b), but in order to suppress synthesis errors longer,
redundant6-bit rules(5-bit rulesplusonefunctionbit)areemployed.Errorsuppression
byredundancy isdiscussed inSection9.4.2.Theseven6-bit rulestrands [60]used in the
synthesiscomprise,30�0�0�1�1�1�0,30�0�1�1�1�0�1,30�1�1�1�0�1�0,30�1�1�0�1�0�0,30�1�0�1�0�0�1,30�0�1�0�0�1�1,
30�1�0�0�1�1�1. The complementarybits, �0 and �1, correspond to 30ACGand30CGA, respec-
tively. The rule strands are synthesizedwith three nucleotides only (G,C, A) in order to
prevent their extension by polymerase (�poor man�s ddDNA�). The 2/3 GC content
gives [61] DG� 8.5‚ 10.5 kBT free energy per bit (stacking included) which in a 5-bit
realizationof a 3-bit SR translates ideally to suppressionof the error rate by a factor pro-
portional to exp(�3DG/kBT)	 exp(�25.5) (see Section 9.4.2). The seed strand com-
prises a 50 tail followedby a 5-bit sequence [62], 50GCATGCGCCCGTCAGGCG00111.
The tail is laterused toamplify theSRsequencebyPCR.Theseed, the rule strands, and
threenucleotides (dGTP, dCTP, dTTP) aremixed together and subjected to 45 thermal
cycles [63], after which a stop primer, 30�0�1�0�0�1GACGTC, is added in 10-fold excess
compared with each rule strand. During an additional five to ten cycles the tape
molecules are further elongated until in some cycle their last five bits read 01001. At
thatpointastopprimerbindstothetapeanditscomplementarysequenceisaddedtothe
tape by the polymerase. The elongation now terminates as the sequence added by the
stop primer is alien to all rule strands. The absence of dATP guarantees single strand
synthesis. The expected synthesized sequences read

50GCATGCGCCCGTCAGGCG00111
seed primer  jj

ð0100111Þn 0
7!
1001CTGCAG withn¼ 0;1; . . .

complementary to stop primer

ð9:1Þ
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Finally, the elongation products are PCR amplified with two primers, identical to
the first 19 nucleotides of the seed (50GCATGCGCCCGTCAGGCGT) and to the last
19 nucleotides of the stop primer (50CTGCAGAGCGCAGCAAGCG).
The resulting PCRproducts, when run against a standard ruler in a polyacrylamide

gel, are depicted in Figure 9.16a. Four bands corresponding to Equation 9.1 with
n¼ 0, 1, 2, 3 are clearly resolved. Sequencing of the four bandswith a primer identical
to the first 19 nucleotides on the 50 end of the seed primer proves the bands
identification with the respective n values in Equation 9.1. The high fidelity of the
automaton is reflected in the perfect matching of the sequencing with Equation 9.1,
and the absence of any unexpected bands.

Figure 9.16 (a) Lane I, product after 45
elongation cycles, five cycles with stop primer,
and PCR amplification. The four bands
correspond to Eq. 9.1 with n¼ 0, 1, 2, 3, namely
54, 75, 96, and 117 base-long sequences. Lane II,
ruler. (b) Lane I, same as (a), but with 100
elongation cycles followed by filtering out
short sequences (Microcon YM-10; Millipore
Corporation, Bedford, MA, USA). Ten bands
corresponding toEq. 9.1withn¼ 0, 1, 2, 3, 4, 5, 6,

7, 8, 9 are resolved. Lane II, ruler. (c) Four -shift
register with 45 bp periodicity realized with 7-bit
rule strands; 2 h reaction time at a constant
temperature of 72 �C. Lane I, shift register
product. The five resolved bands are indicated.
Lane II, ruler. (d) Same as (c) for partial 3-
shift register with four-letter alphabet. The
period comprises 14 bits (42 bp). (Reprinted
from Ref. [11]; � 2006, American Physics
Society.).
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As shown in Figure 9.16b, after 100 elongation cycles it was possible to resolve
10 bands, n¼ 0 – 9, corresponding to 54, 75, 96, 117, 138, 159, 180, 201, 222, and
243 base-long sequences. The automaton thus synthesizes at least 204 bases at a
remarkable fidelity. The n¼ 9 sequence comprises 10 periods, each of 21 bases,
with exactly one repetition of each 3-bit (or longer) address per period. Direct
sequencing of the bands confirmed the results up to n¼ 6. The small
material quantities in the higher bands were insufficient for reliable sequencing. As
PCR amplification favors shorter sequences, the relative band brightness cannot be
taken as a measure for synthesis efficiency of molecules with different n-values.
The synthesis of longer period molecules, as well as of non-binary sequences, is

demonstrated in Figure 9.16c and d, and details can be found in Ref. [11]. The
synthesis of the last two examples was held in a thermal ratchet mode at a fixed
temperature [11].

9.4.2
Error Suppression and Analogy Between Synthesis and Communication Theory

As emphasized in the introduction, errors are intrinsic to molecular assembly.
Thus, the invention of error correction and suppression codes is critical for the
realization of complex structures. Since the introduction of DNA computing by
Adleman [53], the intimate relationship between self-assembly and computation
has been slowly revealed. At this point, it may be beneficial to highlight another
intriguing link between self-assembly and an engineering concept, this time
�communication theory�. This link draws an analogy between the synthesis of
the long DNA molecule by the SR apparatus and the decoding of a long message
transmitted over noisy lines. The addition of a wrong DNA base in synthesis is
equivalent in that analogy to the assignment of a wrong value to a bit read in a
message. This analogy has far-reaching consequences, as it suggests that some of
the powerful strategies developed for suppressing and correcting errors in com-
municationmay be adapted to chemical synthesis. One such principle, the addition
of degenerate bits to amessage, is implemented in the synthesis of DNAmolecules
by the SRs.
The first stage is to classify any possible synthesis errors. At each annealing step,

rule strands other than the correct ones may bind to the tape and affect the SR
operation. These events may be divided into two groups: benign, and error. The
benign events include all cases where rule strands bind to the tape either with no
overhang or with a 2-bit overhang with the correct sequence. In the first case, the
particular tapemolecule remains idle throughout the cycle, whereas in the latter case
it grows by two correct bits. Errors, on the other hand, are generated mostly by
annealing of the wrong rule strand, shifted one bit to the right, to form a 2-bit
overhangwith thewrong sequence. It is easy to verify that, since themaximal register
sequence contains all p-bit permutations, an error is manifested in a partial deletion
of a period. The same fact guarantees that the tape is always �legal�, namely it is
available for elongation in the next cycle.
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ASR is conveniently representedby a pathon a correspondingdeBruijn graph [57],
where the nodes depict all distinct internal states and the directed edges connecting
them are labeled by the rules, notably by a string comprising the predecessor state
plus a function bit. When a p-SR is realized with pþ 1 long rule strands, a maximal
linear SR sequence passes exactly once through all nodes, except the zero node. A de
Bruijn graph for a 3-SR is depicted in Figure 9.17, with arrows indicating the walk
guided by Equation 9.1.
Although an elongation error corresponds to skipping some nodes, synthesis can

always proceed as the rule strands recognize all nodes. When a p-SR is realized with
rule strands of length p0 þ 1; p0> p, as is the case here, the sequence passes exactly
once through a subset of nodes in themuch larger graph corresponding to p0-SRs. In
the SR of Figure 9.16a and b, for instance, the 6-bit long rules correspond to a partial
walk on de Bruijn graph of order 5 rather than 3. Two types of errorsmay then occur–
a skip to a node in the sequence, or a skip to an alien node. In the first case, synthesis
proceedswith partial deletion of the sequence. In the second case, the newnode is not
recognized by any rule strand and synthesis halts until that node is connected again to
the SR sequence by an additional error. In both cases, each additional bit in the rule
strands increases the Hamming distance for an error by at least 1 and, hence,
suppresses the synthesis error rate by�exp(�DG/kBT). Optimization of the alphabet
minimizes one- and two-base shift errors. Errors other than shifts, including hair-
pins, require further analysis.
The formation of an unwarranted 2-bit overhang can be minimized with respect

to the desired 1-bit overhang by optimizing the temperature. Optimally, the error

Figure 9.17 de Bruijn graph for a 3-shift register. The maximal
path defined by Equation 9.1 corresponds to a walk on the graph
(start from node 001 and follow the arrowheads).
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rate (the ratio between incorrect and correct annealing) can be reduced in this way
to �exp(�DG/kBT), where DG is the corresponding free energy per bit. The error
rate may be systematically suppressed by using longer rule strands to generate the
same sequence. By using de Bruijn graphs it can optimally be shown that each extra
bit can reduce the error rate by an additional factor of �exp(�DG/kBT). This is the
reason for the 6-bit long rule strands used in the realization of the 3-SR. The two
extra bits are meant to suppress synthesis errors.
To the best of the present author�s knowledge, this is the first incorporation of a

redundancy code in chemical synthesis. The analogy drawn between chemical
synthesis and transmission of messages over noisy lines suggests further applica-
tions of communication theory to chemical synthesis.

9.5
Future Perspectives

In Sections 9.2 to 9.4, a novel concept was outlined, namely the harnessing of the
remarkable assembly strategies and tools of molecular biology to the self-assembly
of molecular-scale electronics. Central issues such as instilling biomolecules with
electrical conductance, molecular lithography for patterning metallization and
localizing devices on DNA templates, the direct recognition of electronically
relevant man-made objects by biomolecules, and the economic synthesis of DNA
molecules characterized by non-recurring sequences have now been resolved to a
point where the formidable challenge of complex self-assembly can be faced with
confidence. However, harnessing the power of bioassembly presented here to the
realization even of simple circuits requires more than mere optimization of the
tools developed to date. As argued above, complex self-assembly will require a
hierarchical,modular approach and, hence, the development ofmolecular switches
that test for electronic functionality and feed back on the bioassembly process. Such
switches will involve a functional interface between molecular biology and elec-
tronics, namely the ability of biomolecules to read electronic signals presented to
themby the assembled devices and circuits, and then to effect the assembly process
based on those findings. Only then can a full merging of biology and electronics be
achieved.
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10
Formation of Nanostructures by Self-Assembly
Melanie Homberger, Silvia Karth€auser, Ulrich Simon, and Bert Voigtl€ander

10.1
Introduction

The increasing demand for high-density electronic devices has triggered – and
continues to trigger – the development of new nanofabrication methods. Two
conceptually different strategies are applied for the fabrication of nanostructures,
namely: (i) the top-down strategy; and (ii) the bottom-up strategy.
The top-down approaches utilize lithographical methods to fabricate nanostruc-

tures starting from the bulk materials (see Chapters 5, 6, and 7), whereas in the
bottom-up approaches nanostructures are built up from atoms, molecules, or
nanoscale sub-units. The top-down methods enable the generation of a large variety
of defined structures, but these are limited by the resolution of current lithography
techniques. The bottom-upmethods offer the opportunity to fabricate structures even
in the single-digit nanometer range, but they suffer from the fact that it is still a great
challenge to direct the functional sub-units into desired structures. One extreme
approach in this context is the utilization of a scanning probemicroscope for building
up nanostructures atom by atom at low temperatures (see Chapter 9). However,
although this approach is ultimate in terms of the size of the nanostructures, it is a
very slow and sophisticated method. Compared to this method, processes based on
self-organization or self-assembly have the key advantage that they enable the
formation of billions of nanostructures with control over size, shape, and composi-
tion in a fast and parallel fashion. Due to entropic effects during the formation of
nanostructures by self-assembly, defects are expected always to be present, and fault-
tolerant architectures are required to cope with this problem. The combination of the
self-assembly of atoms,molecules and nanoscale subunits could lead to well-ordered
functional nanostructures. For example, inorganic nanostructures, generated by the
self-assembly of atoms via epitaxial growth, may serve as templates for the selective
adsorption of functional molecules, which themselves display �anchor-points� at
which size-selected clusters could be attached, altogether leading to highly ordered
functional nanostructures with applications in molecular electronics. One critical
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factor determining the benefits of this approach for electronic systems will be the
surface-selective SAM formation – that is, the selective assembly of functional
molecules on special device patterns forming an ordered array. In this context, in
the following chapter attention is focused on the formation of nanostructures by self-
assembly via epitaxial growth, the self-assembly of molecules, and the formation and
self-assembly of nanoscale subunits. Basic physical principles and selected examples
will be presented.

10.2
Self-Assembly by Epitaxial Growth

One approach for the fabrication of nanostructures is epitaxial growth. Such growth
usually occurs under kinetic conditions, so that the sizes can be tuned down to the
single-digit nanometer range by choosing appropriate growth conditions. However,
size uniformity is the greatest challenge here. If the growth is taking place under
(near) equilibrium conditions, then the size distribution of the nanostructures may
be narrow, but is provided by the material system and cannot be varied easily. The
formation of islands, wires and rods will be presented as examples of nanostructures
grown by epitaxy. Subsequently, the growth of nanostructures on template substrates
structured by step arrays or underlying dislocation networks will be considered. The
combination of self-organized growthwith lithography (�hybridmethods�) allows the
self-assembled nanostructures to be aligned relative to predefined patterns. It is
possible that such inorganic nanostructured templates may be used in the future for
the selective formation of molecular layers.

10.2.1
Physical Principles of Self-Organized Epitaxial Growth

10.2.1.1 Epitaxial Growth Techniques
The main methods used for semiconductor epitaxial growth are chemical vapor
deposition (CVD) [1] andmolecular beam epitaxy (MBE) [2, 3]. In CVD, growth gases
containing compounds of the elements to be deposited are introduced into the
growth chamber. When the gas molecules hit the substrate surface, they decompose
(partially) and the gaseous products desorb from the surface. Different chemical
reactions taking place at the surface, or even in the gas phase, lead to a quite complex
nature of the fundamental processes of epitaxial growth in CVD. Molecular beam
epitaxy is conceptually simpler; here, the elements to be deposited are heated in
evaporators until they evaporate, whereupon the beam of the atoms hits the surface
and the atoms diffuse over the surface and finally bind at surface lattice sites
(Figure 10.1).
In spite of the fact that theMBE growth is, in principle, much easier than the CVD

growth, there are still many different fundamental processes occurring during
epitaxial growth byMBE [4]. Part of these are illustrated schematically in Figure 10.1.
Atoms from the molecular beam arrive at the surface of the crystalline substrate (a)

306j 10 Formation of Nanostructures by Self-Assembly



andmay diffuse over the surfacewhen the activation energy for diffusion is overcome
(b). When two atoms (or sometimes also more than two atoms) meet, they form a
nucleus for a stable island (c). Such a nucleus may grow to a stable two-dimensional
(2-D) island by attachment of further diffusing adatoms (d). The nucleus for which
the probabilities to grow or decay are equal is called the critical nucleus [5]. Nuclei
which are larger than the critical nucleus are termed stable 2-D islands, while nuclei
smaller than the critical nucleus are called subcritical nuclei or embryos. Another
process is the diffusion and attachment at pre-existing steps if the diffusion length is
sufficient (e).

10.2.1.2 Kinetically Limited Growth in Homoepitaxy
In kinetically limited growth the system is governed by energetic barriers such as
barriers for the diffusion of adatoms and barriers for incorporation of atoms into the
crystal, and additionally by outer conditions such as the growth rate. The 2-D islands
(which are one atomic layer high) represent the simplest example of the self-
assembled growth of nanostructures. In the following section it will be shown how
the density and size of these islands can be controlled by the kinetic parameters
temperature and growth rate. First, the deposition temperature influences the island
density strongly, as shown by the comparison of Figure 10.2a and b. The island
density as function of temperature follows an Arrhenius law: n� exp(Eact/kT), where
Eact is an effective activation energy consisting of a diffusion energy and binding
energy component, having values around 1 eV in the case of semiconductors [5]. The
temperature is one important parameter of growth kinetics, and the deposition rate is
another. It has been found that the islanddensity (n) scaleswith the deposition rate (F)
in the form of a power law n� Fa, with a scaling exponent a. Combining the
temperature and the rate dependence results in the following scaling law: n�Fa

Figure 10.1 Scheme of different fundamental processes
occurring during epitaxial growth, leading to a self-organization
of two-dimensional islands.
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exp (Eact/kT) [5], which shows that the island density can be controlled over a wide
range by adjusting the kinetic growth parameters of temperature and growth rate.
The average island distance is simply the square root of the inverse of the island
density L ¼ 1=

ffiffiffi
n

p
.

Although the nucleation of the islands is a random process, the distribution of the
island sizes is centered around a mean value (Figure 10.3). This arises due to a
saturation of the island nucleation, as will be explained in the following. During the
early stage of growth (nucleation regime), the islands nucleate randomly on the
surface and the distance between them decreases. If the distance between the islands
is equal to the mean distance that an adatom travels before a nucleation event
happens, then the incorporation of adatoms in existing islands becomes a more
probable event than the nucleation of new islands; hence, a �capture zone� forms
around each island. Adatoms deposited in this capture zone attach to the correspond-
ing island. Without this effect the distribution of island sizes would be even broader.
The nucleation of further islands is suppressed beyond a certain coverage (growth
regime), and the average island size can be controlled by the deposited amount. The
island size distributions for two different temperatures are shown in Figure 10.3,
where it can be seen that the peak in the island size distribution scales towards larger
sizeswithhigher temperatures. For very small islands, the surface reconstruction can
also modify the island size distribution [4]. In the kinetic growth regime the island
density of 2-D islands can be controlled by the kinetic parameters temperature and
deposition rate, while the size distribution is quite broad due to the stochastic nature
of the nucleation of the islands.

Figure 10.2 Scanning tunneling microscope
images after the growth of 0.2 atomic layers of
silicon on a Si(1 1 1) surface. The islands have
triangular shape due to the symmetry of the
substrate, and have a height of one atomic layer
(orange) or two atomic layers (yellow). The island

density depends on the temperature, as can be
seen by comparison of growth at high
temperatures of 770 K (a) to growth at a lower
temperature 610 K (b). Both images have a size
of 350 nm.
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10.2.1.3 Thermodynamically Stable Nanostructures
If nanosized islands were to be thermodynamically stable, their size distribution
could be narrow. A thermodynamically stable island size means that the energy (per
atom) has a minimum for this stable size. For configurations with larger or smaller
islands, the energy (per atom) would be higher, and therefore it only necessary to
approach thermodynamic equilibrium in order to obtain a very narrow island size
distribution.Oneway to achieve thermodynamic equilibrium is to heat a samplewith
different island sizes present and then to wait until equilibrium has established. The
equilibrium configuration will be established by material transport between the
islands, as the atomswill detach from islandswith higher energy and attach to islands
with a lower energy (per atom).However, as will be shown below, in the simplest case
(considering only a surface or edge energy term) the thermodynamically stable island
size is infinitely large. This behavior is not of any use for the formation of
nanostructures with a narrow size distribution, and corresponds to the well-known
Ostwald ripening. Only if additional terms in the energy are important (e.g., strain
energy) will the energy per particle show aminimum for a finite particle size, while a
narrow size distribution can be expected under equilibrium conditions.
In order to describematerial transport in a systemwith a variable number of atoms,

the chemical potential is used; this is the change of the energy (of an island) when the
number of particles changes m¼ dE/dN. During the equilibration process atoms
detach from islands where the chemical potential is highest, and attach to islands
with a lower chemical potential. This lowers the total energy of the system, and
consequently the material transport between different islands is governed by the
chemical potential. A simple example is the chemical potential of quadratic 2-D islands
of dimension L (Figure 10.4a). The energy difference between different-sized islands

Figure 10.3 Island size distribution for two-dimensional Si
islands on Si(1 1 1). The width of the distribution is of the order
of the average size of the islands. Two distributions for two
different temperatures are displayed. The narrow bins (peak at
small island sizes) correspond to deposition at 610 K. The
distribution with the wide bins peak at larger island sizes)
corresponds to deposition at 710 K.
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comes from the edge energy (b is the edge energy per length). The energy of an island
isE¼Eedge¼ 4 Lb. Thenumber of atoms in an island (N) dependson thedimensionL,
as N¼ L2/o, with o being the area per atom. The chemical potential is then

m ¼ dE
dN

¼ 2wb
L

� 1
L

ð10:1Þ

Since m is decreasing for larger islands, infinite size islands have the lowest
chemical potential (Figure 10.4b), which means that the stable island is infinitely
large. In this case, the equilibration does not result in a stable finite island size;
equilibration in thismodel bymaterial transport between islands is also referred to as
coarsening because it results in the shrinkage of small islands and a growth
(coarsening) of large islands (Ostwald ripening).
An infinitely large stable island size is the result for homoepitaxial growth, taking

into account only the edge energy. However, the situation becomes different when
elastic stress is also taken into account, as it occurs in heteroepitaxy where two
different materials grow onto each other. Here, stress is induced by the different
lattice constants of the substrate material and the material of the islands. The elastic
effect of strained 2-D islands can be approximated by that of a surface-stress domain –
that is, the surface stress at the area of the island is different from that at the rest of the
surface (Figure 10.5). The strain energy of a quadratic surface-stress domain can be
calculated using the elastic theory asEstrain¼ 2LC lnL [6]. Adding the step edge energy
results in a total energy of a strained island:

E ¼ Eedge þEstrain ¼ 2L½2b�C0 ln L� ð10:2Þ
This results in the following chemical potential:

m ¼ w
2b�C0

L
� C0

L
ln L

� �
ð10:3Þ

which is illustrated inFigure 10.5. In this case, the chemical potential has aminimum
at the size Lmin¼ exp(2b/C0), which would mean that during coarsening the islands

Figure 10.4 (a) Coarsening of a large island at the expense of
small islands. (b) The chemical potential of an island.
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would approach this size. Larger islands would dissolve and smaller islands grow
until all islands have the size Lmin, that is, the lowest chemical potential, and this
would result in a very narrow size distribution. Unfortunately, step energies are only
very poorly known, so that it is not possible to predict a reliable number for the
equilibrium island size. An experimental realization of thermodynamically stable
islands has not yet been confirmed, apart from surface reconstructions with a
relatively large unit cell.
If the formation of nanostructures in equilibrium is compared to the formation of

nanostructures bygrowthkinetics, the following advantages anddisadvantages occur.
Nanostructuresgrownunder equilibriumconditionshave (under specificconditions)
the advantage of a narrow size distribution around the optimum size. However, a
disadvantage is that the size is determined by the material parameters (strain energy
and step edge energy for instance), and cannot be tuned freely. The size and density of
nanostructures formed under kinetic conditions can be tuned easily by variations of
the growth parameters such as growth rate and temperature. On the other hand, the
size uniformity of the islands grown under kinetic conditions is relatively poor.

10.2.1.4 Nanostructure Formation in Heteroepitaxial Growth
Semiconductor nanostructures can be fabricated by self-organization using hetero-
epitaxial growth, which is the growth of a material B on a substrate of different
material A. In heteroepitaxial growth, the lattice constants of the two materials are
often different. The lattice mismatch for the two most commonly used material
systems, Si/Ge andGaAs/InAs, is 4.2%and 7%, respectively (shown schematically in
Figure 10.6a). This lattice mismatch leads to a build-up of elastic stress in the initial
2-D growth in heteroepitaxy. In the case of Ge heteroepitaxy on Si, the Ge is confined
to the smaller lattice constant of the Si substrate – that is, the Ge is strained to the Si
lattice constant (Figure 10.6b). One way to relax this stress is via the formation of
three-dimensional (3-D) Ge islands, in which only the bottom of the islands is

Figure 10.5 (a) The elastic stress induced by two-dimensional
islands with a different lattice constant than the substrate can be
approximated by surface stress domains. (b) Chemical potential
of an island with an energy component due to elastic strain
included.
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confined to the substrate lattice constant. In the upper part of the 3-D island the lattice
constant can relax to the Ge bulk lattice constant and reduce the stress energy in this
way (Figure 10.6c). This growth mode, which is characterized by the formation of a
2-D wetting layer and the subsequent growth of (partially relaxed) 3-D islands, is
referred to as the Stranski–Krastanov growth mode, some examples are which are
described shown in Section 10.2.2.
The driving force for the formation of self-organized nanoislands in heteroepitax-

ial growth is the build-up of elastic strain energy in the stressed 2-D layer. As a
reaction to this, a partial stress relaxation by the formation of 3-D islands can lower
the free energy of the system. The process of island formation close to equilibrium is
a trade-off between elastic relaxation by the formation of 3-D islands, which lowers
the energy of the system, and an increase of the surface area, which increases the
energy.
In a simple model, where the islands are cubes with the length x, the additional

surface energy for a film in an island morphology (compared to a strained film) is
proportional to the island length squared (x2). The gained elastic relaxation energy
compared to that of a flat film is, in the simplest assumption, proportional to the
volume of the island (x3). For the same total volume in the film, the energy difference
between the 3-D island morphology and the flat morphology is

DE ¼ Esurf �Erelax ¼ Cgx2 �C0e2x3 ð10:4Þ
whereg is the surface energy, e is the latticemismatch, andCandC0 are constants. The
contributions of Esurf, Erelax and the total energy difference between the 3-D island
morphology and a flat film are shown in Figure 10.7, as a function of the island size x.
For small sizes of the 3-D islands, the 3-D islandmorphology is unfavorable up until
the point where the absolute value of the gained elastic relaxation energy (�x3)
becomes larger than the cost of the surface energy (�x2). For islands larger than a

Figure 10.6 (a) Schematic representation of Si
and Ge crystals with different lattice constants.
(b) Build-up of elastic strain energy during 2-D
growth with Ge confined to the Si lattice
constant, and (c) elastic relaxation by the
formation of 3-D islands (Stranski–Krastanov

growth). In the upper part of the 3-D island the
lattice constant relaxes towards the Ge bulk
constant. The usual form of the 3-D islands is a
pyramid, and not like that shown in this
schematic.
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critical island size,xcrit, the formationof 3-D islands is energetically preferred over the
2-D filmmorphology.While this simplemodel shows the basic driving forces for the
2-D to 3-D transition, it contains several simplifications. For example, in this simple
model the islandmorphology is assumed as being cuboid,whichdoesnot correspond
to the experimentally observed island shapes. Further, the simplemodel contains only
energetic considerations of two final states. Kinetic effects, such as the required
material transport necessary during the 2-D and 3-D transition are not considered.
Apart fromthe formationof3-D islands, there is anotherprocesswhichcanpartially

relax the stress of a strained 2-D layer, namely the introduction of misfit dislocations.
This corresponds to the removal of one lattice plane of a compressively strained 2-D
layer. If a lattice plane is removed in regular distances in the 2-D layer, then a misfit
dislocation network forms. Depending on the growth parameters of temperature and
growth rate, the self-organized growth can either be close to equilibrium or in the
kinetically limitedregime.At close toequilibrium(i.e., athighgrowth temperaturesor
low deposition rates), the occurringmorphology (strained layer, 3-D islands, or a film
with dislocations) is determined only by the energies of the particular configurations,
and themorphologywith the lowest energywill be formed. If the growth is kinetically
limited, then the activation barriers are important. For instance, an initially flat
strained layer can transform to a morphology with 3-D islands or to a film with
dislocations. Yet,what actually happensdepends on the kinetics of the growthprocess
– that is, on the activation energy for the formation of 3-D islands compared to the
activation energy for the introduction of misfit dislocations.

10.2.2
Semiconductor Nanoislands and Nanowires

10.2.2.1 Stranski–Krastanov Growth of Nanoislands
Stranski–Krastanov growth occurs, for example, in InGaAs/GaAs growth [7]. An
example of InAs nanoislands grown on aGaAs substrate is shown in the transmission

Figure 10.7 Energy difference between a film of flat 2-D
morphology and a film morphology consisting of 3-D islands.
The total energy difference and the contributions surface
energy difference and relaxation energy are plotted.
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electron microscopy (TEM) image in Figure 10.8. The GaAs islands were grown by
MBE at a growth temperature of 775K, and the density of the islands was 4.5· 1010

cm�2, with an average lateral size of 17.5� 0.5nm. The challenges in the growth
ofthese semiconductor islands are to grow islands of desired size and density, and
with a high size uniformity. As in the case of the 2-D islands, a higher growth
temperature generally leads to the formation of larger islands, while a higher
growth rate leads to the formation of smaller islands. The size of the islands increases
with coverage; often, the density of the islands saturates during an early stage
of the growth. These are general trends which may depend on the material system
and the particular deposition technique. In some cases (self-limiting growth), the size
of the islands saturates while the density increases with coverage, and this type of
growth mode leads to a high size uniformity of the islands. The size uniformity
achieved in self-assembledgrowthof semiconductor islandsmay be as small as a small
percent. The confinement of charge carriers in all three directions gives rise to atomic-
like energy levels. Quantum dot lasers operating at room temperature have now been
realized [8]. The islands grown on a flat substrate are usually not ordered laterally due
to the random nature of the nucleation process. In the following section, it will be
shown how nucleation at specific sites can be achieved.

10.2.2.2 Lateral Positioning of Nanoislands by Growth on Templates
An example of ordered nucleation at a prestructured substrate is shown in
Figure 10.9a [9], where Ge islands nucleate above dislocation lines. However, when
a SiGe film is grownon a Si(0 0 1) substrate, dislocations form at the interface between
the SiGe film and the substrate. The driving force for the formation of dislocations is
the relief of elastic strain,which arises due to thedifferent lattice constants between the
Si substrate andaGe/Sifilmon this substrate.Duringannealing, thedislocations form
a relatively regular network, due to a repulsive elastic interaction between the
dislocations. The preferred nucleation of Ge islands above the dislocation lines
(Figure 10.9a) can be explained by local stress relaxation above the dislocation lines
providing a lattice constant closer to the Ge one. The nucleation does not occur

Figure 10.8 InAs nanoislands grown on a GaAs surface. (a) As
imagedby plan-view transmission electronmicroscopy (TEM); (b)
cross-sectional view with TEM [7].
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randomly at the surface, but rather occurs simultaneously at siteswhichhave the same
structure. This leads to a more narrow size distribution than that for the growth on
unstructured Si(0 0 1) substrates (Figure 10.9b).

10.2.2.3 Silicide Nanowires
If the crystal structure of the depositedmaterial is different from that of the substrate,
then effects related to the anisotropic match of both crystal structures may appear. If
the overlayer material has a crystal structure which is closely lattice-matched to the
substrate along onemajor crystallographic axis, but has a significant lattice-mismatch
along the perpendicular axis, this should allow unrestricted growth of the epitaxial
crystal in the first direction but limit the width in the other direction. Such a strategy
has been applied to grow silicide nanowires [10]. Here, the substrate is a Si(1 0 0)
surface (Si has diamond crystal structure), and by deposition of Er and subsequent
annealing, ErSi2-oriented crystallites with a hexagonal AlB2-type crystal structure
were formed on the Si substrate. The [0 0 0 1] axis of the ErSi2 was oriented along a
[�1 1 0] axis of the Si(0 0 1) substrate, and the [1 1 �2 0] of the ErSi2 was oriented along
the perpendicular [1 1 0] axis, with lattice mismatches of þ6.5% and �1.3%,
respectively; this almost satisfies the proposed growth conditions for nanowires.
ErSi2 nanowires grown on the Si(1 0 0) surface are shown in Figure 10.10. The ErSi2
nanowires align along one of the two perpendicular<1 1 0> Si directions, which are
the smallmismatch directions. In these directions the crystal can growwithoutmuch
build-up of stress, while the width of the ErSi2 nanowire is �4 nm, the height
�0.8 nm, and the length is several hundred nanometers. Such self-assembled arrays
of nanowires may also be used as conductors for defect-tolerant nanocircuits, or as a
template for further nanofabrication.

10.2.2.4 Monolayer-Thick Wires at Step Edges
Monolayer-high surface steps can be used to fabricate Ge nanowires using step-flow
growth.Here, pre-existing step edges on theSi(1 1 1) surface are used as templates for

Figure 10.9 (a) Ordered nucleation of Ge islands on a template
which is pre-structured by an underlying network of dislocations.
(b) Germanium islands grown on a substrate without
dislocations [9]. Image sizes 7 mm.
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the growth of 2-D Ge wires at the step edges. When the diffusion of the deposited
atoms is sufficient to reach the step edges, the deposited atoms are incorporated
exclusively at the step edges, and the growth proceeds by a homogeneous advance-
ment of the steps (step flow growth mode [4]. If small amounts of Ge are deposited,
then the stepswill advance only a fewnanometers and narrowGewires can be grown.
One key issue for the controlled fabrication of nanostructures consisting of

different materials is a method of characterization which can distinguish
between the different materials on the nanoscale. If the surface is terminated with
a monolayer of Bi, it is possible to distinguish between Si and Ge [11]. Figure 10.11a
shows a scanning tunneling microscopy (STM) image after repeated alternating
deposition of 0.15 atomic layers of Ge and Si, respectively. Due to the step-flow
growth, the Ge and Si wires are formed at the advancing step edge. Whilst both
elements can be easily distinguished by the apparent heights in the STM images, it
transpired that the heightmeasured by the STMwas higher in areas consisting of Ge
(red stripes) than in areas consisting of Si (yellow stripes). The apparent height of the
Ge areas was �0.1 nm higher than that of the Si wires (Figure 10.11b), and the
cross-section of a 3.3 nm-wide Ge nanowire was seen to contain only approximately
20 atoms (Figure 10.11c). The apparent height difference arises due to an atomic layer
of Bi which is deposited initially and always floats on top of the growing layer. The
different widths of the wires can easily be achieved by depositing different amounts
of Ge and Si.

Figure 10.10 Scanning tunneling microscopy (STM) topograph
showing ErSi2 nanowires grown on a flat Si(0 0 1) substrate. The
long direction of the nanowires is the one with the low lattice
mismatch (1.3%), while the latticemismatch in the perpendicular
direction is 6.5%.

316j 10 Formation of Nanostructures by Self-Assembly



10.2.3
Hybrid Methods: The Combination of Lithography and Self-Organized Growth

In hybrid methods, self-organization is combined with lithographic patterning to
form nanostructures on a smaller scale than are accessible by lithography. Most
importantly, the hybridmethods provide a direct contact of nanostructures formedby
self-organization to mesoscopic lithographically patterned structures. The self-
organized growth of Ge islands in oxide holes is shown in Figure 10.12a–d. The
starting surface is a silicon substrate with a thin oxide layer at the surface, and
electron lithography is used to remove the oxide and form holes of a diameter of
0.5mm where the bare Si surface is exposed [12]. The self-organized growth of Ge
leads to the formation of Ge islands which may be smaller than the size scale of the
electron beam lithography (EBL). The gas-phase growth of Ge is selective; that is, Ge
will only grow on Si areas (inside the holes in the oxide), and not on the oxide itself.
Figure 10.12 illustrates the nucleation of Ge islands in the holes in the oxide for
different growth temperatures. At lower temperatures, the island density is so large
that several islands nucleate in one oxide hole. However, if the temperature is
increased, ultimately only oneGe island is able to nucleate in each oxide hole, and the
size of theGe island is smaller than the lithographically defined oxide hole. However,
as seen in Figure 10.12d, the position of the Ge island inside the oxide hole is not
defined but is rather randomly distributed within the oxide hole. Due to the fact that

Figure 10.11 (a) STM image of 2-D Ge/Si nanowires grown by
step-flow at a pre-existing step edge on a Si(1 1 1) substrate. The Si
wires (yellow) andGewires (red) can be distinguished by different
apparent heights. (b) A cross-section across the nanowires. (c)
The atomic structure of a Gewire on the Si substrate capped by Bi.
The cross-section of the Ge wire contains only approximately 20
Ge atoms [11].
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theGedoes not growon the oxide, the edges of the oxide hole cannot serve as sinks for
deposited Ge atoms, and therefore the Ge adatom concentration is homogeneous
across the hole and nucleation of the Ge island is random within the oxide hole. If
the edges of the hole were to serve as sinks for Ge atoms (e.g., if the edges of the
hole were to consist of Si), then the adatom density would have a maximum at the
center of the hole and the nucleation of Ge islands would occur preferentially at
the center of the oxide holes (Figure 10.12e).

10.2.4
Inorganic Nanostructures as Templates for Molecular Layers

Several of the nanostructures discussed here can potentially be used as templates for
the selective formation of molecular structures onto specific areas of the inorganic
nanostructures generated by the self-assembly of atoms via epitaxial growth. The
importance of the inorganic substrate for the formation ofmolecular layers, which is
discussed in detail in the following section, is manifold. The role of the inorganic
nanostructured template for the molecular self-assembly may be to steer the
adsorption process kinetically, and to direct the molecules towards predefined
adsorption sites. The first steps in this direction have been taken recently. Initially,
special substrate surfaces were selected in accordance with their ability to adsorb
molecules. For example, substrates with only weak adsorption properties are useful
for molecular assemblies with weak intermolecular interactions, because such
substrates allow for the necessary reorganization of molecules. In addition, it is

Figure 10.12 (a–d) Growth of Ge islands inside holes on an
oxidized Si substrate [12]. (e) Adatom density in an oxide hole for
those cases where the hole edges are sinks of adatoms (parabolic
line), or for the case when the edges are not sinks for adatoms
(horizontal line).
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necessary that the interatomic distances at the substrate surface correspond to
the dimensions of molecular structure elements. One example of such an substrate,
which allows for a weak adsorption of polycyclic aromatic compounds is the
Ag/Si(1 1 1)-

p
3 ·

p
3R30� surface (Figure 10.13a). This surface is described by

the honeycomb-chain-trimer model, in which each surface Si atom is bound to one
Ag atom. This structure is derived from a Si(1 1 1) bulk termination by removing the
top half of the first bilayer of Si atoms, forming trimers from the remaining Si atoms,
and then adding a full monolayer of Ag atoms in positions slightly distorted from the
regular triangular lattice (Figure 10.13a). An STM image of this structure is shown in
Figure 10.13b. In this empty states image (þ1.6 V sample bias), the bright protru-
sions correspond to the center of three Ag atoms (Ag trimers indicated by A in
Figure 10.13b), and the minima in this image, indicated by B, correspond to the Si
trimers). In the following, for simplicity, this surface is represented by a hexagonal
network also indicated in Figure 10.13a. A supramolecular 2-D honeycomb network,

Figure 10.13 (a) Schematic showing the
honeycomb-chain-trimer model for the Ag/Si
(1 1 1)-

p
3·

p
3R30� reconstruction [14]. STM

image (empty states, þ1.6 V sample bias) of the
Ag/Si(1 1 1)-

p
3 ·

p
3R30� substrate surface.

The bright protrusions correspond to the center
of three Ag atoms (image size 3 nm) [15]. (c)

STM image of the hexagonal molecular network
(see also Section 10.3.3) [13]. Scale bar¼ 3 nm.
(d) Schematic diagram showing the registry of
the molecular network with the underlying Ag/Si
(1 1 1)-

p
3·

p
3R30� surface reconstruction

shown as hexagons.
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with a larger periodicity (five times that of the Ag/Si(1 1 1)-
p
3 ·

p
3R30� lattice

constant; see Figure 10.13d) has been created by the assembly of two types of
molecule on the Ag-terminated silicon surface [13]. This hexagonal molecular
network is shown in Figure 10.13c, and is discussed in detail in Section 10.3.3. The
registry of the molecules with respect to the underlying silver-terminated Si surface
has been determined, and is shown schematically in Figure 10.13d. The calculated
melamine–melamine separation has a near-commensurability with the surface
lattice, showing the importance of the underlying inorganic template for the
formation of the supramolecular structure.
In the future, the selective bonding of molecular species to inorganic template

structures, which would enable site direction, will also represent a major challenge
for the successful combination of inorganic templates and molecular structures.

10.3
Molecular Self-Assembly

Self-assembly is a bottom-up technique that uses the self-organization capabilities of
molecular building blocks – that is, the ability to rearrange continuously until a
complete ordered monolayer of molecules is formed – to assemble desired nanos-
tructures. As a result of the self-assembly process, themolecular constituents forman
ordered structure with a minimum global energy on well-defined, atomically flat
surfaces. The term �molecular self-assembly� is reserved for the adsorption of
molecular constituents onto surfaces and the spontaneous organization into regular
arrangements. If only non-covalent interactions are used to direct the molecular
constituents into the resulting surface pattern, these structures are termed
�supramolecular� (supramolecular chemistry¼ the chemistry of the intermolecular
non-covalent bond [16]). On the other hand, the term �self-assembled monolayer�
(SAM) is reserved, according to Whitesides [17], for a 2-D film with the thickness of
one molecule that is attached to a solid surface through covalent bonds.
The surface properties of metals, metal oxides or semiconductors can be changed

in a desired way by the adsorption of SAMs onto these materials. Therefrom, a
number of useful applications result, such as: (i) the modification of adhesion and
wetting control [18]; (ii) an increase in corrosion resistance [19]; or (iii) the develop-
ment of heterogeneous chiral catalysts [20]. By exploiting the chemical properties of
the organic molecules used, additional functionalities can be created, and conse-
quently thedevelopment of chemical sensors [21] and chemical forcemicroscopy [22],
the site-selective adsorption of nanoscale subunits (see also Section 10.4.2), or the
fabrication of electronic devices [23, 24], is possible. Additionally, SAMs themselves
are nanostructures with nanoscale dimensions useful in nanolithography [25].
Supramolecular surface patterns on the other hand can be used to create nanocav-
ities, to provide well-defined reaction spaces, and they may also control host–guest
chemistry or steer heterogeneous catalysis [26]. Further details of the present state
of molecular self-assembly on planar substrates are provided in a series of
reviews [20, 26–30].

320j 10 Formation of Nanostructures by Self-Assembly



10.3.1
Attaching Molecules to Surfaces

Bare surfaces ofmetals andmetal oxides tend to adsorb organicmaterials because the
adsorbates lower the free energy of the interface between the respective material and
the ambient environment. The character of the chemical bond between the adsorbed
molecules and themetal surface determines the interfacial electronic contact and the
strength of the geometric fixation. Twomain groups of links between molecules and
solids can be distinguished: (i) covalent bonds, which result from the overlap of
partially occupied orbitals of interacting atoms; and (ii) non-covalent bonds, which
are based on the electrical properties of the interacting atoms or molecules.
Planar molecules with extended p-systems have been found to physisorb onto

surfaces, such as highly oriented pyrolytic graphite (HOPG), Au(1 1 1), Cu(1 1 0), in a
flat-lying geometry. This allows functional groups at the molecular periphery to
approach each other easily and to build up intermolecular interactions, predomi-
nantly comprising hydrogen bonds and metal–ligand interactions. If the molecules
are sufficiently mobile to diffuse on the surface, then the intermolecular interactions
will guide the adsorbed molecules into 2-D supramolecular systems. Then, by
adjusting the molecular backbone size and the position or number of the functional
�recognition groups�, complex supramolecular nanostructures can be designed [31].
Covalent bonds are established, if there is a significant overlap of the electron

densities of themolecules and themetal, and this will result in a strong electronic and
structural coupling. The spontaneous formation of SAMs on substrates through
covalent bonds requires organic molecules with a chemical functionality or
�headgroup� and a specific affinity for a selected substrate. There exists a number
of headgroups, which bind to specific substrates forming directed covalent links.One
frequently used covalent link is the bond between a thiol group on the molecular site
and a noble metal substrate. Here, gold is favorable due to its proper non-oxidizing
surface, although thiol or selenol bonds are also possible to Ag, Pt, Cu, Hg, Ge, Ni,
and even semiconductor surfaces. The reason for the great success of the S–Au bond
is its good stability at ambient temperature, and the ease of reorganization to form an
ordered array. Both are elementary requirements for the building up of a self-
assembled monolayer.
Besides the prominent thiolates, other functional molecules, such as alcohols

(ROH) or acids, have been demonstrated to form organizedmonolayers onmetals or
metal oxide surfaces, such asAl2O3, TiO2, ZrO2, orHfO2. SAMs of alkylchlorosilanes
(RSiCl3

�) and other silane derivatives require hydroxylated surfaces as substrates for
their formation. The driving force for this self-assembly is the in-situ formation of
polysiloxane, which is connected to surface silanol groups (�SiOH) via robust
Si�O�Si bridges [32]. Substrates on which these monolayers have successfully
been prepared include silicon oxide, aluminum oxide, quartz, glass, and mica.
During the past few years, significant advances have been made by coupling

alkenes and alkines onto Si and Si�H surfaces. The covalent coupling of vinyl
compounds onH-terminated silicon yields very stable Si�C covalent bonds [33], and
recently a method for the direct assembly of aryl groups on silicon and gallium
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arsenide using aryl diazonium salts has also been developed. There is a spontaneous
ejection of N2 and direct carbon–silicon formation [34], but the C�Si bonds are so
strong that a facile reconstruction in order to form a highly ordered SAM is
implausible.

10.3.1.1 Preparation of Substrates
For the deposition of a SAM, a 2-D film with a thickness of one molecule, a high-
quality surface with a very low surface roughness is required. Depending on any
further use of the SAM, the quality of the surfacemust be adapted. For example, if the
SAMs are applied as etch resists, protection layers, chemical sensors or model
surfaces for biological studies, then polycrystalline films will mostly suffice as
substrates. In contrast, if the properties of the SAMs themselves are to be studied
in detail, such as their organization, structure or electronic properties, then oriented
single crystalline surfaces are required as substrates.
Planar substrates for SAMs are either thin films or single crystals of metals,

semiconductors, or metal oxides. Thin films can be grown on silicon wafers, glass,
single crystals or mica by CVD, physical vapor deposition (PVD), electrodeposition,
or electroless deposition. Metal films on glass or silicon are polycrystalline and
composed of grains that can range in size from 10 to 1000 nm.
As pseudo �single crystals�, thin films of metals on freshly cleaved mica are

commonly used.Goldfilms grow epitaxially with a strongly oriented (1 1 1) texture on
the (1 0 0) surface of mica. The films are usually prepared by thermal evaporation of
gold at rates of 0.1–0.2 nm s�1 onto a heated (400–650 �C) sample [35]. By using an
optimized two-step process, a surface roughness down to 0.4 nm over areas of
5· 5mm can be achieved [36]. Surfaces with almost comparable roughness can be
created by amethod knownas �template stripping� [37].Here, a glass slide or a silicon
wafer is glued to the exposed surface of a goldfilmonmica, and subsequently the gold
film is peeled from themica to expose the surface that had been in direct contact with
the mica. Typically, these methods result ultimately in surface roughnesses of 1 nm
over areas of 200 · 200 nm2. For fundamental studies of SAMs by ultra-high vacuum
(UHV) methods, single-crystal metal substrates provide the highest quality with
respect to surface roughness, orientation, and cleanliness. These substrates result in
densely packed SAMs of the highest order.

10.3.1.2 Preparation of Self-Assembled Monolayers
In principle, there are two possibilities of preparing SAMs, namely deposition from
solution, and deposition from the vapor phase. For deposition from solution, a clean,
freshly prepared substrate is immersed into a highly diluted solution of the
corresponding organic molecules. After only a few minutes of immersion, a dense
molecular monolayer is built; however, to ensure that the film reaches equilibrium
the substrates are kept in solution for several hours to allow reorganization
(Figure 10.14). In particular, the structure of the adsorbate determines the highest
achievable density of the SAMon a given surface, or whether a SAM can be formed at
all. The other parameters, such as solvent, temperature, concentration and immer-
sion time, should be chosen adequately to achieve the best possible result. The
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advantages of this method are the simplicity of the equipment and the ease of
preparation.
In the case of alkanethiols on Au(1 1 1), the annealing procedure at elevated

temperatures to increase the quality of the films has been studied extensively.
Annealing the SAMs in a diluted solution of their molecules for short periods at
80 �C often results in a reduction in the number of vacancy islands, and an
enlargement of the domain sizes due toOstwald ripening. This behavior is explained
by an intralayer diffusion of monovacancies towards larger holes, which grow at the
expense of smaller holes. Furthermore, some vacancy islands diffuse towards the
gold step edges and annihilate there, which explains the decrease in area occupied by
the vacancy islands. In addition, the conformational defects in the SAMs decrease,
and this will result in a higher order.
In the case of gas-phase deposition, UHVsystemswith base pressures in the range

of 10�5 to 10�7mbar are used. The amount of deposited molecules is controlled by
the pressure, the temperature and the time. Vapor deposition has the advantage that
absolutely clean surfaces can be used, a good control of the amount of deposited
molecules is possible, and the SAM can be transferred to an analyzing tool without
breaking the vacuum. By applying this method, submonolayers and highly ordered
monolayers of extreme size can be created (Figure 10.14).

10.3.1.3 Preparation of Mixed Self-Assembled Monolayers
MixedSAMs – that is, SAMsbuilt up fromdifferent organicmolecules and showing a
well-defined structure – can be created in several ways; however, the twomost widely
used approaches will be described here.
The first method is coadsorption from solutions containing mixtures of selected

organic molecules, and results in mixtures of molecular structures (Figure 10.15).
This process allows the formation of SAMs with widely varying compositions and
physical properties [39, 40].

Figure 10.14 (a) Dodecanethiol SAM grown from solution. (b)
SAM grown from solution. A 6.5-h annealing step at 78 �C in
solution leads to a partial desorption of the dodecanethiol
molecules, and results in the striped lying-down phase of
alkanethiols [38]. (c) SAM grown from vapor phase. The domains
extend over the whole gold terrace.
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The second method is a two-step deposition process which begins with a full
coverage monolayer of one organic species, which is used as the host matrix [41–43].
In a second step, the substrate covered with this host-matrix is immersed into the
solution of an organic molecule of interest. Insertion of this �guest-molecule� takes
place preferentially at defect sites such as pin holes or domain boundaries in the host
matrix. The rate-determining step is the replacement of host molecules by guest-
molecules. Depending on the immersion time, domains of inserted molecules,
bundles or even single guest molecules can be identified in the resulting mixed
monolayer (Figure 10.15). A well-ordered surrounding matrix can be used as the
reference system for the analysis of the structural and electrical properties of the
inserted molecules. This matrix-isolation method, in combination with scanning
probe microscopy (SPM) techniques, is suitable for investigating series of organic
molecules in order to determine new physical properties.

10.3.2
Structure of Self-Assembled Monolayers

The structure of SAMs is widely studied using spectroscopic methods including
optical ellipsometry, reflectance absorption infrared spectroscopy (RAIRS), X-ray
photoelectron spectroscopy (XPS), low-energy electron diffraction (LEED), and high-
resolution electron energy loss spectroscopy (HREELS). In particular, the develop-
ment of near edge X-ray absorption fine structure spectroscopy (NEXAFS) has led to
new insights into the structure of SAMs. In addition, an increased understanding of
the SAM structures has been achieved by the development and intense use of high-
resolution topographic methods such as SPM.
During the self-assembly of organic molecules on planar substrates, complex

hierarchical structures are formed involving multiple energy scales and multiple
degrees of freedom (Figure 10.16). The geometric arrangement of organicmolecules

Figure 10.15 Scanning tunneling microscopy images of mixed
monolayers. (a) By coadsorption of 11-mercaptoundecano-
loctanethiol (¼1 : 3) from solution [40]. (b) By insertion of a
biphenylbutanethiol derivate into a closely packed SAM of
dodecanethiol on Au(1 1 1). The film shows separate domains of
the biphenylbutanethiol derivate (which appear higher) and
dodecanethiol [43].
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on a surface is determined in a first level of organization by the footprint of the
molecule, the nearest-neighbor distances between themetal atoms at the surface, and
the chemical bond formation of the molecules with the surface. The resulting 2-D
density of the molecules on the surface may not correspond to the density that the
samemolecules can attain in crystalline form. In order tominimize the free energy of
the organic layer, themolecules perform intramolecular conformation changes such
as bond stretches, angle bends, or torsions, which in turn maximize the lateral
interactions (e.g., van der Waals interactions, hydrogen bonds, or electrostatic
interactions) in a second level of organization. The surface rearrangement of the
substrate corresponds to a third level of organization. The balance of these forces
determines the specific molecular arrangement, while the driving force is the
minimization of the global energy.

10.3.2.1 Organothiols on Metals
Themost studied – and probably best understood – SAM is the full-coverage phase of
alkanethiols (R�SH) onAu(1 1 1) surfaces. The adsorbing species on the gold surface
is the thiolate (RS�), while the hydrogen atoms are desorbed in form ofH2molecules
with the gold surface acting as catalyst. The thus-formed Au–S bond that anchors the
SAM is a strong homolytic bond with a strength on the order of approximately
200 kJmol�1. The alkanethiols are stabilized by van der Waals interactions between
adjacent molecules. These dipole–dipole interactions are proportional to the alkyl
chain length (�4.0 kJmol�1 of stabilization to the SAM for each methylene group),
and are responsible for the degree of order in the SAM.
A number of studies of alkanethiolate monolayers on gold have shown that the

formed structure is commensurate with the sulfur atoms occupying every sixth

Figure 10.16 A schematic diagram of a SAM, with the characteristic features highlighted.

10.3 Molecular Self-Assembly j325



hollow site on theAu(1 1 1) surface. The symmetry of the alkanethiolates is hexagonal
with a (

p
3·

p
3) R30� structure relative to the underlying Au(1 1 1) substrate, a S�S

spacing of 0.4995 nm, and a calculated area per molecule of 0.216 nm2. The
alkanethiols are tilted �30� off the surface normal, and the hydrocarbon backbones
are in all-trans configuration. Additionally, the alkanethiolates on Au(1 1 1) surfaces
exhibit a c(4· 2) superlattice which is characterized by a systematic arrangement of
molecules showing a distinct height difference (Figure 10.17) [44]. The height
differences in STM images are believed to be due to different conformations of the
molecules.
Highly ordered SAMs can easily be built up from alkanethiols, although their

structure is affected directly by the addition of any sterically demanding top-end
group. The size and the chemical properties (e.g., high polarity) of additionally
introduced surface functionalities may reduce the monolayer order.

10.3.2.2 Carboxylates on Copper
Compared to the extensive studies of organothiols on gold surfaces, very few
investigations have been undertaken to study the self-assembly process of carboxylic
acids on metal surfaces. The carboxyl group is known to be an anchoring group for
the chemical bonding to metal surfaces. During the adsorption process of simple
carboxylic acids the acid group is deprotonated into the carboxylate functionality,
resulting in anupright adsorption configuration onto copper or nickel surfaces, as are
observed for formic, acetic, and thiophene carboxylic acids [20]. The oxygen atoms in

Figure 10.17 Schematic diagram of different phases for the
superstructure of alkanethiols on Au(1 1 1) with the (3· 2

p
3)

and the c(4· 2) superlattice unit cell outlined [44].
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the carboxylate group are equidistant to the surface and form a rigid adsorption
geometry.
More recently, tartaric acid adsorbed onto copper or nickel surfaces [20] has

attracted interest because of a possible use in chiral technology. It is the aim of this
technology to establish enantioselective catalytic methods to produce pure enantio-
meric forms of materials such as pharmaceuticals and flavors. One way to create
heterogeneous chiral catalysts is to adsorb chiral organicmolecules at metal surfaces
in order to introduce asymmetry. Tartaric acid has two chiral centers, and is therefore
of potential interest as chiral modifier; indeed, recently it has been used successfully
to stereodirect hydrogenation reactions with a yield of >90% of one enantiomer.
The self-assembly process of R,R-tartaric acid on Cu(1 1 0) under varying coverage

and temperature conditions leads to a variety of different structures. Due to the two
carboxylic acid functionalities, R,R-tartaric acid can adsorb in the monotartrate, the
bitartrate, or the dimer form. It can be seen from Figure 10.18 that the bitartrate and
the dimer–monomer assembly have no symmetry elements and create a chiral
surface which is non-superimposable on its mirror image. This is a result of the
inherent chirality of the R,R-tartaric acid molecules and their two-point bonding at
the surface, which uniquely dictates the position of all its functional groups.
Subsequently, the intermolecular interactions control the placement of the neigh-
boring molecules. Due to the chirality of the adsorbates the lateral interactions are
anisotropic and lead to organized chiral structures.

10.3.3
Supramolecular Nanostructures

Highly ordered 2-D supramolecular nanostructures can be created by using theMBE
technique, or at the solid–liquid interface from solution [31] by tuning the molecular
backbone size and controlling the supramolecular binding. This approach is based,
in principle, on the concepts of supramolecular chemistry directing 3-D struc-
tures [16], but in the case of 2-D structures the influence of the substrate must also
be taken into account [26].

Figure 10.18 Adsorbate templates on Cu(1 1 0) surfaces created
by (a) bitartrate (organizational chirality), (b) monotartrate (two
symmetry planes), and (c) dimer–monomer assembly
(organizational chirality) [20].
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A supramolecular 2-D honeycomb network has been created by the assembly of
two types of molecule on a silver-terminated silicon surface (this was discussed
earlier, in Section 10.2.5) [13]. In the first step, a submonolayer of perylene
tetra-carboxylic di-imide (PTCDI) was deposited by sublimation under UHV. Subse-
quently, melamine (1,3,5-triazine-2,4,6-triamine) was deposited while the sample
was annealed at�100 �C. The substrate allows a free diffusion of the molecules, and
this makes formation of the supramolecular network possible. Furthermore, the
compatibility of the molecular geometries results in three hydrogen bonds per
melamine–PTCDI pair, an intentionally strong heteromolecular hydrogen bonding.
In the 2-D honeycomb network themelaminemolecules form three-fold connection
sites, while the linear PTCDI molecules are used as one-dimensional linkers
(Figure 10.19). This ordered array of pores can serve as traps for the co-location
of several largemolecules. By sublimingC60 onto the hexagonal network, heptameric
C60 clusters with a compact hexagonal arrangement are formed within the pores and
are clearly stabilized by the PTCDI–melamine network.
The pronounced effect of the substrate in the self-assembly process of 2-D

supramolecular structures becomes obvious, when prochiral molecules are used.
Upon adsorption, these molecules lose their freedom of rotation and, in conse-
quence, their symmetry and become chiral. Recently, the thermally induced switch-
ing of such prochiralmolecules between different enantiomeric forms on the surface
has been studied [45]. The molecule under investigation was a multiple-substituted
phenylenethynylene oligomer (Figure 10.20a). The molecules align into rows and

Figure 10.19 (a) Trigonal motif built by perylene tetracarboxylic
di-imide and melamine. (b) STM image of a large-area
PTCDI–melamine network. (c) STM image of C60 heptamers
trapped in the pores of the PTCDI–melamine network. (d)
Schematic diagram of C60 heptamer [13].
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form a brick-wall structure on the Au(1 1 1) surface. The bright protrusions in the
STM image (Figure 10.20b) may be attributed to tert-butyl groups at both ends of the
molecules; the positions of these groups with respect to the molecular backbone
identifies the enantiomeric form of the molecule. Two chiral enantiomers (LL and
RR) and one achiralmeso-form (LR/RL) of thismolecule exist. Themolecules are not
completely stereochemically fixed by the substrate, but change between different
surface conformers. An intermolecular trans configuration of the headgroups of two
adjacent molecules has been found to exhibit the lowest potential energy
(D� 4 kJmol�1).
Supramolecular structures built by strong metal–ligand interactions are of high

stability, and the incorporatedmetal centers offer additional functionalities. A system
which forms a variety of 2-D surface-supported networks is based on iron (Fe) and
aromatic dicarboxylic acids in different relative concentrations on copper surfaces.
Mononuclear metal–carboxylate clusters are obtained from one Fe center per four
tricarboxylic acid (TCA) molecules on Cu(1 0 0) surfaces [46]. The (Fe(TPA)4) com-
plexes form large, highly ordered arrays which are thought to be stabilized by
substrate templating and weak hydrogen bonds between neighboring complexes
(Figure 10.21a). From this a perfect arrangement of the Fe ions results, which cannot
be achieved by using top-down methods.
A completely different network is obtained when two Fe atoms per three dicar-

boxylic acid (DCA) molecules are deposited onto the Cu(1 0 0) surface. The resulting
array can be described as a ladder structure forming a regular array of nanocav-
ities [26] (Figure 10.21b). The ladders are formed bymetal–ligand interactions, while
the connections between the ladders are formed by hydrogen bonds. If one Fe atom is
deposited per linker molecule, a fully interconnected metal–ligand 2-D network
results [47] (Figure 10.21c). By using DCAs of different length as linker molecules
between the Fe centers, the size of the resulting nanocavities in the network can be
tuned.

Figure 10.20 (a) The chemical structure of the investigated
molecule. (b) A schematic model of the brick-wall adsorption
structure superimposed on an STM image [45].
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10.3.4
Applications of Self-Assembled Monolayers

10.3.4.1 Surface Modifications
One potential application for SAMs is themodification of surfaces in order to change
the surface properties for special applications. For example, polar surfaces can
be created by the adsorption of SAMs with terminal groups such as cyano (C�N).
These polar surfaces are useful for the investigation of dipole–dipole interactions
in surface adhesion. On the other hand, SAMs with terminal OH groups can
vary wetting behaviors, and are used in investigations to study the importance of
H-bonding in surface phenomena. Additionally, surface OH and COOH groups –
and especially acid chlorides – are very useful groups for chemical transformations.
For example, reacting the acid chloride with a carboxylic acid-terminated thiol
provides the corresponding thioester. The control of surface reactions opens up the
way to chemical sensors [21], and is the basis of chemical force microscopy [22].

10.3.4.2 Adsorption of Nanocomponents
Mixed SAMs containing two or more constituent molecules can be used as test
systems to study the interactions of surfaces with bioorganic nanocomponents
(proteins, carbohydrates, antibodies). Usually, the SAM contains alkanethiols with
a surface terminal group of interest (e.g., suitable for hydrophobic or hydrophilic
interactions) and an alkanethiol with a reactive site for linking to a biological ligand.
SAMsmake it possible to generate surfaces with anchored biomolecules that remain
biologically active and in their native conformations.
Additionally, it is possible to use the specific chemical binding properties of SAM

surface groups to direct nanocomponents into desired structures. This approach has
been used extensively to form selected assemblies of nanoparticles, and opens up a
pathway to a variety of different structures (this subject is discussed in detail in
Section 10.4.2). Another example of the fabrication of desired structures due to the
binding properties of SAMs is the directed assembly of carbon nanotubes (CNTs).
Recently, a method was developed which is based on the observation that CNTs are

Figure 10.21 Supramolecular assembly of Fe-carboxylate
coordination systems on Cu(1 0 0) substrates. STM images and
schematic models: (a) mononuclear complexes [46]; (b) ladder
structure [26]; (c) coordination network [47].
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strongly attracted to COOH-terminated SAMs or to the boundary between COOH-
and CH3-terminated SAMs. By using nanopatterned �affinity templates�, desired
structures of CNTs can be formed (Figure 10.22). Useful methods for the generation
of appropriate templates include dip-pen nanolithography (see Chapter 8) andmicro-
or nano-contact printing [48].

10.3.4.3 Steps to Nanoelectronic Devices
Molecular electronics requires several structural elements such as wires, diodes,
switches, and transistors in order to build up nanodevices. In the studies conducted
by Weiss and colleagues [24], conjugated oligophenylene ethynylenes (OPE) have
been investigated, which possess potentially interesting features, including negative
differential resistance (NDR) (increased resistance with increasing driving voltage),
bistable conductance states, and controlled switching under an applied electric field.
Single OPEs have been studied in a 2-D isolation matrix of host SAMs of dodeca-
nethiolate on a gold electrode. As a result, series of surface images (Figure 10.23)
showed the conductance switching due to conformational changes of the OPE
molecules with a low rate, if the surrounding matrix was well ordered. Conversely,
when the surrounding matrix was poorly ordered, the inserted molecules switched
more often [24]. The switching of OPE molecules can only be observed in arrays of
small bundles of molecules. Therefore, it is assumed that the forming and breaking
off of hydrogen bonds between adjacent molecules – and the consequent twisting of
themolecule, which prevents conjugation of the p-orbitals of themolecular backbone
– is responsible for the two conduction states. Such a device, constituted by a
switching molecule attached to a bottom electrode and a conductive tip, represents a
simple form of a memory.
According to Avriam and Ratner in 1974 [49], the working principle of a molecular

diode should be based on two separated electron–donor and electron–acceptor

Figure 10.22 (a) Schematic diagram of the directed assembly
process. (b) AFM tapping mode topographic image of carbon
nanotubes assembled into rings [48].
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p-systems (see Chapter 24). However, in recent years asymmetric electron transmis-
sion through symmetricalmolecules has been also observed by SPM investigations on
the molecular level [50]. Diode behavior is possible for symmetric molecules, if they
are connected asymmetrically to the electrodes – that is, with two different molecu-
le–electrode spacings, or if asymmetric electrodes are used. A further development of
this idea leads to the assumption, that engineering the frontier orbitals of themolecule
in the asymmetric junction should make it possible to control the orientation of the
diode – that is, whether an alignment of the cathode to theLUMOof themolecule or of
the anode to the HOMO is achieved at lower bias. If, additionally, the frontier orbitals
of the molecule can be changed reversibly by an electrical pulse, then an optical pulse

Figure 10.23 Topographic STM images of a molecular switch
(OPE) inserted in a dodecanethiol SAM [24]. (a) A 20 · 20 nm
image of themolecule in the ON state; (b) a 5· 5 nm image of the
same area; (c) 20· 20 nm; and (d) 5· 5 nm images of the same
area, with the molecule in the OFF state.
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or a chemical reaction a transistor would result. An example of such a molecular
transistor device based on a supramolecular assembly is given by Rabe and cow-
orkers [51], who used a hexa-peri-hexabenzocoronene (HBC) derivative with six
electron-accepting anthraquinones (AQs) symmetrically attached to the HBC, and
has the function of an electron donor. The resulting HBC–AQ6 molecules
(Figure 10.24a) were investigated at the HOPG/solution interface, where they form
monolayerswith an ordered structure. The identification of the conjugatedHBCcores
and the attached AQ molecules, as well as the recording of the current–voltage (I–V)
curves throughHBCcores, AQs and alkyl chainswas possible byusingSTM/scanning
tunneling spectroscopy (STS).
In a next step, the frontier orbitals of the HBC–AQ6 molecules were intentionally

changed in order to vary the electron transmission properties of the HBC cores. This
was achieved by the addition of 9,10-dimethoxyanthracene (DMA) to the solution.
DMA is an electron donor which is known to build a charge-transfer complex with
AQ. It is remarkable that twodifferent I–Vcurves through theHBCcore are observed,
depending onwhether or not charge-transfer complexes are coadsorbed next toHBC.

Figure 10.24 (a) Chemical formula of hexa-peri-
hexabenzocoronene (HBC) decorated with six
anthraquinone (AQ) functions. (b) STM current
image of HBC–AQ6 molecules with coadsorbed
charge-transfer (CT) complexes. (c)
Current–voltage (I–V) relationships through

HBC cores in domains where the charge-transfer
complexes are adsorbed, or where no charge-
transfer complexes were present. (d) Schematic
of a prototypical single-molecule chemical field
effect transistor (CFET) [51].
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This set-up can be regarded as a �single-molecule chemical field-effect transistor�, as
the change in the I–V relationship results from the chemical formation/solution of a
charge-transfer complex (¼ gate) which alters the electron transmittance through the
covalently attached HBC (¼ channel) (Figure 10.24). Despite the fact, that the gates
cannot be addressed selectively and the device structure changes simultaneouslywith
the electron transmission properties, this approach is a major step towards mono-
molecular electronics with a complete transistor integrated into one molecule.

10.4
Preparation and Self-Assembly of Metal Nanoparticles

In addition to the previously discussed two nanofabrication methods of epitaxial
growth andmolecular self-assembly, metal nanoparticles also play an important role
in the context of nanofabrication. The extraordinary size-dependent electronic,
magnetic and optical properties [52] of nanoparticles have triggeredmany fascinating
ideas for potential applications in breakthrough future technologies, including
sensors, medical diagnostics, catalysis, and nanoelectronics. Therefore the prepara-
tion and the question of how to assemble metal nanoparticles remain objectives of
great interest. Themajor challenges that are still to be overcome in this context are, on
the one hand, the preparation of (ideally) monodisperse metal nanoparticles with
simultaneous control over size, shape and composition; and on the other hand, the
controlled assembly. Much effort has been expended in attempts to prepare metal
nanoparticles of different sizes and shapes, to assemble them into three, two or even
one dimensions, and to study and to understand their physical properties. The results
of these investigations form the fundamental knowledge for potential applications in
nanotechnology. Some of these synthetic routes and self-assembly patterns are
outlined in the following paragraphs.

10.4.1
Preparation of Metal Nanoparticles

Generally,metal nanoparticles are prepared by the reduction of a solublemetal salt via
suitable reducing agents, or via electrochemically [53–55] or physically assisted
methods (e.g., thermolysis [56], sonochemistry [57], photochemistry [58]), or directly
via the decomposition of labile zero-valent organometallic complexes. In all cases the
synthesismust be performed in the presence of surfactants, which formSAMson the
nanoparticles surfaces (see also Section 10.3) and thus stabilize the formed nano-
particles. The stabilizing effects of the surfactants refer to: (i) steric effects, meaning
stabilization due to the required space of the ligand shell; and (ii) electrostatic effects,
implying stabilization due to coulombic repulsion between the particles. Further-
more, the surfactants influence the size, shape, and the physical properties and
assembly patterns of the nanoparticles. In recent years, many excellent reviews have
been produced providing detailed overviews on the preparation techniques, proper-
ties and surfactant influences [59–63]. In this context it should be mentioned that,
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because of the protecting SAMon the surface, ligand-stabilized nanoparticles are also
sometimes denoted as monolayer-protected clusters (MPCs). However, in compari-
son to SAMs on planar surfaces, the structures of the SAMs on the nanoparticles
surfaces differ greatly due to the surface curvature [64].
Important – and already more or less standardized – examples of the preparation

of non-stoichiometrically composed metal nanoparticles via the reduction of a metal
salt with a suitable reducing agent include the route of Turkevich et al. [65] and that
of Brust et al. [66, 67]. Turkevich and colleagues were the first to introduce a
standardized method for the preparation of gold nanoparticles with diameters
ranging from 14.5� 1.4 nm to 24� 2.9 nm, via the reduction of HAuCl4 with
sodium citrate in water. Thereby, the nanoparticle size can be controlled by variation
of the ratio HAuCl4/sodium citrate. This route is often applied due to the fact that
citrate-stabilized gold nanoparticles can simply be surface-modified because of a
weak electrostatically bound, and thus easily exchangeable, citrate ligand. Brust et
al. utilized sodium borohydride as a reducing agent, and took advantage of the high
binding affinity of thiols to gold; this enabled the preparation of relatively stable
nanoparticles that could be precipitated, redissolved, analyzed chromatographically,
and further surface-modified without any apparent change in properties. This high
stability represents an important property in terms of controlling nanoparticle
assembly.
A recently published report described the surfactant-free synthesis of gold

nanoparticles [68]. This approach is especially interesting in terms of the prepara-
tion of small gold nanoparticles with narrow dispersity, protected by ligands
carrying functional groups that are typically not stable towards reducing agents.
In this method, a solution of HAuCl4 in diethyleneglycol dimethyl ether (diglyme)
is reduced by a solution of sodium naphthalenide in diglyme to yield weakly
solvent-molecule-protected gold nanoparticles. In the first step, these formed
nanoparticles are further stabilized and functionalized simply by the addition of
various ligands (1-dodecanethiol, dodecaneamine, oleylamine and triphenylpho-
sphine sulfide). The size of the nanoparticles can be tuned within the range of
1.9 to 5.2 nm, with dispersities of 15–20% depending on the volume of the added
reduction solution and the time between addition of the reduction solution and the
ligand molecule solution.
Magnetic nanoparticles, such as cobalt or iron nanoparticles, are typically prepared

via the decomposition of a zero-valent organometallic precursor, for example
carbonyl metal complexes. One example is the synthesis of monodisperse (� one
atomic layer) Co and Fe nanoparticles with sizes of approximately 6 nm via thermal
decomposition of the respective carbonyl compounds (Fe(CO)5, Co2(CO)9) under an
inert atmosphere [69]. In this way the nanoparticle size can be controlled by adjusting
the temperature and the metal precursor:surfactant ratio. For example, higher
temperatures and higher metal precursor:surfactant ratios produce larger nanopar-
ticles. An additional control parameter is the ratio of the surfactants tributyl
phosphine and oleic acid, both of which bind to the nanoparticle surface. Tributyl
phosphine binds weakly, allowing rapid growth, while oleic acid binds tightly and
favors slow growth to produce smaller particles. As might be expected, iron
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nanoparticles show great sensitivity towards oxidation in air; even a short contact of
the nanoparticle surface with air resulted in the formation of an Fe3O4 layer with a
thickness of approximately 2 nm (Figure 10.25).
The thermal decomposition of metal carbonyl complexes for the preparation of

nanoparticles or nanostructured materials can also be achieved by treatment with
ultrasound. Treatment of a liquid with ultrasound causes the formation, growth and
implosive collapse of bubbles in the liquid, and this in turn generates a localized hot-
spot [70]. As an example, amorphous Fe/Co nanoparticles are prepared by the
sonolysis of Fe(CO)5 and Co(NO)(CO)3 in decanediphenylmethane at 293–300K
under an argon atmosphere, to produce pyrophoric amorphous Fe/Co alloy nano-
particles. Annealing of these particles in an argon atmosphere at 600 �C leads to
growth of the Fe/Co particles, and this finally yields air-stable nanocrystalline Fe/Co
particles due to carbon coating on the surface [70].
While the above-mentioned examples were all non-stoichiometrically composed

gold nanoparticles, one famous example of a stoichiometrically composed gold
nanoparticle – and thus great control over size-dependent properties – is the so-called
Schmid cluster [Au55(PPh3)12Cl6], which was introduced in 1981 [71]. The cluster is
prepared by the reduction of Au(PPh3)Cl with in-situ-formed B2H6 inwarm benzene.
The relevance of this cluster refers to its quantum size behavior and to the fact that it
can be regarded as a prototype of a metallic quantum dot [72, 73]. The defined
stoichiometric composition of Au55(PPh3)12Cl6 is based on the so-called �full-shell
cluster principle�, whereby the cluster is seen as a cut-out of the metal lattice of the
bulk metal. This implies that the cluster consists of a metal nucleus surrounded by
shells of close-packed metal atoms, so that each shell has 10n2þ 2 atoms
(n¼number of shells) [59, 74]. Further examples in this context are [Pt309phen�

36O30]
(four-shell cluster) and [Pd561phen36O200] (five-shell cluster) (phen� ¼ bathophenan-
throline; phen¼ 1,10-phenanthroline) [75–77].

Figure 10.25 (a) TEM image of an ensemble of 6-nm iron
nanoparticles. (b) At higher magnification, the surface oxide layer
is clearly visible. (Illustration reprinted from Ref. [69], with kind
permission.).
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10.4.2
Assembly of Metal Nanoparticles

As mentioned above, the unique physical properties of metal nanoparticles with
diameters of between one and several tens of nanometers make them promising
building blocks for the construction of functional nanostructures. Furthermore, it
was found that assemblies of nanoparticles show physical properties that are situated
between those of an isolated cluster and the bulkmaterial; this in turn would lead to a
new class ofmaterials, the properties ofwhich are affected by thenanostructure itself.
Arrays of nanoparticles exhibit delocalized electron states that depend on the strength
of the electronic coupling between the neighboring nanoparticles, whereby the
electronic coupling depends on the particle size, including the particle size distribu-
tion, the particle spacing, the packing symmetry and the nature and the covering
density of the stabilizing surfactant [78, 79]. Thus, major efforts are under way to
organize nanoparticles into one to three dimensions in order to investigate electron-
ic, magnetic and optical coupling phenomena within such assemblies, and even to
utilize these coupling effects for the set-up of novel nanoelectronic, diagnostic, or
nanomechanical devices [80].
The assembly principle to achieve large ordered arrangements of nanoparticles is

the self-organization of ligand-protected nanoparticles due to weak ionic or van der
Waals interactions, or due to strong covalent bond formation via respective functional
ligand-protected nanoparticles. Some examples of building up 1-D to 3-D nanoparti-
cle arrangements via self-organization are presented in the following sections.

10.4.2.1 Three-Dimensional Assemblies
The easiest achievable construction scheme is the self-assembly into three dimen-
sions which, when occurring spontaneously, is in principle crystallization. For
example, Au55(PPh3)12Cl6 crystallizes from dichloromethane solution if the solvent
is evaporated, yielding small hexagonal microcrystals. Such a microcrystal obtained
in this way is shown in Figure 10.26 [81].
The self-assembly of FePt nanocubes (see also Section 10.3.1) during controlled

evaporation of the solvent from a hexane dispersion leads to (1 0 0) textured arrays.
This assembly is energetically favored, as it gives the maximum van der Waals
interaction energy arising from face-to-face interactions in a short distance of the
cube assembly. The interparticle distance is approximately 4–5 nm, which is close to
the simple thickness of the surfactant layer (2–2.5 nm, the length of oleate or
oleylamine). Interestingly, thermal annealing induces an internal particles structure
change and transforms the nanocube assembly from superparamagnetic to ferro-
magnetic. The study cited here is an example of the influence of particle shape on the
assembly scheme.
Co, Ni, and Fe nanoparticles self-assemble from solution to form close-packed

nanoparticle arrays on a variety of substrates if the dispersing solvent is evaporated. A
TEM image of such a hexagonal superlattice with rows of 8-nm mt-fcc Co nano-
particles aligning to form facets is shown in Figure 10.27. Such 3-D magnetic
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nanoparticle arrays provide important models by which collective interparticle
interactions may be explored [69].
Covalently linked gold nanoparticles can be obtained by using bifunctional ligands

that are able to interconnect nanoparticles. Brust et al. were the first to describe the
formation of gold nanoparticle networks by using dithiol molecules as ligands
[82]. Their method involved the preparation of gold nanoparticles in a two-phase
liquid–liquid system [83], whereby dithiols rather than monothiols were used. The
use of dithiols leads directly to the formation of an insoluble precipitate of dithiol
crosslinked clusters. The existence of self-assembled nanoparticles is deduced from
TEM images (Figure 10.28).

Figure 10.26 TEM image of typical microcrystals of
Au55(PPh3)12Cl6 formed on the grid from dichloromethane
solution. The inset shows a high-resolution TEM image of a Au55
(PPh3)12Cl6 microcrystal. (Illustration reprinted from Ref. [81],
with kind permission.).

Figure 10.27 (a) TEM image of a hexagonal superlattice grown
from 8-nmmt-fcc CoNPs. (b) Lower-magnification image of large
hexagons formed in the sample. (Illustration reprinted from
Ref. [69], with kind permission.).
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The influence of the ligand, the type, and the linker length on charge-transport
properties in metal nanoparticle assemblies has been studied for a variety of cases.
For example, the insertion of bifunctional amines into the 3-D arrangement of
Pd561phen36O200 clusters yields an increased interparticle spacing compared to the
closed sphere packing obtained from solution. The increased interparticle spacing is
reflected in an increase of the activation energy of the electron transport through the
material [84]. The influence of ligand type was recently discussed for the case of Au55-
cluster arrangements by Simon and Schmid [85]. When comparing the charge-
transport properties of networks of Au55-clusters interconnected by either weak ionic
interaction or by covalent bond formation between bifunctional ligands, it transpired
that both types showed characteristically different charge-transport properties. The
non-covalently interconnected cluster systems showed a continuous increase of
activation energy for the charge transport with increasing interparticle distance,
whereas the covalently linked cluster systems showed a decrease in activation energy,
to significantly lower values [85].

10.4.2.2 Two-Dimensional Assemblies: The Formation of Monolayers
In general, the assembly of nanoparticles into two dimensions is achieved by binding
themetal nanoparticles onto a substrate surface. Thus, in order to direct the assembly
into a defined pattern, the key point is the existence of functional groups on the
substrate surface which enable a specific interaction between the nanoparticle and the
surface. These interactions may be either weak electrostatic forces or weaker van der
Waals forces; alternatively, covalent bonds may be formed between the monolayer-
protected nanoparticle and the substrate surface. The weak interactions have the
advantage that they allow a reasonablemobility on the surface, and so enable ordering
due to self-organization. Covalent bond formation has the advantage of building

Figure 10.28 (a) TEM image of 8-nm gold nanoparticles
crosslinked with 1,9-nonanedithiol, showing the parallel
alignment of adjacent particles. (b) TEM image of 8-nm gold
nanoparticles crosslinked with 1,9-nonanedithiol, showing a self-
assembled string of �superclusters�, which is a typical feature of
thesepreparations. (Illustration reprinted fromRef. [82],with kind
permission.).
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more stable and durable arrays. However, in order to enable electrostatic or
covalent interactions, the substrate surface must be adequately modified (see also
Section 10.2). The formation of 2-D gold nanoparticle arrays is presented in the
following examples.
One example of a 2-D assembly due to electrostatic interactions is the assembly of

hydrophilic Au55(Ph2PC6H4SO3H)12Cl6-clusters on a poly-(ethyleneimine)-coated
TEM-grid, as reported by Schmid and coworkers [86]. The driving force for the
deposition of colloids on the surface is the acid–base interaction between the -SO3H
group of the ligand and the NH-group of the imine. This procedure leads to a close
packing which can be visualized by using TEM (Figure 10.29).
A recently published example for the controlled assembly of gold nanoparticles

into twodimensions, andwhich utilizes electrostatic forces, is the assembly of citrate-
protected gold nanoparticles on carbon surfaces [87]. The key point here is that the
carbon surfaces are electrochemically modified with primary amines (n-hexylamine,
tetraethylene glycol diamine). This electrochemical surface modification method
allows the number of amine functionalities on the surface to be controlled, and in
turn allows control to be exerted on the density of the nanoparticle assembly.
Another example, which iswithin the context with the electrical characterization of

2-D arrays of gold nanoparticles, is the electrostatic adsorption of 15-nm gold
nanoparticles on 3-aminopropyltrimethoxysilane (APTS)-modified silicon sub-
strates. Thereby, the particles are deposited from an aqueous solution (pH 5) to
yield a densely packed monolayer of gold colloids with an average density of

Figure 10.29 Au55(PPh3)12Cl6-clusters fixed on a PEI-coated grid,
as imaged with TEM. (Illustration reprinted from Ref. [86], with
kind permission.).
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approximately 1500 particles per mm2 (Figure 10.30) [88]. The average interparticle
spacing is adjusted by the thickness of the citrate shell.
SAMs based on the covalent attachment of nanoparticles were presented by

Schmid and coworkers, who described the formation of 2-D arrangements of
ligand-stabilized gold clusters and gold colloids on various inorganic conducting
and insulating surfaces [89]. For this purpose, oxidized silicon as well as quartz glass
surfaces were treated with (3-mercaptopropyl) trimethoxysilane to generate mono-
layers of the SH-functionalized silane. When dipped into an aqueous solution of
13-nmgold colloids, stable covalent S–Aubondswere formed, thusfixing the colloids
in a highly disordered arrangement. The coating of the surface was visualized using
AFM.
Microcontact printing (mCP) is also used to create nanoparticle surface assemblies

based on covalent forces, and with predefined positions of the nanoparticles within
these arrays. A recent example of mCP use was the chemically directed assembly of
monolayer-protected gold nanoparticles on lithographically generated patterns [90].
Here, gold surfaces patterned with mercaptohexadecanoic acid (MHA) were pre-
pared using mCP and dip-pen nanolithography. A diaminemolecule was used to link
the mercaptoundecanoid acid-coated gold nanoparticles onto the MHA-defined
patterns. Sonication was then used to remove the non-specifically absorbed nano-
particles, and the nanoparticle assembly was proven by using AFM, with height
increases of 2–6 nm with respect to the preformed MHA SAM (Figure 10.31).

10.4.2.3 One-Dimensional Assemblies
The 1-D assembly of nanoparticles remains a major challenge, as 1-D (or at least
quasi-1-D) assemblies require appropriate nanoparticle surface modification, appro-
priate templates, or special techniques (including special substrate modifications,
e.g., AFM-based methods).
One recently published example is the spontaneous quasi-1-D arrangement of

spherical Au nanoparticles protected by a liquid crystal ligand (the 40-(12-mercapto-

Figure 10.30 AFM image of densely packed citrate stabilized gold
nanoparticles on amino-functionalized silicon surfaces.
(Illustration reprinted from Ref. [88], with kind permission.).
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dodecyloxy)biphenyl-4-carbonitrile). Thereby, gold nanoparticles protected by a
ligand consisting of a liquid crystal mesogen unit and an alkane thiol unit spontane-
ously ordered themselves just by a simple thermal treatment, without the sue of any
templates. The length of the arrangementwas 1 to 60 nm, and the inter-array distance
was approximately 7 nm (Figure 10.32) [91].
Another approach that utilizes covalent forces is the chemically directed assembly of

gold nanoparticles on a thiol-patterned silicon surface [92]. The patterning of the
siliconsurface ispredefinedusingAFM, andachievedvia chemical forcemicroscopy [22].
The process is as follows. A silicon surface is modified with a monolayer of
3,5-dimethoxy-a,a-dimethylbenzyloxycarbonyl (DZZ)-protected thiol (DZZis a photo-
cleavable group typically used in organic synthesis and lithography). It transpired that
the application of a voltage between an AFM tip and a selected location on the
monolayer yielded deprotection (Figure 10.33), and consequently it was possible to
�write� a thiol-end-grouppattern into the givenmonolayer. Following treatmentwith a
10-nmcitrate-stabilized gold nanoparticle solution, the particleswere chemisorbed via
thiol–gold bond formation. In this way, single lines of gold nanoparticles can be
produced, even with a defined particle separation (Figure 10.34) [92].

Figure 10.31 Contact mode AFM height image
(top image) and average height profile (bottom
image) of gold nanoparticles chemically directed
onto mercaptohexadecanoic acid (MHA)
features patterned by microcontact printing
(mCP). The lines show an average height of

6.5 nm (the average height profile is shown at the
bottom of the figure), and a 6 nm increase over
the feature height after nanoparticle assembly.
The inset shows the height scale bar of 20 nm).
(Illustration reprinted from Ref. [90], with kind
permission.).
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Figure 10.32 TEM images of Au nanoparticles with liquid
crystalline ligands, (a) before and (b) after thermal treatment.
(Illustration reprinted from Ref. [91], with kind permission.).

Figure 10.33 (Step a) Electrically stimulated bond cleavage. (Step
b) Elimination of carbocation and release of carbon dioxide to
produce surface-bound thiol. (Step c) Directed self-assembly of
gold nanoparticles into a dendrimer pattern. (Illustration
reprinted from Ref. [92], with kind permission.).

Figure 10.34 (a) A line of gold nanoparticles, of one nanoparticle
width. (b) (A) Gold nanoparticles patterned with a 50-nm spacing
between individual particles. (B) Cross-sectional analysis of the
pattern.(IllustrationreprintedfromRef. [92],withkindpermission.).
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10.5
Conclusions

In this chapter, we have discussed the basic principles and selected examples of the
formation of nanostructures via the self-assembly of atoms by epitaxial growth, of
molecules, and of metal clusters. The examples presented have provided an impres-
sive demonstration that these methods represent powerful tools for the controlled
preparation of highly ordered nanostructures. In future, a combination of the three
methods should represent the next key step towards building up well-defined
functional nanostructures with suitable properties for applications in molecular
electronics. Moreover, besides the applications of self-assembled structures dis-
cussed here, such nanoscale structures are of growing interest in the development of
new sensors and catalysts. Inorganic substrates with epitaxially grown nanostruc-
tures display suitable starting points for the site-selective attachment of molecules,
and such molecules may serve as intelligent adhesives for the binding of nanoscale
subunits. The future goal of fabrication of complex functional nanoscale structures
will be achieved only by employing a hierarchical self-assembly approach, using
different scales and materials.
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Flash-Type Memories
Thomas Mikolajick

11.1
Introduction

The trend towards mobile electronic devices drives an increasing demand for non-
volatilememories [1]. In 2007, themarket forNANDFlashmemories approached the
size of the dynamic random access memory (DRAM) market with regards to bit
volume, and continues to grow. The hierarchy of today�s non-volatile memories is
illustrated schematically in Figure 11.1. From this, with the technologies available
today, a trade-off between cost and flexibility must be made.
At the low end of flexibility there is the read-only memory (ROM), which can only

be programmed during production, but delivers the lowest cost per bit. In a practical
application the most important feature today is the electrical rewritability. The
electrical erasable and electrical programmable ROM allows for this reprogramm-
ability on a Byte level. To achieve this, each memory cell must be constructed from
two transistors – the storage transistor and a select device – but this leads to a large cell
size. The electrical programmable memory (EPROM), on the other hand, consists of
only one memory transistor, but does not allow an electrical erase. The Flash-type
memory combines the small cell size of the EPROM with the electrical erasability of
the EEPROM simply by allowing the erase operation not on a Byte level but only on
large blocks of 16 kB to 1MB (see Figure 11.2). At the high end of flexibility there is a
memory that allows random access-like operation as in DRAMs or static random
accessmemories (SRAMs), and is non-volatile. Today, this non-volatile RAMcan only
be realized by the combination of DRAM or SRAM [2] with EEPROM or Flash, or by
ferroelectric RAMs [3].
Today�s standalone Flash memories can be divided into memories for code

applications and for data applications. In the code application, the memory must
allow a fast random access to enable real-time code execution. In the data application,
the focus is on highest density and fast program and erase throughput. The
implications of this difference on the array architecture and cell construction will
be explained in Sections 11.3.2 and 11.3.3. Additionally a number of applications
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such as �smart cards� call for Flashmemory embedded into a high-performance logic
circuit [4]. In the embedded Flash segment the density is typicallymuch lower than in
standalonememories. Therefore, the focus lies on easy integration into the standard
complementary metal oxide–semiconductor (CMOS) flow and low design circuit
overhead for thememorymodule. The requirements, however, are dependent on the
actual application, which in turn leads to the development of a large number of
different concepts for embedded Flash memories. In the standalone segment of the
market, in contrast, one mainstream solution for code and onemainstream solution
for data Flash memories have evolved.

Figure 11.2 A comparison of floating-gate-based EPROM,
EEROM and Flash memory cells. By sacrificing on the erase
flexibility, a Flash memory cell can be realized with one transistor
only.

Figure 11.1 Hierarchy of today�s non-volatile memory devices.
With the available technologies a trade-off between simplicity
(reflecting cost) and alterability exists. Flash memories that are
programmable on a single byte or page level and erasable on large
blocks have evolved as the best compromise for many mobile
applications, such as cell phones.
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At the heart of every non-volatile memory today there is either a floating-gate or a
charge-trapping transistor, both of which were invented in 1967 [5, 6]. Due to the low
oxide quality that was available during the late 1960s, a floating-gate transistor with
good retention was difficult to achieve, and charge trapping was therefore very
successful until the 1980s. However, with the improvement of oxides, the FAMOS
cell [7],which isbasedonafloatinggate that isprogrammedbyavalanche injectionand
constructed similar to the cell shown at the left of Figure 11.2, was successfully
introduced in1971forEPROM-typememories.EarlyEEPROMmemorieswerebased
on charge-trapping devices using a trigate cell [8]. In 1980, the FLOTOXcell [9] (which
is similar to the cell shown in the center of Figure 11.2)was demonstrated andbecame
the mainstream for EEPROMmemories. The first Flash memory was introduced at
IEDM in1985 [10], and in 1988 theETOXcell [11]–which today is themainstream for
NOR-typememories –was proposed. Finally,NANDFlash [12] – the standard for data
Flashmemories–wasfirstreportedat the1988VLSITechnologySymposium.In1987,
charge trapping was revived by introducing a cell programmed by hot electrons and
erasedbyhotholes [13].Thisallowedthesolutionof thebasic retention issueofcharge-
trapping devices, and in 1999 itwasfirst demonstrated that this concept could beused
to store two physically separated bits in one memory cell, thus reducing the effective
cell size below the lithographic limit [14].

11.2
Basics of Flash Memories

In order to integrate a Flashmemory into a product, two basic elements are required.
First, a memory cell that can perform the program, erase and read operation with the
required parameters is necessary. A generic charge storage memory cell, illustrating
the program, erase and read operation, is shown in Figure 11.3. To build a large
memory, these memory cells must be connected into memory arrays, with the final
memory parameters being governed by the combination of memory cell and array
architecture.

11.2.1
Programming and Erase Mechanisms

In programming and erase, the charge must be transferred to and from the charge
storage layer, overcoming the large potential barrier of the bottom or tunneling
dielectric. In principle, two different mechanisms are possible (see Figure 11.4). In
the hot carrier injection mode, the energy of the carriers is heated up to a level which is
sufficient to overcome the barrier. In the tunneling mode a large voltage is applied to
the barrier in order to reduce its effective width. Variants of both effects are used in
different type of Flash concepts. The ways in which several combinations of these
effects are realized in Flash concepts are listed in Table 11.1, and the most important
concepts will be explained in Section 11.3. Details of other concepts may be found in
the references listed in Table 11.1. At this point it should be noted that in Table 11.1
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and the remainder of this chapter, the operation performed on a byte, word or page
level is called �programming� and the operation performed on a block level is called
�erase�.

11.2.1.1 Hot Carrier Injection
In channel hot electron programming, the electrons are accelerated until they have
enough energy to surmount the barrier between silicon and silicon dioxide. For
electrons this barrier is about 3.1 eV [18], whilst for holes the silicon bandgapmust be

Figure 11.4 Two ways to overcome the silicon/silicon dioxide
barrier. In the hot electron injection, carriers are accelerated until
they have enough energy to surmount the barrier. In
Fowler–Nordheim tunneling, a large electric field is applied to the
barrier, leading to a reduction of the effective thickness of the
barrier.

Figure 11.3 Generic charge storage memory cell
(a) and basic cell operation (b). The charge
storage layer, which can be either a floating gate
(Section 11.3) or a charge-trapping layer
(Section 11.4) is separated from both the control
gate as well as the transistor channel by an

insulator. By placing electrons or holes inside of
the charge storage layer, the threshold voltage of
the transistor can be controlled leading to a
significant difference in drain current at a given
gate voltage.
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added, resulting in a barrier of 4.2 eV. To achieve this energy, a high field must be
generated in the channel by applying a sufficiently high drain voltage. Additionally, a
gate voltage that attracts the generated carriers must be applied. Thismethod has the
advantage of microsecond programming speed for a single bit, as well as the fact that
it is a three-terminal operation making the disturb optimization easy in a NOR-type
architecture. On the other hand, the mechanism has the problem of being very
ineffective, as typically approximately 105 to 106 channel electrons areneeded to inject
one electron into the storage layer. This leads to a current consumptionwhich is in the
range of 100 mA per cell. The consequence is a limited parallelism of cells during
programming, and therefore a limited programming throughput.
In order to reduce both the programming current as well as the drain

voltage required during programming, two alternative approaches are possible
(see Figure 11.5). First, it is possible to apply a bulk voltage during programming,
and in this case the field between drain and bulk is increased. As hot electrons at the
drain side will lead to electron hole pair creation by impact ionization, the generated
holes can be accelerated to the bulk and thereby create a second impact ionization.
The so-generated tertiary electrons again may be accelerated towards the charge
storage layer. By using this approach the drain voltage can be reduced below 3V and
the current can also be significantly reduced [19]. However, care must be taken to
maintain the benefit when scaling down the channel length [20].
Another approach is to use a so-called �split gate transistor�, where the channel

region is divided into two serial regions with individual gates. The storage layer is
present only below one of the two gates. The gate voltage at the gate close to the source
is chosen at a value slightly above the threshold voltage, which limits the current
flowing trough the channel. The voltage of the second gate is set to a high enough
voltage to accelerate the carriers into the charge storage layer. By doing this, a high

Figure 11.5 Channel hot carrier injectionmecha-
nisms. In the classical channel hot electron
injection, the injection is mainly by primary
channel electrons or secondary electrons
(a). With applied back bias, the injection current
is significantly increased by the carriers
additionally generated during the secondary

impact ionization event (b). In source side
injectionmode the channel current is limited by a
second control gate and the field for hot carrier
generation is decoupled from the field that
attracts the carriers to the storage layer (c). This
enhances the efficiency by about 2 orders of
magnitude.
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field is created at the region between the two gates, such that the electrons will
become hot in that area of the device. As the carriers are injected at a location close to
the source, this method is referred to as �source side injection� (SSI) [21]. The
channel current can be reduced to the single mA range. Due to the necessity of a
second gate electrode, however, there is a cell size drawback and a circuit overhead
associated with this source side injection.
Besides channel hot electron generation, carriers generated by band to band

tunneling [27] may also be used for programming and erase. In this case, band-to-
band tunneling in the drain junction is induced by applying a high drain potential
while the gate is turned off. The so-generated carriers are accelerated towards the
channel by the electrical field, collecting enough energy to surmount the potential
barrier. This is illustrated in Figure 11.6 for the case of hot hole generation in a
n-channel device. Amodified version uses a highly doped buried layer to generate the
band-to-band tunneling [28].

11.2.1.2 Fowler–NordheimTunneling
In Fowler–Nordheim (FN) tunneling, a high electric filed applied to the barrier
creates a trapezoidal barrier which significantly reduced the effective barrier for the
carriers (see Figure 11.4). The current can be calculated according to the well-known
equation [29]:

IG ¼ AFNE
2
oxexp � BFN

Eox

� �
ð11:1Þ

where Eox is the electrical field in the oxide and AFN and BFN are material-specific
constants. If a dielectric charge-trapping layer is used for charge storage, thematerial
stack relevant for the tunneling will also depend on the applied field [33]. For low
fields, the carriers must tunnel through part of the trapping layer in addition to the
tunneling dielectric. For higher fields and very thin layers, direct tunneling is

Figure 11.6 Generation of hot holes by band to band tunneling.
The band bending in the highly doped region of the nþ junction
leads to generation of carriers by band to band tunneling. The
carriers are heated by the lateral electrical field and attracted to the
storage layer via the vertical electrical field.
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dominant. Finally, for high fields the FN tunneling [as given by Equation 11.1] is the
most important mechanism.
Until now, we have been considering charge transfer between the transistor

channel and the charge storage layer. However, by using tunneling the charge can
also be transferred to the gate electrode [30] or to a specially designed erase gate [31].
In this case the modified properties of the tunneling barrier created on a polysilicon
electrode, as well as field enhancement by poly tips,must be taken into account in the
FN tunneling current.

11.2.1.3 Array Architecture
When combiningmemory cells to amemory array, different versions are possible. The
straightforwardway is toconnect thegateofeverymemorycell toawordline, thedrainof
every memory cell to the bitline, and to connect all the sources of the memory cells to
ground. By using this construction all n cells on one bitline are connected in parallel to
each other. As this resembles the n-channel portion of a n-input NOR gate, this
architecture is referred to as NOR, or more precisely common ground NOR. Other
types of NOR architecture will be discussed later in this section. In contrast, it is also
possible toconnect thecellson thebitline ina serial connection, leading toaNAND-type
array. In practical applications the number of cells in seriesmust be limited to keep the
read current on an acceptable level; therefore, typically 32 cells are placed between two
select transistors and the so-constructedNANDstrings are connected to the bitline in a
similar manner as the individual cells in the standard NOR arrangement. When
comparing NAND and NOR architectures, it is clear that the random access time is
much faster in the NOR-type array, as every cell is directly accessed by a bitline. In the
NANDarchitecture, incontrast, theserial connectionofcells results inahighresistance
through which the current must flow to the bitline. The result is a much lower read
current – and therefore a much slower random access. On the other hand, the NAND
arrangementhas adistinct size advantage, as the contacts are sharedbetweenall cells of
thestring,whereasonecontact forevery twocells isnecessary incommongroundNOR.
The program and erase mechanism used in the cell also has an impact on the

possible array architecture. For a cell programmed by channel hot electron injection,
the commongroundNORarrangement is an idealfit, as thenecessary voltages canbe
precisely applied to the cell, thusminimizing any disturbance to other cells. For other
injection mechanisms, or to minimize the cell size, the common ground NOR
architecture may be modified. An overview of the possible array architectures is
shown in Figure 11.7. InNOR, aswell as the above-mentioned commongroundNOR
architecture, a separate source linemay also be used for every bitline; such as array is
commonly known as an AND [32] array. Although themost compact realization uses
buried bitlines, some versions withmetal bitlines are also used [34] if access time has
to be minimized rather than cell size. Finally, in such an array each pair of
neighboring bit line and source line can be combined to one line. Since here the
ground is defined only by the operation of the array, this architecture is referred to as a
�virtual ground NOR array� [35]. This has the advantage of a very small cell size
(similar to NAND), and also enables a symmetrical operation of the cell, which is
essential in multi bit operation (see Section 11.4.2).

358j 11 Flash-Type Memories



11.3
Floating-Gate Flash Concepts

11.3.1
The Floating-Gate Transistor

In essence, every flash cell is a metal oxide silicon (MOS) transistor with the charge
storage layer placed in between the control gate and the channel. The drain current ID
of a MOS transistor can be expressed by the set of Equation 11.2 [36]

ID ¼ b ðVG �VTÞVD � V2
D

2

0
@

1
A for VG �VT >VD > 0

ID ¼ b
2
ðVG �VTÞ2 for 0 <VG �VT � VD

ID ¼ 0 for VG �VT < 0

ð11:2Þ

whereVG is the gate voltage,VD is the drain voltage,VT is the threshold voltage, and b
is the transconductance. b and VT are given by Equation 11.3:

Figure 11.7 Architectures for Flashmemory arrays. In principle, it
is possible to connect the cells on one bitline in parallel leading to
the NOR-type array and in series leading to the NAND-type array.
ForNOR-type arrays,many different variants have beenproposed,
whereas for NAND there is only one mainstream solution.
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b ¼ W
L
CISm

VT ¼ FMS � 2f� QS

CIS
� Q IS

CIS

ð11:3Þ

whereWand L are the channel width and channel length of the device,CIS is the total
capacitance of the gate insulator, m is the channel mobility, FMS is the workfunction
difference between the gate electrode and the channel,fB is the Fermi potential,QS is
the charge in the depletion layer, and QIS is the total charge in the insulator
normalized to the silicon/insulator interface. In principle, the stored charge in a
non-volatile memory cell can be modeled by the insulator charge QIS. For a charge-
trapping device (as introduced in Section 11.4) this holds true, without further
modifications.
In the floating-gate device, however, the gate controlling the device is the floating

gate (FG) where, from the outside world, only the control gate (CG) can be accessed.
Therefore, the gate potential VG in Equation 11.2 can only be controlled according to
the capacitive coupling of the floating gate to the external terminals. The capacitive
coupling of the floating gate to the external accessible terminals is illustrated
schematically in Figure 11.8; from this figure, under the assumption that the bulk
and source of the device are grounded, Equation 11.4 can readily be deduced giving
the floating-gate voltage VFG as a function of the gate and drain voltage.

VFG ¼ aGðVCG þ f VDÞ

f ¼ aD

aG
¼ CD

CC

ð11:4Þ

In Equation 11.4 aG and aD are the gate-coupling and the drain-coupling
coefficients, which are a function of the respective capacitances according to
Equation 11.5:

Figure 11.8 Schematic drawing of a floating-gate cell, illustrating
the capacitive coupling of the floating gate to the external
accessible terminals.
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gate coupling : aG ¼ CC

CT

gate coupling : aD ¼ CD

CT

ð11:5Þ

CT¼CCþCSþCBþCD is the total capacitance, where the individual capacitance are
defined in Figure 11.8. By substituting Equation 11.4 into Equations 11.2 and 11.1
and rearranging, the threshold voltage with respect to the control gate is obtained

VT;CG ¼ VT;FG

aG
� aD

aG
VD � QFG

CC
: ð11:6Þ

The CG threshold voltage is a function of the floating-gate threshold voltage, the
charge in the floating gate, and also a function of the applied drain voltage. This
means that the threshold voltage is lowered when the drain voltage is increase or, in
other words, the device can be turned on by the drain terminal. This effect must be
considered when designing floating-gate memory arrays.

11.3.2
NOR Flash

Whilst, in Section 11.2.2 it was shown that a significant number of variants of
different NOR-type concepts exist, this section will focus on the mainstream NOR
concept. This uses a common ground NOR architecture (see Figure 11.7) in
combination with the so-called EPROM tunnel oxide (ETOX) cell. The ETOX cell
is, in principle, a stacked gate cell (see Figure 11.2, right and Figure 11.3a) that is
programmedusing channel hot electrons, and is erased using FN tunneling. In older
generations the erasingwas carried out towards the source terminal of the device, but
as this calls for a large underdiffusion of the source junction under the gate in newer
generations it was replaced by tunneling towards the channel.
The cell layout and cross-sections through a cell fabricated in 90-nm technology is

illustrated in Figure 11.9. It can be seen that thewordline (WL) pitch is larger than the
bitline (BL) pitch, as the channel length cannot be scaled to theminimum feature size
using channel hot electron programming and the contact that must be placed in
between two cells. The source line, in contrast, is fabricated self- aligned to the word
line.TheBLpitchon theother side is close to twice theminimumfeaturesize,which is
accomplishedby self-aligning thebottompart of thefloatinggate to the shallow trench
isolation (STI) andusinganunlandedcontact.Note that the toppartof thefloatinggate
isoverlappingtheSTI, leadingtoafloatinggatespacebelowtheminimumfeaturesize.
This, in combination with the portion of the control gate that is between the floating
gate, provides more area to increase the gate coupling coefficient (see Figure 11.9).
The voltages applied to the terminals for programming, erasing and reading the

cell are listed in Table 11.2. Programming is carried out using channel hot electron
injection; optionally, the efficiency may be improved by applying a low bulk voltage.
Another important aspect that must be considered in the operation of every flash

memory array are disturbs. These can cause an unwanted change of the cell content.
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A read disturb is caused by the fact that, for very low drain voltages, there is a
probability of hot carriers being injected into the floating gate. Additionally, during
read the applied gate voltage may cause FN tunneling into the floating gate. Both of
these effects give rise to an unwanted programming of a cell during read. During
programming, all cells connected to the same bitline are seeing a drain disturb, while
all cells connected to the samewordline are seeing a gate disturb (see Figure 11.10). In

Figure 11.9 Layout and cross-sections of an ETOX-type Flash
memory cell. The scanning electron microscopy cross-sections
are taken from a 90-nm technology [37].

Table 11.2 Voltage conditions in read, program and erase for a typical ETOX-type cell.

Gate Drain Bulk

Read 4V <1V 0V
Program 7 to 10V 3 to 6V 0 to �1.5 V (optional)
Erase �6 to �8V float 6 to 8V

Figure 11.10 Gate and drain disturb in a common ground NOR-type Flash memory array.
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erase, the disturb can be eliminated in flash-type memories by physically separating
the erase sectors from each other.

11.3.3
NAND Flash

InNAND, only one concept exists, as illustrated in Figure 11.7. Aswith theNOR-type
memory, the cell is a stacked gate but, due to the serial connection of cells, hot electron
programming is not practical. The cells are therefore programmed and erased by FN
tunneling between channel and floating gate. A schematic overview of a typical
NAND string, including cell cross-sections taken from a 60-nm cell, is shown in
Figure 11.11 [38]. Today, 32 cells are connected between two selects; this number has
increased from eight cells via 16 cells, and may increase to 64 cells in the future [59].
The ground select connects the string to a sourceline, while the bitline select connects
each string to a metal bitline.
In the wordline direction the cell resembles the ETOX cell described earlier. In the

bitline direction, the cell is much denser due to a lack of contacts, as well as
the channel length which can be scaled down to the minimum feature size due to
the fact that the cell only has to isolate very low voltages. This becomes clear from
Figure 11.12, where the main operations – read, write and erase – are explained in
more detail. Erase is achieved simply by applying a sufficiently high voltage for FN
tunneling to the well and applying 0V to all the wordlines in the sector that must be
erased, while leaving the wordlines of the non-erased sectors floating.
In the read operation a voltage higher than the highest VT of a programmed cell

must be applied to all the non-selected wordlines. In the erased state, the threshold
voltage of the cells is chosen to be negative. Therefore, 0 V can be used on the
wordlines that must be read. If a voltage of about 1V is applied to the bitline,
the selected cell will conduct if it is in the erased state and will be below threshold
in the programmed state. For writing, a voltage high enough for FN tunneling
(e.g., 15–20V) is applied to the selected wordline. The channel of the selected cell is
set to 0V by applying 0V to the selected bitline, turning the bitline selector on, and
applying a high enough voltage to all the other wordlines; this will allow all other cells
in the string to be turned on.
Care must be taken to avoid programming of the cells on the same wordlines. In

early NAND Flash implementations a voltage of about 7 V was applied to the
unselected bitlines and transferred to the channel of the cells on the selected
wordline [39]. This, however, had two significant drawbacks. First, the junctions of
the cells had to withstand the high voltage applied to the unselected bitlines, which
restricts the scalability of the cell. Second, all the unselected bitlines had to be charged
to a high voltage during programming. When the supply voltage was reduced from 5
to 3.3 Va new solutionwas implemented [40]. In that solution the bitline selects of the
unselectedwordlines are switched off by applyingVDD to the unselected bitlines. The
channel of the inhibited cell will then raise its potential by capacitive coupling via
the tunnel oxide capacitance CTunnel and the ONO capacitance CONO to the high
voltage applied to the wordline. A high voltage applied to the passing wordlines will
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further help to raise the channel potential in the disturbed cell. Now, the program-
ming voltage and the voltage applied to the passing wordlines must be optimized to
minimize thedisturb effect. Examples for 120 and 90 nmTechnology generations can
be found in Ref. [41].
A large number of floating-gate concepts other than standard NOR or NAND have

been proposed, and some of these are – or were – in production. Good overviews can
be found in Refs. [42, 43]. Embedded flash memories have somewhat different
requirements than standalone memories. Normally, much smaller memory densi-
ties are required than in standalone memories, and therefore the cell size is not as
important but rather the size of the complete memory module including charge
pumps, decoding, and so on must be minimized. This results in a high incentive to
minimize the voltage requirements. Besides, every application focuses on different

Figure 11.11 Layout and cross-sections of a string of NAND
memory cells. In today�s technologies, 32 cells are placed between
a ground select and a bitline select. The ground select connects
the string to a ground line, that in turn connects all strings to
ground. The bitline select connects every string to a metal bitline
via a bitline contact. The cross-sections are taken from a 60-nm
technology [38].
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requirements such as very fast random access, high endurance, high reliability, or
lowpower, and therefore a large number of concepts coexist. In general, the ETOX is a
good fit to many requirements, as long as the power consumption during program-
ming can be tolerated. Among the large number of different concepts (some of these
are referred to in Table 11.1) thefield-enhancing tunneling injector cell [45, 47] is very
popular and has been adopted bymany foundries. Here, source side injection is used
for the programming.

11.3.4
Reliability Aspects of Floating-Gate Flash

Every charge-based non-volatile memory inherently faces two reliability challenges.
The first challenge is that the stored charge may be lost or charge may be gained
during storage, leading to a loss of information; this phenomenon is referred to as
retention loss. The second challenge is that the memory cell will degrade during
repeated programming anderase cycles. Therefore, the endurance that amemory cell
can achieve is a decisive quality criterion. Figure 11.13 illustrates how these basic
properties manifest themselves in a 90 nm NAND Flash memory cell [46]. As
program and erase cycling degrades the properties of the memory cell, the retention
properties will also be affected by the precycling.

Figure 11.12 Read, write and erase operations of a NAND memory array.
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In floating-gate memories, two specific effects must be mastered. The first is an
effect that causes an abnormal erase behavior, leading occasionally to a much faster
erase in some cells (see Figure 11.14a). As this effect is erratic in nature and affects
single bits rather than thewhole population, this phenomenon is called erratic bit [47].
The secondphenomenon is also statistical in nature, in that during storage some cells
may lose charge much faster than the main population. This effect occurs at lower
temperatures, disappears at high storage temperatures, and becomes more pro-
nounced after cycling (Figure 11.14b and c). This second effect is referred to as
anomalous SILC ormoving bit effect. Erratic bits are attributed to hole trapping in the
bottom oxide. A small probability exists that clusters of three or more trapped holes
exist. The overlap of the electrical field of the trapped holes leads to a strong increase
in tunneling current [48], and thus to a much faster erase. The anomalous SILC or
moving bit is explained by charge loss via neutral traps that are generated while
cycling the cell. As a percolation path of such traps must exist for a charge loss to
occur, the phenomenon is a strong function of oxide thickness, with thicker
tunneling oxides showing much lower moving bit rates than their thinner
counterparts [49].

11.3.5
Scaling of Floating-Gate Flash

The most severe issue in scaling down floating-gate devices is the non-scalability of
the tunnel oxide and the inter poly dielectric. In order to achieve non-volatile
retention, the tunneling dielectric must be at least 6 nm thick [50], although in
practical memories thickness of 8–10 nm are used, based on the concrete reliability
specification. Thismargin allows the covering of extrinsic effects such asmovingbits.
Scaling of the oxide-nitride-oxide (ONO) layer used as the interpoly dielectric is
limited to an electrical effective thickness of about 13 nm due to retention and Vt

stability constraints [51].

Figure 11.13 Retention (a) and endurance (b) characteristics of a
90-nm NAND Flash memory cell [49]. The dependence on
precycling is shown for the retention characteristics, while the
influence of device geometry is illustrated for the endurance curve.
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Further scaling of the tunneling oxide can only be obtained by radically re-
engineering the tunnel barrier. Materials with a higher dielectric constant (e.g.,
HfO2, ZrO2) that are currently investigated for logic transistors can help. Crested
barriers [52] could further improve the basic memory cell by increasing the ratio
between the on and off current, leading to much faster write times as well as lower
programming voltages. The principle of such an approach is shown schematically in
Figure 11.15. The triangular shape of the barrier maintains the maximum barrier
height if no voltage is applied (retention case), but drastically reduces the effective
barrier in case of an applied voltage (programming or erase case). As a crested barrier
is not achievable with those materials that have the required barrier heights, a
staircase approximation using three layers with different band offsets, as well as
different dielectric constants, is a reasonable approach. In the optimum structure the
center layer would have a high band offset and a high dielectric constant, while the
surrounding layer has lower band offset as well as a lower dielectric constant
(Figure 11.15c). In most materials, however, a high band offset is correlated with
a low dielectric constant and vice versa, making the optimum choice very difficult.
A stack consisting of Si3N4/Al2O3/Si3N4 could be a reasonable and producible

Figure 11.14 Specific reliability phenomena in floating gate
memory cells [50]. Erratic bits (a) occasionally have a much faster
erase than the majority of the population. Some bits show a
pronounced low-temperature retention loss which ismuch higher
after cycling (c: after 10 k cycles) than before cycling (b: after
10 cycles).
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compromise [53]. An alternative – and perhaps better – manufacturing approach
would be to sandwich a hi-k layer in between two low-k layers [54], and encouraging
data have recently been demonstrated by using such an approach [55].
The non-scalability of the inter-poly dielectric thickness will eventually lead to a

situation where the control gate will not fit into the space between two floating gates
(Figure 11.16a). With the conventional ONO dielectrics this would lead to a situation
where the control gate to floating gate coupling is significantly degraded [56]. To
compensate for this, a high-k coupling dielectric is required, which has a k-value high
enough to achieve the coupling only via the top of the floating gate (Figure 11.16b).
Typical materials are very similar to those used for gate dielectrics, including HfO2

and Hf/Al micro laminates [57].

Figure 11.16 Possible scaling path for floating-gate memory
cells. (a) Today�s device architecture. (b) A scaled device using
high-k inter-poly dielectrics as well as low-k dielectrics
between floating gates. CG, control gate; FG, floating gate.

Figure 11.15 Different approaches to re-engineer the tunneling
barrier of a floating-gate memory cell. (a) Conventional barrier;
(b) ideal crested barrier; (c) staircase approximation of a crested
barrier; (d) hi-k barrier sandwiched in between two low-k layers.
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The reduced spacing between floating gates will also lead to higher capacitive
coupling betweenfloating gates, and result in severe crosstalk between cells [55]. This
calls for a material with a lower dielectric constant between the floating gates, as
shown inFigure 11.16b. Thismust also be implemented in the area between theword
lines. Replacement of the silicon nitride spacer of the cell transistor with a silicon
dioxide spacer (as shown in Ref. [58]) may help to significantly reduce the effect, but
in the long term real low-kmaterials will be necessary. The recently demonstrated air
gaps between the floating gates may represent an ultimate solution [59].
Although the scaling challenges presented so far are valid for all types of floating-

gate flash memory devices, in the NOR-type architecture two more limitations must
be considered [60]. First, a contact is required for every two cells, and this results in a
significant area overhead. The overhead can be minimized by using a contact that is
self-aligned to the control gate [61], or by using a virtual groundNORarray rather than
a common ground NOR array [62]. The second limitation is that the channel length
scaling is limited by the high voltages required during channel hot electron
programming.However, a vertical devicemay be required to overcome this issue [63].
Instead of reducing the feature size, the cost reduction and density increase of a

flash memory can also be achieved by increasing the number of bits stored on the
same surface area, rather than reducing the size of a physical cell. As the charge
storage is analogue in nature,more than two levels can be stored on one floating gate.
To code n bits, 2n levels are required. Figure 11.17 illustrates the corresponding VT

distributions for both NOR and NAND devices. For NOR devices, the multi-level
approachwas introduced to themarket back in 1997 [64], and today in NANDdevices

Figure 11.17 Multi level storage. The VT distributions of a 1-bit
and a 2-bit cell are compared for NOR as well as NAND Flash
memories.
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multi-level is also becoming increasingly popular as cost reduction is the most
important aspect in data storage [65]. In the long term, the three-dimensional
stacking of memory cells may also be an option; an example of this, namely the
vertical integration of a NAND string, was demonstrated in Ref. [66].

11.4
Charge-Trapping Flash

Instead of using a floating gate to store the charge, an insulator with a high density
of traps – a so-called charge-trapping layer – may also be used. Although this
approach enjoyed some success during the 1970s and 1980s for EPROM and
EEPROM memories [67, 68], in Flash memories the floating gate, in its ETOX and
NAND versions, became dominant during the 1990s. The charge-trapping concept
has some interesting advantages over floating-gate devices. As the charge is highly
localized, no capacitive coupling effects (as described in Section 11.3.1) need to be
considered. The cell can be described by Equations 11.2 and 11.3 with the storage
charge included in QIS, which means that there is no drain turn on effect. The
localization of charge also makes the cell less sensitive to any local defects
responsible for erratic and moving bits in floating-gate cells. The coupling between
cells is also much less pronounced. A few years ago the localization was utilized to
store two physically separated bits in the same memory cell to create a multi-bit
cell [69] (see Section 11.4.2), and this led to a revival of charge-trapping devices in
the Flash world.

11.4.1
SONOS

Today, charge-trapping devices typically use a stack consisting of a polysilicon control
gate electrode, a silicon dioxide topoxide, a silicon nitride storage layer, and a silicon
dioxide bottom oxide placed on top of the active silicon. This stack (see Figure 11.18,
left side) is referred to as a SONOS structure. Figure 11.18 also illustrates the
programming and erase operation of such a structure using tunneling. During the
programming and erasing operation, electrons or holes can be injected into or ejected
out of the nitride storage layer. In programming, it is mainly electron injection from
the silicon channel over the bottom oxide barrier into the nitride that takes place.
Generally, for very long programming times and high VT shifts, the hole injection
from the control gate becomes significant and reduces any further programming. In
the initial phase of the erase, the tunneling of electrons from traps via the nitride
conduction band into the channel region is the dominant process, but this is
increasingly being replaced by hole tunneling from the channel to the nitride as
the erase progresses [70]. The erase process will result in less-negative charge in the
trapping layer, leading to a reduction of the trapping layers potential. Therefore, the
field over the bottom oxide is reduced and the field over the top oxide is increased,
leading to an onset of electron tunneling from the gate to the trapping layer and a
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reduction of hole tunneling from the channel to the trapping layer. Finally, a steady
state of the two processes – and therefore a saturation of the erase – will occur.
Due to the asymmetry of the two interfaces, the increase in erase voltagewill lead to

a strong increase in the injection from the gate, and hence to an even higher
saturation level. This can be seen in the lower right-hand graph in Figure 11.18. In
order to increase the erase speed, it is possible to increase the field over the bottom
oxide, to reduce the field over the top oxide, or to increase the barrier for electrons at
the control gate–top oxide interface. Although the simplest choice is to reduce the
bottom oxide thickness, which will lead to a significantly increased field over the
bottom oxide, it will also degrade the retention properties. Formany years, therefore,
the SONOS development was caught in the trade-off between bad retention and slow
erase.

Figure 11.18 Programming (top row) and erase
(bottom row) operation of a SONOS-type
structure illustrated in the band diagram and a VT
over time characteristic [70]. During erase, the
field over the bottom oxide will gradually

decrease, while the field over the top oxide will
increase; this will lead to a steady state and
therefore to a saturation effect. The asymmetry of
the two interfaces makes the saturation occur at
higher VT levels for higher gate voltages.
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The increase in the barrier for electron injection from the gate electrode is very
effective, as can be seen in Figure 11.18 (lower right), where nþ doped gates and pþ

doped gates are compared. However, this alone is insufficient to achieve an erase
performance that will be fast enough for a data Flashmemory, yet still be secure after
10 years of retention. The field over the top oxide can be reduced by replacing the
silicon dioxide with a high-k material such as Al2O3 [71]. Indeed, recently the
combination of an Al2O3 topoxide and a high-workfunction TaN gate electrode was
implemented in order to achieve NAND Flash-compatible performance on a 63 nm
demonstrator using a bottom oxide as thick as 4 nm [72]. The structure used was
referred to as a TANOS (Tantalum-nitride/Silicon-nitride/Silicon-dioxide/Silicon).
The cross-section of the used stack, as well as the erase curves demonstrating a
memory window of 5V, are shown in Figure 11.19. This device represents a very
promising candidate for NAND Flash memories with sub-40 nm ground rules.

11.4.2
Multi-Bit Charge Trapping

If the localized charge storage properties of a charge-trapping layer are combined
with the localized injection by channel hot electrons, then the stored charge can be

Figure 11.19 NAND Flash demonstrator using a TANOS cell
on 63-nm ground rules [72]. The cross-section (a) shows
the similarity to a floating-gate NAND. Program and erase
performance is good enough to achieve 5 V memory window
using a 4 nm-thick bottom oxide which ensures non-volatile
retention.
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placed in very narrow region which is self-aligned to the drain junction of the device.
By interchanging the source and drain of such a device, two physically separated bits
can be stored (see Figure 11.20a and Ref. [69]). In order to read the bits separately
from one another, the source and drain must be interchanged compared to the
programming conditions, and a drain voltage large enough to punch through the
region below the charge above the drain region used in read must be applied
(Figure 11.20c and d). As the charge is localized in a region close to the drain
junction during programming, hot holes generated by band-to-band tunneling can
be used for erase to compensate the stored charge (Figure 11.20b; see also Figure 11.7
and Ref. [13]). This allows for a sufficiently thick bottom oxide layer so as to avoid
vertical charge loss and circumvent the erase saturation issue described in
Section 11.4.1.
This device is implemented under different trade names such as NROM [13],

MirrorBIT [73], NBit [74] and Twin Flash [75], both in code and data Flash products.
In order to operate themulti-bit charge-trapping cell described above, it is essential

to have an architecture where no difference between bitlines and sourceline exists.
The virtual ground NOR array (see Figure 11.7) therefore is the natural choice. This
can be constructed by the structuring of aONO layer, implanting the bitlines through
the openings, growing an oxide for isolation, and finally forming the wordlines
perpendicular to the bitlines. This method was used in the first-generation systems
(see Figure 11.21a), but it has the drawback of a high thermal budget that must be
applied to the bitline implants.

Figure 11.20 Multi-bit charge trapping memory
cell. To inject charge self-aligned to the drain
junction, programming is done by channel hot
electron injection (a). Hot hole erase (b) enables
the use of a thick bottom oxide. In reverse read
(c), the charge of the secondbit in the same cell is
screened by applying a sufficiently high drain

potential, while the role of drain and source are
interchanged as compared to the programming
conditions. Thepotential diagrams (d) showhow
the potential of the region below the charge is
controlled by the drain potential rather than the
stored charge if the drain potential is high. In (d),
in red¼ high potential; blue¼ low potential.
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Although the multi-bit charge-trapping type of memory cell has all the advantages
described in Section 11.4.1, plus the inherent two bit per cell operation, there remain
two challenges that must be considered. First, the unique mechanism of localized
charge storage makes an understanding of the reliability-governing factors more
complex. On an empirical basis, all effects that are necessary to create a reliable
product are well understood and under control [76]. The physical basis for the
observed results, however, remains the subject of debate among the scientific
community. In principle, two effects may occur: First, the injection of hot holes
during erase may damage the bottom oxide, leading to traps that can cause a vertical
loss of the stored electrons [77]. Second, due to the fact that in programming and
erase two localizedmechanisms are used that will not be totally aligned to each other,
a dipole will be created. This dipole may lead to lateral charge movement and
therefore a change in VT. In practice, however, both mechanisms may be involved,
leading to a well-behaved and predictably reliable unit [78].
A number of modifications of the above-described multi-bit charge-trapping cell

have been reported. For example, by adding an assist gate programming can be
carried out using source side injection, which significantly reduces the cell current
during programming. Examples of multi-bit charge-trapping cells using source side
injection may be found in Refs. [82–84]. Another interesting variant is created by
programming the cell with hot holes rather than hot electrons. In that case, the erase
may be performed by FN tunneling either to the channel or to the gate [85, 86]. This
concept, which is referred to as PHINES (programming by hot-hole injection nitride
electron storage), has one main drawback in that programming of the second bit on

Figure 11.21 Multi-bit charge-trapping memory cells. In the
0.17mm generation a buried bitline with crossing wordlines was
used [79]. Amore advanced version uses a device that resembles a
standardMOS transistor [80, 81]. To end up with a virtual ground
NOR architecture, a local interconnect must connect two
neighboring devices over an isolation region. This local
interconnect is then connected to the metal bitline.
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the same junctionmust be avoided.However, the same basic cell can also be used in a
NAND-type architecture [87].

11.4.3
Scaling of Charge-Trapping Flash

When further scaling down the planar type of SONOS cell, the cell properties will
suffer from low gate control, low read current, and a small number of electrons. In
principle, the options of tailoring the tunneling barrier described for floating-gate
device scaling can also be applied to the bottom oxide of a charge-trapping cell.
Charge trapping, however, also enables another scaling path, by utilizing a FinFET
device [88]. In principle, this could also be achieved with a floating-gate device, but
two problems are encountered: First, the stack of tunnel oxide, floating gate and
interpoly dielectric is too thick to fit the space between two neighboring cells; and
second, the high coupling of the floating gate to the channel in a FinFETdevice will
cause a deterioration in the gate coupling ratio [see Equation 11.2]. In a charge-
trapping device the implementation of a FinFETdevice is straightforward; the general
concept, as well as the excellent programming and erase curves that may be achieved
with devices as short as 20 nm [89], are illustrated in Figure 11.22.

Figure 11.22 FinFET-based charge-trapping NAND [89]. The
SEM images show cross-sections of a fabricated device with a
channel length of 20 nm and a fin width below 10 nm. The
programming and erase characteristics demonstrate a memory
window of more than 4 V with fast program and erase.
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In order to further increase thememory density, a 3-DNAND-typememory would
be very beneficial. Although the straightforward approach here would be to use thin-
film transistors, charge trapping is again the favored solution, as it is much easier to
integrate in a stackedmanner compared to a floating-gate device. Thefirst results of a
thin-film transistor-based charge-trappingmemory cell have recently been published
by Walker and colleagues [90].
For the multi-bit charge-trapping memory cell it is essential to scale down the

channel length, and indeed some excellent cell properties have been demonstrated
down to 60 nm generation with the type of cell shown in Figure 11.21b [75, 81]. For
further scaling down, a cell whichuses structurednitride areas to store the chargewas
proposed. This has the advantage of controlling the cross-talk between bits, as well as
being able to us thinner gate dielectrics between the ONO layers [91, 92]. A more
radical approach that utilizes the third dimension by adopting a U-shaped device [93]
is shown in Figure 11.23. Another approach to increase the storage density and
reduce the area usage per bit is to combine the multi-bit concept with a multi-level
approach. As a result, with four levels on each side of the cell (a total of eight levels), 4
bits can be stored [94], whereas by comparison afloating-gate cell requires 16 levels to
store 4 bits (see Section 11.3.5).

11.5
Nanocrystal Flash Memories

In addition to floating gates and charge-trapping layers, nanocrystals are also
currently under investigation for future use as flash devices [95]. A typical

Figure 11.23 U-shaped multi-bit charge-trapping cell [93].
The U-shaped channel allows the surface area usage to be
reduced, without any reduction of the effective channel length.
The current–voltage (I–V) curves demonstrate the excellent
separation of the two bits. Virgin¼ unprogrammed;
Prog¼programmed.
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nanocrystal device is illustrated schematically in Figure 11.24, whereby small
conductive crystals with a diameter of about 2–5 nm are embedded into a silicon
dioxide layer. Most of these investigations have been conducted on silicon
nanocrystals, although germanium [96] or metal [97, 98] nanocrystals have also
been studied. As with charge-trapping devices, nanocrystal devices are much more
robust with respect to local defects in the bottom oxide layer. They also show the
unwanted erase saturation that is observed in SONOS. However, in the case of
silicon nanocrystals there are two identical interfaces/barriers between the control
electrode and topoxide, as well as between the nanocrystal and bottom oxide.
Hence, a higher voltage will not lead to an even higher erase saturation level, and
the erase can be accelerated to the appropriate level by using a higher erase
voltage [100].
Nanocrystal devices can be programmed and erased either by tunneling [101] or by

hot electron/hot hole injection [102]. In the latter case, as with charge-trapping
memories, a multi-bit device can be realized, whereas in the former version
nanocrystals may be candidates for future NAND-type memories. Although the
erase saturation is somewhat relaxed, the trade-off between fast program and erase
and sufficient non-volatile retention is a key issue for nanocrystal devices which
are programmed and erased using tunneling. One way to improve the retention is to
use a self-aligned double stack of nanocrystals [103]; in this way, by utilizing the
coulombblockade effect and quantum confinement, the retention can be improved if

Figure 11.24 Silicon nanocrystal Flash cell. (a) Conducting
nanocrystals are embedded into the gate dielectrics of a MOS
device. The SEM images show (b) a top view and (c) a cross-
section of a typical silicon nanocrystal layer [99].
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a small nanocrystal embedded into a thin oxide layer is placed below the larger
nanocrystal which actually carries the stored charge.
In most cases, either a low-pressure chemical vapor deposition (LPCVD) from

SiH4 [104] or ion-implantation with subsequent thermal treatment [105] are used to
fabricate nanocrystals. Although other techniques have shown promise [106],
LPCVD and ion implantation are the easiest procedures for integration into a
standard CMOS process. In both cases, the nanocrystal formation is a statistical
process leading to controllability issues in scaled down devices [107]. Methods for
controlled fabrication of nanocrystal size and distance by using templates or self-
organization would, therefore, significantly improve the outcome [108]. When
further scaling down the nanocrystal device, this path may in time lead to a
single-electron memory [109].

11.6
Summary and Outlook

The trend towardsmobile electronic devices has created – and continues to create – a
rapidly increasing demand for non-volatile memories. Today, Flash memories
represent the best solution for most of these applications, where coded Flash
applications are typically covered by NOR Flash devices and data Flash applications
by NAND Flash devices. Currently, the floating-gate transistor is seen as the
�workhorse� of those cell devices used in many of today�s technologies. Indeed,
floating-gate technology shows a scaling potential for further generations if innova-
tions such as high-k coupling dielectrics or low-k isolation oxides can bemastered. By
contrast, charge-trapping devices are possibly due to make a return, with multi-bit
charge-trapping having recently emerged in a number of applications. In fact, a
modified version of the classical SONOS device, programmed and erased by
tunneling, may replace the floating-gate transistor in future generations of NAND
Flash. Nanocrystals represent another option to replace the floating gate, although at
present the challenges that they face seem much more severe than for the charge-
trapping case. However, in the long term this development may lead to a single-
electron device.
Unfortunately, flash-type memories based on charge storage in either floating

gates or charge-trapping layers still suffer from important drawbacks, including
limited endurance, slow write/erase, and no direct overwrite. Hence, for many
years research groups have sought new storage mechanisms that could supply a
non-volatile memory without such shortcomings. To achieve this goal, new
materials with innovative switching effects must be integrated into the CMOS
flow [110, 111]. Although these technologies are beyond the scope of this chapter,
it is important to note that although they may have distinct advantages over Flash
memories, and indeed some have now reached the production stage (see Chap-
ters 13–16), the scaling of Flash memories has to date been much more
successful. Such scaling possibilities provide Flash with a major competitive
advantage in terms of system cost.
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12
Dynamic Random Access Memory
Fumio Horiguchi

12.1
DRAM Basic Operation

Dynamic random access memories (DRAMs) use the charge stored in a capacitor to
represent binary digital data values. They are called �dynamic� because the stored
charge leaks away after several seconds, even with power continuously applied.
Therefore, the cells must be read and refreshed at periodic intervals. Despite this com-
plex operating principle, their advantages of small cell size and high density havemade
DRAMs the most widely used semiconductor memories in commercial applications.
In 1970, the three-transistor cell used for the 1 kbitDRAMwasfirst reported [1], and the
one-transistor (1T-1C) cell became standard use in 4 kbit DRAMs [2]. During the
followingyears, thedensityofDRAMsincreasedexponentially,withrapidimprovement
to the cell design, its supporting circuit technologies, and fine patterning techniques.
The equivalent circuit of the 1T-1C DRAM cell is shown in Figure 12.1. The array

transistor acts as a switch and is addressed by the word line (WL), which controls the
gate. The storage capacitor, CS, represents the charge storage element containing the
information and is connected to the bit line, BL, via the array transistor. When the
array transistor switch is closed, the voltage levelþVDD/2 or�VDD/2 is applied to CS

via the bit line. The corresponding charge on CS represents the binary information,
�1� or �0�. After this write pulse, the capacitor is disconnected by opening the array
transistor switch.
Thememory state is read by turning on the array transistor and sensing the charge

on the capacitor via the bit line, which is precharged toVDD/2 (whereVDD is the power
supply voltage). The cell charge is redistributed between the cell capacitance, CS, and
the bit line capacitance, CB, leading to a voltage change in the bit line. This voltage
change is detected by the sense amplifier in the bit line and amplified to drive the
input/output lines. Because a read pulse destroys the charge state of the capacitor, it
must be followed by a rewrite pulse tomaintain the stored information. The plate, PL,
is kept at VDD/2 to reduce the electric voltage stress on the capacitor dielectric, which
is charged toþVDD/2 or�VDD/2 instead of being discharged to 0Vand charged to the
full power supply voltage, VDD.
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Copyright � 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31738-7
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DRAM has required almost constant storage capacitance (more than 40 fF, i.e.,
4· 10�14 F) among the generations, despite the scaling to smaller cell sizes, and this
is the reason for the requirement of three-dimensional (3-D) structures such as
trench or stacked capacitor. A trench capacitor uses the inner surface of a Si hole to
store charge, while a stacked capacitor uses a poly Si capacitor above the array
transistor and bit line (see Figure 12.2).

12.2
Advanced DRAM Technology Requirements

Historically, the cost of DRAM has been forced to decrease to retain its share in
the huge and competitive market for high-density memory. This has resulted in a

Figure 12.1 DRAM memory cell equivalent circuit. See text for details.

Figure 12.2 Conventional DRAM cells.
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decrease in DRAM cell size because the chip cost is directly related to the cell area.
Thus, every part of the cell is required to be as small as possible, and the cell sizemust
be less than or equal to 8 F2 (where F is the feature size). A summary of the
technological requirements for a DRAMmemory cell is provided in Table 12.1. The
most critical part in the cell shrinkage is the capacitor; thus, a 3-D structure such as a
trench or stacked capacitor has been adopted to retain sufficient capacitor area within
a limited space.
As the DRAM cell size shrinks to sub-100 nm, it becomes critically important to

realize a sufficient on-off-current ratio in the array transistor. In general, the scaling
approach implies that the transistor sizes L and W, the gate oxide thickness Tox, the
supply voltage, and the threshold voltage Vth should be reduced by a factor of 1/k
(k: scale factor), and that channel doping should be increased by a factor of k in order
to sustain or improve the transistor performance. In aDRAMcell, the chargemust be
stored in storage capacitors; therefore, an extremely low off-current in the array
transistor is required for data retention. Thus, Vth should be made as small as
possible to decrease the channel leakage current, and the supply voltage should be
minimized so that sufficient charge can be written into the capacitor. Gate oxide
thickness must also be reduced to maintain a sufficient breakdown voltage for the
gate dielectrics. All this means that the array transistor cannot be scaled down in a
conventional manner. On the other hand, a sufficient on-current in the array
transistor is required for fast writing characteristics. This suggests a short L and
largeW, but scaling difficulties prevent the reduction of L and the cell size limitsW.
Thus, maintaining sufficient on-current in the array transistor is difficult and,
moreover, increasing channel doping degrades the channel mobility, which further
decreases the on-current in the array transistor.
In viewof these considerations, a different structural approach for array transistors

in DRAMs is necessary.

12.3
Capacitor Technologies

The first generation of DRAMs used a planar storage capacitor formemories of up to
1Mbit. However, from the 4Mbit generation onwards, trench or stacked capacitors
were used for maintaining the same storage capacitance within a limited cell area. A
comparison between the stacked capacitor cell and the trench capacitor cell is shown

Table 12.1 Technology requirements for a DRAM memory cell.

Cell area Smaller cell area <8 F2

Storage capacitor >40 fF, low leakage <1· 10�16 A
Array transistor High drivability; low leakage current (<1 · 10�16 A)
Bit line contact Self-aligned to the word line
Storage node contact Self-aligned to the word line (and trench capacitor or bit line)
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in Table 12.2. The differences arise mainly from the transistor formation process
compared with the capacitor formation process. The array transistor in a stacked
capacitor is formed before the capacitor; thus, the transistor source/drain junctions
can easily be extended after the stacked capacitor is fabricated by a thermal process,
which results in a degradation in transistor performance. Figures 12.2 to 12.4 show

Table 12.2 Stacked versus trench cells.

Stacked Trench

Complexity of capacitor formation
Decrement of memory cell parasitics
Shrinkability of memory cell
Compatibility with logic process integration
Compatibility with logic device characteristics
Compatibility with logic layout design rules
Additional mask steps: @130nm node 6–9

Figure 12.3 Trench capacitor cell. This has a 8 mm-deep trench
capacitor and a sidewall storage-node contact for enough storage
capacitance and small contact within a small area. (After Yamada,
VLSI Tech. Short Course 2003 and Ref. [3]).
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examples of trench and stacked capacitor cells, where each cell has high-aspect-ratio
storage nodes under (trench) and over (stacked) the array transistor [3, 4].
Figure 12.5 shows the relationship betweenCS and the trench diameter.CS becomes

smaller than 40 fFfor a design rule of less than 90 nmbecause of the smaller capacitor
area. To overcome the capacitor area reduction, hemispherical grains (HSG) [5, 6] can
be used to enhance the surface area of the storage node in a deep trench cell (see
Figure 12.6). HSG technology is an approach more typically used in the stacked
capacitor cell. Another technique to enhance the capacitance is to use �high-k� dielec-
tric materials such as Al2O3 or Ta2O5, where k denotes the dielectric permittivity. An
example of a trench capacitorwith ahigh-kAl2O3dielectric is shown inFigure 12.7 [7].
The capacitance is increased by more than 30% compared with the standard nitride-
oxide (NO) dielectric, which must be scaled to 1–2 nm thickness in a typical 65-nm
process. As capacitor dielectrics are scaled, the leakage current increases (1.2 nm
SiO2 consists of only five atomic layers). Consequently, high-k dielectrics have been

Figure 12.4 Stacked capacitor cell. This has a high-aspect-ratio
storage node over the bit line and word line. The capacitor is
composed of two electrodes and nitride-oxide or high-k
dielectrics [4].

Figure 12.5 The relationship between capacitance (CS) and trench diameter (DT).
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proposed as alternatives for capacitor dielectrics to address the leakage problem. The
most common high-k capacitor dielectrics used for gate dielectrics are Al2O3, Ta2O5

and hafnium-based dielectrics (e.g., HfO2, HfSixOy). However, high-k gate dielec-
trics are not compatible with the polysilicon gate electrodes commonly used in
today�s integrated circuit technology. Their combination leads to threshold voltage
uncontrollability and on-current reduction. Thus, metal gate electrodes with appro-
priate work functions must be used. Despite this, the implementation of high-k

Figure 12.6 Trench capacitor with hemispherical grains (HSG).

Figure 12.7 Trench capacitor with a high-k dielectric (Al2O3).
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dielectrics and metal gate electrodes into complementary metal oxide–semicon-
ductor (CMOS) technology is difficult, and involves many technical issues such as
deposition methods, dielectrics reliability, charge trapping and interface quality. For
capacitor dielectrics, it is much easier to implement high-k dielectrics because the
threshold voltage shift induced by the charge trapping and the interface quality do not
affect the capacitor characteristics compared with their effect on gate dielectrics.
Thus, Al2O3 or Ta2O5 have been used as capacitor high-k dielectrics for a few DRAM
products. For future DRAMs, high-k dielectrics will most likely be used not only for
capacitor dielectrics but also for peripheral transistor gate dielectrics to overcome
scaling problems.

12.4
Array Transistor Technologies

The recess-channel-array transistor (RCAT) [8] is used to reduce the electrical field
near the drain to achieve a long data retention time in a stacked capacitor cell.
Figure 12.8 shows theRCATstructure, which increases the effective gate length of the
array transistor and mitigates the short-channel effect without increasing area.
Usually, channel doping enhances the electric field near the drain and degrades

data retention characteristics because of the increased drain leakage current. To
overcome this effect, the RCAT is used to reduce the electric field by separating the
channel from the drain using an engraved channel region. This is effective in
reducing the electric field and short-channel effects; however, the longer channel
results in a small on-current in the array transistor. Thus, the RCAT is not suitable for
high-speed writing.

Figure 12.8 The recess-channel-array transistor (RCAT).
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The RCATcan be used down to around the 50 nmnode, but below this another 3-D
approachwill be needed to satisfy the requirement of current drivability and to reduce
the short-channel effect.
Figure 12.9 shows the on-current (Ion) trend of array transistors. The Ion decreases

with transistor size in accordance with the design rule scaling; this in turn increases
the signal delay in data sensing on the bit line (seeFigure 12.10), in the case of reading
a �1�.When Ion is small, the signal appears on the bit linewith a delay and approaches
the �1� target level slowly.
To overcome these constraints in the array field-effect transistor (FET), a trench

isolated transistor using sidewall gates (TIS) or a fin-array-FET can be adopted to
improve the transistor performance, as in the case of silicon-on-insulator (SOI)
transistors [9–12]. Figure 12.11 shows a �bird�s-eye view� of aTIS-array FETwhere the
TIS gate structure, which consists of a top gate and a sidewall gate enables a high
on-current and a low off-current simultaneously because of the double-gate structure
and high gate controllability. Figure 12.12 shows the Tfin (the width of the fin)
dependence of the minimum gate length (Lg). A thinner Tfin would be expected to
result in amarked reduction of off-current, whichmeans that the TIS gate structure is
very suitable for array transistors.

Figure 12.9 On-current (Ion) trend of array transistors.

Figure 12.10 Signal delay by the smaller Ion current.
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In the TIS structure, the fin substrate is fully depleted and the double side gates
contribute to the potential of each side channel. The subthreshold swing of the TIS
transistor is smaller than that of the conventional planar transistor because of the
strong effect of the sidewall gates. Thus, a small gate voltage difference can rapidly
change the drain current from a small off-current to a large on-current.Moreover, the
constant threshold voltage characteristics without a back-gate bias effect contribute to
the large on-off-current ratio.
A more advanced array transistor is the vertical transistor, in which the source, gate

and drain are arranged vertically. There are two types of vertical transistors. One uses
the inner sidewall of the trench hole, while the other uses the outer sidewall of a
silicon pillar for the channel. The former is suitable for trench capacitor cells [13],
while the latter is known as a surrounding gate transistor (SGT) [14, 15]. The gate
electrode of the SGT surrounds a pillar of silicon, and the gate length of the SGT is

Figure 12.11 TIS/Fin array field-effect transistor (FET) DRAM.

Figure 12.12 The dependence of fin width (Tfin) on minimum gate length (Lg).
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adjusted by the pillar height, as shown in Figure 12.13. Therefore, the SGT has the
merits of short-channel-effect immunity and superior current drivability resulting
from the excellent gate controllability.
Planar array transistors cannot easily be scaled down (as noted above), and the TIS

has good on-off-current ratio characteristics. The vertical transistor is different from
the planar type in that the channel length is defined by the depth of the hole or the
height of the pillar. Thus, the gate length is free from the minimum design rule and
the cell area limitations, and can be selected to be sufficiently large so as to avoid the
short-channel effect. Similar to the trench-type capacitor, the vertical transistor and
the capacitor are formed in the samehole, and this contributes to the small cell size of
less than 6 F2. In the SGT cell, it is more difficult to form the capacitor and array
transistor, although it has ideal array transistor characteristics. The SGTsubstrate is
fully depleted and the surrounding gate contributes to the potential of the pillar
surface channel. The subthreshold swing of the SGT cell is smaller than that of the
conventional planar transistor and the TIS because of the stronger effect of the
surrounding gate. Also, surrounding gate structures contribute to the large width of
the transistor by using the entire perimeter of the pillar. Thus, a large on-off-current
ratio can be attained without a back-gate bias effect, and the SGTcan be used for 4 F2

small-cell-size DRAMs.
DRAM scaling will continue to enable the integration of many advanced technolo-

gies in view of the huge size of theDRAMmarket. Thus, these advanced technologies
will be used in future-generation DRAMs.
For the array transistor, the TIS/fin type structure is expected to be adopted using

pþ poly for obtaining a suitable threshold voltage with low channel doping. For the
capacitor, a high-k dielectric (e.g., barium strontium titanate, BST) may be used in
future DRAMs. For the peripheral transistor, mobility enhancement technologies
such as the use of SiGe or a linear strain technique and high-k gate dielectrics will be
adopted to achieve large driveability for a high-speed operation. A 4 F2 cell layout is

Figure 12.13 A surrounding gate transistor. The gate electrode of
SGT surrounds a silicon pillar, with the gate length being adjusted
by the pillar height.
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predicted to be introduced to obtain higher-density DRAMs, and during this
generation, new structures such as the SGT will be adopted.

12.5
Capacitorless DRAM (Floating Body Cell)

The difficulties of DRAM integration are mainly attributable to the necessity for
constant capacitance, even when the cell size is reduced. For this reason, the
integration of capacitors is very complicated for trench or stacked capacitors. The
floating body cell (FBC) is a new concept of a DRAMwithout a capacitor. Because the
cell is composed of one transistor, the FBC has a simple and compact structure.
Figure 12.14 shows the principle of the FBC, which involves the storage of the

signal charge in the body of the cell transistor. To write �1�,VWL is biased to 1.5 Vand
VBL to 2V, so that the body potential (Vbody) is increased by the holes that accumulate
by impact ionization. To write �0�, VWL is biased to 1.5 V and VBL to �1.5 V, so that
Vbody is decreased by ejecting holes from the body. The body potential difference
(DVbody) is stored by setting VWL to�1.5 V and VBL to 0V. In order to read the stored
data, VBL is biased to 0.2 V and VWL is swept up to a certain level, while the bit line
current (Iread) is measured. The Iread–VWL characteristics are shown in Figure 12.15.
The threshold voltage difference between a �0� cell and a �1� cell (DVT), which is an
index of the data readingmargin, is about 0.32V. In order to increaseDVTorDIread,CS

(the body capacitance for data storage) plays an important role, because theDVbody of
the hold state is reducedbyWL-body andBL-body capacitance coupling.Aback gate is
used to enable charge accumulation in the body [16–18], and also to increase CS,
which stabilizes the body potential. The structure of the FBC has a modified double-
gate configuration. A transmission electron microscopy cross-section of a fully
depleted FBC, with thin SOI and BOX layers, is shown in Figure 12.16.
The body capacitance is small compared to the standard DRAM capacitor, typically

by two orders of magnitude. However, the leakage current of the FBC storage node is
small because of the small p–n junction area, which is located only at the channel-side

Figure 12.14 The write operation of the floating body cell (FBC). See text for details.
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edges of the source and drain. Thus, the retention time of the FBC is reduced slightly
compared to the standard DRAM. As a consequence, and because of the short
retention time, the FBC is suitable for high-performance embedded DRAM applica-
tions rather than low-power applications.
The SOI structure has been widely used for high-performance applications,

particularly game processors, and is expected to be used in the embedded DRAM
for on-processor caches. An FBC using a SOI substrate can easily be used for these
applications with the same compatibility as the SOI substrate. As the FBC is
composed of one transistor and has no capacitor, it is scalable down to the 32 nm
node. Details of this structure are provided in Ref. [17]. An image of an FBC with
128Mb DRAM, along with the chip features, is shown in Figure 12.17. The FBC,
which has dimensions of 7.6· 8.5mm, contains all of the necessary circuits
(including internal voltage generators) and operates using a single 3.3 V power
supply [18].

Figure 12.15 The read operation of the floating body cell (FBC). See text for details.

Figure 12.16 Transmission electron microscopy cross-section of
a fully depleted floating body cell (FBC), showing the thin SOI and
BOX layers.
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12.6
Summary

Today, while the demand for DRAM remains greater than for any other type of
memory, the capacity of DRAM is continually increasing such that variations are now
becoming available for both low-power and high-speed applications. Because of the
scaling limitations, the TIS/fin array-transistor is expected to be used in future-
generation DRAMs, with more advanced DRAMs – such as vertical transistors such
as the SGT–most likely being used for DRAMs with a smaller cell size. In addition,
the capacitorless DRAM – the FBC – shows great promise as a candidate for next-
generation embeddedDRAMsoffering bothhigh density andhigh speed.Clearly, the
use of 3-D structures should help to overcome the scaling problems likely to be
encountered in future-generation memories.

Figure 12.17 Floating body cell (FBC) 128Mb DRAM and its features.
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13
Ferroelectric Random Access Memory
Soon Oh Park, Byoung Jae Bae, Dong Chul Yoo, and U-In Chung

13.1
An Introduction to FRAM

An ideal non-volatile memory should possess the required characteristics such as
high density (high scalability and compact cell size), high reliability (excellent
retention and endurance), low cost, and high performance (random access, high
read/write speed, and low power consumption) [1, 2]. Although Si-based Flash
memory with high density and low cost is the leading non-volatile memory, it cannot
basically meet the needs of high endurance and performance characteristics.
Therefore, new concepts for non-volatile memory such as FRAM (Ferroelectric
RAM), PRAM (Phase change RAM), MRAM (Magnetoresistive RAM), and RRAM
(Resistive RAM) have been demonstrated as strong candidates for an ideal non-
volatile memory.
Among these emergingmemories, PRAMuses phase-changematerial as a storage

element, and shows high scalability and compact cell size owing to its simple cell
structure [3]. However, it has disadvantages such as long crystallization time, high
power consumption for phase-change switching, and low endurance performance.
MRAM uses magnetic material for data storage and shows excellent high speed and
good reliability performance, but it requires a large cell area to make a unit cell [4].
Recently emerged RRAMuses resistive switching material as a storage element, but
its technology is not yet matured [5]. Finally, FRAM uses ferroelectric materials as a
storage element and has been a strong candidate to a universal memory since the late
1980s [6–8]. Because of its similar structure and operation scheme to DRAM
(Dynamic RAM) and additional non-volatility, FRAM has been developed as a
universal memory for one-chip solution. The operation scheme, reliability of
ferroelectric capacitor, and the technology of high-density FRAM for a universal
memory will be introduced in the following sections.
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13.1.1
1T1C and 2T2C-Type FRAM

The operation and architecture of capacitor-type FRAM is almost identical to that of
dynamic random access memory (DRAM). It should be noted that every cell has its
own separate plate line in capacitor-type FRAM, whereasDRAMuses common plate-
line in the level of a half Vdd. Necessarily, a ferroelectric capacitor replaces the linear
capacitor in a metal-insulator-metal (MIM) storage element.
A schematic view of the two-transistor–two-capacitor (2T2C) -type FRAM and the

one-transistor–one-capacitor (1T1C) -type FRAM [9] are shown in Figure 13.1. In the
2T-2C type, the switching and non-switching charges of two adjacent ferroelectric
capacitors are used as data �1� or �0� charges, which have a large sensingwindow and
uniform cell operation. However, the cell area is too large to be used for high-density
ferroelectric devices because two capacitors can store only a single bit. On the other
hand, the 1T1C type provides an advantage of small cell area because single capacitor
stores single bits. However, the sensing margin of the 1T1C type is reduced as a half
of that of 2T2C type by setting a reference level in themiddle of data �1� and �0�. The
sensing margin might be further reduced due to the variation of reference ferro-
electric capacitors. Nevertheless, the 1T1C type is used as the cell structure due to its
small cell size in most high-density ferroelectric devices.

Figure 13.1 Comparison of 2T2Cand1T1CFRAMarchitectures in
respect of cell size and sensing margin.
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13.1.2
Cell Operation and Sensing Scheme of Capacitor-Type FRAM

Figure 13.2 illustrates the writing operation of 1T1C-type FRAM. Figure 13.2a is the
schematic of 1T1CFRAMwhich is composed of the word line (WL), bit line (BL), and
plate line (PL). Figure 13.2b shows the charges preserved in the hysteresis curve,
while Figures 13.2c and d show the timing diagrams of writing data �1� and �0�. To
write �1� into thememory cell, the BL is raised toVpp and PL is kept as ground (GND).
The polarization directions are fromPL to BL and the�Pr value is preserved. Towrite
�0�, the BL is kept asGNDand the PL is kept high asVpp. Thus, the opposite direction
of the polarization is generated and þPr value is preserved.
Figure 13.3 illustrates the reading operation of 1T1C-typeFRAM [10]. A read access

begins by precharging the BL to GND, after which the PL is raised to Vpp. This
establishes serial two capacitors consisting of Cs and CBL between the PL and the
GND, where Cs is the capacitance of ferroelectric storage element and CBL is the
parasitic capacitance of BL. Therefore, the Vpp is divided into Vf and VBL between Cs

and CBL according to their relative capacitance. Depending on the data stored, the
voltage developed on the ferroelectric capacitor and BL can be approximated as
follows:

V f ¼ CBL � VPP=ðCs þCBLÞ ð13:1Þ

VBLðData�1�Þ ¼ dQsw=ðCsw þCBLÞ ð13:2Þ

Figure 13.2 The writing operation of 1T1C-type FRAM.
(a) Schematic of 1T1C FRAM which is composed of word line
(WL), bit line (BL), and plate line (PL). (b) Charges preserved in
hysteresis curve. (c,d) Timing diagrams of (c) writing data �1� and
(d) writing data �0�.
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VBL ðData�0�Þ ¼ dQnsw=ðCnsw þCBLÞ ð13:3Þ

In general, the voltage developed in the BL is too small to sense charge differences.
Therefore, a sensing amplifier should be used in order to drive the BL to fullVpp if the
data is �1�, or to 0 V if the data is �0�. The structure of the sensing amplifier of
capacitor-type FRAM includes the cross-coupled latch sense amplifier of DRAM. It
can be classified to a folded bit line and an open bit line according to the cell array, as
shown in Table 13.1 and Figure 13.4 [11]. The open bit-line scheme is applicable to
1T1C structure, and the folded bit-line scheme can be applied to both 1T1Cand 2T2C
structures.

Table 13.1 Comparison of FRAM sense amplifier types.

Sense amplifier Realization Noise immunity Sensibility

Folded bit-line 1 ea/2 BL Easy layout Same noise environment Good
Open bit-line 1 ea/1 BL Difficult layout Different noise environment Not good

Figure 13.3 Schematic illustration of read operation procedures in 1T1C FRAM.

Figure 13.4 Schematic diagrams of FRAM sense amplification.
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13.2
Ferroelectric Capacitors

Similar to the DRAM device, the capacitor technology concerning ferroelectrics
serves as a guideline to the development of FRAMdevices. In this regard, thematerial
characteristics and reliability of typical ferroelectric capacitors will be considered in
this section.

13.2.1
Ferroelectric Oxides

Representative ferroelectric materials for complementary metal oxide–semiconduc-
tor (CMOS) integration can be divided to two groups, including perovskite-structured
(PZT and BiFeO3) and Bi-layer structured (SBT, BLT, and BTO) materials. The
characteristics of these are summarized in Table 13.2 [12, 13]. The crystal structure
of PZTcan be either tetragonal or rhombohedral according to the Zr/Ti composition
ratio below Curie temperature. In SBT, two SrTaO3 perovskite blocks and one
(Bi2O2)

2þ layer constitute one unit cell, as shown Figure 13.5b. In BLT, La atoms
are partially substituted to Bi atom in Bi4Ti3O12 (BTO) crystal which is composed of
three TiO6 octahedra and one (Bi2O2)

2þ layer leading the wanted crystal structure.
These differences of unit cell structure largely determine the characteristics of
corresponding ferroelectrics. Therefore, the typical properties of PZT, SBT and BLT
can be compared from this point of view.
First, the remanent polarization value (Pr) determines the sensingmargin between

data �0� and �1� (the larger 2Pr, the better sensing-margin), while the coercive voltage
(Vc) or coercivefield (Ec) decides the operating voltage in anFRAMdevice (the smaller
Vc, the better operation voltage). PZTshows large Pr and Ec values because of strong
interactions between neighboring perovskite unit cells. In contrast, SBT and BLT
request the anisotropic growth along the a-b axis to attain direct interactions between
the neighboring perovskite unit cells toward electrical field direction. The smaller Pr
and Ec values of SBT, compared to PZT, tend to increase by Nb doping.

Table 13.2 The features of typical ferroelectrics used for FRAM.

Ferroelectrics Pb(Zr,Ti)O3 (PZT) SrBi2Ta2O9 (SBT) (Bi,La)4Ti3O12 (BLT)

Pr [mC cm�2] 10–40 5–10 10–15
Ec [Kv cm

�1] 50–70 30–50 30–50
Endurance Poor on Pt electrode Good on Pt

electrode
Good on Pt
electrode

Good on oxide electrode
Crystallization
temperature [�C]

450–650 650–800 650–750

Curie temperature [�C] �400 �400 �400
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Ferroelectric films must attain a crystallized perovskite structure in order to show
the polarization behavior. Therefore, the plentiful oxygen atmosphere and high
substrate temperature in order to crystallize ferroelectric oxide lead to the demand for
a noble metal electrode and oxidation barrier to achieve CMOS integration. In a
stacked FRAM cell with COB (capacitor over bit-line) structure, the capacitor is
located directly on the top of theMOSFETdrain, which requires the low-temperature
process to realize high-density CMOS integration. In this respect, the lower crystalli-
zation temperature of PZT than that of SBT and BLT is advantageous for the
fabrication of future high-density FRAM.
To date, PZT has long been the leading material considered for ferroelectric

memories, and has been superior to SBT and BLT. The higher Pr value and lower
process temperature of PZT can act as strong merits for the fabrication of high-
density COBcells inCMOSintegration.On the other hand, lead-free SBTandBLTcan
be considered for environmentally friendly FRAMs. Recently renewed multiferroic
BiFeO3 exhibits both ferroelectric and magnetic properties, but it is unclear whether
this is useful for memory application, or not [14]. In particular, the proper ferro-
electrics for CMOS integration should be chosen by serious consideration for the
degradation induced by hydrogen, plasma, stress, and heat in the succeeding
integration processes [15].

13.2.2
Fatigue

�Fatigue� is a term describing the fact that the remanent polarization becomes small
when a ferroelectricfilm experiences numerous polarization reversals.WhenPZTon
Pt electrodes suffers from reading/writing cycles over 1E5 cycles, thePr value shows a
conspicuous reduction, which limits the repeated use of a memory. A few reports
about non-fatigue phenomena of Pt/PZT/Pt capacitors should be regardedwith great
care because this type of behavior can be observed when the applied voltage is less

Figure 13.5 The crystal structures of ferroelectric (a) PZT, (b) SBT, and (c) BLT.
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than V(90%). Fatigue behavior is strongly related to the generation of oxygen vacancy
by the repeated cycles, which induces dipole-pinning electrons for charge-neutrality;
this is why oxygen vacancies are the onlymobile ionic species in the lattice even at the
room temperature on the basis of defect chemistry model. However, the fatigue
problems of PZT can be almost solved at present by the use of conducting oxide
electrodes (e.g., IrO2, RuO2, SrRuO3, CaRuO3, LaNiO3, and LSCO), ensuring no
degradation of thePr value even up to 1E12 cycles. Figure 13.6 shows a comparison of
fatigue properties in PZT capacitor with Pt and IrO2 electrodes [16]. This improve-
ment of fatigue property can be explained by the fact that oxygen in the IrO2

electrodes reduces oxygen vacancies, which prevents fatigue degradation reducing
the dipole-pinning effect. As Ir is stably converted into IrO2 under oxygen at ambient
temperature, the fatigue problem can be remarkably enhanced in the case of using an
IrO2 oxide electrode.
In contrast to the PZTfilm, an SBTfilm does not show the fatigue phenomenon up

to 1E13 switching cycles, even if Pt electrodes are used. It was speculated that the
(Bi2O2)

2þ interlayer can compensate the produced oxygen vacancy. However, similar
Bi-layer structured BTO shows fatigue problems on a Pt electrode, which suggests
that the simple charge-compensation role of the (Bi2O2)

2þ layers is not sufficient to
make the fatigue-free films. This reduction in polarization could be much alleviated
by using La-doped BTO (so-called BLT). Accordingly, the limited switching cycles of
dipoles are no longer a serious problem for any ferroelectric materials, as shown in
Figure 13.7 [13, 14].

13.2.3
Retention

Polarization retention is the ability of poled ferroelectric capacitors to preserve the
poled state over time (generally 10 years into the future at 85 �C). The retention
property represents an important reliability issue for non-volatile ferroelectrics

Figure 13.6 Fatigue properties of PZT and an IrO2 electrode.
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memories. Most commonly, the retention of ferroelectrics can be classified into the
same-state and opposite-state retention.
The same-state retention, which is closely related to aging, represents the loss of

polarizability when one first writes the datum of �0� or �1� in a capacitor with
electrical pulses, and reads the datum again after long period without changing the
initial status. Therefore, the same-state retention failure can occur when the relaxa-
tion component in the opposite-polarity state increases at the expense of the
relaxation component in the stored polarity state. The stored polarity status can be
stabilized by the use of ferroelectrics with �high� Curie temperature, after which the
same-state retention loss can be improved from the viewpoint of thermodynamics.
For instance, BaTiO3 is not applicable for non-volatile FRAMbecause of its lowCurie
temperature (�140 �C), although this can be raised to 500 �C by imposing biaxial
compressive strain.
The opposite-state retention, which is closely related to imprint, represents the loss

of polarizability when one first writes the datum of �0� or �1� in a capacitor with
electrical pulses and reads the �changed� datum again. In words, the same-state
retention is a longstanding problem of the read-only memory (ROM), while the
opposite-state retention is that of the random-access memory (RAM), because
information must be modifiable (as shown in Figure 13.8) [17].
The opposite-state retention failure occurs when a capacitor, which has aged

considerably in one state, is switched to the opposite state. In this case, the capacitor
behaves as if it would prefer to remain in the original state. The charge defects are
activated by thermal energy and redistributed by the polarization field. Therefore, the
resulting internal field causes a lower energy barrier and invokes polarization back-
switching during the delay time, as shown in Figure 13.9 [18]. Accordingly, the
opposite-state retention canbe solvedbyminimizing the space charges,which results
from defects inside the ferroelectrics, domain wall motion, or defects near the
electrode-ferroelectric interfaces.
The thickness scaling of ferroelectric films is indispensable when pursuing a

low switching voltage, making this suitable for integrated electronics applications.
However, to date, thinner ferroelectric films have shown serious degradation of

Figure 13.7 Fatigue properties of (a) SBT and (b) BLT
film on Pt electrode. The symbols are indicated in
Figure 13.9.
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opposite-state retention compared to same-state in cumulative studies. Consequently,
during the past few yearsmuch attention has been focused on the failuremechanism
of the opposite-state retention. In order to solve the opposite-state retention failure
problem, it is necessary to utilize frequently used technologies such as seeding,
metalorganic chemical vapor deposition (MOCVD), and perovskite oxide electrode in
the case of PZT ferroelectrics. Thus, these technologies will be reviewed briefly in the
following sections.

Figure 13.8 Retention pulse sequence.

Figure 13.9 Retention failure mechanism.
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13.2.3.1 Crystallinity of PZT Film
Frequently, the perovskite-structured PZT phase can be generated by utilizing
nucleation and the grain growth process from the pyrochlore phase. Because the
nucleation process is strongly dependent on the substrates, an appropriate seed layer
can supply nucleation sites in order to decrease activation energy for crystallization of
the perovskite phase. APbTiO3 seed layer is very effective for supplying a highdensity
of nuclei in the initial stage of deposition, because the crystallization temperature
(350�680 �C) is lower than that of PZT (>650 �C). The succeeding PZT film shows a
much enhanced crystallinity and preferred orientation, and thereby exhibits im-
proved retention result (see Figure 13.10 [19, 20]. For this purpose, an optimum
thickness of PbTiO3 is essential because a thinner PbTiO3 layer cannot play a
sufficient role for the seed layer, while a thicker one may cause adverse effects on
the electrical properties of the overall film. A PbTiO3 seed layer is helpful in the initial
stage of film growth, but still constitutes a portion of the ferroelectric films.
Therefore, the use of a perovskite oxide electrode as a seed layer may provide a
bettermeans of preparing reliable ultrathin ferroelectric films, because the seed layer
belongs to the electrode and not to the ferroelectrics.

13.2.3.2 The MOCVD Deposition Process
Most current FRAM cells below 64Mb density are based on a planar capacitor stack.
In CMOS integration, it is commonplace to use either chemical solution deposition
(CSD) or a sputtering technique for the deposition of planar films, and chemical
vapor deposition (CVD) for a conformal deposition, based largely on an economics
viewpoint. Somewhat ironically, however, such common sense has caused a
�dribbling� (slow movement, low amplitude) of technological developments in this
field. For example, the current deposition method used for �planar� PZT films is
mostly based on an �MOCVDprocess� in order to pursue the excellent opposite-state
retention properties [21]. The comparative retention of a PZT film deposited by CSD

Figure 13.10 Improved opposite-state retention by the use of PbTiO3 seed layer.

406j 13 Ferroelectric Random Access Memory



and MOCVDmethod is shown in Figure 13.11, where the MOCVD PZT film shows
superior retention properties to those of CSD films due to the low defect density in
ferroelectrics and/or interfaces. It may be speculated that an as-crystallized PZT film
on an Ir electrode can be obtained by using the MOCVD process, such that the non-
switching layer at the interface between the electrode and ferroelectrics is thinner,
without the formation of Pt3Pb alloys.

13.2.3.3 Perovskite Oxide Electrode
Most ferroelectric materials have a perovskite crystal structure, as outlined in the
previous section. Therefore, if a conducting oxide electrode having a perovskite
structure is use, then ferroelectric properties such as reliability can be greatly
improved due to the reduction of any non-ferroelectric dead layer at the interface
between the ferroelectrics and electrodes. Such remarkable improvement of reten-
tion properties by using an SrRuO3 electrode with a perovskite structure is illustrated
in Figure 13.12 [22].

Figure 13.11 Improved opposite-state retention by using the
metalorganic chemical vapor deposition (MOCVD) deposition
process.

Figure 13.12 (a) Retention properties of a PZT capacitor with
Ir/SrRuO3 and Ir/IrO2 electrodes. (b) Transmission electron
microscopy imageof the interfacebetweenSrRuO3andPZT films.
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During recent years, although perovskite oxide electrodes such as SrRuO3, LaNiO3

and CaRuO3 have undergone intense investigation, the problems of high leakage
currents – which inevitably are induced by high defect densities in the oxide
electrode – remain to be overcome.
Recently, the successful development of an ultrahighly reliable FRAM device has

been reported, and the retention properties of this fully integrated device, at different
temperatures, are illustrated graphically in Figure 13.13 [23]. Based on thesefindings,
the FRAMdevice could be expected tomaintain>80%of any initial charge, even after
10 years at 175 �C.

13.3
Cell Structures

Avertical scanning electronmicroscopy image of the FRAMcell structure is shown in
Figure 13.14 [24]. The cell is composed of a cell transistor, capacitor, buried contact,
bit line, word line, and plate line. The cell structure can be divided into the CUB
(capacitor under bit line) and COB (capacitor over bit line) structures, the merits and
demerits of which are considered in the following section.

13.3.1
CUB Structure

In the CUB cell structure, the ferroelectric capacitor is formed beside the cell
transistor, as shown in Figure 13.15 [25]. This requires a large cell area compared
to the COB cell structure, in which the ferroelectric capacitor is formed over the cell
transistor. The CUB scheme has no thermal budget limitations on the ferroelectric
film deposition, and the subsequent anneal process for crystallization of the
ferroelectric film, because the ferroelectric capacitor formation processes (including
stack deposition and dry etching) are completed before the metallization process is

Figure 13.13 The ultrahighly reliable properties of the FRAM device.
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carried out. Due to technical difficulties in realizing a ferroelectric film with low
thermal budget processes, and of identifying a suitable oxidation barriermetal which
is stable above 600 �C, the early FRAMs were developed with a CUB cell structure,
thereby sacrificing cell size efficiency.

Figure 13.14 A vertical scanning electron microscopy image of the FRAM cell.

Figure 13.15 Schematic diagram of (a) capacitor under bit line
(CUB) and (b) capacitor over bit line (COB) cell structures.
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13.3.2
COB Structure

In the COB cell structure, the ferroelectric capacitor is formed over the bit line. Thus,
the realization of a COB cell structure requires both a new buried contact (BC) plug
and newmetal technologies for the oxidation barrier. A stable contact between the BC
plug and the bottom electrode must be provided when the ferroelectric capacitor has
been processed at a high temperature of 600 �C or above [26]. As shown in
Figure 13.16a, a high-temperature process is essential to obtain a sufficient polari-
zation value in an MOCVD PZTprocess [27]. In order to prevent oxidation of the BC
plug, various oxidation-barrier metals have been widely investigated; among these, a
TiAlN film proved successful in preventing oxidation of the BC plug. The oxidation
resistance properties of TiAlN and TiN thin films, as a function of temperature, are
illustrated graphically in Figure 13.16b.
Asmentioned above, as the COB structure ismore beneficial with regards to high-

density integration than are CUB structures, an increasing proportion of FRAM
devices are today adopting the COB structure.

13.4
High-Density FRAM

In this section, the current status of planar capacitor technology, together with the
technical issues involved in the development of 3-D capacitors for high-density
FRAM device application, will be discussed.

13.4.1
Area Scaling

In order to achieve a high-density FRAM, the cell size must be scaled down as
much as possible. Unfortunately, however, there exists a scaling limit because the

Figure 13.16 (a) 2Pr variation versus MOCVD process
temperature and (b) comparison with oxidation resistance of
TiAlN and TiN.
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polarization value (2Pr) decreases in proportion to the cell size, such that etching
damage on the capacitor becomes increasingly critical. The data in Figure 13.17 show
that the polarization decays as the drawn cell size decreases. With a planar capacitor
structure, although the polarization degradation is negligible down to the 150-nm
technology node, the polarization value decreases rapidly below that level. This effect
ismainly caused by the difference between the drawn area and the effective area, and
indicates that the etched slope is no longer steep enough to provide both a designed
top-electrode area and sufficient spacing between adjacent bottom electrodes at the
130-nm technology node. Therefore, in order to increase the effective capacitor area
below the critical cell size, both thickness scaling and the high-etched slope of the
capacitor stack should be guaranteed.
In order to maximize effective capacitor area, the most important technology

is to achieve the high-etched slope of the capacitors, but this is difficult because
both top and bottom electrodes are usually noble metals, and the noble metal
etch process has remained an unanswered question since the initial stages of
FRAM development. Even until quite recently, the limitation of the capacitor
etched slope was about 60�65�, mainly owing to the loss of hard-mask from the
sputtering condition of the noble metal etch. This lower capacitor slope can lead to a
decrease in capacitor area of the top electrodes, or to a short circuit between the cap-to
cap at the bottom electrode. However, based on some experimental findings (see
Figure 13.18), new technology has been successfully developed in order to obtain a
high-etched slope of about 80�85� [28]. This new etching scheme was tested at high
temperature with chlorine and fluorine chemistry, and a dual hard mask (oxide and
metal). As a result, the noble metal was successfully etched with a high slope by
improving the reactivity between the noble metal and etch gases, and by increasing
the process temperature and reinforcing the robustness of the hard-mask.

Figure 13.17 Polarization decay as a scale-down of the drawn cell size.
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13.4.2
Voltage Scaling

With the advent of the �mobile� era, low-voltage operation has become increasingly
important in the reduction of power consumption. In the case of FRAM devices, the
operation voltage is directly related to the thickness of the ferroelectric film; hence,
the latter dimension should be minimized for low voltage application. As shown in
Figure 13.19a, a PZT capacitor prepared by the CSD process shows a drastic
degradation of ferroelectric properties below 100nm thickness. This is clearly a
critical problem which must be solved in the case of high-density FRAM devices. As
described above, both ferroelectric properties and reliability are greatly improved
when the PZT films are prepared with MOCVD process; thus, even an 80 nm-thick
PZT film prepared in this way demonstrates highly reliable ferroelectric proper-
ties [29] (Figure 13.19b).
It is difficult to prevent ferroelectric degradation at the interface between electrodes

and ferroelectric material, even when the MOCVD process is employed. However, if
perovskite oxide electrodes are used, the dead layer effect at the interface may be
remarkably reduced. Recently, it has been reported that a high reliability can be
achieved even with a 50 nm-thick PZT capacitor [30]. The charge-to-voltage (Q–V)

Figure 13.18 Scanning electron microscopy image showing the
improvement of capacitor etch slope. (a) Normal cap etch
condition; (b) enhanced cap etch condition.

Figure 13.19 Retention properties as PZT thickness is scaled
down. (a) CSD-processed PZT; (b) MOCVD-processed PZT.
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diagram of such as capacitor is illustrated graphically in Figure 13.20, with the
capacitor being fully polarized well below an operation voltage of 1V.
With thinner PZT films, however, several problems persist, including roughness

and high leakage current. In order to overcome these difficulties, a chemical
mechanical polishing (CMP) process has been introduced for PZT films. As the
increase in leakage current for thin PZT film depends mainly on the surface
roughness, a CMP process for PZT films can greatly reduce the leakage current [31].
The atomic force microscopy (AFM) findings and ferroelectric properties for PZT
films, with or without the CMP process, are shown in Figure 13.21.

13.4.3
3-D Capacitor Structure

13.4.3.1 Limitation of Planar Capacitor
Today, many technical challenges remain to be solved for high-density planar
capacitor structured FRAMs, including the limitation of capacitor stack thickness,
the noblemetal etch process, and thin PZTdegradation. In addition, an optimumcell
size is clearly required for a sufficient sensing window in FRAM devices
(Figure 13.22) [32].
It can be seen from Figure 13.22 that it is difficult to achieve the 200mV sensing

margin which is required in 1T1C cell structure with sub-130 nm design rules. From
this point of view, even if a thin capacitor stack and a high-etch slope were to be
realized in the planar capacitor structure, it would appear difficult to embody a high-
density FRAM device in excess of 256Mb. Therefore, in order to overcome this
limitation, FRAM development should ideally be pursued with a 3-D capacitor
structure similar to the present-day DRAM.

13.4.3.2 Demonstration of a 3-D Capacitor
As mentioned above, the requirement for a 3-D capacitor structure is inevitable for
high-density FRAM development, and the structure – together with the necessary
technologies todevelop a 3-DFRAMcell– are shownschematically inFigure 13.23 [33].

Figure 13.20 Charge–voltage (Q–V) diagram of 50 nm-thick PZT capacitor.
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A prototype 3-D capacitor has recently been demonstrated, and a TEM image
representing a 3-D PZT capacitor is shown in Figure 13.24. Although some pyro-
chlores remained in the trench capacitor, the columnar grains were well established
at the side-wall of trench, with optimized deposition condition.
Figure 13.25 illustrates, graphically, the ferroelectric properties with different-

sized trench structures. The polarization–voltage characteristics of a planar capacitor
and trench capacitors are shown in Figure 13.25a. Under 2.1 V external bias, and an
electric field of 350 kVcm�1, these capacitors produced no current leakage and
showed quite good hysteretic behavior compared to their planar counterpart. The
remnant polarization (2Pr) plotted against the externalmaximumvoltage is shown in
Figure 13.25b; these data showed that 2Pr is very similar to that for the planar
capacitor in the case of a 0.32 mm trench-diameter 3-D capacitor. However, a 0.25mm
trench-diameter capacitor showed a 2Pr value of 19 mCcm�2 under an external

Figure 13.21 (a,b) Atomic force microscopy images and (c)
leakage current characteristics of PZT films before and after CMP
processing.
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Figure 13.22 Cell size limitations of planar capacitors.

Figure 13.23 Schematic representation of 3-D capacitor
structure, and the technical issues encountered.

Figure 13.24 Transmission electron microscopy image of 3-D
FRAM cell structure during the development of SAIT (Samsung
Advanced Institute of Technology).

13.4 High-Density FRAM j415



maximum voltage of 2.1 V, which was 80% of the 2Pr values in either planar or
0.32mm trench-diameter cases. This difference may be derived from an incomplete
extension of the columnar grains on the 0.25mm trench side-wall. Based on these
findings, it is quite possible that the side-wall PZT film has the same ferroelectric
properties as the planar PZT film.
In order to realize Giga-bit FRAMs with a 3-D capacitor, it has been necessary to

develop the atomic layer deposition (ALD) process for the PZTand electrodematerial.
As shown in Figure 13.23, the thickness of the ferroelectric material should be less
than 50 nm because the bottom/top electrode and ferroelectric films may be formed
inside a trench of 200 nm diameter. This means that the ferroelectric properties of
sub-50 nm-thick PZT capacitors should be obtained for 3-D capacitor research. In
addition, a step coverage of the PZT film becomes important as the aspect ratio of the
capacitor increases. Because the PZT film should have a uniform composition at the
bottom and side-wall, the ALD method is regarded as the best choice among other
deposition methods, such as PVD and CVD. Although ALD for PZT has been
investigated by many research groups, process optimization is still required. More-
over, both noble electrode metals and ferroelectric materials may be prepared using
ALD. Recently, although iridium was successfully deposited using ALD, additional
improvements of properties should also be investigated. In contrast, a CMP tech-
nology for noblemetal electrodesmay need to be introduced in order to separate each
capacitorwithin this structure. Althoughnoblemetal CMPhas not yet been achieved,
it is currently undergoing extensive investigation.
Unfortunately, as of today several technical difficulties, including the reliability of

the 3-D capacitor, have not been fully solved. Nonetheless, the activities of many
research groups have providedmuch promise for 3-D FRAMdevelopment. It follows
that, if some of the above-mentioned problems are solved in the near future, then the
Giga-bit FRAM era will be well and truly opened.

Figure 13.25 Ferroelectric properties of 3-D FRAM cell structure
during the development of SAIT. (a) Polarization–voltage
(P–V) loops and (b) charge–voltage (Q–V) results with
different trench sizes.
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13.5
Summary and Conclusions

FRAM technology, which has been undergoing continuous development since the
early 1990s, has been used to target a universal memory in the semiconductor
industry. Although reliability – notably endurance and retention – was initially a
major challenge, recent findings have shown that this is no longer a key issue for
FRAM devices. Rather, it is scalability which has become an important issue,
following the development of 64Mb FRAM through material and cell structural
innovations. At this density, FRAMmaybe applied to low-density embeddedmemory
(e.g., a smartcard), based on the demands of non-volatility, rapid access, high read/
write endurance, low-power operation, and high security level. In order to produce
high-density FRAM devices for use inmajor applications, a conventional planar-type
capacitor technology is insufficient for further cell size scaling. Rather, breakthrough
technologies such as the 3-D capacitor must be developed in order for the FRAM
device to serve as an ideal, non-volatile memory in the future.
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14
Magnetoresistive Random Access Memory
Michael C. Gaidis

14.1
Magnetoresistive Random Access Memory (MRAM)

Through the merging of magnetics (spin) and electronics, the burgeoning field of
�spintronics� has created MRAMmemory with characteristics of non-volatility, high
density, high endurance, radiation hardness, high-speed operation, and inexpensive
complementary metal oxide–semiconductor (CMOS) integration. While MRAM is
unique in combining all of the above qualities, it is not necessarily the best memory
technology for any single characteristic. For example, SRAM is faster, flash is more
dense, and DRAM is less expensive. Stand-alone memories are generally valued for
one particular characteristic: speed, density, or economy. MRAM therefore faces
difficult odds in competing against the aforementioned memories in a stand-alone
application. However, embeddedmemory for application-specific integrated circuits
or microprocessor caching often demands flexibility over narrow performance
optimization. This is where MRAM excels: it can be called the �handyman of
memories� for its ability to flexibly perform a variety of tasks at a relatively low
cost [1]. Whilst one may hire a specialist to rewire the entire electrical circuitry of a
house, or install entirely new plumbing, a handymanwith aflexible toolbox is amuch
more reasonable option for repairing a single electrical outlet or a leaky sink.
Moreover, the handymanmay be able to repair a defective electrical circuit discovered
while in the process of repairing leaky plumbing!
A semiconductor fabrication facility that hasMRAM in its toolbox is more likely to

tailor circuit designs to a customer�s individual needs for optimal performance at
reasonable cost. The ways in which the characteristics of MRAM compare to those of
other embeddedmemory technologies at the relatively conservative 180 nmnode are
listed in Table 14.1. In the remainder of this chapter, the state of the art in MRAM
technologywill be reviewed: how it works; how itsmemory circuits are designed; how
it is fabricated; the potential pitfalls; and an outlook for future use of MRAM as
devices are scaled smaller.
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14.2
Basic MRAM

MRAM (magnetoresistive RAM) differs from earlier incarnations of magnetic
memory (magnetic RAM) in that MRAM tightly couples electronic readout with
magnetic storage in a compact device structure. During the early second half of the
twentieth century, the most widely used RAM was a type of magnetic RAM called
ferrite core memory. These memories utilized tiny ferrite rings threaded by multiple
wires used to generatefields towrite or to sense the switching of themagnetic polarity
in the rings [3]. Highly valued for its speed, reliability, and radiation hardness,
approximately 400 kB of this core memory was used in early IBM model AP-101B
computers on the space shuttle. However, with the advent of compact, reliable, and
inexpensive semiconductor memory, the 1mm2 cell size of the core memory could
no longer compete, and in 1990 the space shuttle converted to battery-backed
semiconductor memory with around 1MB capacity [4].
In order for magnetic memory to compete again in the RAM arena, miniaturiza-

tion on the scale of semiconductor integrated circuitry had to be implemented. This
was stimulated by the discovery in 1988 of giantmagnetoresistance (GMR) structures
which provided an elegant means of coupling amagnetic storage (spin) state with an
electronic readout, thereby creating the field of spintronics [5]. Spintronics relies on
the phenomenon wherein electrons in certain ferromagnetic materials will align
their spins with themagnetization in the ferromagnet. In essence, this is a result of a
greater electron density of states at the Fermi level for electrons with spin aligned
parallel to the magnetization in the ferromagnet. The passing of a current along two
ferromagnetic films in close proximity allows the transport of the electrons to be
influenced by adjusting the relative orientation of the two films� magnetization. As
shown in Figure 14.1, although for parallel orientation, electrons are less likely to
suffer resistive spin-flip scattering events, for antiparallel orientation theywill exhibit
a stronger preference for scattering and thus an increase in resistance will be

Table 14.1 Embedded memory comparison at the 180 nm node.

Parameter eSRAM eDRAM eFlash eMRAM

Size Cell area (mm2) 3.7 0.6 0.5 1.2
Size Array efficiency 65% 40% 30% 40%
Cost Additional process 0 20% (4 msk) 25% (8 msk) 20% (3 msk)
Speed Read access 3.3 ns 13 ns 13ns 15 ns
Speed Write cycle 3.4 ns 20 ns 5000ns 15 ns
Power Data retention 400mA 5000mA 0 0
Power Active read 15 pCb�1 5.4 pCb�1 28 pCb�1 6.3 pCb�1

Power Active write 15 pCb�1 5.4 pCb�1 31 000 pCb�1 44 pCb�1

Endurance Write Unlimited Unlimited 1e5 cycles Unlimited
Rad Hard — Average Poor Average Excellent

The shaded cells indicate where MRAM has a distinct advantage. Relative comparisons should
hold through scaling to the 65 nm node [2].
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apparent. The different resistance values for the high resistance state (Rhigh) and the
low resistance state (Rlow) can be used to define a magnetoresistance ratio (MR) as in
Equation 14.1:

MR ¼ ðRhigh �RlowÞ
Rlow

ð14:1Þ

Typically, MR values for GMR devices are in the range of 5–10% for room-tempera-
ture operation.
By choosing different coercive fields for the two ferromagnets, it is possible to

create a so-called spin-valve MRAM structure with a configuration similar to that
shown in Figure 14.1. For example, ferromagnet 1 can be chosen to have a high
coercivity, thus fixing its magnetization in a certain direction. Ferromagnet 2 can be
chosenwith a lower coercivity, allowing itsmagnetization direction to fluctuate. For a
magnetic field sensor such as used in disk drive read heads, small changes in the
magnetization angle of ferromagnet 2 induced by an external magnetic field can be
sensed as changes in the resistance of the spin valve. Because the spin-valve
sensitivity to external fields can be substantially better than inductive pickup, such
devices have enabled dramatic shrinkage of the bit size in modern hard drives. An
alternative use for the spin-valve structure is found if it is designed to utilize just two
well-defined magnetization states of ferromagnet 2 (e.g., parallel or antiparallel to
ferromagnet 1). Such spin-valve designs serve as a binary memory device, and have
found application in rad-hard non-volatile memories as large as 1Mb [6]. The
drawbacks of this type of memory are:

. a relatively low magnetoresistance, providing only low signal amplitudes and thus
longer read times

. a low device resistance, making for difficult integration with resistive CMOS
transistor channels

. in-plane device formation which ismore difficult to scale to small dimensions than
devices formed perpendicular to the plane.

Solutions to these problems can all be found in themagnetic tunnel junction (MTJ)
MRAM. The MTJ structure is similar to the GMR spin-valve in that it uses the
property of electron spins aligning with themagnetic moment inside a ferromagnet.
However, instead of passing current in-plane through a normal metal between

Figure 14.1 Illustration of the giant magnetoresistance (GMR)
principle. For parallel alignment (a) of magnetizations M1 and
M2, electron flow is subject to fewer resistive spin-flip scattering
events than for antiparallel alignment (b).
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ferromagnets, the MTJ passes current perpendicular to the plane, through an
insulating barrier separating two ferromagnets. An MTJ structure in its simplest
form is shown in Figure 14.2. Here, one can envision the electric current impinging
first on a ferromagnet which acts as a spin polarizer, then passing through the tunnel
barrier and into a second ferromagnet which acts as a spin filter. The separation of
polarizing and filtering functions is enabled by the physical thickness of the tunnel
barrier, noting that the tunneling process preserves electron spin. The tunneling
conductance will be proportional to the product of electron densities of states on each
side of the barrier, and in general for ferromagnets there will be a larger density of
states near the Fermi level for electrons polarized parallel to themagnetization of the
ferromagnet as opposed to electrons polarized antiparallel. For polarizer and filter
magnetizations aligned in the same direction, the density of states for spin-polarized
electrons is large on both sides of the barrier, and the conductance of the structure is
relatively high. For anti-parallel alignment of the polarizer and filter, the density of
states available for spin-polarized electrons to tunnel into is somewhat reduced, and
the conductance of the structure is relatively low. Proposed around 1974 [7], the first
demonstrations of MTJs used Fe/Ge/Comultilayer stacks, but only showed appreci-
able MR (14%) at 4 K temperatures [8]. It was not until 1995 that improvements in
materials processing techniques and the use of robust aluminum oxide tunnel
barriers began to show reasonably large MR (18%) for MTJ devices at room
temperature [9]. This breakthrough brought about huge investments fromnumerous
companies, and ushered in a new era in the field of spintronics.

14.3
MTJ MRAM

The structure illustrated in Figure 14.2 can store binary information in the direction
of magnetization within ferromagnet 1 (the �free layer�), provided that the magneti-

Figure 14.2 A simple magnetic tunnel junction structure.
Ferromagnet 2 acts as an electron spin polarizer, and ferromagnet
1 as an electron spin filter, with magnetization either parallel or
anti-parallel to the magnetization of ferromagnet 2. Parallel
magnetizations generally result in a lower device resistance than
anti-parallel magnetizations.
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zation within ferromagnet 2 (the �pinned layer�) remains fixed in a predetermined
direction. An asymmetry induced in the structure from device shape or intrinsic
magnetic anisotropy can stabilize preferred orientations for the free layer to be one of
either parallel to or anti-parallel to the pinned layer, thus maximizing the MR. A
straightforward way to enable switching in the free layer without switching of the
pinned layer is through the use of a material with a low coercive fieldHc for the free
layer, and amaterial with a highHc for the pinned layer. This technique is illustrated in
Figure 14.3a, with thehysteresis loops of a soft (low-Hc) free layer and a hard (high-Hc)
pinned layer in isolation (i.e., not in the integratedMTJ stack structure). For operation
at appliedmagneticfieldswithin the bounds set byHc of the pinned layer, only the free
layer will switch direction of magnetization. The hysteresis curve for the free layer
demonstrates the necessary memory effect when the applied field is reduced to zero.
With the integrated multilayer structure of Figure 14.2, however, the hysteresis

curves of the free and pinned layers in isolation are not straightforward predictors of
the resistance states of the MTJ device. Because the pinned layer will maintain a
remanence in a zero-applied field, there will be an offset imparted to the hysteresis
loop of the free layer. (Note that there will be a similar offset of the pinned layer
hysteresis loop imparted by the free layer�s remanence, but for large enough Hc2

there will be no effect on the device operation.) The effect of the pinned layer
remanence on the magnetoresistive hysteresis loop R versus the applied field is
illustrated graphically in Figure 14.3b. For a large remanenceMr2, the loopmay shift
somuch that there is no longer a bistablememory for zero applied field. In principle,
such an offset in memory product chips could be compensated by an external field

Figure 14.3 (a) Representative hysteresis curves
of magnetizationM versus applied field H, for a
soft ferromagnet free layer and for a hard
ferromagnet pinned layer in isolation. The
coercive fieldHc2 is chosen large enough to keep
the orientation of thepinned layer fromswitching
while the free layer is being switched. Mr2

represents the remanence from the pinned layer
at zero applied field. (b) Resultant hysteresis of

the MTJ resistance shown as a function of
applied magnetic field. Due to the remanent
magnetization from the pinned layer, the
resistance loop is offset from the zero-applied
field, and (as shown) can even result in but a
single stable resistance at zero-applied field. The
double arrows represent themagnetization state
of the MTJ structure (anti-parallel or parallel).
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applied from a permanent magnet incorporated into the chip packaging. This is
somewhat impractical, however, due both to packaging cost and to stringent
requirements of across-chip uniformity.
Fortunately, clever manipulation of film properties has driven the evolution of

several generations of MTJ structures, overcoming issues such as the offset field
described above. Two such advances are illustrated in Figure 14.4. In Figure 14.4a,
an antiferromagnet is exchange coupled to the pinned layer, thus providing amuch
larger effective coercive field for the pinned, or �reference� side of the tunnel
junction [10]. With exceptional care to maintain a clean, smooth interface between
the antiferromagnet and the pinned layer above it, one can obtain the strong
exchange coupling between these films that is necessary to resist field switching.
At least 1–1.5 nm of ferromagnetic pinned layer must still remain in the stack to
act as an electron spin polarizer, but when coupled to the antiferromagnet it can be
extremely well pinned even if the ferromagnet has a lowHc. By removing the need
for a high-Hc ferromagnet in the pinned layer, this structure allows some
additional flexibility in the choice of ferromagnet pinned layer material. One can
optimize for maximum electron spin polarization for best magnetoresistance, and
choose film qualities for low remanence and thus a lesser offset of the R versus
H hysteresis curve. Correspondingly, Figure 14.4b illustrates a representative
improvement in offset, for comparison with Figure 14.3b from the simpler stack
structure.
Although there is much benefit in using the simple antiferromagnet (AF)-pinned

structure of Figure 14.4a, best device operation often calls for reducing theR versusH
hysteresis offset to an even smaller value. In this case, the flux-closed AF-pinned
structure shown in Figure 14.4c can be tailored to give arbitrarily small offset fields.
Here, a synthetic antiferromagnet (SAF) is formed from two ferromagnets separated
by a thin spacer layer. For common spacer layers of 0.6–1.0 nmofRu, one can obtain a
strong antiparallel coupling between the two ferromagnets [11]. For reasonable

Figure 14.4 (a) Antiferromagnet-pinned reference layer structure
with correspondingR versusH hysteresis loop (b). Also shown (c)
is a flux-closed antiferromagnet-pinned reference layer structure
with corresponding R versus H hysteresis loop (d) [2].
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external fields, this coupling forces them to be antiparallel, and thus the thicknesses
of the two ferromagnets can be balanced such that the external magnetic flux is
negligible. The pinning of one of these ferromagnet layers with an antiferromagnet
gives a high effective Hc while at the same time causing negligible offset to the R
versus H hysteresis loop (Figure 14.4d).
Flux-closing the reference layer ferromagnet works remarkably well in practice,

particularly with recent advances in materials deposition tooling which enable tight
control over film thicknesses for multilayer film structures covering entire 200- to
300-mmwafers [13]. A cross-section transmission electronmicroscopy (TEM) image
of such a flux-closed reference layer MTJ stack is shown in Figure 14.5. Some
interesting features of the magnetics-related elements can be discerned from the
TEM image, and these are discussed below.

Figure 14.5 A transmission electron microscopy high-resolution,
cross-sectional image of a MTJ stack with flux-closed,
antiferromagnet-pinned reference layers.
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14.3.1
Antiferromagnet

The antiferromagnet, which is generally a polycrystalline material such as FeMn,
PtMn, or IrMn, is chosen and grown with several characteristics in mind:

. The interface roughness of the antiferromagnet must be sufficiently small that
N�eel coupling can be neglected (Figure 14.6), ensuring a smooth, pinhole-free
tunnel barrier.

. The pinning strength must be large compared to the fields used to switch the free
layer between its binary memory states.

. The blocking temperature of the antiferromagnet must be in a suitable range. In
order to obtain an ideal pinning of the ferromagnet reference layer, the antiferro-
magnet/ferromagnet bilayer must be annealed above the blocking temperature TB

at which the exchange coupling between the films is zero. An applied magnetic
field fixes the orientation of the ferromagnet, and then the bilayer is cooled. During
cooling, the surface magnetization of the antiferromagnet aligns with the field-
imposed ferromagnet magnetization. After cooling and removal of the field,
exchange coupling across this interface keeps the ferromagnet pinned. Here, an
antiferromagnet must be chosen with a blocking temperature TB below approxi-
mately 300 �C in order to minimize material diffusion and tunnel barrier degra-
dation. In addition, TB must be sufficiently above the device operating tempera-
tures, around 125 �C.

. The antiferromagnet must be able to withstand process temperatures of the
ensuing circuit integration. Roughly, this translates into saying that the compo-

Figure 14.6 A schematic description of N�eel
coupling and how it relates to magnetostatic
coupling. The rough-topped bottom film
represents the pinned layer of Figure 14.4.
Although exaggerated in the figure for clarity, an
actual roughness greater than one atomic
monolayer is cause for concern. The green
intermediate layer represents the tunnel barrier,
and the layer above is the free layer. Black arrows
in the bottom film represent the internal
magnetization of the pinned layer but, due to the

rough surface, the magnetic poles are
uncompensated in the region of the tunnel
barrier. The resultant field from these poles
creates a N�eel field which favors parallel
orientation of the free and pinned layers. The
magnetostatic demagnetization field from the
ends of the pinned layer favors antiparallel
orientation of the free and pinned layers, but as
this is non-local, it is less important in breaking
the symmetry of devices withmultiple layers [12].
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nents of the antiferromagnet should not dissociate and diffuse out of the layer for
process temperatures below about 250 �C.

14.3.2
Reference Layer

The reference layer closest to the tunnel barriermust act as an effective spin polarizer,
and so it must be of thickness at least of order the electron spin-flip scattering length.
This implies that 1–1.5 nm is the minimum thickness of the layer closest to the
tunnel barrier. For best flux closure andminimal offset to the free layer, the reference
layer adjacent to the antiferromagnet will be of a similar thickness, although a perfect
zero free-layer offset may dictate small differences in the thicknesses. An upper limit
to the thickness is set by the additional surface roughening and resultant N�eel
coupling that thicker films will generate. Reference layer materials are chosen for
their best spin polarization properties and compatibility with device-processing
techniques (e.g., minimal corrosion and thermal stability). Films of CoFe of the
order of 2 nm thickness are typically used, separated by the 0.6- to 1.0-nm exchange-
coupling Ru layer.

14.3.3
Tunnel Barrier

Aside from the requirement of reasonable magnetoresistive properties, the tunnel
barrier is chosen primarily for robustness. It must be extremely thin to ensure that
spin polarization is maintained during electron transit across the barrier, and the
barrier must be able to survive under billions of cycles of electrical bias during its
lifetime, without developing pinholes or any substantial shift in resistance. Alumi-
numoxidehas proven an extremely suitable candidate for such tunnel barriers, and is
known to offer reasonable magnetoresistance for suitable magnetic pinned and free
layers. Recent developments in tunnel barrier engineering show that magnesium
oxide tunnel barriers can offer MR near 500% at room temperature, although MgO-
barrier devices have not yet proven to serve as robust, manufacturable layers in large
arrays with good magnetic switching characteristics [14]. Aluminum oxide barrier
devices can displayMR near 100%, but trade-offs in the choice ofmagnetic materials
for best switching characteristics, and in the choice of operating point for best CMOS
integration, generally result in an MR less than 50%. Such MR is suitable for
maintaining distinct resistance groupings of millions of devices in modern MRAM
arrays, and increasing the MR is advantageous primarily in that it can reduce the
necessary signal integration time to read the state of a device. Such a reduction is not a
terribly strong driver at this time, as the array read time is set as much by the circuit
overhead as by the device signal-to-noise ratio. Increasing the MR to 500% would
likely result in only a 10–20% reduction in read duration. One area in which MgO
barriersmay soon establish a strong foothold is in the formation of highly transparent
tunnel barriers. As device sizes shrink, the lower resistance–area product afforded by
MgO will enable the best match to CMOS drive transistors, and thus the highest
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speed of operation. Today, even more highly transparent tunnel barriers are under
development for a class of devices using electron spin current to switch the device
state.

14.3.4
Free Layer

The free layer shown in the TEM is reasonably thin, rather like the underlying pinned
layers. However, it does have a minimum thickness limit set by the spin filtering
characteristics: for a thickness less than the approximate electron spin-flip scattering
length, the magnetoresistance will begin to drop, and this again sets the thickness at
around 1.5 nm or more. Thicker free layers require additional energy to switch, and
so are undesirable for low-power operation. Of critical importance in the character-
istics of the free layer is the need for well-defined magnetic states and well-behaved
magnetic switching. As one cannot tailor the read orwrite circuitry to every individual
device in megabit arrays of MRAM devices, it is critical that each device behave very
much like all others in the array. Ill-defined magnetization states such as vortices,
S-shapes, C-shapes, and multiple domains will add variability to the resistance
measured by the circuitry, because electron spin polarization filtering may not be
strictly parallel or antiparallel to the spin polarization imparted by the pinned layer. In
addition, sensitivity of the film switching behavior to tunnel barrier and cap
materials, or to device edge roughness or chemistry, can impart variability to the
write operation of the individual bits in megabit arrays. NiFe alloys are preferred for
good magnetic behavior with reasonable corrosion resistance. The addition of Co or
Fe to theNiFe, or dustingwithCo or Fe between the tunnel barrier andNiFe layer, can
help to adjust the magnetic anisotropy and improve the MR. Layer thicknesses are
typically in the 2- to 6-nm range for best low-power operation with good switching
characteristics.
Several additional non-magnetic elements are visible in the TEM image, and these

are discussed below.

14.3.5
Substrate

An ultra-smooth substrate is required as the starting point for smooth, uniform, and
reliable tunnel barriers. Rough interfaces also result in increased N�eel coupling,
which is detrimental to device performance. Representative materials for the
substrate are thermally oxidized silicon, or chemical-mechanical planarized (CMP)
polished dielectrics such as silicon nitride, silicon oxide, or silicon carbide.

14.3.6
Seed Layer

An appropriate seed layer is required to obtain good growth conditions for the
antiferromagnet, both to ensure a smooth top surface and to ensure good magnetic
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pinning strength. Given the high stress in some of the films in the MTJ stack, this
seed layer is also critical for ensuring good adhesion to the substrate. It may be
formed from tantalum nitride or permalloy (NiFe), for example.

14.3.7
Cap Layer

The proper choice of a cap layer is necessary to protect the free layer during further
device fabrication processing. It is essential as a barrier or �getter� for contaminants,
keeping the free layer clean andmagnetically well behaved. Often-used materials for
this layer include ruthenium, tantalum, and aluminum. The choice of this material
may also depend on its effect on the magnetic behavior of the free layer: certain cap
materials can discourage smooth switching between free layer states, and can result
in substantial �dead layers� which must be compensated for by a thicker free layer.

14.3.8
Hard Mask

A hardmask (as opposed to a �soft� photoresist mask) is used to enable patterning of
the MTJ with industry-standard etch techniques. It also eases integration with the
surrounding circuitry by providing a contact layer to connect theMTJ to wiring levels
above. The hardmaskmaterial is largely chosen for its compatibility with subsequent
processing in the fabrication route, and can be chosen from any number of metallic
or dielectric materials.
The processing of MTJ structures to integrate them with CMOS circuitry is

discussed in greater detail later in the chapter.

14.4
MRAM Cell Structure and Circuit Design

14.4.1
Writing the Bits

Themechanism for switching the state of the free layer in MRAM lends itself well to
an array layout with a conventional planar semiconductor design and fabrication. A
typical rectangular MTJ array layout, with word lines (WLs) arrayed beneath the
devices and bit lines (BLs) arrayed atop the devices, is illustrated in Figure 14.7.
Current driven along the WLs or BLs generates a magnetic field which imparts a
torque on themagnetization of the device. In normal operation, the superposition of
properly-sized �write� fields from both WL and BL will enable a switching event to
occur in the free layer of the device at the intersection of the two lines. Thewritefields
are chosen small enough so as not to exceed the coercivity of the pinned layer.
Potential pitfalls from this scheme include write errors from half-selected devices
(i.e., those subjected to only aWL or a BL field, but not both) and, worse, write errors
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from near-neighbor half-selected devices (those subjected to a half-select field, but
only one row or column away from another active line).
The diagrams in Figure 14.8 providemore details about the superposition of mag-

netic fields used to switch the active device. With the flux-closed antiferromagnet-
pinned reference layer structure (see Figure 14.4c) forming theMTJ, the single-layer
free layer is switchedwith characteristicsfirst described by Stoner andWohlfarth [15].
A simple case is that of an elliptical-shaped MTJ with shape anisotropy defining an
easy axis (themajor axis of the ellipse) and ahard axis (theminor axis of the ellipse). To
switch the magnetization, a hard-axis field is applied to tilt the free layer magnetiza-
tion away from the easy axis energy minimum, and an easy-axis field is applied to
�set� the magnetization of the device in the desired easy-axis direction – parallel or
antiparallel to the pinned layer. With this Stoner–Wohlfarth (S-W) switching,
relatively small operating margins are illustrated by the closeness of the green and
pink dots to the S–Wboundary in Figure 14.8b. In addition to accounting for spreads
in the switching characteristics between devices, one must also budget in extra
operating window for thermal activation errors and the disturb effects of half-selects
and near-neighbor field interaction. Circuit designers will try to tailor the operating
window for at least 10 years of error-free operation. Without use of error-correction
techniques, one generally aims for operating margins to keep the activation energy
for a bit error to greater than 60 kBT, where kB is the Boltzmann constant and T is the
temperature. This imposes extremely tight requirements on how uniform the array

Figure 14.7 Schematic representation of a
rectangular array ofMTJ devices, with bit line and
word line circuitry for writing the bits. Current-
generated magnetic fields (B) from a given bit
line andword line are sufficient only to switch the
device at the intersection of the two wires. Write
errors are typically worse for devices in the half-

select state (MTJs labeled �1/2� in the figure),
where a word line or a bit line is active, but not
both. The situation is even worse for near-
neighbor half-selected devices (�NN1/2� in the
figure) where, for example, the device is in the
column adjacent to the active word line, but is
half-selected by the active bit line.
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must be in terms of switching, described in equation form by the array quality factor
(AQF):

AQF ¼ Hsw

sHsw
ð14:2Þ

Here, Hsw is the average switching field of the devices and sHsw is the standard
deviation of the switching field distribution of all elements in the array. In rough
terms, the AQFmust be larger than about 30 in order to ensure a lifetime of 10 years,
although some relief can be gained through the use of error correction techniques.
Toggle MRAMwas invented to circumvent the difficulties faced by S–WMRAM in

terms of the operatingmargin for half-selected bits [16]. As illustrated in Figure 14.9a,
the structure has taken the flux-closed antiferromagnet-pinned reference layer
structure (see Figure 14.4c) a step further by also flux-closing the ferromagnetic
free layer. This is achieved by depositing a spacer layer atop the free layer ferromag-
net, followed by a second ferromagnet. The spacer can be chosen (as in the pinned
layer) to enhance antiparallel coupling, or the spacer can be chosen with zero or even
with some parallel coupling characteristics to decrease the write field needed to
switch the bit. Themagnetizations of the two ferromagnets in the free layer will point
in opposite directions, and their balance and proximity will flux-close the layers so
there is little field seen emanating from the structure at a distance. The write
operation of this toggle-mode structure is illustrated in Figure 14.9b. Noting the
colors assigned to represent the magnetization of the free layers in Figure 14.9a
(green for the top layer, red for the bottom layer), the plots at the top of Figure 14.9b
show the relative orientation of the two magnetizations. Note that the initial state
is such that the magnetization of the MTJ has easy (preferred) axis at 45� to the word
and bit lines, rather than be aligned parallel to one of them as in S–W MRAM.

Figure 14.8 (a) Top-down schematic view of an
MTJ array with rows and columns of bit lines and
word lines with fields superposed to switch the
device represented by a orange dot. Devices
shown as green and pink dots are half-selected
devices. Those green and pink devices adjacent
to the orange device are near-neighbor half-
selected devices. (b) A graph showing necessary

bit line and word line current values needed to
switch a desired device. The colored dots on the
plot correspond to the devices represented by
colored dots in Figure 14.8a. For suitable choice
of word line and bit line currents, one can ensure
switching of the desired device without switching
half-selected devices.
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Figure 14.9b illustrates the need for staggered timing of WL and BL write-field
pulses. To switch the state of the free layers, amagneticfield isfirst applied from the
WL along the positive y-direction. This magnetic field cants the magnetizations of
both free layers as they try to align to the field. The antiparallel nature of the
magnetic coupling between the free layers prevents the magnetizations from both
fully lining up with the applied word field, as long as the field is not too large to
overwhelm this antiparallel state. When themagnetizations are canted sufficiently,
there is a net magnetic moment to the free layers, and this moment can be grabbed
like a handle by the field now imparted by the BL. The BL applies a field in the
positive x-direction, and the net moment of the two free layers follows this BL field.
The WL field is then shut off, and the net moment continues to rotate around
towards the applied BLfield. As the BLfield is shut off, the free layermagnetizations
relax into their energetically favorable antiparallel configuration, but now with
magnetizations exactly opposite to those at the start.
The name �toggle-mode device� is derived from the characteristic that cycling the

WLs and BLs in this manner will always switch the state of the device. To set a bit in a
particular state, a read operation must be performed to determine if a write �toggle�
operation is required. Aside from this drawback, and the additional complexity of the
magnetic stack, there are several advantages to the toggle-mode structure:

. As alluded to above, thewrite operatingmargins can be substantially larger than for
devices with S–Wswitching. Rather than a S–Wastroid boundary, the toggle-mode
devices exhibit an L-shaped boundary that does not approach the WL or BL axes.
The potential for half-select errors is dramatically reduced, and the requirement on
AQF is approximately halved.

Figure 14.9 (a) Structure of the toggle-modeMTJ stack. (b) Time
evolution of the free layer switching. See text for details.
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. In principle, shape anisotropy is not required to ensure that the bit has only two
preferred states for binary memory. One can utilize the intrinsic anisotropy of the
ferromagnetic free layers to define two such states. This allows the use of circular
MTJ devices for the smallest memory cell size.

. The flux-closed nature of the free layers greatly reduces dipole fields emanating
from the free layer. Such fields can affect the energetics of nearby devices, resulting
in variability of switching characteristics, depending on the states of such devices.
Thus, with flux-closed free layers, nearby devices can be packed in closer proximity
for improved scaling.

14.4.2
Reading the Bits

The array structure illustrated in Figure 14.7 is often termed a �cross-point cell�
(XPC) structure. More specifically, XPC refers to the case where the MTJ devices are
located at the cross-points of the BLs and WLs, and are directly connected to the BLs
and WLs above and below the MTJ stack. This structure offers an extremely high
packing density for the lowest cost memory. The write mechanism is reasonably
straightforward as described above, as long as the MTJ resistance is not so low that it
shunts the write currents. More troublesome is that the read mechanism suffers
from a reduced signal-to-noise ratio in this XPC structure. In order to read the
resistance state of a XPC bit, a bias is applied between a desired BL and WL, and the
resistance measured. However, due to the interconnected nature of the XPC
structure, not only the resistance of the cross-point device is measured – there are
parallel contributions of resistance frommany other devices along �sneak paths� that
include traversing additional sections of BL and WL. Due to the resulting loss of
signal, the devicemust be readmuchmore slowly to allow for integration to improve
the signal-to-noise ratio. Device read times can be substantially longer for such XPC
structures, making this type ofmemory far less desirable than one which can be read
as fast as DRAM, for example.
The solution to the problem of sneak paths is to insert an isolation mechanism

which ensures that read currents will only traverse a singleMTJ device. For example,
this can be achieved by placing a diode in series with eachMTJ. Although this seems
simplewhendrawnas a circuit schematic onpaper, it is actuallymore straightforward
to place afield effect transistor (FET) in series with eachMTJ, and assign a secondWL
to control the read operation. The �FETcell� circuit structure is shown schematically
in Figure 14.10, with separate WLs for the write and read operations. The BL is used
for both read and write operations.
Figure 14.11 illustrates the implementation of the circuit structure shown in

Figure 14.10, suitable for a densely packed array of MTJs. Structural additions to
standard CMOS circuitry include:

. the via contact VJ between the bit line and the top of the MTJ stack

. the MTJ device
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Figure 14.10 Field-effect transistor (FET) cell
circuit topology, showing individual word lines
for reading and for writing. A FET located in the
silicon beneath theMTJ is used to switch on only
the device being read, thus preventing leakage of
read currents (purple arrows) through nearby

MTJ devices. Additional conductor elements in
this structure (compared to Figure 14.7) include
a contact between the bit line and the top of the
MTJ, a local metal strap (MA) connecting the
base of the MTJ with a via chain that connects to
the underlying FET.

Figure 14.11 A cross-section of the FET cell
topology, with two adjacent cells shown atop the
silicon CMOS front-end of line (FEOL) structure.
The oval encloses the critical components for
MRAM implementation. As cell size is
determined primarily by the MTJ and via chain
above the via V1, two FETs can be used for each
MTJ in order to achieve lower resistance and

some redundancy. Thus, the FET gates on either
side of a V1 via chain will be connected to the
same �read� word line. Wires formed in the first
level of metallization (M1) (outlined in bold)
form a grid at a reference potential. M2 denotes
the second level of metallization. The reader is
referred to Ref. [17] for further details on such
structures.
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. the local metal strap (MA) between the bottom of the MTJ stack and the via to M2

. the via VAbetween theMAstrap and theM2wiring, which serves to isolate theMTJ
from the write WLwhile providing connection to the underlying FETstructure for
reading.

A slightly higher packing densitymay be achieved with amirror-cell design, where
adjacent bits mirror each other. The simple unmirrored design of Figure 14.11 is
preferable to minimize any across-array non-uniformity due to inter-level misalign-
ment and inter-cell magnetic interference. Megabit and largerMRAMmemories are
formed frommultiple subarrays, with size determined largely by the resistance of the
BLs and WLs. There is a desire always to keep applied voltage low, for CMOS
compatibility andbest array efficiency. The required current to generate thenecessary
MTJ switchingfields then sets amaximum length on the BL orWL, depending on the
resistive voltage drop. Bootstrapped write drivers can be used to allow smaller write
driverswith improvedwrite current control [18]. A 16MbMRAMunder development
at IBM utilizes 128Kb subarrays (see Figure 14.12), with 512 WLs and 256 BLs of
active memory elements.
Thereadoperationisperformedwithsenseamplifiers thatcomparethedesiredbit to

a reference cell. The reference cell uses two adjacentMTJs fixed in opposite states in a
configuration that acts like an idealmid-point reference between theRhigh and theRlow

states [18]. Four BLs are activated in a given cycle, and are uniformly spaced along the
height of the array to reduce magnetic interference between activated BLs during the
writeoperation,andtominimizedistancefromtheactivatedBLstothesenseamplifiers
duringa read operation.Additional referenceBLs are locatedwithin the array,withone
set shared by sense amplifiers 0 and 1, and one set shared by sense amplifiers 2 and 3.
The array driving circuitry for MRAMmemories is commonly standardized to an

asynchronous SRAM-like interface for easy interchangeability in battery-backed
SRAM applications. The IBM 16Mb chip uses a ·16 architecture that is prevalent
in mobile and handheld applications with packaging intended for simple direct
replacement of SRAM chips. As shown in Figure 14.13, the 16Mb chip measures
79mm2 with individual memory cells of 1.42 mm2, for an array efficiency of almost

Figure 14.12 Photograph of a 128 Kb subarray, showing locations
of the sense amplifiers (SA), the row and column decoders and
drivers, and the concurrent activation of four bit lines with one
word line for a ·4 organization of the block. A single MTJ cell is
indicated by a circle at the intersection of a word line (WL) and bit
line (BL).
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30%. The array efficiency may be improved by using more metal layers and by
eliminating some of the developmental test mode structures used in this chip. A
reduction of the standby current for power-critical applications is achieved through
the extensive use of high threshold, long-channel FETdevices and careful grounding
of inactive terminals in the arrays and in the write driver devices [18].
Redundant elements are included in the chip to allow the correction of defective

array elements. Such redundancy is implemented with fuse latches and address
comparators in a manner consistent with industry-standard memory products. The
CMOS base technology is quite mature, so the focus of the redundancy is on
theMRAM features. Single-cell failures or partialWL failures (fromMRAMreference
cell defects) are considered themost likely defects. The redundancy architecture favors
replacement ofWLs to capture the partialWL fails fromMRAMreference cell defects.
Redundancy domains are implemented at a high level in the block hierarchy so as to
span several blocks and be capable of effectively fixing any random defects [18].

14.4.3
MRAM Processing Technology and Integration

The implementation of MRAM hinges on complex magnetic film stacks and several
critical steps in back-end-of-line (BEOL) processing. Cell size is presently limited by
the size of theMTJ devices and driving wires, and older, mature CMOS front-end-of-
line (FEOL) technology can be used without limiting performance. Fabrication of the
FET-cell circuit, from the CMOS FEOL through the MRAM BEOL, can encompass
several hundred process steps, resulting in the fully functional structure shown in
Figure 14.14. TheMRAM-critical portion of the circuit is a relatively small part of the
entire configuration. After the last standard CMOS step (the M2 wire completion),

Figure 14.13 A photograph of the 16Mb MRAM chip, showing
locations of 128 Kb array cores (eight columns of 16 rows) and
support circuitry [18].
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there remains the need to pattern the shallow vias, theMTJs, the local interconnects,
and at least one level ofwiringwith contact toMTJs and the functional circuitry below.
Even for simple functional circuits, five or more photomask levels are required to
complete the MRAM-centric portion of the structure.

14.4.3.1 Process Steps
In conjunction with the steps outlined in Figure 14.14, below is a discussion of the
important considerations for the process steps in the fabrication of the MRAM-
specific levels.

1. VA contact via and ILD: The VA via provides a path for read current to flow from
the local (MA) metal strap down through a via chain to the underlying read
transistor. The most critical aspect of this module is that it must form a substrate
which is sufficiently smooth for good magnetic stack growth.

2. Magnetic film stack deposition: Arguably themost essential technological advance in
enablingMTJMRAMwas the development of tooling for the large-area deposition
of extremely uniformfilmswithwell-controlled thickness. Such tooling has proven
suitable for the deposition of magnetic, spacer, and tunnel barrier films with
sub-Ångstr€om uniformity across 200mm and even 300mm wafers [13]. The
critical aluminum oxide tunnel barrier is generally formed by depositing a thin
aluminum layer, followed by exposure to an oxidizing plasma [19].

3. Tunnel junction patterning: A commonly used and straightforward approach to
patterning the MTJs is with the use of a conducting hard mask. This is later
utilized as a self-aligned stud bridging the conductive MT wiring to the active
magnetic films in the device. A thick hard mask, however, introduces additional

Figure 14.14 Cross-section of a product cell, showing the
integration of MRAMwith CMOS, and the process steps used for
the MRAM-specific layers. ILD is the interlayer dielectric.
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difficulties in that it canshadow theetchbeingused topattern themagnetic devices.
Such shadowing can add an element of variability into the size of the devices, and
may also result in metal redeposits on the sidewall of the device structure. As
illustrated in Figure 14.15, sidewall redeposits are particularly troublesome for
commonly used MRAM stack materials because the materials do not readily form
volatile RIE byproducts that provide some isotropic character to the etch. Direc-
tional physical sputtering is the main mechanism for etching of the stack
materials [20]. Because the difficulties in etching the magnetic stack materials
often outweigh the benefits of a simpler process integration scheme, it is often
preferable to use a thinner hardmask for less etch shadowing, and an additional via
level (VJ in Figure 14.14) to connect the top of the MTJ with the bit line wiring.

4. MTJ encapsulation: Silicon nitride and similar compounds are desirable for their
adhesion to the MA andMTJmetal surfaces, and for strong interfacial bonds that
inhibitmigration ofmetal atoms along the dielectric/metal interfaces. Suchmetal
migration is one well-documented cause of MTJ thermal degradation, and can
limit processing temperatures in patternedMTJ devices to below 300 �C [21]. The
use of tetra-ethyl-orthosilicate (TEOS) as a precursor in the deposition of silicon
oxidefilms [22] is known to offer the benefits of a relatively inert depositing species
which can readily diffuse into spaces adjacent to high-aspect ratio structures, even
at temperatures below 250 �C.

5. MA patterning: For suitable thickness of seed and reference layers, the series
resistance of layers remaining after MTJ etch is small enough to impart negligible

Figure 14.15 (a) Transmission electron
microscopy image of the edge of a MTJ after
etching to define the free magnetic layers. The
etch has progressed to a depth just past the oxide
tunnel barrier (the lightest contrast film in the
stack). The dark arrow represents incoming
sputtering ions; the lighter lines represent the
path of atoms sputtered from the surface of the
device being etched, many of which result in

redeposits on vertical device surfaces. The
consequences of sputter-etch redeposits on the
sidewall of a MTJ device can be seen as a short-
circuited tunnel barrier and a poorly defined edge
with thick redeposits. (b) Improvements in the
etch conditions can result in a much cleaner
sidewall and the elimination of residues that
would short-circuit the tunnel junction.
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dilution of the MTJ MR signal. This simplifies the processing, as a dedicated film
need not be created for the MA strap, and the reference or seed layers of the
magnetic stack can perform double duty. As in the MTJ etch, the MA etch may be
subject to the problem of non-volatile etch byproducts redepositing along the hard
mask sidewalls.

6. ILD deposition and planarization and wiring: After the MA metal strap has been
patterned, an interlayer dielectric is deposited in which to house the counter-
electrode wiring layers VJ and MT. The counterelectrode wiring is formed with
well-established semiconductor-industry Damascene techniques.

As alluded to in Figure 14.11, the MRAM-specific elements form but a small
portion of the entire integrated circuit. For rapid characterization of these MRAM-
specific elements, there is no need to perform a fully CMOS-integrated wafer build;
rather, it is sufficient to perform a subset of the process integration steps to focus only
on the critical magnetics issues [23].

14.5
MRAM Reliability

One of the strong selling points of MRAM is its reliability: write endurance is
expected to be essentially infinite, the magnetics are intrinsically rad-hard, and its
non-volatilememory storage can eliminate soft errors inmany applications. As in any
new technology struggling for successful commercialization, there are certain
aspects of the new technology that are unproven and require demonstration of
reliability. Areas of potential reliability risk include [24].

14.5.1
Electromigration

Electromigration in the writeWLs and BLs, resulting from high write current density.
Current pulses of 10mA are typical for conservative wire cross-sections of 0.2mm2,
corresponding to a current density of 5MAcm�2. This alone represents a serious
challenge to the reliability in the array, and can potentially be worsened by local disru-
ptions to the quality and thickness of wire material. The VJ vias of Figure 14.14, or
direct connection between theBLand theMTJhardmask in the thick hardmask integ-
ration scheme discussed above, can impact the BLwiring electromigration resistance.
Electromigration issues can potentially be improved through the use of bidirec-

tional switching currents, which fit neatly into toggle-mode MRAM operation, but
cost in terms of array efficiency. One promising method for reducing electromigra-
tion stress is through the use of ferromagnetic liners in aU-shape around theBLs and
writeWL. These liners serve to focus the magnetic field onto theMTJs in the desired
row or column, and can increase the effective field by as much as a factor of 2 for a
given current [25]. The use of ferromagnetic liners around the BL is illustrated in
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Figure 14.16. Similar, but inverted, structures can be formed around the write WL
(M2 in Figure 14.16) to enhance the field from that wire. The potential reduction in
necessary current to obtain a required switching field can dramatically reduce
electromigration issues. Not only do ferromagnetic liners offer potential reduction
in current density, but they also improve electromigration performance relative to
conventional copper processes. By reducing the interface diffusion of copper atoms,
ferromagnetic cladding on the top surface of theMTwire enhances electromigration
reliability to an extent similar to that seen in the industry by advanced Ta/TaN or
CoWP capping processes [26].
One added benefit of the ferromagnetic liner field focusing is the reduction of any

near-neighbor disturb effects. Because the field is better focused on devices along the
desired WL and BL, adjacent devices are less likely to be switched by near-neighbor
fields, or the combination of near-neighbor fields and thermal activation.

14.5.2
Tunnel Barrier Dielectrics

These are subject to reliability concerns because of the extremely thin nature of the
barrier and related susceptibility to pinholes or dielectric breakdown. Aluminum
oxide tunnel barriers have so far proven quite robust. Time-dependent dielectric
breakdown (TDDB) and time-dependent resistance drift (TDRD) have been exam-
ined in 4Mb arrays and found to exceed requirements for a 10-year lifetime [27]. The
voltage stresses on the tunnel barrier are relativelymodest, as the read operation takes
place at 100–300mV because the MR is higher for a lower voltage. The write
operation is performed with one side of the MTJ floating, so there is no significant
voltage stress on the MTJ during the higher-power write pulse.

14.5.3
BEOL Thermal Budget

The BEOL thermal budget for MRAM devices (<250–300 �C) is significantly lower
than for conventional semiconductor fabrication processes (�400 �C), in order to

Figure 14.16 A cross-sectional image of a
product array, from a viewpoint perpendicular to
that of Figure 14.14. The arrows around bit line
wire MT1 suggest the magnetic field
configuration generated by a current through
wire MT1; it is loosely contained, with only

moderate magnitude at the MTJ free layers.
Conversely, the wire MT2 exhibits an enhanced
field magnitude due to its localization by the
ferromagnetic film (lines) surrounding the
copper MT2 wire.
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prevent degradation to the MTJs. This can affect the intrinsic quality of dielectrics
being used in the BEOL, and can also worsen seam and void formation around the
topographical features being encapsulated. A low thermal budget also prevents the
use of certain post-processing passivation anneals, and packaging materials and
processes. The move to lead-free solder with increased solder reflow temperatures
represents a further challenge for MRAM.

14.5.4
Film Adhesion

This is a serious concern with the multiple new materials being introduced into the
integrated process. The novel etch and passivation techniques being used also may
leave behind poorly adherent layers which cannot be subjected to harsh wet cleans
without MTJ exposure and degradation. Delamination risks must be mitigated
through specially developed dry and wet cleans, the use of materials with tuned
stress, and the choice of materials with compatible thermal expansion.

14.6
The Future of MRAM

As of July, 2006, MRAM products such as the 4Mb memory shown in Figure 14.17
have been available fromFreescale Semiconductor [28]. Themarket space targeted by
Freescale includes networking, security, data storage, gaming, and printer data
logging and configuration storage. From a customer viewpoint, this product means
fewer part counts, a higher level of performance, higher reliability, greater environ-
mental friendliness, and a lower cost solution than their current approaches, such as
battery-backed SRAM.
Progressing downwards from the available 180 nm technology, future generations

of MRAM are expected to utilize the same magnetic infrastructure with only
evolutionary improvements, to below the 90 nm node. However, constraining the
scaling are the following concerns:

Figure 14.17 Photograph of a MR2A16A 4MbMRAM chip atop a
wafer filled with such chips, presently available from Freescale
semiconductor. (Illustration courtesy of G. Grynkewich and
Freescale Semiconductor.).
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. Near-neighbor interactions: When packing devices closer together, magnetic fields
emanating from a given device can affect the switching behavior of devices
nearby, and this can also be dependent on the given device�s free layer state. In
addition, the write wires for switching a given device will perturb neighboring
devices to a greater extent as the latter come closer. It remains unclear how well
these effects can be suppressed with the use of flux-closed MTJ layers and
ferromagnetic cladding of write wires. Additional techniques such as enhanced-
permeability dielectric (EPD) encapsulating films may be required to overcome
these problems [29].

. Increased switching fields: As devices are scaled to smaller volumes, the anisotropy
field must be increased to compensate and maintain activation energy greater than
60 kBT [30]. Write fields will scale to be of similar magnitude to the anisotropy field,
and will increase superlinearly with inverse device size. As with theMTJs, the write
wiresmust scale to a smaller footprint,making itmore difficult to accommodate the
increasing switching fields. In addition, ferromagnetic cladding of the wires
becomes less effective because of the bending energy of the flux inside the cladding
as the wire corner radius sharpens. EPD device encapsulations will help in this
regard.

. Device-to-device variability: Process-induced line-edge roughness will become a
more substantial fraction of the total device width, so that edge irregularities may
becomemore effective at pinning the domains so they do not switch smoothly. The
total device area and aspect ratio will also exhibit larger spreads, both from line-
edge roughness and from variability in lithography. A reduced aspect ratio for
tighter packing density will also decrease AQF, as the anisotropy field is more
sensitive to shape for devices with a smaller aspect ratio [30].

Each of these concerns is not a fundamental limitation, but rather a practical
limitation that can most likely be overcome with sufficient – albeit perhaps prohibi-
tively expensive – investment in materials development and processing techniques.
Hard physical limits do not appear to set in until superparamagnetism becomes
important – that is, for device sizes below 20nm [30], a dimension substantially below
the limits suggested by the aforementioned practical issues.
Even with the practical limits to scaling conventionalMRAM, one can expect to see

revolutionary modifications to standard MRAM cell such that MRAM will be
available with far greater densities, lower cost, and faster operation. Beyond the
scope of this chapter are the impressive developments and exciting new proposals in
the areas of:

. thermally assisted MRAM for reduced power requirements [31]

. spin-momentum transfer (SMT)MRAM for scaling to advanced process nodes and
extremely small active memory devices [32]

. domain-wall memory for very high density serial storage [33]

. embedded MRAM as a replacement for embedded flash and low-density on-chip
SRAM, for high-performance microprocessor cache memory and other ASIC
applications [34].
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In summary, this chapter has provided an overview of the rapid developments in
MRAM technology over the past decade. Many major hurdles for MRAM product
development have been surmounted in the face of funding limits set by competition
with the huge silicon industry. Now that MRAM devices have grasped a toe-hold in
the marketplace, new applications will be identified and MRAM development will
proceed at an even faster pace over the next decade. Perhaps soon we will again see
magnetic RAM in spacecraft!
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15
Phase-Change Memories
Andrea L. Lacaita and Dirk J. Wouters

15.1
Introduction

15.1.1
The Non-Volatile Memory Market, Flash Memory Scaling, and the Need for New
Memories

During the past decade, the impressive growth of themarket for portable systems has
been sustained by the availability of successful semiconductor non-volatile memory
(NVM) technologies, the key driver being the Flash memories. In the past 15 years,
the scaling trend of these charge-based memories has been straightforward. The cell
density ofNORFlash, which is adopted for code storage, has doubled every one to two
years, following Moore�s law; the memory cell size is 10–12 F2, where F is the
technology feature size. The NAND Flash, which is optimized for sequential data
storage, has been aggressively scaled and, nowadays, has a cell size of about 4.5 F2.
However, further scaling of both NOR and NAND Flash is projected to slow down,
duemainly to the tunnel oxide (NOR),which cannot be further thinned downwithout
impairing data retention, and to electrostatic interactions between adjacent cells
(NAND).
Moreover, as the scaling proceeds, the number of electrons stored on the floating

gate and present in the device channel decreases. As few electrons are involved,
effects such as the random telegraph noise arising from trapping processes are
expected to cause threshold instabilities and reading errors [1], while the require-
ments on retention become even more challenging. At the 32 nm node, the maxi-
mum acceptable leakage over a 10-year period will be less than 10 electrons per
cell [2]. All of these difficulties, arising from the fundamental limitation of the charge
storage concept, are calling for novel approaches to non-volatile storage at the
nanoscale.
In recent years a number of different alternative memory concepts have been

explored. Most notably, memories based on switchable resistors are considered
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promising; among these, the phase-change memory (PCM) technology is attracting
growing interest.

15.1.2
PCM Memories

PCM-based memory devices were first proposed by J.F. Dewald and S.R. Ovshinsky
who, during the 1960s, reported the observation of a reversible memory switching in
chalcogenide materials [3, 4]. Chalcogenides are semiconducting glasses made from
the elements of Group VI of the Periodic Table, such as sulfur, selenium and
tellurium, and many of these demonstrate the desired material properties for
possible use in PCM applications. Two different chalcogenide material systems may
be discriminated, based on their switching properties [5]:

. Threshold-switching in so-called �stable� glasses that show negative differential
resistance and a bistable behavior, requiring a minimum �holding voltage� to
sustain the high-conductive state. The typical materials are three-dimensionally
cross-linked chalcogenide alloy glasses.

. Memory-switching in �structure reversible films� that may form crystalline conduc-
tive paths. A typical composition is Te81Ge15X4 close to the Ge-Te binary eutectic,
with X being an element from Group V or VI (e.g., Sb). The latter materials
also show threshold switching to initiate the high conduction in the glass state,
followed by an amorphous to crystalline phase transition which stabilizes the high-
conductive state.

A non-volatile and reprogrammable phase-change (256 bit) memory array based
on chalcogenide materials originally was reported by R.G. Neale, D.L. Nelson and
Gordon E.Moore as far back as 1970 [6]. In thesememories thememory element is
basically a resistor made from a chalcogenide material and, depending on whether
the chalcogenide layer is amorphous or crystalline, the device resistance would be
either high (RESET state) or low (SET state) [7]. Programming of the phase state is
carried out by current-induced Joule heating: either the material is heated above
themelting temperature, followed by fast quenching in the amorphous state; or the
element is heated to a high temperature below the melting point, allowing
crystallization of the amorphous material. However, the operation characteristics
of these memories were still poor (e.g., 25 V, 250mA, 5 ms for programming in the
RESET state). Indeed, such a high programming power requirement led to
the suggestion that these prototype memories should be called �Read-Mostly
Memory�.
Chalcogenide phase-change materials were instead successfully adopted in xerog-

raphy, where the photoconductive properties of arsenic-selenide (As-Se) were
exploited, and in optical recording, spurred on by the development of Ge-Te glasses
capable of undergoing rapid crystalline-amorphous phase transformations [8, 9]. In
particular, rewriteable optical media (e.g., CDs, DVDs) became a huge field of
application. In the case of CDs, the selective crystallization/amorphization is induced
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by an external laser beam and not by Joule heating, while the binary information is
read out by exploiting the change in optical reflectivity between the amorphous and
the crystalline state, rather than the difference in electrical resistivity.
The advancements in thematerials used for optical disks, coupled with significant

technology scaling and a better understanding of the fundamental electrical device
operation, eventually triggered the development of solid-state memory technology,
which led initially to the Ovonic UnifiedMemory (OUM�) concept based on the use
of the Ge2Sb2Te5 chalcogenide compound [10, 11]. Since early 2000, the different
semiconductor industries have considered the exploitation of the same concept for
large-sized, solid-state memories [12–14]. Phase-change memories are known by
different names. For example, the former OUM name was superseded by the terms
PCM and phase-change RAM (PRAM). Today, PCM are considered promising
candidates eventually to become the mainstream non-volatile technology, this being
due to their large cycling endurance [15, 16], fast program and access times, and
extended scalability [17, 18].

15.2
Basic Operation of the Phase-Change Memory Cell

15.2.1
Memory Element and Basic Switching Characteristics

The vertical OUM PCM memory element in the so-called Lance-like structure is
shown schematically in Figure 15.1. The active phase-change material (Ge2Sb2Te5;
GST) is sandwiched between a topmetal contact and a resistive bottomelectrode (also
called the heater). The programming current flows vertically from the bottom

Figure 15.1 Schematic of the OUM� vertical
phase-change memory element. Due to the
typical bias polarity, current flows vertically from
the bottomelectrode through the heater, through
the Ge2Sb2Te5 (GST) layer and to the top
electrode. The current concentration near the

(narrow) heater/GST contact results in local
heating of the GST in a semispherical volume
where the amorphous/crystalline phase change
occurs. Amorphization of this region stops the
low-resistive current path and results in an
overall large resistance.
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electrode through the heater, through the GST layer and to the top electrode. The
current concentration near the (narrow) heater/GSTcontact results in a local heating
of the GST in a semi-spherical volume where the amorphous/crystalline phase
change occurs. Amorphization of this area stops the low-resistive current path and
results in an overall large resistance.
The thermal and electrical switching characteristics of a vertical OUM PCM

memory element are shown in Figure 15.2, with temperature evolution in the GST
region above the heater contact in response to current pulses shown graphically in
Figure 15.2a [12]. In order to form the amorphous phase, a 50- to 100-ns current
pulse heats up the region until GST reaches its melting temperature (620 �C). The
subsequent swift cooling, along the falling edge of the current pulse, freezes the
undercooled molten material into a disordered, amorphous phase below the glass
transition temperature. In order to recover the crystalline phase, Joule heating
from another current pulse, with a lower amplitude (resulting in temperatures
above the crystallization temperature but below the melting temperature), is used
to speed-up the spontaneous amorphous-to-crystalline transition: the crystalline
phase builds up in about 100 ns by a combination of nucleation and growth
processes.
The typical current–voltage (I–V) curve of a cell for both states is shown in

Figure 15.2b [19]. As the electrical resistivity of the two phases differs by orders of
magnitude, at low bias, the resistance of the two memory states ranges from few kO
(low resistance¼ON or SET state) to some MO (high resistance¼OFF or RESET
state). Reading is accomplished by biasing the cell and sensing the current flowing
through it; for example, a few hundreds of millivolts across the cell in the SET
state generates 50–100 mA. This current is able to load the bit-line capacitances

Figure 15.2 (a) Thermal-induced phase change
of thematerial, either bymelting and subsequent
quenching in the amorphous phase, or by
heating in the solid state inducing crystallization
of the amorphous state. (Figure reproduced
from Ref. [12]). (b) Current–voltage (I–V) curves
for both the crystalline and amorphous states.
(Figure reproduced from Ref. [19]). The high

current levels required for the Joule heating can
be obtained at low voltages, even for the
amorphous state, on the basis of the electronic
threshold switching phenomenon, which
strongly increases the conductivity in the
amorphous material above a certain threshold
voltage.
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of a memory array, making possible a reading operation in 50 ns. The same bias
across the cell in the RESETstate is not able to generate enough current to trigger the
sensing amplifier, thus resulting in the evaluation of a �0�.
It should be noted that the I–V curve in the high-resistance, amorphous state is

quite peculiar. As the bias reaches a certain voltage (the threshold switching voltage) a
�snap-back� takes place and the conductance abruptly �switches� to a high conductive
state (see Figure 15.2b). The I–V curve of the crystalline GST does not feature
threshold switching, and approaches the I–V of the amorphous state in the high
current zone.
The occurrence of this �threshold switching� is a very important characteristic of

PCM material. Indeed, without such a switching mechanism, which allows large
currents to flow in the amorphous material at low voltages (�few volts), very high
voltages (�100V) would be required to switch the material to the �on� state, thus
making electronic programming effectively non-practical.
The ratio of the threshold switching voltage and the thickness of the amorphous

zone is usually referred to as the critical threshold switching field; for GST this quantity
ranges between 30 and 40V mm�1. The critical threshold switching field can be taken
as a guideline to compare different materials; for example, the lower the switching
field the lower the switching voltage for the same thickness of the amorphous layer.
However, as shown in Figure 15.3, even if the threshold voltage does scale with the
memory resistance, which in turn depends on the amorphous layer thickness, the
line does not cross the origin [20]. The concept of threshold switching field should,
therefore, be handled with some care.

Figure 15.3 Experimental dependence of the threshold voltage on
the low field resistance of the amorphous state. The threshold
voltage scales with the device resistance, and therefore with the
width of the amorphous zone. However, the line does not cross
the origin, which highlights that a minimum voltage value of
�0.50 V, close to the holding voltage value, is required for
switching to occur. (Figure adapted from Ref. [20]).

15.2 Basic Operation of the Phase-Change Memory Cell j451



15.2.2
SET and RESET Programming Characteristics

The programming characteristic of a PCM cell [20] – that is, the dependence of the cell
resistance R as a function of the programming current – is shown in Figure 15.4. The
open symbols in Figure 15.4 refer to the resistance obtained when driving a cell from
the RESETstate. During themeasurement procedure, a 100-ns programming pulse is
applied and the cell resistance after programming is read at 0.2V. Before the
subsequent measurement, the cell is brought again into the initial reference RESET
state by using a proper current pulse. Themeasurement cycle is then restarted, driving
the cell with a new 100-ns programming current pulse with a different amplitude.
During this procedure, three distinct regions can be recognized:

. For programming pulses below 100mA, the ON-state conduction is not activated
and the very small current does not provide any phase change.

. In the 100 to 450mA range, the resistance decreases following the crystallization of
the amorphousGST, reaching theminimumresistance in the SETstate, as denoted
by Rset.

. Above 450mA, the programming pulse melts some GSTclose to the interface with
the bottom electrode, leaving it in the amorphous phase.

The solid symbols in Figure 15.4 also show the R–I characteristics obtained for the
same cell, but starting from the SET state. The resistance value changes only when
thecurrentexceeds450mAandthechalcogenidebegins tomelt.Thecurrent is therefore
denoted as themelting current, Imelt. From thereon the curve overlaps to the R–I of the
RESETstate.Forprogrammingpulsesabove700mA, theresistanceof thecell reachesan
almost constant value. It transpires that the PCM cell can be switched between the two
SETandRESETstatesusing currentpulsesof 400and700mA, respectively, thesepulses

Figure 15.4 PCM programming characteristics, i.e., R as a
function of the programming current IP. Program pulses are
applied to RESET cell (reset-set transition) or to a SET cell (set-
reset transition). (Figure reproduced from Ref. [20]).
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beingindependentof theinitialcell state(resistance).Therefore, thecellcanberewritten
withnoneed for any intermediate erase.Theminimumcurrent capable of bringing the
cell into the full RESETstate (700mA in Figure 15.4) is denoted as reset current, Ireset.
The orders of magnitude difference between the cell resistance in the SET and

RESETstatesmakes thePCMmemory ideally suitable for amultibit operation. In this
scheme, the resistance of the cell may be set between the two extreme values, thus
placing more than two levels per cell. This approach may become a viable option to
further reduce the cost per bit of PCM devices.

15.3
Phase-Change Memory Materials

15.3.1
The Chalcogenide Phase-Change Materials: General Characteristics

The requirements for phase-change materials include easy glass formation during
quenching from the melt, as well as congruent crystallizing compositions to avoid
phase segregation during crystallization.Melting temperatures should be low to limit
the switching power, whereas for non-volatility a good stability of the amorphous
phase at application temperatures is required. It follows that the activation energy1)

for crystallization of the amorphous state should be high enough to enable long data
retention times. On the other hand, crystallization rates, at least at elevated tem-
peratures, should be high enough to allow for a rapid amorphous to crystal transition,
preferably in the range of a few tens of nanoseconds.2)

Such materials have now been under investigation for many years for their
applications in DVD-RAM and DVD-R/W optical disk storage systems. Typically,
metal alloys containing chalcogenide elements [by definition, elements of Group VI
of the Periodic Table (O, S, Se, Te, Po)], and often referred to as �chalcogenide
materials�, are used. Chalcogenide elements are of interest as Se and Te compounds
are easy glass-formers, because of their relatively high melt viscosities [22]. Compo-
sitions searched for are those that form a stable state in the solid phase (�polymorphic
transformations�; i.e., where long-range diffusion is not required) [23].
The two typical chalcogenide material �families� used in PCM are both based on

compositions of Ge, Sb and Te: (i) the pseudo-binary GeTe-Sb2Te3 compositions; and
(ii) compositions based on the Sb70Te30 �eutectic� compound (see the Ge-Sb-Te
ternary phase diagram in Figure 15.5) [24, 25].

1) The so-called �crystallization temperature� is not
a uniquely defined material property, and varies
depending on the time window of observation.
�Activation energy� is therefore a better defined
and more relevant physical parameter.

2) Recent discussions have indicated that
the requirement of a rapid crystallization

actually contradicts with easy glass formation,
and rapid-crystallizing chalcogenides
should be categorized rather as bad glass-
formers based on their low glass transition
to melt temperature (TG/Tm) ratio compared
to other easy glass formers such as SiO2

[21].
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15.3.1.1 The Pseudo-Binary GeTe-Sb2Te3 Compositions
The stoichiometric compositions around the GeTe and Sb2Te3 tie line are known as
pseudo-binary compositions. These include the most widely used material
Ge2Sb2Te5, and they are used in the ovonic unified memory (OUM) [11], together
with other compositions such as Ge1Sb2Te4 [(1,2,4) material] and Ge1Sb4Te7 [(1,4,7)
material]. All of these materials are nucleation-controlled; that is, nucleation is
dominant over growth [25], and are widely used in DVD-RAM applications. Along
the tie line, the properties change from GeTe with high crystallization temperature
(i.e., high stability) but slow crystallization speed, to Sb2Te3 that has a high crystalli-
zation speed but a low stability [26].

15.3.1.2 Compositions Based on the Sb70Te30 �Eutectic� Compound3)

These compositions are more generally indicated as doped SbTe (M-SbTe) com-
pounds. Variants include doping with In: Inx(Sb70Te30)1�x, doping with Ag and In:
AgxIny(Sb70Te30)1�x�y (so-called �AIST�), and doping with Ge: Gex(Sb70Te30)1�xþ
Sb. These materials are so-called fast-growthmaterials [28]: the growth starting from
the crystal regions surrounding the amorphous zone is the dominant crystallization
mechanism rather than nucleation of new crystals inside the amorphous.
The benefits of these materials are possibly faster switching (<20 ns), a better

Figure 15.5 The Ge-Sb-Te (GST) ternary phase diagram,
indicating the two classes of commonly used phase-change
recording materials – that is, stoichiometric compositions along
the GeTe-Sb2Te3 tie-line and compositions near the �eutectic�
Sb2Te. (Figure modified from Refs. [24, 25]).

3 It should be noted that the Sb70Te30 �eutectic�
material composition (sometimes quoted as
Sb2Te, or more exactly as Sb69Te31) is actually

not an eutectic but an azeotropic mini-
mum [27]; that is, it fulfills the basic require-
ment of a congruent crystallizing material.
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high-temperature retention, and a lower threshold field for conductivity switching in
the amorphous phase (10–20V mm�1 instead of 30–40V mm�1). On the other hand,
cycle endurance and resistance ratio would be smaller [24].

15.3.1.3 Other Material Compositions
Some other material compositions, based on selenium rather than tellurium
compounds, have more recently been investigated for possible application in
phase-change memories, including antimony selenide (SbxSe1�x; main attributes,
lower Tm and faster crystallization speed) [29], and indium selenide (In2Se3; main
advantage wider resistivity range) [30].

15.3.1.4 N- or O-Doped GST
Both, nitrogen and oxygen doping of GST have been used mainly to control the
resistivity of the material.
N-doping has been used successfully used to increase the crystallineGST-resistivity

(from 2 to 200mO�cm for N concentration from 0 to 7 atom%), and furthermore
results in a smaller grain size and an increased crystallization temperature
(þ50 �C) [31].
O-doping ofGST is reported to increase the resistance ratio (from100 to 1000), and

to improve the high-temperature retention with an increase of the activation energy
from 3.6 eV to 4.4 eV [32].

15.3.2
Material Structure

15.3.2.1 Long-Range Order: Crystalline State in GST and Doped Sb-Te
GSTis characterized by twodifferent crystal structures in the crystalline state – that is,
a lower temperature (higher resistivity) fcc cubic state, and a higher temperature
(lower resistivity) hexagonal state (see Figure 15.6) [24]. It should be noted at this
point that the temperatures at which the crystallization and phase transitions occur
are not fixed but rather depend on the heating rate. In a fast phase-change operation
the amorphous GSTprobably crystallizes in the metastable fcc phase. The existence
of the two different states may however influence the long-term, low-temperature
stability and eventual resistance in the SETstate. However, it has been reported that,
for nano-sized structures, the temperature of the fcc to hexagonal phase moves up
(from �360 �C to >450 �C for 65-nm patterns). The possible inhibition of the
hexagonal state formation, together with the higher resistivity of the cubic state,
may be a beneficial side effect of the scaling [34]. On the other hand, doped Sb-Te
shows only one, low-resistive, hexagonal state.

15.3.2.2 Short-Range Order in Crystalline versus Amorphous State
Recent investigations have clarified the situation regarding the crystal-amorphous
phase transition in these chalcogenide materials.
It has been noted [9, 35, 36] that, in contrast to the covalent semiconductors, in

which amorphization does not changes the local ordering, in chalcogenidematerials
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the amorphization induces a substantial increase in the local ordering and an
important change in the resultant physical properties, such as an increased energy
gap. This order–disordered transition is mainly due to a flip of the Ge atoms from an
octahedral position into a tetrahedral position without rupture of strong covalent
bonds (see Figure 15.7) [35]). Therefore, this class ofmaterials is characterized by two
competing structures with similar energy but different local order and different
physical properties.
It is assumed that the nature of such a transformation ensures not only the large

changes of physical properties (e.g., reflectivity and conductivity), but also the rapid
performance and repeatable switching over millions of cycles.

Figure 15.6 Resistive traces measured during temperature ramp
of as-deposited amorphous GST and doped SbTe films,
evidencing the occurrence of two different crystal states for GST
but only one state for doped-SbTe. (Figure reproduced from
Ref. [24]).

Figure 15.7 Fragments of the local structure of
GST around Ge atoms in the crystallized (left)
and amorphous (right) states. Upon heating the
sample by a short intense pulse (above the
melting point, Tm) and subsequent quenching,
the Ge atoms flip from the octahedral to
tetrahedral-symmetry position. Note that the

stronger covalent bonds remain intact upon the
umbrella-flip structural transition rendering the
Ge lattice random. Exposure to light that heats
the sample above the glass-transition
temperature (Tg) – but below Tm – reverses the
structure. (Figure reproduced from Ref. [35]).
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15.3.3
Specific Properties Relevant to PCM

The majority of PCM materials investigated to date were developed for (re)writable
optical discs, and existing knowledge of them, as well as experience of their reliability
in products, should allow their rapid introduction into CMOS integration technology.
However, their use in PC-RAM application may include various pitfalls:

. There exist certain important operational differences between DVD and PCM
applications, that require the tuning/optimization of a number of specificmaterial
parameters for PCM that are not important for optical applications (e.g., resistivity
in the on and off state, rather than reflectivity changes) (see Table 15.1). In addition,
the amorphous phase should possess the particular property of threshold switch-
ing. The main material parameters for PCM applications are listed in Table 15.1.

. More importantly, however, the operating differences may have a major influence
in the operation stability and repeatability. Indeed, in DVD applications, program-
ming is achieved by laser pulse power coupling, and reading by reflectivity change.
Data programming and storage relies on average material properties, such as
reflectivity and absorption, that are not very sensitive to local variations. For
example, they may be caused by small crystalline particles embedded in the
amorphous region or vice versa, due to incomplete/inhomogeneous nucleation
or amorphization. On the other hand, PCM relies on programming by Joule
heating; that is, by current conduction through the device. Furthermore, the SET
operation requires threshold current switching in the amorphous phase, which is a
filamentary process. Also, the reading is based on a resistance (i.e., current)
measurement. As the current conduction is greatly affected by the existence
of local inhomogeneities, programming and reading may become highly sensitive
to non-uniform/incomplete crystallization or amorphization. For example,
low-resistive current paths in the incomplete amorphized state, or amorphous

Table 15.1 The major important material parameters for PCM,
optimization direction, and value for GST material.

Symbol Parameter Optimization GST 225 value Reference(s)

Tm Melting temperature Minimal (low RESET power) 621 �C [37]
Tc Crystallization

Temperature
Maximal (good retention) 155 �C [37]

Ea Activation energy Maximal (good retention) 2.6–2.9 eV [15, 38]
rc Resistivity crystalline

state
�High� for low program
current – �low� for fast read

�350Omm [18]

ra Resistivity amorphous
state

High for good Resistance
Ratio

�0.3MOmm [18]

Ec Critical threshold
switching field

Low for low SET program
voltage

30–40V–mm�1 [24]
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current-blocking regions in the incomplete crystallized state, may jeopardize
proper programming or reading. In particular, the filamentary process of current
switching during the SETstate may induce strong inhomogeneous heating due to
uncontrolled location of the filament that may results in only partial
crystallization [20].

15.4
Physics and Modeling of PCM

From the basic device operation described in Section 15.2 it transpires that material-
phase transitions (amorphization and crystallization dynamics) and conductance
(threshold) switching mechanisms in the amorphous phase are the key processes
involved in PCM. The physics of these mechanisms are outlined in greater detail
below. The results of modeling studies implementing detailed microscopic descrip-
tions of these effects have contributed greatly to an understanding of the subject, and
have also supported the basis of design optimization of these devices.

15.4.1
Amorphization and Crystallization Processes

The different phase transitions of the PCM material during programming are
illustrated graphically in Figure 15.8 [39]. Here, the crystalline material serves as
an ideal starting point. During the programming transition from a SET to a RESET
(high-resistance) state, the material is heated, begins to melt at solidus temperature,

Figure 15.8 Schematic of molar volume
(corresponding to 1/density) changes of phase-
change material with temperature, showing the
different possible phase transitions and critical
temperatures. When heating a crystalline phase,
melting will start at the solidus temperature Tsol,
and will be complete at the liquidus temperature
Tliq. Slow cooling will crystallize the material

again following the same transition line;
however, fast cooling results in an undercooling
liquid that will be quenched in an amorphous
glass below the glass transition temperature TG.
Heating the amorphous phase above TG will
result in crystallization at the crystallization
temperature Tcrys.
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Tsol, and is completely molten at themelting temperature, Tm.When the cooling rate
is higher than 109 K s�1 [40], thematerial does not begin to solidify atTm, but remains
an undercooled liquid. Below the glass transition temperature, TG, the material
freezes into the amorphous state.
The reverse situation is that, during the RESET to SET transition, the current pulse

heats thematerial aboveTGbut belowTm,where it will begin to crystallize. There is no
uniquely defined crystallization temperature, and even at relatively low temperatures
(100–200 �C) crystallization may occur over long time scales (perhaps up to years).
(These processes govern the basic long-term temperature retention of the RESET
state, and will be discussed in Section 15.6.) For the SET programming, high-
temperature rapid (<100 ns) crystallization processes are required, an understand-
ing of which is based mainly on the general physical models for nucleation and
growth. Different models have been proposed, for example by Peng et al. [41] and by
Kelton [42], by which the temperature-dependent nucleation and growth rate can be
calculated. Calculations based on these models using the different material proper-
ties of, for example GST and AIST, indeed confirm the nucleation, respectively
growth-dominated crystallization mechanisms, that have been observed experimen-
tally in these materials [43].

15.4.2
Band-Structure and Transport Model

The development of a comprehensive and quantitative framework to support the
design and optimization of these devices is a challenging task. Today, PCMphysics is
extremely well developed, and amodel should be capable of coupling a description of
carrier transport in both crystalline and amorphous phases, together with the heat
equation and phase-transition dynamics. The starting point here is to describe the
electrical properties, thus aiming to reproduce correctly the electronic switching
effect in the amorphous chalcogenide alloy.
Recently, it has been shown that the adoption of a semiconductor-like picture for

both the amorphous and crystalline phases is quite effective, and may successfully
account for the experimental I–V curves [33]. Moreover, this also allows the handling
of simulations within the frame of codes already widely adopted by the semiconduc-
tor industries. Optical absorption data have shown that both crystalline and amor-
phous GST have gaps of 0.7 and 0.5 eV, respectively [33]. Moreover, there is no doubt
that the carrier dynamics in the crystalline GST can be treated according to Bloch�s
theorem, as in a crystalline semiconductor. In contrast, investigations on amorphous
compounds have demonstrated the existence of states with variable transport
properties [44]. During the 1960s, it became common practice to describe these
materials as shown in Figure 15.9 (left), where �mobility edges� separate fully
conductive bands from the low mobility states. This picture can be easily translated
in terms of a semiconductor-like framework. By assuming that low-mobility localized
states behave like trapping centers, and that more conductive levels resemble
delocalized states, a band structure can be defined and the amorphous GSTmodeled
as a �very defective� crystalline semiconductor [33] (Figure 15.9, right). The material
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parameters, such as energy gap, trap densities and density of states for both phases,
adopted in the numerical simulations, are listed in Table 15.2. It should be noted that
the crystalline GST is p-type, due to a large density of vacancies (10% of the lattice
sites), while the amorphous GST is characterized by a large density of donor/
acceptor-like defects: the so-called Valence Alternation Pairs. This semiconductor-
like picture is able to account for the peculiar conduction of the amorphous state and
for the threshold switching [19].
The physics involved in the threshold switching remains a subject of debate. Since

Ovshinsky first reported threshold switching [4], different models have been pro-
posed, with many groups supporting the idea that switching is essentially a thermal
effect and that the current in an amorphous layer rises above due to the creation of a
hot filament [45, 46]. Later, Adler showed that the effect is not thermal (at least in thin
chalcogenide films), in agreement with Ovshinsky�s original picture. In their
pioneering studies [47, 48], Adler and colleagues showed that a semiconductor
resistor may feature switching, without any thermal effect. The condition for the
threshold snap-back to occur is the presence of a carrier generation depending on

Figure 15.9 Comparison between the classical Mott and Davis�s
picture for the amorphous banddiagram, and the scheme recently
proposed by Pirovano et al. [33]. (Figure from Ref. [19]).

Table 15.2 Electronic parameters for both crystal and amorphous phases. (From Ref. [33]).

Property GST crystalline GST amorphous

Egap [eV] 0.5 0.7
NC [cm�3] 2.5· 1019 2.5· 1019

NV [cm�3] 2.5· 1019 1020

Vacancies [cm�3] 5· 1020 —

C3
þ [cm�3] — 1017–1020

C1
� [cm�3] — 1017–1020

mn-mp [cm
2V�1 s�1] 0.1–23.5 5–200

FC [Vcm�1] 3· 105 3 · 105
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field and carrier concentration (e.g., impact ionization) competing with a Shock-
ley–Hall–Read (SHR) recombination via localized states.
The numerical model reported in Ref. [33] implements Adler�s picture accounting

for avalanche impact ionization in the amorphous and SHR recombination via the
localized defects.
The schematic dependence of the band structure along a cross-section of a PCM

device is shown in Figure 15.10, where the wide-gap region corresponds to the
amorphous GST. At low bias, the quasi Fermi levels in the amorphous GSTare close
to their equilibrium position. As both the carrier density and their mobility is low (the
average hole mobility is about 0.15 cm2V�1 s�1 [33]), the conduction regime is ohmic.
By increasing the voltage, the applied field approaches the avalanche critical field of
3· 105 [10], significantly increasing the carrier generation. The quasi Fermi levels thus
split and move close to the band-edges (Figure 15.10, lower diagram). Carrier
recombinationmainly takes place in the region, close to the anode, where the electron
Fermi level approaches the conduction band. At large bias, all defects available for
recombination are full, and recombination may no longer be able to balance the
exponentially rising generation rate. The system reacts by reducing the voltage drop in
order to maintain the balance between recombination and generation, leading to the
electronic switching. Hence, the snap-back takes place and, after switching, the GST is
still amorphous but highly conductive. Generation is sustained by the large density of
free carriers. According to this picture, the minimum voltage required for the
switching to occur is of the order of the split between quasi Fermi levels (i.e., the

Figure 15.10 Band diagrams along the cross-
section of a PCM cell in the RESET state
(according to Ref. [33]). (a) At low bias, quasi-
Fermi levels are close to the equilibrium value.
(b) Close to threshold switching; generation by

impact ionization is properly balanced by
recombination though trap levels. When
recombination saturates, generation finds a new
stable working point reducing the voltage across
the device. (Figure from Ref. [19]).
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energy gap). This argument may justify why both, the holding voltage, VH, and the
asymptotic value at low R in Figure 15.2b, approaches approximately 0.5V.
Although this picture so far has been successful in accounting for the experimental

findings, it should be acceptedwith a degree of caution, and further investigations are
needed to better assess the material properties. The quantitative description of
impact ionization in these materials, as well as the role of the interfaces or of
Poole–Frenkel mechanisms, deserve further investigation as many of the details still
lack direct experimental verification. However, recent industrial interest in PCMs
may lead to new experimental efforts and to the fabrication of devices purposely
designed to test the validity of these key assumptions.

15.4.3
Modeling of the SET and RESET Switching Phenomena

The above conductionmodelwas then coupled toheat equation and tophase-transition
dynamics (nucleation and growth). When implemented in a three-dimensional (3-D)
semiconductor device solver, it highlighted substantial differences in the two phase
transitions [20]. The temperature maps during the SET–RESET transition, and the
resulting phase distributions obtained with increasing current pulses with a plateau of
150ns, are illustrated in Figure 15.11 [20]. In this figure, all of the pictures refer to a
LancePCMdevice inwhicha cylindricalmetallicheater is incontactwith theGST layer.
The current flows almost uniformly across the polycrystalline GST, thus resulting in a
roughly hemispherical shape of the final a-GSTvolume. As the programming current
increases above melting, the volume left in the amorphous state increases.
On the other hand, Figure 15.12 [20] shows the calculated final phase distribution

for a RESET to SET transitionwith programming current of 130 mA (a) and 160mA (b)
, respectively. Figure 15.12a shows that the currentfirst sparks by electronic threshold

Figure 15.11 Homogeneous heating of the crystalline GTS region
(blue) during SET to RESET transition (bottom row), resulting in
homogeneous amorphous regions (red) at the end of a
programming pulse (top row). Figures from left to right
correspond to increasing the peak current value. A larger
amorphous region will correspond to a higher resistance level.
(Figure from Ref. [20]).
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switching in the weakest a-GST region, locally triggering Joule heating and conse-
quent crystallization processes. In case (a), the pulse amplitude/time is not sufficient
to provide a complete crystalline path, and thus the active region features a residual a-
GST layer causing the largemeasured R. In case (b), a further increase in the applied
voltage eventually extends the hot filament in the whole of the active area. The initial
amorphous volume has been almost completely crystallized by the programming
pulse, resulting in a sufficiently low resistance. It should be noted that the localized
phase transition is directly related to the details of the electronic switching mecha-
nism, and thus can be reproduced only by a self-consistent model describing both
electrothermal and phase-change dynamics.
Figures 15.11 and 15.12 also suggest that, by changing the programmingpulse, the

value of the cell resistance can be reliably placed in between the largest and the
minimum SET value, thus opening the way to a multi-level operation. For example,
four levels – each with different resistance values – might be programmed per cell,
thus reducing the cost per bit.

15.4.4
Transient Behavior

VTH and R are two key parameters of the memory cell. Figure 15.13 illustrates the
time dependence of these parameters as measured soon after the current pulse
programming the cell in the RESET state [19, 49]. The first fast component of the
transient is referred to as recovery. On the longer time scale, in the so-called drift
regime, the VTH and R transients follow a slower power law. The recovery sets the
minimum time needed after programming before reading (if the cell is read soon
after being programmed in theRESET state, the read valuemight erroneously be �1�).

Figure 15.12 Programming operation from
amorphous to crystal state (only half of the cell is
shown because of cylinder-symmetry). (a) Top
row: I¼ 130mA: electronic switching will occur
first in the regions where the amorphous
thickness isminimum. After the switching event,
current spikes will increase the temperature only
locally, and crystallizationmay only be induced in

these hot zones resulting in a non-uniform final
phase distribution with a major part of the
amorphous zone remaining. (b) Bottom row:
I¼ 160mA: only at higher voltages, eventually the
hot filament extends in the whole the active area,
leading to an homogenization of temperature
and of the transformed volume. (Figure from
Ref. [20]).
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Drift is instead a limit for multi-level operation, as the resistance of an intermediate
level during ten years (3· 108 s) might cause the bit to be erroneously decoded.
Differentmodels have been proposed to justify these effects. Recovery is likely due

to charge transients. After quenching, the newly formed amorphous region is full of
trapped carriers, and some nanoseconds are required for these carriers to be released
by trapping states and for the Fermi levels to recover the equilibrium value (see
Figure 15.10a). During this transient stage, VTH and R change from the set to the
corresponding RESET values. Drift physics is more controversial, however, it having
been suggested that drift might be due to mechanical stress release following the
crystalline-to-amorphous phase transition. The resulting band-gap widening may
reduce the mobile carrier density, thus contributing to the charge conduction.
Another possible explanation links the effect to changes of the electronic states [50].
Variation of the density of states close to the band-edge already observed in other
chalcogenide compounds [51] as the amorphous evolves towards to a more regular
microscopic structure. In order for multi-level storage to be implemented in PCM
memories, this effect should be fully understood and minimized.

15.5
PCM Integration and Cell Structures

15.5.1
PCM Cell Components

PCM elements may be organized in a memory matrix with or without adding a
selection device to each phase-change element. Indeed, a raw cross-point matrix may

Figure 15.13 Low field resistance and threshold voltage for the
amorphous phase as a function of time after reset programming
operation. In about 50 ns, both low field resistance and threshold
voltage are recovered, after which they continue to increase due to
the drift phenomenon. (Figure from Ref. [19]).
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be conceived [52], but this would suffer read errors due to leakage through
neighboring �on� elements. Moreover, as important program disturbs may occur
in half-select regimes, each PCM memory cell should contain both the phase-
change element and a selection device. The choice and dimensions of the selection
element is determined by cell size constraints and the RESETprogram current. A
MOSFET transistor is the most evident choice for memory integration in CMOS
technology (Figure 15.14) [53]). The need for Source and Drain contacts, such a
�one transistor-one resistor� (1T1R) cell would require a minimum area of 8–10 F2

(where F is theminimum feature size of the technology). However, MOSFETs have
limited current drivability, so that minimum size transistors cannot be used, and
cell sizes are much larger, up to �40 F2 in 0.18 mm technology with 0.6mA reset
current [13].
An alternative is the use of a bipolar p-n-p select device. In that case, there are still

two (Base and Emittor) contacts per cell, while the Collector is a collective substate
contact. As the bipolar current drivability is much higher, the overall cell size is
smaller (only�10 F2 in 0.18mmtechnologywith 0.6mAreset current [13]). The trade-
off is of course a more complex integration scheme for fabricating these bipolar
devices in a CMOS technology, restricting this solution for stand-alone memory
applications only.
In order to obtain the smallest cell area, a diode selectormay be used [17], as a diode

would only need one contact and can handle large currents (a self-rectifying device
would be the most ideal case, so that a raw cross-array could have the same
functionality with minimum cell size). However, in the diode selection regime, both
bitlines and wordlines have to carry relatively high currents, leading to a partitioning
of the memory as well as to larger X-decoders. Moreover, isolation is also less perfect
and parasitic resistances in the full signal path are important. Both, series resistances
and leakage currents, contribute to read error, while diode integrationmay also result
in the formation of a parasitic bipolar transistor.

Figure 15.14 Schematic of 1T1R cell structure and memory array matrix. (Adapted from Ref. [53]).
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15.5.2
Integration Aspects

Besides formation of the selection transistor, PCM fabrication requires the integra-
tion of a phase-change element in a CMOS technology. Thememory elementmay be
fabricated after the transistor processing (the so-called front-end-of-line processing;
FEOL), and either before (e.g., in-between Si contacts and first metal interconnect
layer) or after the first steps of the interconnect (e.g., on top of Metal 0 or Metal 1
interconnect levels). This latter scheme is the back-end-of-line or BEOLprocessing. A
schematic state-of-the-art process flow is shown in Figure 15.15 [54, 55].
The PCMmaterial is typically deposited by sputtering (physical vapor deposition;

PVD) from a multi-element target with the desired composition. The as-deposited
phase is either amorphous (for room- or low-temperature deposition), or crystalline if
deposited above the crystallization temperature. In either case, due to the tempera-
ture budget of the followingBEOL processing (up to 400–500 �C), thematerial will be
fully crystallized after the integration. In a number of cell concepts, the conformal
deposition of the PCMmaterial and/or the ability to fill small pores is important [14],
and these requirements would ideally call for a conformal deposition technique such
as metalorganic chemical vapor deposition (MOCVD), rather than PVD. Critical
elements for the integration are a good adhesion of the PCM material on the
underlying substrate structure (typically a patternedmetal electrode in a SiO2matrix),
the material out-diffusion/inter-reaction/oxidation during high-temperature
steps [56], and dry-etch patterning of the PCM [57, 58].
Furthermore, suitable electrodematerials are needed for both the �heater� contact

(where the metal will be in contact with the hot/molten PCM) and the (cold) top
electrode. Material stability, low contact resistance, and good adhesion are important
parameters. Poor electrode contact properties indeed have been identified as being
responsible, for example, for �first fire effects� (see Section 15.6). Typical electrode
materials are standard conductive barriermaterials available in Si processing such as

Figure 15.15 Cross-sectional scanning electron microscopy
image showing the cell integration scheme (from Ref. [54]), and
schematic process flow for PCM cell formation (fromRef. [55]). In
this case, the PCM cell is integrated between the M0 and M1
interconnect levels.
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TiN (e.g., Ref. [31]), although W is also often used [59]. The top electrode typically
defines the PCM area and can be used as (part of) a hard mask during the PCM
patterning.
Stability and controllability of the different process steps of the integration

technology are crucial for the preparation of large-density memory arrays. The most
important array characterization technique is therefore the distribution of the ON
and OFF program state resistances. Tight distributions are needed to maximize the
sensing window and to avoid bit errors. By process optimization, excellent distribu-
tions have been obtained on 256Mb PCM after full integration [60].

15.5.3
PCM Cell Optimization

In the basicOUMPCMcell, the PCMand top electrode are planar layers deposited on
a plug-type, bottom heater contact. That part of PCMmaterial effectively involved in
the phase switching is basically a hemispherical volume on top of the heater. To
reduce the heating power (or program current), it is important to try to confine the
dissipated heat as much as possible. While many different cell structures have been
proposed in literature (see Figure 15.16), the optimization of heat confinement is in
fact based on two simple principles: (i) by concentrating the volume where effective
Joule heating takes place; and/or (ii) by improving the thermal resistance to reduce
the heat loss to the surroundings.

15.5.3.1 Concentrating the Volume of Joule Heating
The Joule heating volume can be confined by pushing the current through a small
cross-section with high current density. One obvious way to do this is to reduce the
contact area of the heater contact with the PCMmaterial, for example byminimizing
the heater plug diameter (as in the small �sub-litho� contact heater cell [31]), by using
only a conductive liner as heater (as in the edge-contact cell [61]), or by filling the plug
with isolating dielectric material (as in the m-trench cell [13, 62] and ring-contact
heater cell [63]). Themain advantage of using only the conductive liner is that at least
one dimension of the heater area is controlled by the liner thickness, and not by the
lithography.
Another way of confining the Joule heating volume is by structuring the PCM

material to a narrow cross-section (see bottle-neck cell [64], line heater cell [24], self-
heating pillar cell [65]). Finally, further improvement can be made by increasing the
resistivity of the PCM material, for example by N or O doping [31, 32, 53]. In a
different approach, a highly resistive TiON layer is made between the TiN electrode
and the PCMmaterial, in which layer the Joule heating will be concentrated resulting
in lower program power [66]. However, such an approach may negatively influence
the contact resistance to the PCM.

15.5.3.2 Improving the Thermal Resistance
In the so-called confined cell structure [14], the PCM is deposed in a pore etched back
in the heater. This not only concentrates the Joule heating region but also surrounds a
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large part of this volume by a dielectric layer with reduced thermal conductivity. The
drawbackhere is the topographywhich, ideally,would require a conformal deposition
of the PCM. The alternative is to structure the PCMmaterial, rather than the heater,
leading to a plug or pillar. This approach is based on the same principle [18].
Another way to improve the thermal resistance is by increasing the PCM thickness

(as this limits the heat flow to the top electrode heat sink) [14]. However, this option
should be traded-off with the threshold voltage required for electronic switching
during SETprogramming. One of the benefits of the horizontal line cell [24] is also
the setting apart of the heated zone from a metal heater contact and a capping with
thermal insulating dielectric.

Figure 15.16 Different PCM cell structures for reducing the program power.
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Apart form changing only the cell structure, it is clear also that the correct material
selection (use of different dielectric materials, and especially the use of porous
dielectric materials) can improve the thermal heat confinement [53]. It should be
noted, however, that the improved thermal isolation should not avoid the rapid
quenching from the melt during RESET, otherwise the device cannot be pro-
grammed to the OFF-state.

15.6
Reliability

15.6.1
Introduction

As for any other non-volatile memory technology, reliability is one of the major
concerns. The main specific reliability issues of PCM are: (i) data retention of the
RESET, affected by the (limited) stability of the amorphous state; (ii) endurance,
limited by the occurrence of stuck at RESET (open) or stuck at SET (short)-type
defects; and (iii) program and read disturbs – that is, the stability of the amorphous
phase due to repeated, though limited, thermal cycling caused by reading or
programming neighboring cells.
While this section is based on reliability tests on the cell level (probing �intrinsic�

reliability), for largememories the effect of reliability tests (e.g., of a temperature bake
or of a large number of SET/RESET programming cycles) on the resistance dis-
tributions should also be evaluated to screen eventual �extrinsic� failures. However,
until now only a few (preliminary) results on array reliability statistics have been
reported [15, 67].

15.6.2
Retention for PCM: Thermal Stability

Themost important requirement for a non-volatilememory is the ability to retain the
stored information for a long time, the typical specification being 10 years (at a
minimumof 85 �C). As the SETstate is stable from a thermodynamic point of view, it
has no problem of data retention. On the other hand, the RESETstate, corresponding
to the amorphous phase, is instead meta-stable and may crystallize following a
dynamicwhich is heavily dependent on temperature. The retention of an amorphous
state is, therefore, critical.
The retention performance of PCM technology is addressed by performing

accelerated measurements at high temperatures. Figure 15.17 shows the typical
failure time under isothermal conditions and with no applied bias, measured at
several temperatures ranging from 150 to 200 �C [15]. The failure time is defined as
the time required by a fully amorphized cell to lose the stored information. The
resistance value for failure has been instead defined as the geometric average
between set and reset resistances. The data clearly show an Arrhenius behavior
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with an activation energy of 2.6 eV, which extrapolates to a data retention capability of
10 years at 110 �C.
A wide range of activation energies have been reported. In general, quite high

activation energies have been obtained from Ea� 2.9 eV for recent fully integrated
cells [38] up to 3.5 eV for intrinsic material characterization of GST [17]. Even if such
high activation energies are favorable for long retention, however, the physics under-
lying these experimental values is still not completely understood. The details of the
material and integration processes apparently have a large effect, as activation energy
was found to be dependent on the presence of capping layers (from a low 2.4 eV for
uncappedGSTto2.7 eV forZnS-SiO2-cappedGST [68]). Furthermore,material doping
increases the activation energy (up to 4.4 eV has been reported for O-doped GST [32]).
In principle, the crystallization process during the accelerated retention tests

should be described by the same theoreticalmodels for crystal nucleation and growth
as used to account for crystallization at much higher temperature (but at much
shorter times) during the SETprogramming pulse (see Section 15.4). Although the
conditions for the timewindow vary overmany orders ofmagnitude (<100 ns during
SET, but>102–103 s during retention tests), it has been shown [69] that – remarkably!
– themodels are indeed able accurately to describe the crystallization processes under
both conditions. Moreover, the crystallization statistics also significantly impact the
data retention measurements in high-temperature accelerated tests.

15.6.3
Cycling and Failure Modes

PCM cells have been shown to have an intrinsic long programming endurance – that
is, up to 1012 SET–RESET program cycles [13, 17] (Figure 15.18), which is much
superior with respect to Flash technology. In fact, cell endurance has been shown to
depend heavily on the interface quality of the heater-GSTsystem and on the possible
interdiffusion between GST and adjacent materials. A non-optimized fabrication
technology results in devices showing the so-called �first fire� effect [47], namely a

Figure 15.17 Experimental crystallization time of the RESET state
as a function of temperature, shown in the Arrhenius plot [15]. A
maximum temperature of 110 �C can be tolerated to guarantee 10
years� data retention.
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higher initial programming pulse required for the first cycle of virgin devices. The
same devices usually feature poor characteristics in terms of stability during cycling
characterization, usually ending in a physical separation of the chalcogenide alloy
from the heater (stuck at RESET).
A second failuremode has been also observed (usually called �short-mode failure�

or �stuck at SET�), where the devices remain permanently in the highly conductive
condition. This phenomenon requires an auxiliary physical mechanism that either
forbids the phase-change transition of the GSTor creates a conductive parallel path
that shunts the cell electrodes. Both cases require a chemical modification of the
chalcogenide alloy, suggesting that the interdiffusion of chemical species from
adjacent materials plays a role. A careful definition of the materials belonging to
the device active region ismandatory in order to achieve good reliability performance.
Finally, current density, as well as the high temperatures (>600 �C) reached in the

active region during programming,must be considered as accelerating factors for the
previously proposed failure mechanisms (i.e., poor quality interface and contamina-
tion). This explains the strong decrease in endurance as a function of the
�overcurrent�, or, equivalently with energy per pulse larger than required for
switching [17]. The data in Figure 15.19 show that endurance at a constant program-
ming current (�700 mA) scales inversely to the reset pulse [70]. The longer the pulse,

Figure 15.18 Program cycling of a PCMelement. (FromRef. [13]).

Figure 15.19 Cycling capability as function of the reset pulse
window (programming energy per pulse; from Ref. [70]).
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the larger the energy released per pulse, and the faster the interface degradation,
while the overall energy released up to the bit failure remains almost constant.

15.6.4
Read and Program Disturbs

For most memory technologies, one important concern is the ability of the cell to
retain data in the face of spurious voltage transients caused by reading and
programming in the memory matrix. For PCM cells such disturbs are not directly
induced by voltage pulses but rather by �thermal spikes� that can trigger the
crystallization of the metastable amorphous state.
A first failure mechanism can be caused by multiple read accesses of a cell: the

small current flowing through the device can induce a localized heating able to
accelerate the spontaneous amorphous to crystalline transition. In a second failure
mechanism, repeated programming operations on a cell can induce an unwanted
heating of the adjacent bits (thermal cross-talk) that can lose the data stored.
Read disturb tests have been described in literature [15, 71], indicating that the

repetitive reading of a cell in thehigh-resistance statewith a current below1 mAallows
for a 10-year bit preservation. Such a current is one order ofmagnitude larger than the
current flowing through the cell in standard reading conditions, thereby confirming
the robustness to read-disturbs of PCM also in continuous reading, worst-case
conditions. Results from program disturb tests on demonstrators have shown that
cross-talk is not an issue down at the 90-nm technology node [15]. Thermal
simulations, furthermore, confirm program disturb immunity up to at least the
45-nm technology node [18].

15.7
Scaling of Phase-Change Memories

A new memory technology, to be competitive with the existing Flash, must feature a
small cell size combined with an excellent scalability beyond the 45-nm technology
node. In this section, the scaling potential of the PCMmemory is addressed. Themain
aspects are: (i) scaling of the thermal profiles in order to avoid thermal disturbs at
shrinking cell separation; (ii) scaling of the program (RESET) current (and voltage), not
only to reduce the program energy/cell, but also because it affects the cell size through
the dimensions of the select transistor; and (iii) conservation of the basic material
characteristics down to very small dimensions. These aspectswill have a crucial impact
on the scalability perspectives of PCM technology, and are still to be verified.

15.7.1
Temperature Profile Distributions

As programming of the PCM cell is based on strong heating up to high temperatures
(>600 �C, above the PCM material melting point), yet on the other hand the
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amorphousRESETstate can becomeunstable atmuch lower temperatures (<200 �C),
it is crucial for the correct operation of a PCMmemory that the heating remains very
localized anddoesnot affect neighboring cells.Whilst this has beenproven for current
technologies down to 90nm (see Section 15.6), it may be less evident to maintain the
high temperatures localized in much further scaled technologies, beyond the 45-nm
node.
As far as all the linear dimensions are reduced isotropically, the temperature

distribution profile indeed does scale. This property transpires from the heat
equation:

k � r2T ¼ g ¼ rJ2 ð15:1Þ
where k is the thermal conductivity and g is the heat generation per unit volume. The
latter is proportional, via the electrical resistivity, r, to the square of the current
density, J.
Let us now assume that a new device is fabricated, by shrinking all the linear

dimensions by a factor a, but keeping the same boundary conditions (e.g., T(0)¼T0)
and material properties (e.g., k, r). In the new device it is:

k � r02T 0 ¼ g 0 ¼ rJ02

Since for all the spatial coordinates it is x0 ¼ x/a, we obtain:

k � r02T 0 ¼ ka2 � r2T 0 ¼ g 0 ¼ rJ02

That is:

r2T 0 ¼ r
J02

a2
ð15:2Þ

Provided that J0 ¼ aJ, Equation 15.1 and 15.2 coincide, leading to the same
temperature profile, but on a spatial scale uniformly compressed by a factor a.
It follows that if two cells in the original device, at a distance d, do not suffer from

cross-talk, then in the isotropically scaled device two cells at a distance d/a will be
immune to thermal disturbs. The argument holds as far as J0 ¼aJ, which will be
demonstrated in the following section.
In a more aggressive scaling scheme, only the contact area of the cell is scaled

down, without changing so much the thickness of the different layers. In such an
anisotropically approach, aiming to more drastically reduce the programming
current, cross-talk immunity is no longer granted. However, simulations results
show that, without any specific care ormaterials, thermal disturbs are not expected to
slow down cell scaling until the 45-nm node [18].

15.7.2
Scaling of the Dissipated Power and Reset Current

The highest power and programming current is required during the RESET opera-
tion, where locally the PCM material must be heated above the melting point.
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By using simplifiedmodels, the RESETpower can be calculated as follows. Even if
the programming current pulses last only some tens of nanoseconds, the tempera-
ture rise DTof the hot spot, where the PCMmaterial eventually melts down, may be
computed at steady state. This assumption holds true since the thermal transients in
such a small region are characterized by a nanosecond time constant, much faster
than the typical current pulse width.
At steady state, the power dissipated by Joule heating (PJ) balances the heat loss

(PHL¼DT/RTH), where RTH is the thermal resistance to the thermal sinks at room
temperature (i.e., top and bottom metal layers). On the other hand, the power PJ is
proportional to the current, I2, via the electrical resistance, PJ¼R�I2. Using this
simple model, the temperature rise DTM, needed to reach the melting temperature,
can be written as: DTM¼PJ,M RTH¼RTHR�IM2, where IM is the melting current. It
follows:

I2M ¼ DT=ðRTH �RÞ ð15:3Þ
In the frame of the isotropic scaling rule4), as the technology scales, the cell surface

area decreases as F2, but also the distances to the heat sinks decrease as F. The
thermal resistance will therefore linearly increase with the scaling factor:RTH�a or,
equivalently, RTH� F�1. As for the thermal resistance, the electrical resistance of the
PCM cell also increases linearly with geometry scaling (R¼r�length/Area� F�1). It
follows from Equation 15.3 that the melting current and the programming current,
which is proportional to the latter, scales as F. The smaller the feature size, the smaller
the programming current: Ireset� F (or Ireset� 1/a). Note that the current density
J¼ I/A, will scale as a, as assumed above in deriving Equation 15.2 while discussing
the immunity to thermal disturbs.
Although the scaling result is independent of the adopted cell architecture, this

does not mean that cell architecture is not important. At a fixed technological node,
the cell architecture should be optimized, by accurate design of the geometry and
material engineering, to minimize the programming current and the dissipated
power (examples of different cell optimizations were provided in Section 15.5).
A more aggressive reduction of the programming current may be obtained by

scaling the contact area but not the other dimensions (e.g., the PCM thickness). This
choicewillmainly affect the thermal and electrical resistances (R andRTH scale faster,
i.e.,�F�2 instead of F�1). It follows that Ireset�F2 (or,�1/a2). The scaling properties
of the PCM cell are summarized in Table 15.3[18]. The more aggressive scaling will
however pose someproblemsofmanufacture, as the aspect ratio of some cell features
(e.g., the thickness to cell size of the PCM material) will increase. Moreover, as
discussed above, at this point thermal disturbs may begin to enter the game.
The scalability of the reset current has been addressed experimentally by measur-

ing several test devices with different contact areas [17, 18]. An example of resulting
values is given in Figure 15.20 [18]. From this figure it is clear that the reset current
follows the reduction of the contact area, and values as low as 50 mA have been

4) Scaling can be indicated either by a dependence on
technology feature size, F, or by a dependence on a
scaling factor a, with a� 1/F.
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achieved with a com1plete device functionality. The reset current reduction shown in
Figure 15.20 can be mainly ascribed to the increase of the heater thermal resistance,
RTH caused by the reduction of the contact area.
Data published recently show that Ireset is indeed scaling in between �F and �F2

(Figure 15.21) [19]. A scaling behavior stronger than F2 has been indeed reported by
Cho et al. [72]. Such a steep dependence, which is well beyond the F2 theoretical limit,
is a strong indication that other cell parameters related to the cell structure and/or
material characteristic have been changed.

15.7.3
Voltage Scaling

The required program voltage is determined by the threshold for the electronic
switching of the amorphous phase (SET). This voltage value scales with PCM
thickness, but is also strongly material dependent; for example, the threshold field
is reported to be larger for GST (225) material (threshold field �30–40 V mm�1)
than for the fast-growth doped SbTe materials (threshold field �14 V mm�1) [24].

Table 15.3 Scaling rules of PCM cell. (Adapted from Ref. [18]).

Isotropic Aggressive

Parameters Scaling factor Scaling factor
Heater contact area Acell 1/a2 1/a2

Vertical dimensions d 1/a 1
Electrical/thermal resistances R a a2

Power dissipation Pcell 1/a 1/a2

Current I 1/a 1/a2

Voltage Vcell 1 1
Current density J a 1

a¼ scaling factor, a� 1/F with F the feature size.

Figure 15.20 Reset current versus contact area (from Ref. [18]).
Experimental values (dots), together with scaling trend line
(dashed line).
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Furthermore, in Figure 15.3 there was shown to be a minimum value of the
threshold switching voltage determined by material (bandgap) and/or contact
characteristics. This is why, in Table 15.3, the voltage drop across the cell was
considered not dependent on feature scaling. This limitationmay pose a constraint
on the maximum voltage which should be sustained by the bipolar selectors or by
the gate oxide of the MOSFETs across the unselected cells of the array. Beyond the
45-nm technology node, an accurate design of the selecting device will therefore
become mandatory.

15.7.4
Cell Size Scaling

In order to assess the scaling of PCM cell size, let us consider a typical MOS-select
transistor PCM cell layout (Figure 15.22). The cell size can be calculated as
�(Wþ 1F) · (4.5 F), where W is the width of the access transistor. For a minimal
device, W¼ 1 F, the cell size would be �9 F2. However, this is the ideal case as in
practice,W/L� 1 to obtain the required drive current to reset the cell through the
access transistor. ForW/L> 1, splitting the gate (the so-called �dual gate concept�) is
favorable to minimize the cell area [13], resulting in a cell area of �6W · (1/2
Wþ F).
Taking the Ireset values from the ITRS roadmap (predicting, in agreement with the

scaling laws derived in Section 15.7.2 above, a scaling according Ireset�a1.5) [73], as
well as the predicted scaling of the drive current with the technology node into
account, the minimum access transistor size and the corresponding PCM cell size
can be predicted as a function of the technology node (Figure 15.23). From these
values it transpires that, at the 45-nm node, a cell size reduction to <15 F2 would
become possible (with Ireset� 100 mA and W� 2.7 F).

Figure 15.21 Plot of published experimental values of RESET
program current versus bottom electrode contact (BEC) size,
compared with the 1/a and 1/a2 scaling law (a¼ scaling factor,
a� 1/F with F the feature size). The data are related to different
cell structures. (Figure from Ref. [19]).
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Further roommay be obtained by using alternative solutions for ultra-scaled MOS
transistors, such as ultra-thin body fully depleted on SOI or Double Gate (or FinFET).
These devices are expected to have an improved driving current capability up to
2mAmm�1 (forecasted to be 2010) [73]. Long-term solutions may also involve the
adoption of verticalMOS structures that take advantage of having only a single contact
(and hence a reduced area on silicon) and an improvedW (by about a factor of 3) with
respect to planar solutions.
Figure 15.24 shows the projection of the PCM scaling trend. The PCMcell size will

take full advantage of technology scaling, as no intrinsic limitations are expected to
halt further scaling. On the other hand, both NOR andNAND scaling are expected to
slow down due to scaling limitations (due to high programdrain voltage forNOR and
electrostaticfield coupling forNAND). As a consequence, the PCMcell sizewill reach
the NOR cell size at about the 45-nmnode, andmay even reach the NAND cell size at
about the 32-nmnode.Moreover, thememory is ideally suited to storemore than two

Figure 15.22 Layout schematic of PCM cell as shown in
Figure 15.15. BL¼ bit line (M1);WL¼word line (Poly-Si gate line);
GND¼ ground connection (M0). The cell area (dashed rectangle)
is approximately (Wþ 1 F)�(4.5 F), whereW is the transistor width
(in number of Fs) and F the technology feature size. (Adapted
from Ref. [53]).

Figure 15.23 Predicted widthW (in multiples of feature size F) of
the PCM cell MOS select transistor required to drive the required
reset current [73] as function of technology node (defined as
DRAM half pitch).
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levels per cell. This approach may become a viable option to further reduce the cost
per bit of PCM devices, if reliable multi-level programming becomes feasible.

15.7.5
Scaling and Cell Performance: Figure of Merit for PCM

A low programming current can indeed be reached by tightly confining the current
flow and the corresponding heat generation. However, this usually results in a high
cell resistance, and there is an upper limit to the acceptable SETresistance value. The
larger the resistance, the lower the cell current during the read operation, and the
longer the time needed to charge the bit-line capacitance. In practice, for a read
operation to occur within 50 ns the SET resistance should be kept at less than 50 kO
(i.e., corresponding to aminimumread current in the SETstate of a few mAs), but this
constraint leads to a trade-off between programming current, and to the introduction
of a new figure of merit, the product Rset�Imelt, to compare different devices [19].
Figure 15.25 shows Imelt versus Rset as derived from published results, where the
constant Rset�Imelt lines are highlighted by the dashed lines. Different cell architec-
tures and material systems correspond to different Rset�Imelt values. The data clearly
show the potential of PCM cells to reach programming currents of few tens of mAs.

15.7.6
Physical Limits of Scaling

To date, very few data are available regarding size effects on PCM behavior.
However, from optical memory measurements, phase-change mechanisms seem
scalable to at least 5 nm [74]. On the other hand, for both nanosized elements or
films thinner than 20 nm, shifts in the crystallization behavior of GST (225) have
been observed [75]. Yet, it is unclear if these are intrinsic effects or they are related to

Figure 15.24 Scaling trends for NAND, NOR and PCM (with
bipolar select transistor). The phase-change memory technology
is expected to reach the same Flash-NAND size at the 32-nm
technology feature size. (Figure from Ref. [19]).
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the preparation method (patterning damage and porosity of thinner films), or if
they would inhibit phase switching. What is clear is that both the fabrication
technology and behavior of nanosized PCM structures require further exploration
in the near future.

15.8
Conclusions

During recent years, PCM have evolved from an interesting new concept to a viable
memory technology, based on the use of improved and faster switching materials
(<100 ns) and on an improvedunderstanding of phase transformation and electronic
switching processes in chalcogenide materials. PCM further shows excellent reli-
ability properties, such as good data retention (10 years at 110 �C) and very high
endurance (up to 1012 cycles, compared to<106 for FLASH), while the optimization
of cell design has resulted in a drastic reduction of the program current (down to few
hundred mA). In addition, integration technology has matured to a point where large
demonstrator circuits (up to 256Mb, in 100-nm technology) have already been built.
Perhaps more importantly, the scaling potential of PCM has been assessed, and is
expected to result in small cell sizes (in the range of 10 F2 or smaller) for technologies
of 45 nm and below, this being concomitant with a further reduction in program
currents. For these reasons, PCM is expected eventually to replace the no-longer-
scaling Flash technologies.

Figure 15.25 Imelt versus Rset as derived from published results.
The constant Rset�Imelt lines are highlighted by the dashed
lines.Different cell architectures andmaterial systemscorrespond
to different Rset�Imelt values, proposed as a figure of merit for
PCM cells. The data clearly show the potential of PCM cells
to reach programming currents of a few tens of mA.
(Figure from Ref. [19]).
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Memory Devices Based on Mass Transport in Solid Electrolytes
Michael N. Kozicki and Maria Mitkova

16.1
Introduction

As standard semiconductor nanoelectronic devices approach their scaling limits (see
Chapters 00 on �FET�, 11on �Flash�, and12 on �DRAM�), concepts beyond traditional
purely charge-based functionality offer additional opportunities. One such paradigm
goes by the name �nanoionics�. Whereas nanoelectronics involves the movement of
electrons within their nanostructured settings, nanoionics concerns materials and
devices that rely on ion transport and chemical change at the nanoscale.Rising interest
in nanoionics has been fuelled by the wide range of demonstrated and potential
applications so that the field has been equated in significance by some with
nanoelectronics [1].
It is impossible to discuss nanoionics without introducing the basic principles of

electrochemistry. As the name suggests, electrochemistry deals with the relationship
between electricity and chemical change. In many respects, batteries are the prime
example of the application of electrochemical principles; the movement of ions and
the change in their oxidation state within the cell is used to release electrical energy
over time.However, since ions not only carry charge but also have a significantmass,
ion transport can be seen as a means to move material in a controlled manner. For
example, ametal atom that becomes oxidized at one location can bemoved as a cation
through an electrolyte by an electric field. On receiving an electron at another
location, the displaced ion is reduced and becomes a neutral metal atom again. In
this situation, the net change in the system is the redistribution of mass – material is
removed from one location and deposited at another using energy from an external
power source. The world of electronics has benefited from such �deposition
electrochemistry� for many decades. Electroplating, in which metal ions in a liquid
solution are reduced to create a uniformmetal film, is used in printed circuit boards
and packages, and in the processes used to make copper interconnect within
integrated circuits. In such cases, physical dimensions, such as electrode spacing,
are typically quite large and the electric fields relatively small. The term nanoionics is

Nanotechnology. Volume 3: Information Technology I. Edited by Rainer Waser
Copyright � 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31738-7

j485



applied when electrochemical effects occur in materials and devices with interfaces,
for example electrodes or electrochemically differentmaterial phases, that are closely
spaced – perhaps by a few tens of nanometers, or less. In this size regime, the
functionality of ionic systems is quite different from themacro-scale versions, but in
a highly useful manner. For example, internal electric fields and ion mobilities are
relatively high in nanoionic structures and this, combined with the short length
scales, results in fast response times. In addition, whereas deposition electrochem-
istry and many batteries use liquids as ion transport media, nanoionics can take
advantage of the fact that a variety of solid materials are excellent electrolytes, largely
due to effects which dominate at the nanoscale. This allows nanoionic devices based
on solid electrolytes to be more readily fabricated using techniques common to the
integrated circuit industry, and also facilitates the marriage of such devices with
mainstream integrated electronics. Indeed, in-situ changes may be controlled by the
integrated electronics, leading to electronic-ionic system-on-chip (SoC) hybrids.
In this chapter, we describe the basic electrochemistry, materials science and

potential applications in information technology of mass-transport devices based on
solid electrolytes and nanoionic principles. The electrodeposition of even nanoscale
quantities of a noble metal such as silver can produce localized persistent – but
reversible – changes tomacroscopic physical or chemical characteristics; such changes
can be used to control behavior in applications that go well beyond purely electronic
systems. Of course, electrical resistance will change radically when a low resistivity
electrodeposit (e.g., in the tens of mO � cm or lower) is deposited on a solid electrolyte
surface which has a resistivity many orders of magnitude higher. This resistance
change effect has a variety of applications in memory and logic. Here, emphasis will
be placed on low-energy, non-volatile memory devices which utilize such resistance
changes to store information.

16.2
Solid Electrolytes

16.2.1
Transport in Solid Electrolytes

The origins of solid-state electrochemistry can be traced back toMichael Faraday, who
performed the first electrochemical experiments with Ag2S and discovered that this
material was a good ion conductor [2]. Subsequently, greater emphasis was placed on
liquid electrolytes and their use in plating systems and battery cells, until the 1960s
and 1970swhen a significant rise in interestwas noted in solid-state electrochemistry.
This renewed attention was spurred in part by the development of novel batteries
which had a particularly high power-to-weight ratio due to the use of solid electrolyte,
mainly beta-alumina,which is an excellent conductor of sodium ions [3]. Even though
these solid materials were clearly different from their liquid counterparts, many of
the well-known principles developed in the field of liquid electrochemistry were
found to be applicable to the solid-state systems. Onemajor difference betweenmost
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solid and liquid ion conductors is that in solids, the moving ions are of only one
polarity (cations or anions) and the opposite polarity species isfixed in the supporting
medium. This has a profound effect on the types of structure that can be used for
mass transport (this subject will be outlined later in the chapter). The solid electrolyte
family currently includes crystalline and amorphous inorganic solids, as well as
ionically conducting polymers. In general, the best solid electrolytes have high ionic
but low electronic conductivity, chemical and physical compatibility with the elec-
trodes used, thermodynamic stability over a wide temperature range, and the ability
to be processed to form continuous mechanically stable thin film structures.
The mobile ions in a solid electrolyte sit in potential wells separated by low

potential barriers, typically in the order of a few tenths of an electron-volt (eV), or less.
The ions possess kinetic energy, governed by Boltzmann statistics, and so at finite
temperature will constantly try (with around 1012 attempts per second) to leave their
low-energy sites to occupy energetically similar sites within the structure. Thermal
diffusion will result from this kinetic energy, driving ions down any existing
concentration gradient until a uniform concentration is achieved. Subsequent
movement of the ions produces no net flux in any particular direction. The applica-
tion of an electric field to the electrolyte effectively reduces the height of the barriers
along the direction of the field, and this increases the probability that an ion will hop
from its current potential well to a lower energy site (see Figure 16.1) [4]. An ion
current therefore results, driven by the field. It should be noted that, unlike electrons,
ions in a solid are constrained to move through a confining network of narrow
channels. These pathways may be a natural consequence of order in the material, as
in the case of the interstitial channels present along certain directions in crystalline
materials, or they may be a result of long-range disorder, as in amorphous (glassy)
and/or nanoscopically porous materials. Glassy electrolytes, typically metal oxides,
sulfides or selenides, are of particular interest as they can contain a wider variety of
routes for cation transport than purely crystallinematerials. This is amajor reason for
the interest in thesematerials – and for Group VI glasses in particular– and why they
feature heavily in this chapter.

Figure 16.1 Change in the height of a potential barrier between
shallow wells due to the application of an electric field. The
effective barrier height is reduced by qEx, where E is the electric
field and x is the barrier width.
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Considering the above dependence of ion hopping on ion energy and barrier
height, it should be no surprise that the expression for ion conductivity in the
electrolyte is

s ¼ s0 expð�Ea=kTÞ ð16:1Þ
where k is Boltzmann�s constant, T is absolute temperature, Ea is the activation
energy for conduction, and the pre-exponential term s0 depends on several factors,
including the mobile ion concentration (e.g., s0 is in the order of 104O�1 cm�1 for
>10 atom% Ag in Ge-S electrolytes [5]). As is evident from Equation 16.1, the
activation energy is a major factor in determining ion conductivity. It is directly
related to the structure of the host and to the existence of the conduction pathways,
both of which govern the effective barrier height. Obviously, the smaller Ea is, the
higher the conductivity and the better the electrolyte is. Since Ea is around 0.2–0.3 eV
in Ag-saturated Ge-Se and Ge-S electrolytes, the above values lead to ion conductivi-
ties in the range 10�2–10�4 S cm�1. Just as with electron and hole conduction, we
may also define ion conductivity as

s ¼ niqm ð16:2Þ
where ni is the number of mobile ions per unit volume, q is the ionic charge
(1.6· 10�19 C for singly charged ions), and m is the ion mobility. Interestingly, it is
thought that ni in high ion concentration solid electrolytes such as the Ag-Ge-S
ternaries is fairly constant – around 1019 ions cm�3 [6]. This means that the ion
mobilities in the solid electrolytes that are of interest to us are in the order of
10�2–10�4 cm2V�1 s�1.

16.2.2
Major Inorganic Solid Electrolytes

Asmentioned above, a variety of materials can act as solid electrolytes. Anion (oxide)
conductors exist, such asZrO2, layered La2NiO4/La2CuO4 [7], or Bi10V4MeO26,where
Me is a divalent metal such as Co, Ni, Cu, or Zn [8]. However, for mass-transport
devices there is a greater interest in electrolytes that conductmetallic cations as these
can be used to form solid metal electrodeposits. In general, the smaller an ion is, the
moremobile it should be as it will be able to slipmore easily through the pathways in
the solid electrolyte. This should be especially true for small-ionic radius elements
such as the alkali metals (Li, Na, K). For example, Naþ has been successfully used in
beta-alumina and, to a lesser extent, in non-stoichiometric zirconophosphosilicate [9]
to produce good solid ion conductors. The high conductivity in the beta-alumina
compounds is a consequence of the structure which has open conduction pathways
and a large number of partially occupied siteswhere cations can reside.Of course, Liþ

conductors in general are of great interest because of their use in high-voltage/high-
power density lithium ion batteries, but highly stable Liþ electrolytes are not easy to
produce and there arenotmany examples of lithiumsolid electrolytebatteries (Li/LiI/I2
is one of the few commercially available cells). Of course, the high chemical
reactivity of thesemobile elementsmakes them unsuitable for most mass transport/
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solid electrolyte device applications, and so more stable alternatives must be
considered.
Themost widely studied solid ion conductors are thosewhich contain silver. These

tend to be less difficult tomake than alkali metal ion electrolytes, and they havemany
desirable characteristics, including high ion mobility. Silver is especially appropriate
for mass transport applications due to its nobility and ease of both reduction and
oxidation. The crystalline Ag halides, principally AgI, and silver chalcogenides (e.g.,
Ag2S, Ag2Se, and Ag2Te) are of particular interest as solid electrolytes. The phases of
thesematerials that are stable at low temperature are semiconductors withmoderate
to low ion conductivity, but the high-temperature polymorphs (e.g., the cubic phase of
Ag2Se that is stable above 133 �C) are extremely good ion conductors [10]. The effect
of this phase transition on the conductivity of AgI is shown in Figure 16.2. The Ag
halides and chalcogenides possess a bcc structure formed by the covalently bonded
halide or chalcogen atoms. An octahedral sublattice which can be occupied by Agþ in
a multitude of ways is shown in Figure 16.3. The number of the octahedral states is
typicallymuch higher than the number of the available Ag ions, and this ensures that
there are always non-occupied sites for ions to move into. This abundance of empty
sites, in conjunction with the low potential barrier, results in the superionic nature of
the materials. One other factor contributing to the high conductivity of these
electrolytes is the low coordination that Agþ has to the immobile chalcogenide/
halide sublattice (typically 2–3). This low coordination most likely plays a key role in
reducing the activation energy for conduction.

Figure 16.2 Temperature dependence of the conductivity of AgI
related to its polymorph structure (Ref. [10]). The polymorph that
is stable at high-temperature (denoted by a-AgI on the plot) has
the highest conductivity and lowest activation energy compared
with the lower temperature (b- and g-AgI) polymorphs.
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In practice, even deviations from stoichiometry, d, as low as 1 part in 10 000 in
some cases, lead to the existence of both mobile ions and conduction electrons. To
illustrate this, in aAg2þdSe, silver atoms are converted into silver ions and free
electrons by

Ag2þdSe!ð2þ dÞAgþ þ de� þSe2� ð16:3Þ
Both charge carriers (Agþ and e�) contribute to the total conductivity, so that the

material may be regarded as amixed conductor [11]. Analogous effects are expected to
occur in Cu-containing electrolytes (e.g., Cu2S), although the situation will be more
complex as participation of the electrons from the Cu d-orbital will result in a variety
of bonding configurations. Extensive information on transport in superionic con-
ductors is provided in a review [12]. Themain issuewith these binarymaterials is that,
whereas they have beenwidely studied as superionic conductors, it is only their high-
temperature phases that are of use in this respect, and this leads to severe practical
limitations for electronic device applications.

16.2.3
Chalcogenide Glasses as Electrolytes

A chalcogenide glass is one that contains a large number of group VI or �chalcogen�
atoms (S, Se, Te, and O, although oxide glasses are often treated separately from the
others in the literature) [13]. These glasses have an astonishing range of physical

Figure 16.3 Schematic of bcc structure of Ag2Se (or AgI) showing
all possible Ag sublattices (from Ref. [10]). The large number of
sites that can be occupied by cations such as Agþ lead to high ion
mobility.
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characteristics and as such have found amultitude of uses. They lend themselves to a
variety of processing techniques, including physical vapor deposition (evaporation
and sputtering), chemical vapor deposition, spin casting, as well as melt-quenching.
Stable binary glasses typically involve aGroup IVB orGroupVB atom, such asGe�Se
or As�S, with a wide range of atomic ratios possible. The bandgap of the Group VIB
glasses rises from around 1–3 eV for the tellurides, selenides and sulfides, to 5–10 eV
for the oxides. The tellurides exhibit themostmetallic character in their bonding, and
are the �weakest� glasses as they can crystallize very readily (hence their use in so-
called phase change technologies as used in re-writable CDs and DVDs), and the
others exhibit an increasing glass transition temperature on moving further up the
Periodic Table column, with oxides having the highest thermal stability. The non-
oxide glasses usually are more rigid than organic polymers but more flexible than a
typical oxideglass, andotherphysical properties follow the same trend.This structural
flexibility of these materials offers the possibility of the formation of voids through
which the ions can readilymove fromone equilibriumposition to another and, aswill
be seen later, allows the formation of electrodeposits within the electrolyte.
The addition of Group IB elements such as Ag or Cu transforms the chalcogenide

glass into an electrolyte as thesemetals formmobile cations within thematerial. The
ions are associatedwith the non-bridging chalcogen atoms, but the bonds formed are
relatively long�0.27 nm in Ag-Ge-Se and 0.25 nm in Ag-Ge-S ternaries [14]. As with
any coulombic attraction, the coulombic energy is proportional to the inverse of the
cation–anion distance, so long bonds lead to reduced attractive forces between the
charged species. The Ge-chalcogenide glasses are therefore among the electrolytes
with the lowest coulombic energies [14]. The slightly shorter Agþ�S� bond length
leads to a higher coulombic attraction, which is a factor contributing to the observed
lower mobility of Ag in germanium sulfides versus selenides of the same stoichi-
ometry. Thermal vibrations will allow partial dissociation, which results in a two-step
process of defect formation followed by ion migration. The activation energy for this
process depends heavily on the distance between the hopping cation and the anion
located at the next nearest neighbor, as well as the height of the intervening barrier.
(Adiscussionoftherelationshipbetweencoulombicandactivationenergiesisprovided
in Ref. [14] but, in addition to having low coulombic energies, the Ge-chalcogenides
also have relatively low activation energies for ion transport.) In this respect, the
existence of channels due to the structure of the electrolyte is critical in the ion
transport process. As an example of this effect, the Agþ conductivity in glassy AgAsS2
is 100-fold larger than that in the crystalline counterpart due to the more �open�
structure of the non-crystalline material [15].
The conductivity and activation energy for ion conduction of the ternary glasses is a

strong function of the mobile ion concentration. For example, in the Ag concentra-
tion range between 0.01 and 3 atom%, the room temperature conductivity of Ag-Ge-S
glass changes from 10�14 to about 5· 10�10O�1 cm�1, accompanied by a decline in
activation energy from 0.9 to 0.65 eV. However, above a small atomic percent, both
conductivity and activation energy change more rapidly as a function of Ag concen-
tration (see Figures 16.4a and b, respectively [16]). This change in the slopes of the
conductivity and activation energy curves with Ag content in both Ag-Ge-S and
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Ag-Ge-Se is a result of a transformation of the ternary material itself caused by the
presence of so much silver.

16.2.4
The Nanostructure of Ternary Electrolytes

The transformation that occurs in ternary electrolytes at over a small atomicpercent of
metal is, by no means, subtle. Indeed, the material undergoes considerable changes
in its nanostructure that have a profound effect on its macroscopic characteristics.
These changes are a result of phase separation caused by the reaction of silver with the
available chalcogen in the host to form Ag2Se in Ag-Ge-Se and Ag2S in Ag-Ge-S
ternaries. For example, if it is assumed that the Ag has a mean coordination of 3, the
composition of ternary Ag-Ge-Se glasses may be represented as

ðGexSe1� xÞ1� yAgy ¼ ð3y=2ÞðAg2SeÞþ ð1� 3y=2ÞðGetSe1� tÞ ð16:4Þ

where t is the amount ofGe in theGe-Se backbone¼ x(1� y)/(1� 3y/2) [17]. For a Se-
rich glass such as Ge0.30Se0.70, x¼ 0.30, and y¼ 0.333 at saturation in bulk glass;
hence, t¼ 0.40. This means that the material consists of Ag2Se and Ge0.40Se0.60
(Ge2Se3) in the combination

16:7 Ag2Seþ 10 Ge2Se3 ¼ Ag0:33Ge0:20Se0:47 ð16:5Þ
This electrolyte has a Ag2Se molar fraction of 0.63 (16.7/26.7) and a Ag concen-

tration of 33 atom% [18]. It has been determined that the dissolution of Ag into a

Figure 16.4 (a) Conductivity and (b) activation energy as a
function of Ag concentration in Ag-Ge-S ternaries. (From
Ref. [16].).
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Se-rich base glass produces a ternary that is a combination of separate dispersed
crystalline Ag2Se and continuous glassy Ge-rich phases [19]. The spacing, s, between
the Ag2Se phase regions (and therefore the thickness of Ge2Se3 material between
them) can be estimated by assuming that the crystalline regions are spherical and
uniform in size and dispersion, so that

s ¼ dcðF� 1=3
v � 1Þ ð16:6Þ

where dc is the average measured diameter of the crystalline Ag-rich phase and Fv is
the volume fraction of this phase [20]. The volume fraction in the case of Ag2Se in
Ag0.33Ge0.20Se0.47 is 0.57 (for a molar fraction of 0.63), so the average spacing
between the Ag-rich regions is approximately 0.2 times their diameter. The average
diameter of the Ag2Se crystallites in Ag-diffused Ge0.30Se0.70 thin films was deter-
mined, usingX-ray diffraction (XRD) techniques, to be 7.5 nm [20], whichmeans that
by Equation 16.6, they should be separated by approximately 1.5 nm of glassy Ge-rich
material. This general structure has been confirmed using high-resolution trans-
mission electron microscopy (TEM). XRD analysis was also performed on a sulfide-
based ternary thin film with similar stoichiometry, Ag0.31Ge0.21S0.48, with much the
same results. In this case, the Ag2S crystallites are in the order of 6.0 nm in
diameter [21]. Even though the detected Ag-rich phases mainly correspond to the
room-temperature polymorphs, which are not particularly good ion conductors at
room temperature, the ternary is superionic at room temperature. This is not
surprising as defects, interfaces, and surfaces play a considerable role in ion transport
and the large surface-to-volume ratio of the crystallites within the ternary is likely to
greatly enhance ion transport. In addition, it has been noted that the Ag2Se phases
that form following the solid-state diffusion of Ag into Ge-Se may be �distorted� by
the effective pressure of the medium to produce high ion mobility phases [19]. The
nano-inhomogeneous ternary is ideal for devices such as resistance changememory
cells, as the relatively high resistivity leads to a high off-resistance in small diameter
devices, although the availability of mobile ions via the dispersed Ag-rich phases
means that the effective ion mobility is high.
The addition of Ag (or Cu) to the chalcogenide base glass can be achieved by

diffusing the mobile metal from a thin surface film via photodissolution. This process
utilizes light energy greater than the optical gap of the chalcogenide glass to create
charged defects near the interface between the reacted and unreacted chalcogenide
layers [22]. The holes created are trapped by the metal, while the electrons move into
the chalcogenide film. The electric field formed by the negatively charged chalcogen
atoms and positively chargedmetal ions is sufficient to allow the ions to overcome the
energy barrier at the interface, and so the metal moves into the chalcogenide [23].
Prior to introduction of the metal, the glass consists of GeS4 (GeSe4) tetrahedra and,
in the case of chalcogen-richmaterial, S (Se) chains. The introducedmetal will readily
react with the chain chalcogen and some of the tetrahedral material to form the
ternary. This Ag–chalcogen reaction, which essentially nucleates on the chalcogen-
rich regions within the base glass, results in the nanoscale phase-separated ternary
described above [24, 25].
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16.3
Electrochemistry and Mass Transport

16.3.1
Electrochemical Cells for Mass Transport

In order tomovemass, it is clear that an ion currentmust be generated. Regardless of
ion mobility in the electrolyte, a sustainable ion current will only flow if there is a
source of ions at one point and a sink of ions at another; otherwise, the movement of
ions away from their oppositely charged fixed partners would create an internal field
(polarization) which would prevent current flow. The process of electrodeposition, in
which cations in the electrolyte are reduced by electrons from a negative electrode
(cathode), is essentially an ion sink as ions are removed from the electrolyte to
become atoms. However, in the absence of an ion source, the reduction of ions at the
cathode will occur at the expense of the electrolyte. The concentration of ions in the
solid electrolyte will therefore decrease during electrodeposition until the electrode
potential equals the applied potential and reduction will cease. Further reduction
requires greater applied voltage (governed by the Nernst equation), so that the
deposition process is effectively self-limiting for a moderate applied potential. It
should be noted also that a depleted electrolyte could allow the subsequent thermal
dissolution of an electrodeposit, whichwould not occur if the glass wasmaintained at
the chemical saturation point. This has important consequences for the stability of
any electrodeposit formed. It is therefore necessary to have an oxidizable positive
electrode (anode) – one which can supply ions into the electrolyte to maintain ion
concentration and overall charge neutrality. In the case of a silver ion-containing
electrolyte, this oxidizable anode is merely silver or a compound or alloy containing
free silver. So, the most basic mass-transport device consists of a solid electrolyte
between an electron-supplying cathode and an oxidizable anode (see Figure 16.5).
Thesedevicescanhavebothelectrodes inacoplanarconfiguration (as inFigure16.5a),
or on opposite faces of the electrolyte (Figure 16.5b).
In such a device, the anode will oxidize when a bias is applied if the oxidation

potential of the metal is greater than that of the solution. Under steady-state
conditions, as current flows in the cell, the metal ions will be reduced at the cathode.

Figure 16.5 Schematic descriptions of two mass transport
devices. (a) Coplanar structure that has the two electrodes on the
same surface of a solid electrolyte layer. (b) Vertical structure with
the solid electrolyte sandwichedbetween an inert electrode and an
oxidizable layer which is covered by the top electrode.
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For the case of silver, the reactions are:

Anode : Ag!Agþ þ e� ð16:7Þ

Cathode : Agþ þ e� !Ag ð16:8Þ

with the electrons being supplied by the external power source. The deposition of Ag
metal at the cathode andpartial dissolution of theAg at the anode indicates that device
operation is analogous to the reduction–oxidation electrolysis of metal from an
aqueous solution and much the same rules apply, except that in this case the anions
are fixed. When a bias is applied across the electrodes, silver ions migrate by the
coordinated hopping mechanism (as described above) towards the cathode, under
the driving force of the applied field and the concentration gradient. At the boundary
layer between the electrolyte and the electrodes, a potential difference exists due to the
transfer of charge and change of state associated with the electrode reactions. This
potential difference leads to polarization in the region close to the phase boundary,
known as the double layer [26]. The inner part of the double layer, consisting of ions
absorbed on the electrode, is referred to as a Helmholtz layer, while the outer part,
which extends into the electrolyte and is known to have a steep concentration gradient
(over a few tens of nanometers in these systems), is called the diffuse layer. Electrically,
the double layer very much resembles a charged capacitor, with a capacitance in the
order of 10�14 Fmm�2 and resistance around 1010Omm2 for a typical solid electrolyte
under small applied bias [27].An important consequence of the electric double layer is
that, for the reduction–oxidation reaction to proceed, the applied potential must
overcome the potential associated with the double layer. This means that no ion
current will flow and no sustained electrodeposition will occur until the concentration
overpotential is exceeded. Below this threshold voltage, the small observed steady-state
current is essentially electron leakage by tunneling through the narrow double layer.
Above the threshold, the ion current flows and the ions are reduced and join the
cathode, effectively becoming part of its structure, bothmechanically and electrically.
Thenature of the electrodepositswill be discussed ingreater detail later in the chapter.
The intrinsic threshold is typically in the order of a few hundred millivolts. As the

overpotential is governed by the ease of transfer of electrons from the cathode to the
ions in the electrolyte, its precise value depends on factors such as the barrier height
between the cathodematerial (including surface/interface states) and the electrolyte,
and the bandgap/dielectric constant of the electrolyte. For example, the threshold
voltage of a Ni/Ag-Ge-Se/Ag structure is in the order of 0.18V, whereas the threshold
of W/Ag-Ge-Se/Ag is around 0.25V. Switching to a larger bandgap material, the
threshold of a W/Ag-Ge-S/Ag device becomes closer to 0.45V. The threshold has an
Arrhenius dependence on temperature, with an activation energy that is in the order
of a few tenths of an electron volt or less, which means that for the W/Ag-Ge-S/Ag
structure, the threshold is still 0.25 V even at an operating temperature of 135 �C.
Once a silver electrodeposit has formed on the cathode, the Ag metal becomes the
new cathode and the threshold for further deposition of Ag ismuch less, typically less
than half the original threshold. This reduced threshold for electrodeposition

16.3 Electrochemistry and Mass Transport j495



following initiation has a profound effect on device operation, and is discussed in
more detail below. Of course, long structures that have a high series resistance will
require higher voltages to initiate electrodeposition, as most of the applied voltage
will be dropped across the electrolyte. For example, the polarization-resistance of a
10 mm2 electrode will be 109O, but if a 50 nm-thick 100O cm Ag-Ge-Se electrolyte
between anode and cathode is 10mmwide and 100 mmlong, then the series resistance
will be twice this value and so at least 0.75 V will be needed to drop 0.25 V at the
cathode and cause electrodeposition.
Just as in any �plating� operation, the ions nearest the electron-supplying cathode

will be reduced first. However, in devices with closely spaced interfaces in which the
nanoscale roughness of the electrodes is significant and the fields are relatively high,
statistical non-uniformities in the ion concentration and in the electrode topography
will tend to promote localized deposition or nano-nucleation rather than blanket
plating. Even ifmultiple nuclei are formed, the onewith the highest field and best ion
supply will be favored for subsequent growth, extending out from the cathode as a
single metallic feature. The nature of this somewhat one-dimensional growth will be
discussed later in the chapter. The electrodeposition ofmetal on the cathode does not
mean that ions entering from the oxidizable anodemust travel the entire length of the
structure to replace those that are reduced. As noted earlier, the ions move through
the electrolyte by a coordinated motion; the ion closest to the reduced ion will move to
the vacated negative site on the hostingmaterial, and those upstreamwill do likewise,
each filling the vacated site of the one downstream, until the last vacated space closest
to the anode isfilled by the incoming ion. So, in the initial stages, the electrodeposit is
actually made up of reduced ions from the electrolyte itself; however, as each ion
deposited on the growing electrodeposit corresponds to one that has been removed
from the metal source, the net effect is a shift of mass from the anode toward the
cathode. It should be noted that the growth process in these structures is more
complex than a simple plating operation as the deposition interface ismoving toward
the source of the ions. As the electrodeposit is physically connected to the cathode, it
can supply electrons for subsequent ion reduction; hence, the growing electrodeposit
will harvest ions from the electrolyte, plating them onto its surface to extend itself
outwards from the cathode. This has two consequences: (i) the growth interface
continually moves out to meet the ions; and (ii) the growth closes the gap between
the electrodes, thereby increasing the field. Both of these outcomes help to speed the
overall growth rate of the deposit. The growth rate and electrodepositmorphology are
discussed in the following section.
It should be noted that if the cathode is electrochemically inert (not oxidizable),

then the electrodeposition process is reversible by switching the polarity of the
applied bias. When the electrodeposit is made positive with respect to the original
oxidizable electrode, it becomes the new anode and dissolves via oxidation. During
dissolution of the electrodeposit, the balance is maintained by deposition of metal
back onto the place where the excessmetal for the electrodeposition originated. Once
the electrodeposit has been completely dissolved, the process self-terminates. It is
important to note that it is the asymmetry of the device structure that allows the
deposition/dissolution process to be cycled repeatedly.
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16.3.2
Electrodeposit Morphology

It is clear that the reduction of the ions results in the formation of neutral metal
atoms. However, what is not so obvious is the form that the electrodeposits take, as
the process depends on a number of factors and involves not only the basic principles
of electrochemistry but also transport phenomena, surface science, and metallur-
gy [28–30]. In this section, some of the more important issues of electrodeposition
and deposit morphology with the ternary solid electrolytes will be considered. This
process is best illustrated in structures which support electrodeposit growth between
coplanar electrodes on an electrolyte layer [31], although growth through an electro-
lyte film will also be considered.
In the most general case, the process of deposit formation starts with the

nucleation of the new metal atom phase on the cathode, and the deposits develop
with a structure that generally follows a Volmer–Weber 3-D island growth mecha-
nism [32]. The addition of new atoms to the growing deposit occurs due to a diffusion-
limited aggregation (DLA) mechanism [33, 34]. In this growth process, an immobile
�seed� is fixed on a plane in which particles are randomly moving around. Those
particles that move close enough to the seed in order to be attracted to it attach and
form the aggregate. When the aggregate consists of multiple particles, growth
proceeds outwards and with greater speed as the new deposits extend to capture
more moving particles. Thus, the branches of the core clusters grow faster than the
interior regions. The precise morphology of these elongated features depends on
parameters such as the potential difference and the concentration of ions in the
electrolyte [35]. At low ion concentrations and low fields, the deposition process is
determined by the (non-directional) diffusion of metal ions in the electrolyte and the
resulting pattern is fractal in nature; that is, it exhibits the same structure at all
magnifications. For high ion concentrations and high fields, conditions common in
the solid electrolyte devices, themoving ions have a stronger directional component,
and dendrite formation occurs. Dendrites have a branched nature but tend to bemore
ordered than fractal aggregates and grow in a preferred axis that is largely defined by
the electric field. An example of dendritic growth is shown in Figure 16.6 for a Ag
electrodeposit on a Ag-saturated Ge0.30Se0.70 electrolyte between Ag electrodes.
Figure 16.6a is an optical micrograph of the electrodeposit, showing its dendritic
character; while Figure 16.6b is an electronmicrograph of a similar deposit, showing
the extreme roughness of its surface at the nanoscale.
The abovemodel for electrodeposit evolution assumes a homogeneous electrolyte.

However, since electrodeposit growth is obviously related to the presence of available
Ag ions in the electrolyte surface, the content and consistency of the electrolyte will
have a profound effect on electrodeposit morphology. In the case of electrolyte based
on a Ge0.30Se0.70 glass, the growth of low (about 20 nm high) continuous dendritic
deposits are observed on surface of the films (see Figure 16.7a). In the case of the Ge-
rich glasses (Ge0.40Se0.60), the growth of isolated, tall (>100 nm) electrodeposits can
be seen (Figure 16.7b) [36]. The Ge0.30Se0.70 material has the higher chalcogen
content of the two, and therefore will possess greater andmore uniform quantities of
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ion-supplying Ag2Se following the addition of Ag. This leads to dendritic growth that
is closer to that expected with a homogeneous material. The isolated growth on the
Ge0.40Se0.60 electrolyte is a direct consequence of the greater degree of separation of
the Ag-containing phases.
The alternative device configuration has the electrodes on opposite sides of a thin

electrolyte film, so that the growth of the electrodeposit is forced to occur through
rather than on the electrolyte. Even though the capture and reduction of ions will
essentially be by the samemechanism, it is unlikely that growth inside an electrolyte
film will follow the same type of evolution as surface electrodeposition. At this point
in time, although our understanding of the exact mechanism of growth within these
electrolytes is incomplete, it is clear that the role of the nanoscalemorphology should
be considered. The confining nature of the medium, with its somewhat flexible
channels and voids, will distort the shape of the electrodeposit, and its nano-
inhomogeneity (as discussed above) will have a profound effect on local potential
and ion supply. The net result is that the electrodeposit will not necessarily appear to
be fractal or dendritic in nature, instead taking a form that is governed by the shape of
the glassy voids and crystalline regions in the electrolyte. An example of such
distorted morphology is shown in Figure 16.8; this is an electron micrograph of
an electrodeposit within a 60 nm-thick Ag0.33Ge0.20Se0.47 electrolyte between a
tungsten bottom electrode and a silver top electrode. This was captured by overwrit-
ing a large (5· 5mm) device to produce multiple internal electrodeposits and then
using a focused ion beam (FIB) system to ion mill a hole through the electrolyte [37].
The filament appears to be around 20 nm across, but this is misleading as the feature
continues to grow through ion reduction by the electron beam.
As a final comment onmorphology, reversing the bias dissolves the electrodeposit

as it becomes the oxidizable element in the electrochemical cell.Macroscopically, this
appears to be the reverse of the growth process, with the electrodeposit dissolving
backwards from its tip (or tips in the case of a more two-dimensional dendrite). On
closer inspection, the deposit actually dissolves near the tip region into a string of

Figure 16.6 Surface electrodeposit of Ag on a Ge-Se-Ag solid
electrolyte. (a) Optical micrograph of Ag dendrites. (b) Scanning
electron microscopy image of the 3-D structure of the dendrites,
showing the nano-roughness and large surface area. (From
Ref. [31].).
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Figure 16.7 Atomic force microscopy image (3-D topographical
scan) of (a) Ag electrodeposit grown onAg-saturatedGe0.30Se0.70;
the growth is continuous and themaximum electrodeposit height
is a few tens of nanometers. (b) Ag electrodeposit grown on
Ag-saturated Ge0.40Se0.60; the growth appears discontinuous
and themaximum electrodeposit height is in the order of 100 nm.
(From Ref. [36].).
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metal islands which then disappear into the electrolyte. This is a consequence of the
uneven nature of the electrodeposit, created in part by the nano-morphology of the
electrolyte, which allows some regions (perhaps associated with grain boundaries in
the metal) to dissolve slightly faster than others.

16.3.3
Growth Rate

As in any deposition process, the growth rate of the electrodeposit, V, will depend on
the ion flux per unit area, F, which corresponds to the current density, J, and the
atomic density of the material being deposited, N, by

V ¼ F=N ¼ J=qN ð16:9Þ
The current density is given as

J ¼ sE ð16:10Þ
where E is the electric field. In large devices, the field will be relatively low, as will the
current density. For example, in a 100 mm-long lateral (coplanar electrode) structure
with 10V applied, the field is 103 Vcm�1. Ag-saturated ternary electrolytes such as
Ag-Ge-Se have a conductivity around 10�2 S cm�1, and so the ion current density for
this field will be 10Acm�2. Dividing current density by the charge on each ion
(1.60 · 10�19 for Agþ) gives the ionflux density, in this case 6.25 · 1019 ions cm�2 s�1.

Figure 16.8 Electron micrograph of electrodeposit formation
within a 60 nm-thick Ag-Ge-Se solid electrolyte observed by
scanning electron microscopy following device sectioning by
focused ion beam. (From Ref. [37].).
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Using Equation 16.9 above with the atomic density of Ag (5.86· 1022 atoms cm�3)
gives a growth rate of approximately 10�3 cm s�1, or 10mms�1. This is a gross
simplification, as the complex morphology of the electrodeposits and the moving
boundary condition of the advancing electrodeposit will complicate the deposition
process. However, this is the approximate average velocity that is measured in a real
device for the above conditions.
The electrodeposit growth rates are much more difficult to model in devices that

have a thin electrolyte layer sandwiched between two electrodes, and at this point any
knowledge of the nano-morphology of the material must be invoked. The average
fields in this case range from 105 to 106Vcm�1, for applied voltages of a few hundred
millivolts to a few volts across an electrolyte that is a few tens of nanometers thick.
Local fields may be higher still, as most of the applied bias will be dropped across the
high-resistance glassy areas between the lower resistivity, metal-rich nanoclusters.
Taking a field of 106 Vcm�1 with the conductivity given above suggests that the
growth rate will be in the order of 1 cm s�1 or 10 nmms�1. This is much slower than
the rate suggested by measured switching speeds observed in actual devices (as will
be shown in the next section), so the simple approach that was appropriate for
macroscale devices apparently fails at the nanoscale. This may be due to a number of
factors. For example, at fields of 106 Vcm�1 or more, the linear conduction equation
no longer holds [38] and themobility will be higher than in themacroscopic case. It is
also likely that ni is larger than the previously assumed 1019 cm�3, as the overall silver
concentration can be as high as 1022 cm�3 in Ag-saturated chalcogenide glass
electrolytes, and more of this is likely to be mobile due to barrier lowering in
materials subjected to such high fields. The overall effect is that the current densities
could be sufficiently high to make the electrodeposit growth rates several orders of
magnitude higher in nanoscale devices.

16.3.4
Charge, Mass, Volume, and Resistance

The atomic weight of Ag is 107.9 gmol�1, and the metal has a bulk density of
10.5 g cm�3. This means that each atom weighs approximately 1.79 · 10�22 g (107.9
divided by Avogadro�s number, 6.022 · 1023 atoms permol) and this, of course, is the
smallest amount of mass that can be transferred using silver as the mobile ion. Each
cm3 of Ag contains 5.86· 1022 atoms, but a more useful unit in these nanoscale
systems in the nm3; such a volume contains 58.6 atoms on average, and will weigh
approximately 10�20 g. If this is the electrodeposited mass, then each Agþ ion
requires one electron from the external circuit to become reduced to form the
deposited atom. So, each nm3 of Ag will require 58.6 times the charge on each
electron (1.60· 10�19 C) which is 9.37· 10�18 C of Faradaic charge (we can also use
Faraday�s constant, 9.65 · 104 Cmol�1, to perform this calculation). This charge is
merely the integral of the current over time, and so a constant current of 1 mAwould
supply sufficient charge in 1 ms to deposit 105 nm3 or around 1 fg (10�15 g) of Ag. So,
in this mass-transfer scheme, current and time are the control parameters for the
amount of mass deposited.
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The amount of charge supplied will also determine the volume of the electrode-
posit. The increase in metal volume at a point on the surface of the electrolyte (or
decrease in volume at the anode) could be useful in a variety of microelectromecha-
nical applications but it is the electrical resistance of this volume that is perhaps of
most interest. The resistance, R, of an electrodeposit is given by

R ¼ L=smA ð16:11Þ
where sm is the conductivity of the metal, and L and A are its length and cross-

sectional area, respectively (volume is L ·A). If the electrodepositedmaterial is silver,
sm will range from a value close to 5· 105 S cm�1 (slightly higher than the bulk
resistance) for features with thickness and width that are greater than a few tens of
nanometers to much larger values for sub-10 nm features where surface scattering
will play a considerable role. For a silver electrodeposit that is 20mm long, 2mmwide,
and 20 nm thick (not unlike the example shown in Figure 16.7a), the resistance is
about 10O. This volume would take a total of 7.50 · 10�9 C to form. Note that if the
underlying Ag-Ge-Se electrolyte (with conductivity 10�2 S cm�1) was 20 mm long,
20 mmwide, and 50 nm thick, its resistance would be 2· 107O (or closer to 4· 108O
for Ag-Ge-S), which is many orders of magnitude higher than that of the
electrodeposit. Hence, the overall resistance of the newly formed structure is
dominated by the electrodeposit. Figure 16.9 shows, graphically, the measured
�on� state data from 50 nm-thick silver-doped arsenic disulfide electrolyte on a thick
oxide layer on silicon substrates, patterned into channels with large silver contacts
(100· 100mm) at the ends [39]. The �off � resistance, Roff, is a geometric function of
the channel dimensions, following Roff¼ L/sdWþRc, where s is the conductivity

Figure 16.9 Resistance versus length for 10mm-wide coplanar
structures for a 25mAcurrent limit. The different symbols indicate
results from different devices. (From Ref. [39].).
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of the electrolyte layer (in the 10�3 S cm�1 range), d is its thickness, andW and L are
width and length, respectively. Rc is the contact resistance (at zero channel length),
mainly due to electrode polarization and tunneling at the measurement voltage
through the polarization barrier.Rc is in the range of 108 to low 109O for the electrode
configuration used. A 10· 10mm (W· L) device therefore exhibits an Roff around
1.5GO. The figure shows the results from a number of 10mm- wide devices for
programming using a 5-s voltage sweep from 0.5 to 1.8V with a 25mA current limit.
This produces a substantial surface electrodeposit with a resistance of around
1Omm�1 of device length. The average electrodeposit contact resistance in this case
is around 9O.
The resistance of the electrodeposit that forms within the nanostructured

electrolyte is also determined by its volume, but in this case the influence of the
different phases present at the nanoscale must also be considered. As discussed
above, electrodeposition in its early stages is likely to occur on the metal-rich
clusters, through the glassy high resistance regions between them. This means that
the initial connection through the electrolyte will essentially consist of metallic
bridges between the relatively low-resistivity clusters. In the case of a link that is
dominated by the conductivity of the clusters rather than that of the metal, an on-
resistance in the order of 20 kO in a 50 nm-thick Ag-Ge-Se electrolyte would
require a conducting region less than 10 nm in diameter (assuming that the
conductivity of the Ag2Se material is close to the bulk value of 103 S cm�1 [40]). In
the case where the electrodeposit dominates the pathway – that is, when the
electrodeposited metal volume is greater than that of the superionic crystallites in
the pathway – the electrodeposit resistivity will determine the on-resistance. In this
case, a 10 nm-diameter pathway will have a resistance in the order of 100O. This
means that the diameter of the conducting pathway will not exceed 10 nm for
typical programming conditions which require on-state resistances in the order of
a few kO to a few tens of kO. The small size of the conducting pathway in
comparison to the device area explains why on-resistance has been observed to be
independent of device diameter, whereas off-resistance increases with decreasing
area [41]. An electrodeposit this small means that the entire device can be shrunk
to nanoscale dimensions without compromising its operating characteristics. This
has been demonstrated by the fabrication of nanoscale devices as small as 20 nm
that behave much like their larger counterparts [20, 42]. The other benefit of
forming a small-volume electrodeposit is that it takes little charge to do so; in an
extreme case, if half the volume of a sub-10 nm-diameter, 50 nm-long conducting
region was pure Ag, only a few fC of Faradaic charge would be required to form a
low-resistance pathway.
As discussed above, reversing the applied bias reverses the electrodeposition

process so that the electrodeposit itself becomes the oxidizable anode and is thereby
dissolved. The amount of charge necessary to do this is essentially the same as that
required to grow the link in the first place. However, it is not just the oxidation of the
electrodeposited metal that is responsible for breaking of the link, especially in the
case of a connection between the electrodes that are mostly metal rather than a chain
of metallic and Ag-rich electrolytic clusters. The very narrow (and uneven) link is
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susceptible to being weakened by electromigration by the current flowing through
the metal. This means that the time to failure (initial breaking) of a metallic link
depends partly on the current density; it can take years to break the link at a reverse
current several orders of magnitude below the critical current density (around
107–108 Acm�2), but the same link can be broken in less than 1 ms for a reverse
current density in excess of this. In practice, for vertical structures, the critical current
is typically less than the current limit used to form the link, but not less than 20% of
this current. It should be noted that a forward current cannot easily be used to break
the link by electromigration if the applied bias is above the threshold for electrode-
position, as any weakness (high-resistance region) in the electrodeposit will be
�healed� by electrodeposition in the area due to the elevated voltage drop there. As
the resistivity of the electrolyte is many orders of magnitude higher than that of the
electrodeposited metal, the overall resistance of the structure rises dramatically as
soon as the link is broken. The remainder of the electrodeposited metal in the now-
incomplete link is dissolved electrochemically.

16.4
Memory Devices

16.4.1
Device Layout and Operation

As shown in Figure 16.5, the basic elements of a resistance change device – the solid
electrolyte, the oxidizable electrode, and the inert electrode – may be configured
either laterally or vertically. Whereas lateral devices may have utility in a variety of
applications (e.g., microelectromechanical systems; MEMS), it is the vertical config-
uration that is of most interest in the context of memory devices. Vertical structures
occupy the smallest possible area, which is critical for high-densitymemory arrays. In
addition, the distance that the electrodeposit must bridge in order to switch a vertical
device to its low-resistance state – a key factor in determining switching speed – is
defined by the electrolyte thickness rather than by a lithographically defined gap. As
the film thickness can typically be made much smaller than a lateral gap using
conventional manufacturing technology, vertical structures switch faster than their
lateral counterparts.
A schematic representation of how vertical solid electrolyte memory devices may

be integrated in a complementary metal oxide-semiconductor (CMOS) circuit is
shown inFigure 16.10. In this case, the inert electrodes are the tungsten plugs that are
normally used to connect one layer of interconnect metal to another. The solid
electrolyte layer is placed on top of these individual tungsten electrodes, and a
common oxidizable electrode (or a bilayer of oxidizable metal and another electrode
material) caps the device structures. The individual devices are defined by each
tungsten plug. It should be noted that the storage elements are built in the
interconnect layers above the silicon devices in a �back-end-of-line� (BEOL) process,
which means that the CMOS fabrication scheme need not be changed. A further
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advantage is that only one extra mask is required to define which tungsten plugs are
covered with the device stack, and which are through-connections to the upper layers
of the interconnect. This helps to reduce the cost of integration and also facilitates
embedding the memory with standard logic. In order to obtain the maximum
performance from the devices, each storage cell is connected through the underlying
interconnect to a �select� transistor in a �one transistor-one resistor� (1T1R) cell array
(Figure 16.11a). In this scheme, the transistor is used to select the cell, and an
appropriate programming voltage is then applied across the device. Passive arrays, in
which sneak current paths through the cells are avoided using diode elements in the
array itself rather than transistors, are also possible using row and column electrodes
with device structures at their intersections (Figure 16.11b). This latter approach does
not allow high-speed operation but does lead to the densest array possible as there are
no transistors to enlarge the total cell area.
The programming of the solid electrolyte memory devices is relatively straightfor-

ward. A forward bias (oxidizable electrode positive with respect to the inert electrode)
in excess of the threshold required to initiate electrodeposition is used to write the

Figure 16.10 Schematic illustration of solid electrolyte device
integration between two levels ofmetal (in this case �metal 2� and
�metal 3� in a standard CMOS process. The individual devices are
defined by eachW via plug under the continuous electrolyte layer.
One extramask step is used to definewhich tungsten via plugswill
be covered with the solid electrolyte and oxidizable metal, and
which will be through connections.

Figure 16.11 (a) Active �1T1R� array configuration. Eachmemory
location consists of a solid electrolyte device and a transistor.Vprog
is used to set the appropriate voltage across the device for
programming. (b) Passive array configuration. Each cell has a
diode to prevent �sneak paths� between rows and columns
through the cells.
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device. A negative bias is used to erase the device. Reading the state of the device
involves the application of a bias that will not �disturb� or destroy the current state.
This typically means that the devices are read using a forward bias that is below the
minimum required to write under normal operating conditions. This is shown
schematically in Figure 16.12, which shows a current–voltage plot of a solid electrolyte
memory device. Only leakage current flows in the off state, but when the conducting
pathway forms at the write voltage (Vwrite), the current quickly rises to the program-
ming current limit (Iprog). It should be noted that the electrodeposition continues after
switching, albeit more slowly than the initial transition, until the voltage across the
device reaches the minimum threshold for electrodeposition. The lower on-state
resistance is preserved until the erase initiation voltage is reached, at which point the
conducting pathway breaks and the device resistance goes high. Further negative bias
is required to fully remove the electrodeposited material and return the device to its
original off state. The device is read using a positive voltage below Vwrite and the
current measured to determine the state. Note that in Figure 16.12, Vread has been
chosen to be between the minimum voltage for electrodeposition and Vwrite

(the consequences of this are discussed in Section 16.4.3). The following section
provides results from a variety of fabricated devices.

16.4.2
Device Examples

To date, electrochemical switches have been fabricated using thin Cu2S [43] and
Ag2S [44] binary chalcogenide electrolytes. The Cu2S devices have been demonstrat-
ed in small memory arrays [45] and reconfigurable logic [46], and although the
applications show promise, there is room for improvement in device performance

Figure 16.12 Schematic of a current–voltage
plot of a solid electrolyte memory device
programmed with current limit Iprog. The
conducting pathway forms at the write voltage
(Vwrite) and breaks at the erase initiation voltage/

current. Further negative bias is required to fully
remove the electrodeposited material and return
the device to its original off state. The state of the
device is read using a positive voltage below
Vwrite to avoid disturbing the state.
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factors such as retention and endurance with this particular electrolyte. The studies
on Ag2S devices have concentrated on switching by the deposition and removal of
small numbers of silver atoms in ananoscale gap between electrodes. This is ofmajor
significance as it demonstrates that the electrochemical switching technique has the
potential to be scaled to single atom dimensions. Various oxide-based devices have
also been demonstrated [47, 48], and these show great promise as easily integrated
elements. However, the lower ion mobility in these materials tends to make the
devices slower than their chalcogenide counterparts. Devices based on ternary
chalcogenide electrolytes, including Ag-Ge-Se, Ag-Ge-S, and Cu-Ge-S have been the
most successful to date, with the silver-doped variants having been applied in
sophisticated high-density memory arrays [49] and post-CMOS logic devices [50].
Ag-Ge-Te devices have also been explored [51], but thesematerials have a tendency to
crystallize at low temperatures and somay not be the best choice for devices thatmust
be integrated with CMOS using elevated processing temperatures.
To illustrate the operation of devices based on ternary electrolytes, the discussion

will be confined here to those utilizingAg-Ge-S andAg-Ge-Sematerials. Of these, the
Ag-Ge-S electrolyte is the most compatible with BEOL processing in CMOS fabrica-
tion as it can withstand thermal steps in excess of 400 �Cwithout any degradation of
device characteristics. The sulfides possess better thermal stability as there is less
change in the nanostructure at elevated temperature than in the case of selenide
electrolytes [21, 52]. A typical device operation is shown in Figure 16.13a and b, which
provide current–voltage and resistance–voltage plots respectively for a 240 nm-
diameterW/Ag-Ge-S/Ag device with a 60 nm-thick electrolyte [53]. The voltage sweep
runs from�1.0 toþ1.0 to�1.0 V, and the current limit is 10 mA.Asmentioned above,
thewrite threshold for thismaterial combination is 0.45V, at which voltage the device

Figure 16.13 (a) Current–voltage plot of a 240 nm-diameter
devicewith a 60 nm-thick Ag-Ge-S electrolyte using a 10 mAcurrent
limit. The device has been annealed at 300 �C. The voltage sweep
is�1.0 toþ1.0 to�1.0 V. (b) Resistance–voltage plot of the same
device. The voltage sweep is �1.0 to þ1.0 to �1.0 V. (From
Ref. [52].).
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switches from an off-state resistance, Roff, above 1011O to an on-state resistance,
Ron¼ 22 kO, more than six orders of magnitude lower for the 10mA programming
current. This apparent rise in resistance following switching is caused by the current
limit control in themeasurement instrument. Once electrodeposition is initiated, the
threshold for further electrodeposition is decreased, as indicated by the presence of a
lower voltage (0.22V) at which the current drops below the current limit on the
negative-going sweep. Ron is determined by this voltage divided by the current limit
(see below). The device transitions to a high-resistance state at�0.25V, this being due
to an initial breaking of the electrodeposited pathway by the reverse current flow.
Continuing the negative sweep, the off-resistance remains above 1011O as the voltage
is swept out to�1.0 V with a leakage current of less than 10 pA at maximum reverse
bias. When considering the above characteristics, the device may be written using a
voltage in excess of 0.45 V, read by applying a positive voltage that is less than 0.45 V,
and erased by a bias greater than�0.25V. These voltages are compatible with devices
at the 22-nm node of the International Technology Roadmap for Semiconductors
(ITRS).
Figure 16.14 illustrates the dependence of Ron on the programming current limit,

Iprog, in the range 1–10 mA for a W/Ag-Ge-Se/Ag device with a 50 nm-thick electro-
lyte [54]. For this electrolyte/electrode combination, the write threshold is 240mV
and the electrodeposition threshold 140mV.Ron is related to Iprog byRon¼ 0.14/Iprog
(the solid line in the figure). This relationship between electrodeposition voltage,
programming current, and on-resistance is common to all material combinations. It
is explained by the fact that as long as sufficient potential difference ismaintained for
the situation where electrodeposition is already underway (in this case 140mV), the
reduction of silver ionswill continue and the decrease in resistance of the conducting
bridge will be maintained, even after it has formed. If the external current source is
limited, when the resistance falls to a point where the voltage drop is no longer
sufficient to support electrodeposition, the resistance lowering process ceases. The
resulting resistance in ohms is therefore given approximately by the minimum
potential to sustain electrodeposition in volts divided by the current limit of the
external supply in amperes.

Figure 16.14 On-state resistance versus programming current for
a 1 mm-diameter W/Ag-Ge-Se/Ag device. The resistance value (in
O) is approximately 0.14 divided by the current in A (solid line).
(From Ref. [54].).
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The switching speed of a 500 nm-diameter W/Ag-Ge-Se/Ag device with a 50 nm-
thick electrolyte is illustrated in Figure 16.15, which shows both measured and
simulated device results for write (Figure 16.15a) and erase (Figure 16.15b) opera-
tions [55]. For the write, a 150-ns pulse of 600mV was applied to the device, and the
output of the transimpedance measurement amplifier shows that the device initially
switches in less than 20 ns, while the resistance continues to fall more slowly,
ultimately reaching an on-resistance of 1.7 kO at the end of the write pulse. For the
erase, a 150-ns pulse of �800mV was applied, whereupon the output of the
transimpedance measurement amplifier shows that the device transitions to a
high-resistance state (the start of the voltage decay in the output signal) in around
20 ns. The electrodeposit is essentially metal that has been added to a chemically
saturated electrolyte, and this local supersaturation leads to high stability of the
electrodeposit and excellent device retention characteristics. The results of a reten-
tion assessment test on a 2.5mm-diameter W/Ag-Ge-S/Ag device with a 60 nm-thick
electrolyte annealed at 300 �C, and programmed using a 0 toþ1.0 V sweep is shown
in Figure 16.16. The plot shows the off and on resistances measured using a 200mV
read voltage. The off statewas in excess of 1011O (above the limit of themeasurement
instrument) and remained undisturbed by the read voltage at this level for the
duration of the test. The on resistance remained below 30 kO during the test.
Following this, the device was erased using a 0 to �1.0 V sweep, and the off-state
resistance measured using a 200mVsensing voltage as before. The device remained
above 1010O beyond 105 s, demonstrating that the erased state was also stable. Other
studies have show that both on and off states are also stable at elevated temperature,
with amargin of several orders of magnitude beingmaintained even after 10 years at
70 �C [42]. Figure 16.17 provides an example of cycling for a 75-nm Ag-Ge-Se
electrolyte device [20]. Trains of positive (write) pulses of 1.2 V in magnitude and
1.6ms duration followed by �1.3 V negative (erase) pulses of 8.7ms duration were

Figure 16.15 (a) Result of a 150-ns write pulse
of 600mV applied to a 500 nm W/Ag-Ge-Se/Ag
deviceshowing theoutputof the transimpedance
measurement amplifier. The final on-resistance
is 1.7 kO. (b) Result for a 150-ns erase pulse of
�800mV on the same device, showing the

output of the transimpedance measurement
amplifier. Lab_in and Lab_out are the measured
input and output signals; Sim_in and Sim_out
are the corresponding model generated curves.
(From Ref. [55].).
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used to cycle the devices. A 10 kO series resistor was used to limit current flow in the
on state. The results are shown in 109 and 1011 cycle ranges. The data in Figure 16.17
show that theremight be a slight decrease in on current, but this is gradual enough to
allow the devices to be taken well beyond 1011 write–erase cycles (if this decrease is
maintained, there will only be a 20% decrease in on current at 1016 cycles).
As mentioned above in this section, oxide-based electrolytes may also be used in

memory devices. Of these, Cu-WO3 [47] and Cu-SiO2 [48] are of particular interest as
they utilize materials that are already in common use in the semiconductor industry,

Figure 16.17 Current in the on (upper plot) and off (lower plot)
state at various numbers of cycles for a 75-nm Ag-Ge-Se device.
The device was cycled using trains of positive (write) pulses of
1.2 V in magnitude and 1.6ms duration, followed by �1.3 V
negative (erase) pulses of 8.7 ms duration. The solid line is a
logarithmic fit to the on current data. (From Ref. [20].).

Figure 16.16 Off- (upper plot) and on-state (lower plot)
resistance versus timemeasuredusing a 200mV read voltage for a
2.5mmW/Ag-Ge-S/Ag device programmed using a 10mA current
limit. The off-state resistance remained above 1011O for the
duration of the test. (From Ref. [53].).
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namely Cu and W for metallization and SiO2 as a dielectric, and this will help to
reduce the costs of integration. In general, the switching characteristics for both
systems are very similar to those observed in metal-doped chalcogenide glasses, and
that is why the same switchingmechanism is assumed for the oxide-based cells, even
though the material nanostructure is quite different from that found in the ternary
chalcogenide electrolytes. For example, in the case of Cu-WO3, the Cu must exist
within oxide in unbound form for successful device operation [47]. For Cu-SiO2, the
best results are attained via the use of porous oxide, formed by physical vapor
deposition, into which the metallic copper is introduced by thermal diffusion so that
itexists in�free�forminthenano-voidsinthebaseglass.InthecaseofW-(Cu/SiO2)-Cu
devices with a 12 nm-thick electrolyte, both unipolar (positive voltage for both
write and erase) as well as bipolar switching has been observed [48]. Unipolar
switching requires high programming currents (several hundred mA to several mA)
to thermally break the electrodeposited copper connection in forward bias. Bipolar
switching with a resistance ratio of 103 is achieved with switching voltages below 1 V
and currents down to the sub-mA range. Highly stable retention characteristics
beyond 105 s and switching speeds in the microsecond regime have been demon-
strated, and the possibility of multi-bit storage exists due to the relationship between
on-stateresistanceandprogrammingcurrent.Theseresults, combinedwiththeinitial
endurance testing which showed that more than 107 cycles were possible with these
structures, indicate that this technologyshowspromiseasa low-cost, low-energyFlash
memory replacement technology.

16.4.3
Technological Challenges and Future Directions

The above results indicate that memory devices based on electrodeposition in solid
electrolytes show great promise. However, although several substantial development
efforts are under way, many questions remain unanswered with regards to the
physics and long-termoperation of this technology. Themost pressing issues relate to
the reliability of such devices. In any memory technology, the storage array is only as
good as its weakest cell. Reduced endurance (cycling between written and erased
states), poor retention, and �stuck� bits plague even the most mature memory
technologies. It may be many years before the issues concerning the solid electrolyte
approach are fully understood, but considerable optimism exists regarding reliability
which may set this technology apart from others. For example, many technologies
suffer from reduced endurance due to changes in the material system with time. In
this respect, solid electrolyte devices can exhibit diminishing off-to-on-resistance
ratio with cycle number if incorrect programming (overwriting and/or incomplete
erase) leads to a build up of electrodeposited metal within the device structure. The
convergence of the off and on states eventually leads to an inability to discriminate
between them.However, it is possible electrically to �reset� the solid electrolyte using
an extended or �hard� erase; this will then plate the excess material back on to the
oxidizable electrode and return the electrolyte to its original composition. This ability
to change material properties using electrical signals allows such corrections to be
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performed in the field, and this may have a profound effect on device reliability.
Another issue that can occur inwritten devices is theupward drift in programmedon-
state resistance with time at elevated temperature. This is thought to be due to
thermal diffusion of the electrodeposited metal, but it may also be a consequence of
electromigration during repeated read operations. However, a read voltage that lies
between the write voltage and the minimum voltage for electrodeposition will
essentially repair or �refresh� a high-resistance/open on state. To illustrate this, the
device characteristics shown in Figure 16.13 are revisited. If a read voltage between
0.22 and 0.45 V is used, an off/erased device will not be written, but a device that has
been previously programmed will actually have its on state strengthened. This �auto-
refresh� above the minimum threshold for electrodeposition is unique to electro-
chemical devices. It should be noted that although this effect is extremely useful, it
can also lead to problems in incorrectly erased devices (those which are open circuit
but still have electrodepositedmaterial on the cathode), as these can also be written at
read voltages. Clearly, under-erasing must be avoided in order to maintain high
device reliability.
Attention is now turned to the scaling of solid electrolyte memory devices. This

involves two points of consideration: physical scaling; and electrical scaling. Physical
scaling of the types of device described in the previous section has already been
demonstrated to below 22nm, with good operational characteristics [42]. In addition,
studies on the bridging of nanometer-sized gaps between a solid electrolyte and a top
electrode seem to suggest that atomic-scale electrodeposits could be used to change the
resistance of the device, and this may represent the ultimate scaling of the technolo-
gy [44].What is not known is how the �high-performance� phase-separated chalcogen-
ide electrolyteswill scale, as these contain crystallites that approach10nm indiameter.
Clearly, further investigations are required in this area, although some are already
under way. The other aspect of scaling is electrical scalability. For example, the supply
voltage for highly scaled systems around the 22nmnode of the ITRS is on the order of
0.4–0.6V.Thismeansthat, inorder toavoidtheuseofarea-,speed-,andenergy-sapping
chargepumps, thememorycellsmustbeable tooperateat theverylowvoltagesatwhich
solid electrolyte devices can function. In addition, the critical current density for 22nm
interconnect isonlya fewtensofmA,andthedevicesmustalsobeabletooperateat these
current levels which, once again, is achievable by solid electrolyte devices.
The final consideration for the future relates to memory density in the Tb (1012

bits)/chip regime. Such high storage densities will eventually be required for high-
end consumer and business electronics to replace mechanical hard drives in small-
form factor, portable systems. If it is assumed that a 20 · 20mm2 chip has an
extremely compact periphery such that most of the area is storage array, and a
compact cell at 4 F2 (where F is the half-pitch), then Tb storage would require F to be
10 nm at most. Such small wires cannot be produced using standard semiconductor
fabrication technologies without significant variations, and their current carrying
capacity is very small. Backing-off to F¼ 22 nm means that multi-level cell (MLC)
storage –more than one bit per physical storage cell –will be necessary to achieve Tb
storage. The ability in solid electrolyte devices to control the on-resistance using the
programming current allows multiple resistance levels to be stored in each cell. For
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example, four discrete resistance levels leads to 2 bits of information in each cell (00,
01, 10, 11). Such MLC storage has already been demonstrated in a solid electrolyte
memory array that was integrated with CMOS circuitry [56]. A combination of the
above characteristics demonstrated physical scalability with low-voltage/-current/-
power andMLC operation, and it would appear that solid electrolytememory devices
are a strong contender for future solid-state memory and storage.

16.5
Conclusions

Considering the characteristics described in the previous sections, devices based on
mass transport in solid electrolytes appear to be appropriate for use as scalable, low-
powermemory elements. A reduction in resistance of several orders of magnitude is
attainable in vertical devices for awrite power below1 mW,and since the on-resistance
is a function of programming current, then MLC operation with simple sensing
schemes is possible. The elements are non-volatile, with extrapolated retention
results suggesting that the reduced resistance, with a large off-to-on ratio, will persist
for well over 10 years. Even sub-100 nm devices show excellent endurance with no
significant degradation to over 1010 cycles, and with stable operation indicated well
beyond this. Both, simulated andmeasured data show that the deviceswrite and erase
within 20 ns, and further scaling – especially in the vertical dimension – is likely to
result in even greater programming speeds. It should be noted that write times in the
order of a few tens of nanoseconds mean that the write energy is less than 100 fJ,
which makes solid electrolyte cells memory one of the lowest energy non-volatile
technologies. The low resistivity and small size of the electrodeposits mean that the
entire device can be shrunk to nanoscale dimensions, without compromising
operating characteristics. This physical scalability, combined with low-voltage and
low-current operation, suggests that extremely high storage densitieswill be possible.
The other benefit of forming a small-volume electrodeposit is that it takes little
charge to do so – in the order of a few fC to create an extremely stable low-resistance
link. The charge required to switch a solid electrolyte element to a non-volatile state is
therefore comparable to that required to program a typical dynamic random access
memory cell, with the potential to further reduce this charge in future devices.
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1
Non-Conventional Complementary Metal-Oxide-Semiconductor
(CMOS) Devices
Lothar Risch

1.1
Nano-Size CMOS and Challenges

The scaling of complementary metal-oxide-semiconductor (CMOS) is key to follow-
ingMoore�s law for higher integration densities, faster switching times, and reduced
power consumption at reduced costs. In today�s research laboratoriesMOSFETswith
minimumgate lengths below 15 nmhave already been demonstrated. An example of
such a small transistor is shown in Figure 1.1a, where the transmission electron
microscopy (TEM) cross-section shows a functional, fully depleted silicon-on-insu-
lator (SOI) transistor with 14 nm gate length, 20 nm spacers using a 17 nm thin
silicon layer and a 1.5-nm gate dielectric. The gate has been defined with electron-
beam (e-beam) lithography. For the contacts, elevated source drain regions were
grown with selective Si epitaxy to lower the parasitic resistance, and a high dose of
dopants was implanted into the epi layer for source and drain. In Figure 1.1b, a TEM
cross-section through the fin of a SONOSmemory FinFET is shown with a diameter
of 8 nm, surrounded by the ONO charge-trapping dielectric. As can be seen, many
critical features in Si-MOSFETs are already in the range in the range of 1 to 20 nm.
However, achieving the desired performance gain in electrical parameters from

scalingwill in time become very challenging, as indicated in the International Technol-
ogy Roadmap for Semiconductors (ITRS) by many red brick walls [1] (see Figure 1.2).
The three main limiting factors for a performance increase are related to physical

laws. Gate leakage stops SiO2 scaling (see Figure 1.3), while source drain leakage
reduction needs higher channel doping and shallower junctions. However, this
increases junction capacitance, junction leakage, gate-induced drain currents, re-
duces carrier mobility and increases parasitic resistance. Because of this, transistors
with astoundingly small gate lengths down to 5 nm have been realized [2]; although
these are the smallestMOSFETs produceduntil now, their performance isworse than
that of a 20-nm device.
When considering memories, the situation is not much different, and for

mainstream DRAM and Floating Gate Flash several constraints can be foreseen.
For DRAM, the storage capacitance at small cell size and a low leakage cell transistor
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become a critical issue. For Floating Gate, the high drain voltages and scaling of the
gate dielectric, as well as coupling to neighboring cells, are critical.
Therefore, on the way to better devices, two strategies are proposed by ITRS. The

first strategy is to implement new materials as performance boosters. Among these
are high-k dielectrics and metal gates, high-mobility channels and low-resistivity or

Figure 1.2 ITRS 04 roadmap: gate lengths and currents for high
performance, low operation power, low standby power.

Figure 1.1 (a) A TEMcross-sectionof a 14-nmgate SOI transistor
with raised source/drain (S/D) on 17 nmSi, tox¼ 1.5 nm. (b) TEM
cross-section of a SONOSSOI FinFET across a 8-nmwire-type fin.

Figure 1.3 Scaling limits of scaledMOSFETs: source to drain, gate
dielectric tunneling and junction leakage.
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metal source drain junctions. This will lead to a remarkable improvement in the
performance of transistors. The second strategy is to develop new device structures
with better electrostatic control, such as fully depleted SOI and multi-gate devices.
These can also be utilized in DRAMs as low leakage cell transistors, as well as in
nanoscale non-volatile Flash memories.

1.2
Mobility Enhancement: SiGe, Strained Layers, Crystal Orientation

Carrier mobility enhancement of electron and holes provide the key to increase the
on-currents without higher gate capacitance and without degrading the off-currents.
Several methods have been developed, including SiGe heterostructures [3] with a
higher hole mobility for the p-channel transistor. This is achieved by growing a thin
epitaxial Si1�xGex layer, where x is theGe concentration, with a thickness of 5–10 nm
for the channel region directly on Si (see Figure 1.4). On top of the SiGe layer a thin Si
cap layer is deposited with a thickness of 3–5 nm, which is also used for the growth of
the gate oxide. This forms a quantum well for the holes due to a step in the valence
band of the Si/SiGe/Si heterostructure, with a depth of about 150mV for aGe content
of 20%. The SiGe layer is under bi-axial compressive strain due to the smaller lattice
constant of Si compared to SiGe (see Figure 1.4a). The mobility is enhanced because
of the lower effective mass of the holes in SiGe and a split of the degenerated three-
valence bands, thus reducing intervalley scattering. Compared to pure Si with a peak
holemobility of about 110 cm2Vs�1,with 0.25Ge210m2Vs�1 havebeen achieved [4],

Figure 1.4 (a) Crystal lattice of a Si/SiGeheterostructure. (b) TEM
cross-section of a p-channel MOSFET with a Si/SiGe/S quantum
well.
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extracted from MOSFET measurements. Whereas, the SiGe channel on Si is
beneficial for the hole mobility, strained silicon offers both an improved electron
and hole mobility, together with a surface channel [5]. The strain is created by a
relaxed graded SiGe buffer layer, typically with a thickness of about 3mm and a Ge
concentration of 20–30%. A thin Si layer is grown on top of the relaxed SiGe layer in
the range of 10 to 20 nm, which is now under biaxial tensile strain due to the larger
lattice constant of the SiGe buffer layer.
Both techniques provide global bi-axial strain on the wafer and are based on Si/

SiGe epitaxy. A critical issue here is the increased process complexity, the density of
defects and wafer cost. Moreover, the implementation of tensile strain for the
n-channel and compressive strain for the p-channel would be desirable, and is
difficult to achievewith global strain. Therefore, local uni-axial strain techniques have
now become mainstream for mobility enhancement, and these can provide tensile
and compressive strain by depositing dedicated layers around the transistor. This
method was introduced [6] for the 90-nm CMOS generation. In the n-channel
transistor a nitride capping layer with tensile strain is used to improve the drive
current by 10–15%. For the p-channel transistor, an embedded SiGe source drain
region provides compressive strain and increases the drive current by 25%. TEM
cross-sections of the n- and p-channel devices are shown in Figure 1.5 [6].
Another mobility-enhancement technique is based on the crystal orientation

dependence of the mobility. Until now, the (1 0 0) surface of silicon wafers has
been used with a channel orientation of the transistors in the <0 1 1> direction
(see Figure 1.6). This is optimal for the electron mobility but will decrease the hole
mobility, which is twice that at the (1 1 0) plane in the <1 0 0> direction. If (1 1 0)
wafers are used or rotated (1 0 0) wafers by 45� with the channel in the <1 0 0>
direction, the hole mobility is improved remarkably while electron mobility is
reduced only moderately (see Figure 1.7) [7].
Therefore, another channel orientation is an effectivemeans to increase p-channel

performance, and an improvement of up to 15%has been reported [8].Unfortunately,
the embeddedSiGe source drain regionswith compressive strainhave no remarkable
influence in this crystal direction.

Figure 1.5 (a) 90-nm technology NMOS transistor with tensile
stress nitride layer; (b) PMOS, showing heteroepitaxial SiGe
source/drain inducing compressive strain [6] .

6j 1 Non-Conventional Complementary Metal-Oxide-Semiconductor (CMOS) Devices



1.3
High-k Gate Dielectrics and Metal Gate

As indicated in the ITRS roadmap, scaling of the classical SiO2 gate dielectric and
increasing the gate capacitance in order to achieve higher drive currents reached
completion at about 2 nm for low standby power, due to Fowler–Nordheim tunneling
currents through the gate dielectric. By using nitrided oxides, theminimum thickness
could be extended to about 1nm for high-performance applicationswith a gate leakage
current of about 103Acm�2 [9]. The introduction of high-k dielectrics allows the use of
thicker dielectric layers inorder to reduce the tunneling currents at the sameequivalent
oxide thickness, or to provide thinner dielectrics for continuous scaling.Unfortunately,

Figure 1.6 Crystal orientation and channel direction on (1 0 0) Si wafers.

Figure 1.7 Mobility dependence for electrons and holes on crystal
orientation and channel direction [7].
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all known high-k materials have a smaller bandgap than SiO2. In Figure 1.8 the
conduction band offset as a function of the dielectric constant is shown for different
materials [10]. For the highest kmaterials such as Ta2O5 (k¼ 30) or TiO2 (k¼ 90), the
bandgapbecomes too small and leads to increasedgate leakage.Other critical issuesare
the growth of an interfacial layer during processing. Today, the most mature high-k
dielectrics are based on Hf. Among these, HfO2 (k¼ 17–25), HfSiO (k¼ 11) and
HfSiON (k¼ 9–11), the latter are the more temperature-stable. An equivalent oxide
thickness of below 1nm has been demonstrated for these high-kmaterials [10]. Other
candidatesareZrO2andLa2O3withdielectricconstantsbetween20and30;however, the
former is incompatible with a poly silicon gate and requires a metal gate.
Formosthigh-kdielectrics adegradationofmobility is observeddue toan increased

scattering by phonons or a high fixed charge density at the interface. Especially for
Al2O3, the hole mobility reduction is not acceptable. For the best Hf-based high-k
dielectrics a 20% lower mobility has been achieved until now, compared to SiO2.
Closely related to the high-k dielectric is a new gate material which avoids the

depletion layer of poly silicon gates and the reaction of the high-kmaterial with silicon
at higher process temperatures. Moreover, metal gates offer the possibility of
adjusting the threshold voltage with the workfunction of the gate material instead
of doping in the channel, and this decreases the mobility at higher doping con-
centrations. The desired workfunctions for bulk with nþ poly and pþ poly silicon
gates for low-power/high-performance applications with low doped transistor chan-
nels are shown in Figure 1.9.
Midgap-like materials such as TiN, TiSiN and Ware suitable for n- and p-channel

transistors with threshold voltages in the range of 300 to 400mV, especially for fully
depleted SOI ormulti-gate transistors with lower channel doping concentrations. For
optimized logic processes with low Vt transistors for high performance, in the range
of 100 to 200mV, dual metals with nþ and pþ poly-silicon-like workfunctions must
be integrated. For n-channel transistors Ru is a candidate, and for p-channel Ta or
RuTa alloys.

Figure 1.8 Conduction band offset versus k-value for different high-k materials [10].
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Another gatematerial option is a tunable workfunction, such as fully silicidedNiSi
implanted with As and B, or Mo implanted with N. Until now, a shift of the
workfunction in a conduction band direction of 200 to 300mVhas been reported [11].
A cross-section of a 50-nm transistor with a fully silicided NiSi gate is shown in
Figure 1.10. Here, two approaches have been pursued: the first approach, with Thin
Poly, allows the simultaneous silicidation of the source/drain (S/D) and gate, while
the second approach uses CMP, offers the independent silicidation of the S/D and
gate, and also avoids the formation of thick silicides in the S/D [10].

1.4
Ultra-Thin SOI

Many of the device problems due to short channel effects are related to the silicon
bulk. The SOI [12] uses only a thin silicon layer for the channel, which is isolated from

Figure 1.10 A fully silicided NiSi gate transistor [10].

Figure 1.9 Desired workfunction for bulk and FD MOSFETS [24], Pacha ISSCC 2006.
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the bulk by a buried oxide. Several companies producing semiconductors have already
switched to SOI for high-performance microprocessors or low-power applications.
Typically, the thickness of the Si layer is in the range of 50 to 100nm, and the doping
concentrations are comparable to those of bulk devices. This situation, which is
referred to as partially depleted SOI, has several advantages, most notably a 10–20%
higherswitchingspeed.However, furtherdown-scalingfacessimilar issuesas thebulk,
and here thinner Si layers [13], which lead to fully depleted channels, are of interest.
A schematic representation and a TEM cross-section of a thin-body SOI transistor

with 12-nm gate length and 16-nm Si thickness on 100 nm buried oxide is shown in
Figure 1.11. The gate has been defined with e-beam lithography while, for the
contacts, raised source drain regions were grown with selective Si epitaxy and a high
dose of dopands was implanted into the epi layer.
The experimental current–voltage (I–V) characteristics of n-channel SOI tran-

sistors with gate lengths down to 12 nm are shown in Figure 1.12. For gate lengths

Figure 1.11 (a) A schematic cross-section of a fully depleted SOI
transistor with a raised source drain. (b) TEM cross-section of a
12-nm gate fully depleted SOI transistor on 16-nm silicon.

Figure 1.12 Experimental I–V characteristics of 89 to 12-nm SOI
transistors on 16-nm silicon with undoped channel, nþ poly gate,
tox¼ 1.5 nm.
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>32 nm, subthreshold slopes of 65mVdec�1 have been reached but, due to the still
relatively thick Si body of 16 nm, short channel effects begin to increase below
30 nm gate length, and the transistors with 12 nm gate length cannot easily be
turned off.
A two-dimensional (2-D) device simulation of the electrostatic potential of an SOI

transistor with undoped channel and a thinner silicon body of 10 nm is shown in
Figure 1.13 at a drain voltage of 1.1 V and a gate voltage of 0V. For a gate length of
30 nm the gate potential controls the channel quitewell.However, evenwith 10 nmSi
thickness the potential barrier is slightly lowered at the bottom of the channel.
>This gives rise to an increase in the subthreshold slope as function of gate length,

even for 5 nm Si thickness and 1 nm gate oxide (see the device simulation in Figure
1.16). A single-gate SOI exhibits the ideal subthreshold slope of 60mVdec�1 down to
about 50-nm gate lengths. In the gate length range of 50 to 20 nm, the turn-off
characteristics are still good, and therefore ultra-thin SOI can provide a device
architecture which is superior to that of bulk and suitable for the 32-nm node.
A simple scaling rule for fully depleted SOI devices proposes a Si thickness of about
one-fourth of the gate length in order to achieve good turn-off characteristics.
Whilst in these devices the channel was either low or undoped, this is not feasible

in bulk devices because of the punch through from source to drain. The mobility of
the charge carriers and the on-current is higher due to lower electric fields; this is
shown graphically in Figure 1.14 for different channel doping concentrations. At a

Figure 1.13 Potential distribution in a 30-nm single gate SOI
transistor (tSi¼ 10 nm, tox¼ 2 nm, Vg¼ 0 V, Vd¼ 1.1 V, midgap
gate material).

Figure 1.14 Measured on-currents at doped and undoped fully
depleted SOI transistors at Vg –Vt¼ 1V.
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gate voltage overdrive of 1 V the saturation current of the undoped transistor is twice
that of the doped channel, at 4E18 cm�3 [14].
Moreover, without channel doping the Zener tunneling currents are reduced as

well as electrical parameter variations, due to statistical fluctuations of the doping
atoms.

1.5
Multi-Gate Devices

Further reduction of the gate length will require two or more gates for control of the
channel, together with thin Si layers. The advantage of amulti-gate is to suppress the
drain field much more effectively.
This is illustrated in Figure 1.15, by using the same simulation conditions as in

Figure 1.13 and adding a bottom gate to the 30-nm SOI transistor. As shown in
Figure 1.15, the electrostatic potential barrier is much higher than in the single-gate
device. Thebetter electrostatic control results in a steeper subthreshold slope; this can
be seen in Figure 1.16, with a drift diffusion simulation of single- and double-gate
transistors. A very thin Si thickness of 5 nm and a equivalent gate oxide thickness
of 1 nm has been assumed, with a drain voltage of 1 V. Compared to the single gate, a

Figure 1.15 Electrostatic potential in a double-gate transistor with
30-nm gate length and 10-nm Si thickness; Vg¼ 0 V; Vd¼ 1.1 V;
midgap gate material.

Figure 1.16 Simulated subthreshold slopes of single- and double-gate SOI transistors.
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10-nmgate length and a subthreshold slope of 65mVdec�1 are predicted for a double
gate, and even 5 nm seems feasible with a reasonable subthreshold slope.
The challenge for multi-gate transistors will be to develop a manufacturable

process with self-aligned gates to S/D regions. Three promising concepts have been
investigated within the EC project NESTOR [15]: the first was a planar double-gate
SOI transistor, which uses wafer bonding [16]; the second was a gate all-around
device, based on silicon-on-nothing (SON) [17]; and the third was a FinFET type [18]
(see Figure 1.17).

1.5.1
Wafer-Bonded Planar Double Gate

The planar double-gate transistor is an evolution of the ultra-thin SOI transistor,
with a top and a bottomgate being used for better control of the channel. Processing
starts with the bottomgate, spacers and elevated S/D regions using a SOIwafer with
a thin silicon layer (see Figure 1.18). The gate is then encapsulated with dielectric
layers and planarized with chemical mechanical polishing (CMP). Next, a handle
wafer with an oxide layer is bonded onto the wafer with the bottom gate. The bulk Si
of the top wafer is then completely removed down to the buried oxide, which acts as
an etch stop. After removal of the buried oxide, a gate dielectric is deposited on the
thin Si layer. Finally, the top gate and metallization are processed as in a conven-
tional transistor.
An atomic forcemicroscopy (AFM) image of a double-gate transistor test-structure

with two separated contacts for the bottom and top gate is depicted in Figure 1.19a,
using e-beam litho and an alignment mark for the top gate. A TEM cross-section of
the first devices with a pþ poly-Si top and a nþ poly-Si bottom gate forVt adjustment
is shown in Figure 1.19b [19].
Recently, functional double-gate transistors with a TiN metal gate and lengths

down to 12 nm and 8nm for the top and bottom gates have been demonstrated [16]
(see Figure 1.20). The 20-nm devices show good short-channel characteristics with
S¼ 102mVdec�1, an off-current in the range of 1mAmm�1, and an on-current of
1250mAmm�1.

Figure 1.17 Three architectures for multi-gate devices. Left:
Planar double-gate wafer-bonded [16]; Center: Gate all-around
device [17]; Right: FinFET [18].
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1.5.2
Silicon-On-Nothing Gate All Around

The second approach for multi-gate architectures is based on silicon-on-nothing, as
proposed by [20], which uses bulk Siwafers instead of SOI. A SiGe layer is grownwith
selective chemical vapor deposition (CVD) epitaxy and on top, non-selectively, a thin
Si layer for the channel (see Figure 1.21). Next, the SiGe layer is removed by an
isotropic etching process. The gate dielectric is then deposited around the silicon
bridge, followed by the gate material, which is either poly-Si or a TiN metal gate. A
40-nm gate length and very thin Si channels down to 15 nm have been successfully

Figure 1.18 Process flow for a wafer-bonded double-gate
transistor: Bottom gate, raised source drain and planarization,
wafer bonding and back etch of Si bulk wafer, back etch Si channel,
gate dielectric and top gate. BOX¼Buried Oxide; BG¼Buried
Gate; TEOS¼ tetraethyl orthosilicate; CMP¼ chemical
mechanical polishing.
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fabricated [17]. Within the EC project NESTOR, devices with gate lengths of 25 nm
have been achieved (see Figure 1.22a). These exhibit excellent short-channel
characteristics, with S¼ 70mVdec�1, DIBL¼ 11.8mV, and high on currents of
1540mAmm�1 (Ioff¼ 2mAmm�1, tox¼ 2 nm) at 1.2 V (see Figure 1.22b). As shown in

Figure 1.20 (a) TEM cross-section of a 10-nm double-gate
transistor realized with wafer bonding [16]. (b) I–V characteristics
of a 29-nm wafer-bonded double-gate device with a TiN metal
gate [16].

Figure 1.19 (a) AFM image of planar double-gate transistor with
top and bottom gate. (b) TEM cross-section of planar double-gate
transistor with nþ/pþ poly gates.

Figure 1.21 Gate all-around transistor processing based on
silicon-on-nothing (SON) with a SiGe layer, which is removed for
the gate [17].
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Figure 1.22a, the bottom gate is still larger than the top gate. Ongoing studies have
focused on a reduced bottom gate capacitance and a self-aligned approach.
Recently, multi-bridge transistors [21] have been reported using a similar type of

SiGe layer etch technique for the fabrication of two or more channels stacked above
each other and with an on-current of up to 4.2mAmm�1 at 1.2 V.

1.5.3
FinFET

The FinFET [18, 22] can provide a double- or triple-gate structure with relatively
simple processing (see Figure 1.23). First, the fin on SOI is structured with a
tetraethylorthosilicate (TEOS) hardmask (Figure 1.23, left). A Si3N4 capping layer
shields the top of the fin for a double-gate FinFET, and the same process flow can be
used for triple-gate devices, without the capping layer. Next, a gate dielectric and the
poly-Si gate are deposited and structured with litho and etching (Figure 1.23, center).
The buried oxide provides an etch stop for the definition of the fin height. After this, a
gate spacer is formed, raised source/drain regions are grownwith epitaxy, and highly
doped nþ or pþ regions implanted (Figure 1.23, right). The source/drain regions are
enhanced using selective Si epitaxy to lower the sheet resistance. The facet of the
Silicon epitaxy has been optimized to reduce the capacitance of drain to gate.
ATEM cross-section of a 20-nm tri-gate FinFET [23] is shown in Figure 1.24. Here,

the top of the Si fin is also used for the channel, and no corner effects are observed at
low fin doping concentrations. The fin and the gate layer have been processed with
e-beam lithography. The smallest fin widths are in the range of 10 nm (see also
Figure 1.30).
TEM cross-sections of a tri-gate device with larger fins of about 36 nm are also

shown in Figure 1.24. Thefinheight is in the range of 35 nm, the corners are rounded
by sacrificial oxidation, the gate dielectric is 2–3 nmSiO2, and the poly gate surrounds
the fin with a slight under-etch of the buried oxide.

Figure 1.22 (a) TEM cross-section of 25-nm gate all-around SON
transistor (tox¼ 2 nm; tSi¼ 10 nm [15]. (b) Electrical
characteristics of 25-nm gate all-around transistor [15].
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The measured I–Vg characteristics of n- and p-channel FinFETs with 20-nm and
30-nm gate length, respectively, are depicted in Figure 1.25. For the n-channel
transistor a saturation current of 1.3mAmm�1 (normalized by fin height) at an off-
current of 100 nAmm�1 has been achieved at a gate voltage of 1.2 V, despite a relaxed

Figure 1.23 Process flow for a FinFET on buried oxide with a
capping layer on top of the fin, a poly-Si gate, and raised source/
drain regions with implantation. For details, see the text.

Figure 1.24 TEM cross-sections of a tri-gate FinFET on 100-nm
buried oxide along and across the fin. Left: cross section along the
fin; only the gate length is visible (18 nm). Right: cross section of
the fin; on top it is 35 nm, height 36 nm, bottom �17 nm.
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gate oxide thickness of 3 nm. For the p-channel, a high on current of 500mA/mm and
an off current in the range of 5 nAmm�1 is measured at 30-nm gate length. The
FinFET has the advantage of self-aligned source and drain regions.
In Figure 1.25 the current was normalized on the height of a single fin. The

electrical width of the devicewould be 2.2 times larger. For circuit applications,multi-
fins are often needed in order to achieve higher drive currents (in Figure 1.26 the
device has fourfins) [24]. For a comparisonwith planar transistors it is important how
many fins with height, width and pitch can be integrated on the same area as for the
conventional device.
With respect to the switching time ofmulti-gate devices, the drive current together

with the gate capacitancemust be considered. Here, it was shown by simulation, that
multi-gate devices can achieve 10–20% faster delay times compared to single-gate
devices,mainly due to the better Ioff/Ion ratio [25]. This was confirmed experimentally
in Ref. [24] for inverter FO2 ring oscillators, where tri-gate FinFETs with TiSiN gate,

Figure 1.25 Measured I–V characteristics of 20-nm n-FinFETs
(left) and 30-nm p-FinFETs (right) with tox¼ 3 nm (n) and
2 nm (p).

Figure 1.26 Scanning electron microscopy image of a multi-
channel FinFET [24] with four fins on SOI. The gate length is
60 nm, fin width 30 nm, and pitch 200 nm.
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55 nm length, and a low-doped channel achieved, with 21 ps, a much better speed
performance than comparable planar MOSFETs in a 65 nm low-power CMOS
technology, especially for sub-1 V power supply voltages.

1.5.4
Limits of Multi-Gate MOSFETs

Thephysical limit for theminimumchannel length ofmulti-gate transistors has been
investigated with 3-D quantum mechanical simulations using the tight binding
method [26]. The device is composed of atoms in the silicon crystal lattice; the current
can flow either by thermionic emission across the potential barrier of the channel, or
directly via tunneling through the barrier from source to drain (see Figure 1.27).
In Figure 1.28, the simulated source drain current as a function of gate voltage is

given with and without band to band tunneling for different gate lengths. An
aggressive Si thickness of 2 nm and equivalent oxide thickness of 1 nm has been
assumed. For gate lengths of 8 nm the tunneling contribution is on the order of the
current over the potential barrier. At 4 nm the current is increased by two orders of
magnitude by tunneling, but even 2-nm gates seem possible with off currents in the
range of mAmm�1, corresponding to ITRS hp specifications. Gate control is still
effective and would achieve a subthreshold slope of about 140mVdec�1.

1.6
Multi-Gate Flash Cell

Multi-gate transistors are also very suitable for highly integrated memories with
small gate lengths. Flash memory cells require thicker gate dielectrics than in logic

Figure 1.27 Atomistic simulation of a double-gate FinFET using
the tight binding method.

1.6 Multi-Gate Flash Cell j19



applications, and therefore exhibit enhanced short channel effects. Currently, the
mostwidely usedFlash cell consists of a transistorwith afloating gate [27] or a charge-
trapping dielectric [28] sandwiched between the gate electrode and the channel
region. A small amount of charge is transferred into the storage region either by
tunneling or hot electron injection. This can be stored persistently and read out by a
shift in the I–Vg characteristics. A schematic cross-section of a tri-gate FinFET
memory transistor with improved electrostatic channel control compared to a planar
device is shown in Figure 1.29, where amultilayer ONOgate dielectric around the fin
serves as the storage element.
An experimentally realizedmemory structure [29] with a very small Si fin of 12 nm

width and height of 38 nm is shown in Figure 1.30. The multilayer dielectric
consisted of 3 nm SiO2, 4 nm Si3N4 and 6.5 nm SiO2.
The charge is uniformly injected into the nitride trapping layer by Fowler–Nord-

heim tunneling. The electrical function has been verified experimentally down to

Figure 1.28 Thermionic and total current (þtunneling) of double-
gate FinFETs simulated with the tight binding method [26].

Figure 1.29 Schematic cross-section of a tri-gate charge-trapping
memory field-effect transistor (FET).
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20 nm gate length [29]. During an applied gate voltage ofþ12.5 V, 2ms, electrons are
injected and shift the I–Vg curves to positive voltages (write) (see Figure 1.31).
A Vt shift of about 4 V (write) was obtained using a fin width of 12 nm at gate

lengths of 80 to 20 nm. The application of a negative gate voltage (erase) of 11 V, 2ms,
injects holes into the nitride layer or detraps electrons and shifts the I-Vg curves back
to low Vt.
Due to the largeVt shift, multi-level storage becomes also feasible. Four levels with

about 1V separation have been programmed in the 40-nm memory transistor. The
charge of one level corresponds to about 100 electrons.
The retention time for the charge-trapping dielectric has been tested, and a

programming window of 3.6 V for single level was extrapolated after 10 years.
Excellent retention properties between all levels are observed (see Figure 1.32).
If operated in a 4–5 F2 high-density array such as NAND, the tri-gate cell would

enablememory densities up to 32Gbit at a die size of 130mm2 for the 25-nmnode. A
schematic NAND layout is shown in Figure 1.33. Finally, scaling is limited by the
thickness of the two oxide–nitride–oxide layers, plus the minimal gate electrode
thickness between the fins.

Figure 1.30 TEM cross-section of a tri-gate memory cell with 12 nm fin width and ONO dielectric.

Figure 1.31 Write characteristics of a tri-gate memory cell with
40 nm gate length and multi-level operation. The different
symbols represent write voltages between 0V and 4.3 V.
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1.7
3d-DRAM Array Devices: RCAT, FinFET

For DRAMs, extremely low leakage current array devices below 1 fA per cell are
required in order to avoid too-high charge losses during the refresh time interval. A
contribution to the leakage current originates from the sub-Vt current of the cell
transistor, while others are junction leakage and tunneling currents through the
dielectric of the storage capacitor. With respect to the cell transistor, the channel
doping cannot be increased in order to improve the turn-off characteristics, because
of the electric field, which will initiate trap-assisted tunneling leakage currents [30] at
E > 0.5MVcm�1. Therefore, the planar DRAM cell transistors can be scaled down
only to about 70 nm [30]. A schematic and a SEM cross-section of the 70-nm trench
DRAM cell are shown in Figure 1.34.
For future applications, new cell transistor structures must be implemented. For

stack DRAM cells, the transition to a recessed channel array transistor (RCAT)
has already been reported for the 90- to 80-nm generation [31]. Such a device, with a
U-shaped groove etched into silicon with a depth of about 200 nm, is shown in

Figure 1.32 Retention time for the 40-nm tri-gate memory cell
with oxide–nitride–oxide (ONO) dielectric at room temperature.
The different symbols indicate the different write voltages of
Figure 1.31.

Figure 1.33 4 F2 NAND array with tri-gate memory cells.
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Figure 1.35 [32]. After gate dielectric growth, the groove is filled with the poly-silicon
gate material. Bitline and storage node contacts are on the planar silicon. Such a
structure is suitable for sub-70-nm generations because it provides a longer channel
for lower Ioff currents. In this Extended U-shape Device, a gate wrap-around the Si
sidewalls with a depth of 6–10 nm increases the on-current and improves the
subthreshold slope. The 3d device has been integrated into a 90-nm DRAM test
array [32]. Simulation andmeasurement are shown in Figure 1.35b, with andwithout
a corner device of about 6 nm. The subthreshold slope is in the range of 95 to
130mVdec�1 at 85 �C, and the side gates enhance the on-current by 30%.
Reducing the width of the cell transistor to sublithographic dimensions and

utilizing deeper vertical sidewalls leads to a fully depleted FinFET device with
improved electrostatic control and increased on-currents [32]. A schematic cross-
section in bitline direction of a trench cell with a FinFET array transistor, together
with a SEM cross-section of a realized structure in 90 nm technology, are shown in
Figure 1.36. The fin has a width of about 20 nm and a height of 50 nm. The transistor
has been implemented using a local Damascene technique for fin and gate. The local
gates are connected with a WSi wordline, which is also used for the gate layer of the
planar transistors in the periphery circuits. The body is connected to the substrate and
isolated to the neighboring fin with Sallow Trench Isolation.

Figure 1.34 (a) Schematic cross-section of a trench DRAM cell
with planar cell transistor and buried strap capacitor node
contact [30]. The yellow rectangle indicates a nþ doped region in
p-well; the red area is the gate (wordline); the blue is an isolation
oxide. The other line is the bitline and the second wordline on top.
(b) SEM cross-section of the 70-nm trench DRAM cell [30].
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A steep sub-threshold slope of 77mVdec�1 without any drain-induced barrier
lowering and back bias effect has been measured [32] in a 90-nm demonstrator (see
Figure 1.37). According to simulations, the high Ioff/Ion ratio will be maintained at
least down to 40 nm, with a subthreshold slope of 89mVdec�1 and without any
remarkable influence of the adjacent trench cells, which can disturb the potential in
the array device.

Figure 1.35 (a) SEM cross-section along bitline of a 90-nm
trench DRAM cell with Extended U-Shape Device [32].
(b) Measurement and simulation of the I–V characteristics of the
Extended U-Shape Device with and without 6-nm side gates at
the corner [32].

Figure 1.36 Trench DRAM with a FinFET-type cell transistor [32].
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1.8
Prospects

Assuming that lithography tools such as Extreme Ultra-Violet will be available for
the sub-45-nm technology nodes, it seems very likely that the scaling of Si CMOS
will continue down to the 22-nm node, with the start of production in the year
2016, according to the ITRS roadmap. In this scenario – which is known as More
Moore – technology costs must be reduced per chip from generation to generation,
and performance must be increased. This will be expected especially for memories
and microprocessors, and in order to fulfill these requirements more challenging
new process modules, such as metal gate, high-k dielectrics, and strain will need to
be integrated with high yield and in good time. On the other hand, conventional
bulk CMOS may run into performance constraints below the 45-nm generation.
Multi-gate devices with thin silicon channels and better electrostatic control may
take over and will allow further downscaling, but with more complex processing.
For DRAMs and Flash, the integration of such 3d transistors with very low leakage
currents has already been started. Ultimately, beyond 10 nm the process tolerances
and variability of the electrical parameters will become the most limiting factors.
In addition, with the consistently good scaling potential of Si MOSFETs, many
applications such as low-frequency RF, analogue, and powerFETs, displays and
sensors do not require extremely small feature sizes. Therefore, additional
functionality on the chip – referred to as More than Moore – will be another key
trend.
Another important issue is the increasing research into new logic and memory

devices. Among these are the 1dwire structures of Si, Ge or carbonwith source, drain
and gate, such as Si MOSFETs. These devices show similar I–V characteristics to Si
(or even better), depending on the normalization of the current on the small width of
the devices. However, the manufacturability and integration on a large scale has still

Figure 1.37 Measured FinFET array device I–V characteristics in a
90-nm trench cell demonstrator and simulation for 40 nm.
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to be proven, and the key for success would be the integration capability with Si
CMOS.
With regards to memories, many promising new concepts have appeared, based

onnewmaterials such as the storage element. Among these are included non-volatile
memories, with a large change in resistance, such as Phase-Change or Conductive
Bridging. These memories can be combined very well with a Si access transistor and
CMOS circuitry. With these evolutionary elements, non-conventional CMOS repre-
sents the most realistic approach for high-density logic and memories, and will
undoubtedly represent the dominant technology of the nanoelectronics era.
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2
Indium Arsenide (InAs) Nanowire Wrapped-Insulator-Gate
Field-Effect Transistor
Lars-Erik Wernersson, Tomas Bryllert, Linus Fr€oberg, Erik Lind, Claes Thelander, and
Lars Samuelson

2.1
Introduction

Semiconductor nanowires [1–9] offer the possibility to form a new class of semicon-
ductor device. Nanowire technology enables newmaterial combinations and also the
possibility to enhance the potential control in down-scaled channels using wrap-
around gates. As the lateral dimensions of semiconductor materials are scaled down
towards 100 nm and below (which can be easily achieved with the nanowire
technology), fewer constraints become apparent in terms of latticematching between
materials. This opens the path to a heterogeneous materials integration that cannot
be accomplished with conventional bulk semiconductor technology. For example, it
has been shown that segments of InP can be incorporated in indium arsenide (InAs)
nanowires [10], and that InAs nanowires canbe grownonSi substrates [11], in spite of
about 3.5% and 7% lattice mismatch, respectively. These material combinations
cannot be synthesized in the bulk, nor with planar epitaxial techniques. The second
advantage is related to the challenges that the technology is facing as the planar
transistors are scaled down towards the 22 nmnode and beyond. At this length scale,
the transistors are more sensitive to short-channel effects related to the reduced
potential control in the channel and the body of the devices. This is reflected in an
increased output conductance and sub-threshold swing of the transistors that
degrade the transistor performance. Dual gates, trigates and FinFETs have been
demonstrated to reduce these issues. Taking the technology one step further is to
completely surround the channelwith awrapped gate, and for this technology vertical
nanowires are ideal.
Several groups have reported on the successful fabrication of vertical nanowire

transistors [12–22]. Various implementations of Si transistors have been reported
and, in particular, it has been shown that the wire geometry may be used to fabricate
different advanced transistors with benefits in sub-threshold characteristics and
switching behavior. The present authors� effort has been focused on the vertical
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implementation of III–V transistors, and in the following sections are described the
processing and characteristics of both long- and short-channel transistors. The
importance is also demonstrated of introducing a high-k dielectric, its influence on
the device characteristics, and the benefits of heterostructure design.

2.2
Nanowire Materials

In these studies, InAs has been the primary choice of material in the transistors. For
various reasons, wrap-gate transistors based on silicon will naturally have a very
strong standing, due primarily to the compatibility with silicon technology in general
and also to the fact that Si nanowires can bemade with diameters even <5 nm and yet
still be conducting. InAs, on the other hand, shows very strong lateral confinement
effects already for diameters around 30 nm, making very narrow uncapped InAs
transistors depleted of charge-carriers and, in that sense, less promising. In contrast,
n-type InAs has highly attractive material properties, with a reproducible Fermi-level
pinning in the conduction-band, with a very high room-temperature mobility and
ideal ohmic-contact properties. The remainder of this chapter focuses on the use of
InAs as the active transistor channel material and the use of P-containing InAs1�xPx-
alloys for enhancement of the transistor functionality and performance.

2.3
Processing

The nanowires used here are grown with chemical beam epitaxy (CBE), using
patterned Au discs to locate the nanowire growth and to set the diameter of the
nanowires (Figure 2.1). The ability to formwell-definedmatrices of nanowires is a key
feature both for the post-growth device processing and for the transistor design, in
that the number of wires determines the drive current and the transconductance of
the nanowire transistor. The uniformity in length provides good starting conditions
for uniform top contact formation. Typically, nanowire matrices ranging from 1� 1
to 10� 10 are used to form the vertical transistors in order to reach drive currents
approaching 10mA, but a nanowire transistor may be defined by anything from a
single wire to, say, 104 wires. Outside the active transistor region, smaller arrays of
nanowires are formed to create alignmentmarkers for optical lithography in the post-
growth processing described below. The seed for these wires are formed in the same
seed and growth steps as the actual transistor wires.
After the growth, either long-channel or short-channel transistors may be formed

by processing the transistors in two different ways, as shown in Figures 2.2 and 2.4,
respectively [15–22]. For the long-channel transistors, the vertical nanowire matrix is
first covered by a SiNx gate-dielectric layer, followed by a sputtered Ti/Au gate metal
that is covering the nanowires uniformly. The sample is spin-coated by a photoresist,
which is back-etched to the desired gate length, after which the gate metal is
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selectively removed by wet-etching. After removal of the resist, the sample is covered
by a second resist layer and the SiNx is etched to open for formation of the drainTi/Au
top contact by evaporation. Finally, an airbridge is created by electroplating from
the drain contact, and the resist is dissolved. With this technology, the transistor
structure shown in Figure 2.3 is formed. While this technology provides good long-
channel devices, inwhichfluctuations in the gate-length are less important due to the
smaller relative change, is seems difficult to reproducibly scale the definition of the

Figure 2.1 Scanning electron microscopy image of a nanowire
matrix grown by chemical beam epitaxy.

Figure 2.2 Processing scheme for long-channel transistors with sputtering and back-etching.
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gate-length below 100 nm when using this back-etch process. Instead, a direct
evaporation method is used to form gates with a length below 100 nm, as described
next.
For the processing of short-channel transistors, a direct evaporation of the gate

metal has been developed. In this process, themetal gate is evaporated onto the SiNx-
covered nanowires, the main benefit of this approach being that the gate-length is
determined by the thickness of the evaporated layer. This is in contrast to the
previously described long-channel process, where it is set by the thickness of the
back-etched polymer film. A scanning electronmicroscopy (SEM) image of a formed
80 nm-thick gate is shown in Figure 2.5. As can be seen in the image, an intimate
contact is formed between the gate layer and the nanowire. Following gate formation,
the drain contact is formed by spin-coating the samplewith a resist andwet etching of

Figure 2.3 Scanning electron microscopy image of wrap-gate
transistor with air-bridge drain contact [15].

Figure 2.4 Processing scheme for short-channel transistors with
evaporation of the gate [21]. BCB¼ benzocyclobutane.
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the tips of the nanowires that penetrate the organic film. Finally, an evaporated drain
top contact is formed over the wires.

2.4
Long-Channel Transistors

The long-channel transistors have been characterized using the substrate as a
grounded source contact. The data for a 10� 10 nanowire matrix with a gate length
of 800 nm, a wire diameter of 80 nm, and a thickness of 40 nm in the SiNx-layer is
shown in Figure 2.6. The transistor shows a good current saturation already at low
drain biases Vsd¼ 0.2 V and a transconductance of about 1mS. At larger drain
biases (Vsd > 1 V) the transistor shows an increase in the drain current, most likely
related to impact ionization processes in the InAs channel. In order to explain the
transistor operation, the transistor structure is modeled as a cylindrical version of
the planar metal-insulator-semiconductor field-effect transistor (MISFET), as shown
in Figure 2.7. In the MISFET, the gate potential is used to deplete carriers in the
channel and thus to modulate the conducting area in the cross-sectional core of the
nanowire.As the gate length is a factor ten-fold larger than thediameter of thewire and
the thickness of the dielectric, a good potential control is obtained in the channel, and
this is reflected in the measured low-output conductance of the transistor.
The long-channel transistors show the expected Isd�Vg

2 dependence, as demon-
strated for a 40-nanowire transistor in Figure 2.8. From these data the threshold
voltage is deduced to be Vt¼�0.16V. From the analytic fitting in Figure 2.8, values
are deduced for the carrier concentration and the mobility (Nd¼ 3� 1017 cm�3,
m¼ 9600 cm2V�1 s�1). The sub-threshold characteristics of the transistor are shown
in Figure 2.9. At Vsd¼ 0.2 V an inverse sub-threshold slope of 100mVdecade�1 was
measured, and a maximum current on-off ratio above 1000. To further verify the
mode of operation in the transistor, the transistor characteristics were also simulated

Figure 2.5 InAs nanowires coated with SiNx penetrating an evaporated Ti/Au gate electrode [15].
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using the Atlas device simulator created by Silvaco [16]. As these devices have a long
channel length and a wide diameter, effects related to lateral quantization, doping
fluctuations and ballistic transport may be omitted, and the transistors may be
modeledwithin the drift-and-diffusion formalism. The simulated data in Figure 2.9
are obtained for Nd¼ 2� 1017 cm�3 and me¼ 10 000 cm2 V1�1 s�1, and reproduce
the measured data both in the on-state and in the off-state. Thus, the measured
data may be reproduced both by analytical modeling and by simulation in a
MISFET model.

Figure 2.6 Measured I–V characteristics for an InAs long-channel NW-transistor [16].

Figure 2.7 Schematic illustration of nanowire MISFET operation.
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2.5
Short-Channel Transistors

Scaling is of importance to any FET-technology, and for the nanowire FET the scaling
of both the gate length and nanowire diameter must be considered. The processing
outlined above has been used the to fabricate transistors with 80 nm nominal gate
length [19, 20]. During the growth of these nanowires, matrices with different
nanowire diameters (70 and 55 nm) have been included on the same sample. Both
types of nanowire transistor were processed in the same batch, and the transistor
characteristics compared (see Figure 2.10). In both cases, good transistor character-
istics were observed, with both transistors showing a limited current saturation, even

Figure 2.8 Measured transfer characteristics with analytical fitting
to deduce the threshold voltage [16].

Figure 2.9 Measured and simulated sub-threshold characteristics for a long-channel transistor [15].
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at comparably large drain voltages. The increased saturation voltage arises from a
series resistance in the 1mm separation between the gate and the drain. For biases
above 1 V, the larger-diameter transistors show a punch-through in the character-
istics, a feature that was not observed in the narrower transistors that have a better
potential control. When the drain current was normalized with the circumference of
thenanowire, only aminor drive current reduction per gatewidthwas observed as the
diameter was reduced; this demonstrates good scalability in the technology.
In order to scale the gate length further, the relatively thick SiNx dielectric was

replaced with 10 nm HfO2, a material with a higher dielectric constant (15)
(Figure 2.11) [21, 22]. The HfO2 was deposited using atomic layer deposition (ALD),
which gives a uniform dielectric coverage and a very accurate thickness. A 100-nm
layer of silicon oxide was also deposited, to act as a lower-k spacer layer between the
InAs substrate and the wrap-gate. Next, a 50-nm Cr gate layer was formed by metal
evaporation. Finally, a 100- to 200-nm-thick polymer layer was deposited on top of the
gate to provide insulation between the gate and the drain contact. Despite a very short
gate length (50 nm), considerably improved dc characteristics were observed com-
pared to previous device designs. Transconductance values up to 0.8 Smm�1 were
obtained (Vsd¼ 1V), with an inversed sub-threshold slope around 100mVdec�1. The
transconductance values were in this case normalized to the total nanowire circum-
ference for the array. In addition to a gate swing of 0.5 V, an Ion/Ioff ratio >1000 at
Vsd¼ 0.5 V following the conventional definition [23] was observed, whereas a
maximum Ion/Ioff ratio above 104 was measured.

2.6
Heterostructure WIGFETs

The wrap-gate transistors show a good on-state characteristics, but even the long gate
transistor characteristics suffer from a comparably large inverse sub-threshold slope
(100mVdec�1) and a non-negligible off-state current. This is worse for the devices

Figure 2.10 Measured transistor characteristics for 80 nm gate-
length NW-transistor with 70 nm (left) and 55 nm (right)
diameters [20].
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with a short gate and a comparably thick (40 nm) gate-dielectrics. The transistors with
high-k gate oxides also show effects related to the narrow InAs band gap that allows
for impact ionization processes and thus creates a limited potential barrier in the off-
state. The nanowire technology offers alternative transistor designs in that hetero-
structure segments may be incorporated into the transistor channel to alter the band
gap in critical regions. A segment of InAsP was introduced into the InAs channel of
a nanowire transistor and the role of the barrier in transistor performance subse-
quently investigated [24]. A 150 nm-long segment of InAsP was introduced into a
4mm-long, 50 nm-diameter InAs nanowire grown by CBE. The nominal P content in
the InAsP segment was 30%, and the conduction band barrier 180meV. The
nanowire was placed in a lateral geometry with a Si/SiO2 back gate, where two
drain contacts and one source contact was used in order to fabricate and evaluate
transistors with the same geometry differing in only the InAsP barrier (Figure 2.12).
Room-temperature data for the two types of transistor are shown graphically in
Figure 2.13.

Figure 2.11 (Top left) A cross-section of a test sample showing
the SiOx spacer layer, and the Cr wrap gate. (Top right) Illustration
of the device design for an individual nanowire element in an
array. (Bottom left) Output characteristics for a 61 nanowire wrap-
gate array. (Bottom right): Sub-threshold characteristics for the
same device for two different drive voltages [21].
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Both transistors showed good characteristics with current saturation and a decent
drive current level. For a given bias condition (Vsd¼ 0.3 V and Vg¼ 2.0 V) the InAs
transistor had a factor 2:1 higher drive current than the InAsP transistor. This was
expected due to the introduction of the barrier. From the transfer characteristics,
however, it should benoted that the current reductionwas not related to a degradation
in the transconductance, but rather to a shift in the threshold voltage. In fact, the
measured transconductance remained constant, and for a fixed gate-overdrive the
drive currentwas the same.When turning to the sub-threshold characteristics,major
improvements were noted in both the inverse sub-threshold slope and themaximum
Ion/Ioff ratio as the barrier was introduced. Finally, temperature-dependent measure-
ment of the current level was used to verify the presence of the barrier and to evaluate
its height (Figure 2.14). The role of the barrier in this geometry is not only to block the
off-current in the body of thewire, but also (and evenmore in this lateral geometry) to
block the leakage current along the edges of the wires.

Figure 2.12 Scanning electron microscopy top image of lateral
heterostructure nanowire transistor [23].

Figure 2.13 Measured transistor characteristics for lateral InAs/
InAsP NW transistor (left) with transfer characteristics (middle)
and sub-threshold characteristics (right) [23].
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2.7
Benchmarking

It is of great value to performan early evaluation of the potential in this newwrap-gate
transistor technology. Hence, the performance of 100 nm gate-length transistors
(structure shown in Figure 2.15) has been simulated and the characteristics evaluated
according to the metrics of high-performance logic devices, including the gate delay

Figure 2.14 Deduced activation energies for varying gate bias
(left) and the corresponding Arrhenius plot (right).

Figure 2.15 Schematic of nanowire geometry used for the bench-marking [25].
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(t¼CggVds/Ion), the energy-delay-product (EDP¼ tCggVds
2), the current Ion/Ioff

ratio, and the inverse sub-threshold slope [25]. InAsP barriers with different P
contents were further introduced into the InAs channel as a way of reducing the
off-current, in analogy with the lateral devices previously described. In these
simulations, the wire diameter was set to 40 nm and the doping level fixed to
1.0� 1018 cm�3 in order to obtain usable threshold voltages around Vt¼ 0V and
to avoid parasitic access resistance in the source and drain leads. The mobility was
set to 10 000 cm2V�1 s�1 and vsat to 3� 105m s�1, in accordance with the fitting in
Figure 2.9. The simulated output characteristics are shown in Figure 2.16 for a pure
InAs channel and for a channel with a barrier of 20% P, respectively. Both types of
transistor showed a good saturation already at about Vsd¼ 0.1 V, which was a
reflection of the low access resistance and the possibility of achieving excellent
ohmic contacts to InAs.Obviously, the drive current forfixed gate biaswas reducedby
a factor 1.5 as the 20% barrier was introduced.
By evaluation of the transfer characteristics (Figure 2.17), this reduction in the

drive current was found to be mainly related to a positive shift of the threshold

Figure 2.16 Simulated I–V characteristics for InAs nanowire
wrap-gate transistor (left) and InAs/InAsP nanowire wrap-gate
transistor (right) [25].

Figure 2.17 Simulated transfer characteristics (left), sub-
threshold characteristics, and deduced inverse sub-threshold
slope (right) for InAsP nanowire transistors with varying
P content [24].
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voltage, whilst there was only a minor degrading in the transconductance. On a
logarithmic scale, it should be noted not only that the barrier provides a way to shift
the threshold voltage, but also that the transition from the exponential to the linear
characteristics becomes sharper, the current on/off ratio increases, and the inverse
sub-threshold slope is reduced. All of these factors reduce the power consumption in
circuits. The deduced critical metrics – that is, the gate delay, the energy delay
product, the current on/off ratio, and the inverse sub-threshold swing – are shown in
Figure 2.17 for various P contents in the barrier. As the threshold voltage shift with
the barrier height, the evaluation is performed for variousVg,on, while the gate swing
is kept constant at 0.5 V for all cases. The main point in Figure 2.18 is that the pure
InAs channel provides the shortest gate delay due to the largest drive current, but also
the lowest current Ion/Ioff ratio related to the narrowband gap.While the introduction
of the P barrier into the channel increases the minimum gate delay, it provides a way
of increasing the Ion/Ioff ratio to above 103 even for a gate swing of 0.5 V, a value
required for many circuit applications. As an added benefit, the sharper transition
between the on- and off-states further reduces the sensitivity to the choice of gate bias.
These simulations show the potential in the technology and also demonstrate the
benefit of introducing heterostructures into the nanowires.

2.8
Outlook

Based on the experimental results obtained to date, the questionmight be asked as to
how far the nanowire FET technology may be developed? Critical issues for scaled
devices are related to the growth of narrow nanowires with diameters of 10 to 30 nm
and the processing of vertical gates on the 20 nm length scale. Based on experimental

Figure 2.18 Deduced gate delay and energy–delay product as
function of current on/off ratio for InAsP nanowire transistors
with different P content and at varying bias conditions [25].
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results, devices processed on these dimensions seem feasible in the near future.
However, in order for these devices to be competitive it will be necessary for the drive
current to be increased and the parasitics reduced. Likewise, good control of the
carrier concentration in the channel and in the source and drain regions will be
needed, as will an understanding and control of the interface properties in capped
wires. The main benefit of the wire geometry – the possibility for heterostructure
design in the axial and radial directions – may well prove to be the key when
addressing these issues.
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3
Single-Electron Transistor and its Logic Application
Yukinori Ono, Hiroshi Inokawa, Yasuo Takahashi, Katsuhiko Nishiguchi, and Akira Fujiwara

3.1
Introduction

Complementarymetal-oxide-semiconductor (CMOS) technologywill face significant
technological limitations shortly after 2010 [1], and intensive studies are currently
being conducted in computational architecture, circuit design, and device fabrication
to find ways to overcome this impending crisis. The major problem, especially for
logic large-scale integrated circuits (LSIs), is that rapidly increasing power dissipation
due to ever larger numbers of transistors and higher levels of interconnections is
pushing CMOS circuits beyond their cooling limit. This points to the need for some
drastic change in how LSIs are built, either at the system architecture or base device
level, or both. Roughly speaking, achieving low-power operation of LSIs requires that
both the total capacitance of circuits and the operation voltage are reduced, which
means in turn that the number of electrons participating in the operation of some
unit instruction must also be reduced. Single-electron transistors (SETs) [2–5], the
characteristics of which are literally governed by the movement of single electrons,
are considered to be the devices that will allow such a change. Their operation is
basically guaranteed even when device size is reduced to the molecular level. Their
performance, such as the peak-to-valley current ratio, improves as they become
smaller. These properties are quite beneficial for large-scale integration. In addition,
SETs are able not only to operate as simple switches but also to have high
functionality. Many theoretical studies have been conducted to evaluate the possibil-
ity of buildingSET-based LSIs, and fundamental computational capability has already
been proved.
In this chapter, after a brief explanation of SEToperation principles and fabrication

processes, some experimentally tested SET logic circuits will be introduced. In
addition, the merits and demerits of the SETas a logic device will also be discussed,
and some brief ideas proposed concerning SET logic circuits.
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3.2
SET Operation Principle

Before considering the SEToperation principle, imagine a small conductive sphere or
�island� floating over the ground. If one electron is taken from the ground and placed
in the sphere, then therewill be an increase in the electrostatic potential of the sphere.
This is given by e/C, whereC is the capacitance of the sphere to the ground and e is the
elementary charge, 1.6� 10�19 C. When the sphere – and hence C – is extremely
small, the potential increase becomes significant. For example, for a nanometer-scale
sphere having a capacitanceC of say 1 aF (1� 10�18 F), the increase in the potential e/
C reaches 160mV. This is much larger than the thermal noise voltage at room
temperature, 25.9mV. The potential increase prevents another electron from enter-
ing the sphere unless that electron has an energy larger than e2/C. This phenomenon
is called theCoulomb blockade. If the potential can be decreased by e/C, by applying an
external bias, then a second electron can (but the third one cannot) enter the sphere. If
this occurs by quantum-mechanical tunneling, then it is called single-electron tunnel-
ing. Any single-electron device, including the SET, has at least one small conductive
island and its operation relies on the Coulomb blockade and single-electron
tunneling.
The cross-sectional view and equivalent circuit of the SET is shown in Figure 3.1.

The SET is, like a conventional transistor, a three-terminal device consisting of a
source, drain, and gate. There is however an additional component, called the
�Coulomb island�, between the source and drain. The Coulomb island is also called

Figure 3.1 Cross-sectional view and equivalent circuit of the SET.
In the equivalent circuit, double boxes indicate the tunnel
junctions.
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simply the island or a quantum dot. The Coulomb island must be conductive so that
electrons can travel from the source to the drain via it. The role of this island is to
capture/donate one electron from/to the source/drain, and otherwise to hold
captured electrons. The region between the island and source (and also drain) must
not be a good conductor; it must basically be insulating, so that electrons move to/
from the island only by the tunneling. This region is called the tunnel capacitor or the
tunnel junction. One the other hand, the region between the island and the gate should
be insulating so as not to allow electrons to flow between them, as in a conventional
transistor. In the equivalent circuit, the double box symbolizes a tunnel capacitor,
which is a special capacitor that allows quantum mechanical tunneling of electrons,
as mentioned above. The region sandwiched by the tunnel capacitors corresponds to
the island, which is designated by an oval for visualization. The region between the
island and the gate can be expressed as a normal capacitor.
Figure 3.2 explains what happens when the gate voltage is varied with a fixed small

source/drain voltage. When a positive voltage Vg is applied to the gate, positive
charges are induced there, whose number is given by CgVg/e, where Cg is the gate
capacitance. Then, in order tominimize the free energy of the system, the SET tries to
induce the same number of negative charges (i.e. electrons) in the island, and these
electrons are conveyed from the source or drain through the tunnel junctions. If
CgVg/e is some integerN, the island obtainsN electrons. After reaching this number,
no more electron movement occurs. This is the Coulomb blockade state (the left
equivalent circuit in Figure 3.2). When CgVg/e is not an integer, for example, a half
integer N þ 1/2, the number of electrons in the island changes with time so that it
becomesN þ 1/2 on average. What actually occurs in the SET is as follows. First, one
electron enters the island from the source and the number of electrons in the island

Figure 3.2 Drain current Id as a function of number of charges
CgVg/e induced in the gate.Cg and Vg are the capacitance and gate
voltage, respectively. The equivalent circuits explain the Coulomb-
blockade state (left) and single-electron-tunneling state (right).
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becomes N þ 1. Next, one electron emits to the drain from the island, resulting
in N. This one-by-one electron transfer is repeated so that there is a net current
between the source and drain. This is the single-electron-tunneling state (the right
equivalent circuit in Figure 3.2). As a result, when the gate voltage is swept, the
Coulomb-blockade state and the single-electron-tunneling state appears by turn, and
the drain current versus gate voltage characteristics exhibit a repetition of sharp
peaks, as shown in Figure 3.2. This is known as Coulomb-blockade oscillation. This
ON-OFF characteristic indicates that the SET can function as a switching device.
For the complete description of the SET operation, consider the stability chart in

the gate-voltage/drain-voltage plane in Figure 3.3. The rhombic-shaped regions
colored in red are the region for the Coulomb-blockade state, and are known as
Coulomb diamonds. Outside the Coulomb diamonds, the number of electrons in the
island fluctuates between certain numbers. The degree of the fluctuation is deter-
mined by how far the voltage conditions are from theCoulombdiamonds. In the blue
regions, the fluctuation is minimum – that is, the electron number changes only
between two adjacent integers. These regions are for the single-electron-tunneling
states. The shape and size of the Coulomb diamonds are determined only by the gate
and junction capacitances. For example, themaximumdrain voltage for theCoulomb
blockade is given by e/CS, where CS¼Cg þ Cd þ Cs is the total capacitance of the
island and Cd and Cs are junction capacitances at the drain and source. Each slope of
the diamond is given by �Cg/Cd and Cg/(Cg þ Cs).
A more detailed explanation of the SEToperation can be found in textbooks [6, 7]

and review articles [8, 9]. At this point, mention should be made of only one more
item – which is what the SET cannot do. As explained above, the SET can convey
electrons one by one, but the time interval of each transfer event is uncontrollable.

Figure 3.3 Stability chart of the SET in the gate/drain voltage plane.
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This is because the transfer relies on tunneling, which is inherently stochastic.
Therefore, it is difficult for the SET to transfer just one electron while preventing a
second electron from being transferred. In other words, the transfer accuracy
is quite low in the SET. In order to overcome this drawback, new single-electron
devices have been invented and experimentally demonstrated. Sometimes called
single-charge-transfer devices, these include the single-electron turnstile [10] and single-
electronpump [11]. Although their structure is somewhat complicated (someof them
possess two or more islands), they can transfer just one electron in one cycle of the
gate clock, thereby providing high transfer accuracy. This function – the clocked
single-electron transfer – is quite beneficial for implementing a certain level of logic
architecturewhere one electron represents one bit. In this chapter, however, attention
will be focused on the SET, and the single-charge-transfer devices and related logic
styles will not be described in any detail. Very few experimental studies have been
conducted on the single-charge-transfer logic circuits because of the difficulty of their
fabrication. Hence, for single-charge-transfer logic, the reader is referred to review
articles [8, 12].

3.3
SET Fabrication

When SETs are fabricated, two criteria should be borne inmind. First, the resistance
of the tunnel junction must be sufficiently larger than the quantum resistance
Rq¼ h/e2 (�25.8 kW), where h is the Planck constant. Otherwise, the number of
electrons in the island fluctuates because of the Heisenberg uncertainty principle.
Because of this requirement, the current drivability is low, which is one major
demerit of the SETas a logic element. Second, the energy for adding one electron to
the islandmust be larger than the thermal energy.Otherwise, heated electrons tunnel
through the barriers and the Coulomb blockade does not function. For example, as
the temperature rises, each peak in Figure 3.2 broadens, and finally smears out. This
relationship is expressed as E� kT, where E is the addition energy. The addition
energy can be expressed in the form e2/CS, and thus a SETwith a smaller island can
operate at a higher temperature.
When the de Brogliewavelength of electrons ismuch smaller than the island size –

which is the case of metal islands that are not too small (�1 nm) – charges are
induced right at the island surface and E is determined only by the island size and the
spatial configuration of the electrodes. However, when the de Broglie wavelength is
comparable to the island size – typically as in the case of semiconductor islandswith a
nanometer size – the quantum size effect causes the kinetic energy of an electron to
increase and hence E to increase. Thus, semiconductor islands can have larger
addition energy than a metal island of the same size.
In order to explain how small the island must be made, Figure 3.4 shows the

relationship between the island size (dot size) and the addition energy for a Si island
embedded in SiO2 dielectrics [13]. Both, the quantized level spacing and the charging
energy (which can be defined as the addition energy for ideal metals) increase as the
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island size decreases, and this leads to an increase in the resultant addition energy. If
an addition energy 10 times larger than the room-temperature energy (25.9meV) is
required for the proper operation of a SET circuit, then an island as small as 4 nm
is needed. The creation of such a small island and attaching tunnel junctions to it
represents a technological challenge in SET fabrication. However, any conducting
material can be used as long as the above criteria are satisfied, and an addition energy
much larger than the room-temperature energy has already been demonstrated.
Historically, research into single-electron devices began with metals [4] and then

expanded to semiconductors [14–18] and other materials, such as carbon nano-
tubes [19–22] and some molecules [23–28].
Among metals, a major material is aluminum, because its oxide functions as a

good dielectric for tunnel junctions. Tunnel junctions are commonly made using
Dolan�s shadow evaporation technique [29]. The junction capacitance can be
controlled in such structures to within 10% if the Al–AlOx junctions have a
relatively large capacitance of several hundred attofarads.Making smaller junctions
is less easy, and thus electrical measurements with this material are commonly
carried out below 1 K. However, it has been shown that making an extremely small
SET, the island of which has an addition energy much larger than kT of room
temperature, is possible [30].
Among semiconductors, Si is the most widely used material in research aimed at

practical applications. Si SETs are commonly made on a certain type of Si substrate
called silicon-on-insulator (SOI) [31]. In SOI substrate, a thin Si layer (typically
100–400 nm) is formed on a buried SiO2 layer. Thinning the Si layer and reducing its
size in the lateral direction by lithography enables small Si structures to be produced.
It is possible to further miniaturize these structures by using thermal oxidation: Si
is consumed during the oxidation, and thus the volume of the Si structures is
reduced. With Si, it is relatively easy to make smaller islands compared with Al.
Commonmeasurement temperatures in Si SETresearch are 1K to 100K, and several
groups have observed the Coulomb-blockade oscillation at higher temperatures
(100–300K) [13, 32–48].

Figure 3.4 Relationship between dot size and addition energy [13].
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One reliable way of fabricating Si SETs is pattern-dependent oxidation, or
PADOX [34, 49], and this has enabled the fabrication of a room-temperature-
operating SET for the first time. It has been shown that the gate and junction
capacitances are controllable even when their values are very small (a few attofar-
ads) [34, 49, 50]. The PADOX method requires no special material for tunnel
junctions as they are made of Si itself. PADOX exploits an oxidation-induced band
modification [51], which makes it possible to produce a Coulomb island and tunnel
junctions simultaneously during the gate oxidation step [52]. Figure 3.5 shows the
basic structure for the PADOX SET. A one-dimensional (1-D) Si wire is converted to
an island and tunnel junctions after thermal oxidation. As the name indicates, the
final Si structure is dependent on the initial structures before oxidation. By elabo-
rately designing the initial structures, a variety of SET configurations become
possible [49, 53]. Figure 3.6 shows the drain current versus gate voltage character-
istics of a PADOX SETmeasured at 27 K. Clear oscillation is observed. The PADOX
methodhas contributed to the fabrication ofmany experimental SETcircuits owing to
its high controllability and the stability of the current characteristics.
Recent progress in the SET fabrication process has resulted in a very clear

Coulomb blockade oscillation at room temperature; an example of this is shown
in Figure 3.7, where a peak-to-valley ratio as large as 400 is achieved [48]. Although
the working mechanisms underlining this excellent performance at room tempera-
ture are not satisfactorily understood at present, it is evident that room-temperature-
operating SETs can be made. The focus of Si SETresearch is therefore moving from
how tomake room-temperature-operating SETs to how to control their size, which is
still very difficult.
Carbon nanotubes are attractive for attaining small capacitance and thus high

operation temperature because they have extremely small diameters of the order of a

Figure 3.5 Basic device structure of PADOX SETs. The 1-D wire is
converted to a Coulomb island and attaching tunnel junctions
after thermal oxidation of the Si.
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few nanometers. In the case of a 1-mm-long single-wall nanotube with a diameter of
1.4 nm suspended 100 nm above a ground plane, the addition energy E would be
8meV, and this could be further increased by reducing the length. In fact, carbon
nanotube SETs with E corresponding to this estimate have been reported [19, 20]. For
practical applications, the nanotube diameter, chirality (i.e. electronic structure) and
the locations of the tunnel junctions and nanotube itself must be controlled more
precisely. Although these issues have already been partly addressed [21, 22], much
further improvement is needed.

Figure 3.6 Current characteristics of a PADOX SET, measured at 27 K.

Figure 3.7 Current characteristics of a room-temperature-operating Si SET [48].
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Fabricationmethods that usemolecules as building blocks are anticipated. In such
methods, functions and characteristics are determined by chemical synthesis,
without relying on lithographic techniques. Research into the charging effect or
Coulomb blockade in a molecule began during the mid-1990s [23, 24], and more
recently persuasive data showing conductance modulation by gate potential have
been obtained [25–28]. Although the present understanding of transport in a
molecule is improving, many issues of circuit integration, including architectural
design, synthesis, and interfacing with external circuits, remain.
At this point, mention should be made of an infamous problem in SETs, known

as the background charge problem [54]. Due to randomly distributed mobile and
immobile charges in the dielectrics, the device characteristics may change over
time and differ from one device to another. This is because SETs have a high
sensitivity to charges due to their small size, and it makes the integration of SETs
difficult. A typical case is seen in SETs made from metals and GaAs/AlGaAs
heterostructures. For example, the characteristics of SEDs with Al–AlOx junctions
change at least once a day. In order to stabilize such behavior, it may be necessary to
wait for a long time after cooling down before measurements can be made [55].
The situation is similar for carbon nanotubes and some molecules, as these suffer
from a large noise superimposed on the current characteristics, the origin of which
is unknown.
The background charge problem is not specific to SETs, however, andmay occur in

anynanoscale field-effectdevice due to their high sensitivity to charges. In addition, the
amount, location, and stability of the background charges are highly material- and
process-dependent. In fact, it has already been shown that PADOX SETs have
excellent long-term stability. The drift of the characteristics is less than 0.01e over
a period of a week at cryogenic temperatures [56]. More practically, no noticeable
change in the characteristics have been observed for more than eight years, during
which time thermal cycling between room temperature and �20K has occurred
several times [57]. It has also been shown that the voltage at which the first Coulomb-
blockade-oscillation peak appears is controllable [58]. These results demonstrate that
PADOX SETs are not significantly influenced by slowly moving or immovable
background charges, which indicates that the background charges problem is not
intrinsic but rather can be solved. At present, no clear answers have been identified
as to how seriously fewerfixed charges and/or fastermotion of charges, which causes
1/f noise, will obstruct integration. However, it is believed that a circuit design with
some degree of defect tolerance would relax the effects.
In summary, for room temperature operation, an island smaller than 10 nm is

necessary. At present, Si is preferable for the SET fabrication from the viewpoints
of operation stability and temperature. Some experimental data are available
showing the control of the peak positions and the peak intervals in current
characteristics. However, these parameters are still difficult to control in room-
temperature-operating SETs. Also, there are no data showing the control of the
resistance of room-temperature-operating SETs, and these points remain the sub-
jects of future studies. A more complete description of the fabrication process for
Si SETs can be found in Ref. [59].
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3.4
Single-Electron Logic

Many logic styles have been proposed and analyzed for single-electron devices. Most
of them can be categorized into two groups: charge-state logic; and voltage-state logic.
Charge-state logic [8, 12], which uses one electron to represent one bit, is highly

specific to single-electron devices and might be in some sense the ultimate logic.
Devices other than SETs, such as single-electron pumps, are building blocks.
However, very few experimental studies have been reported regarding circuit
operation based on this scheme because of the difficulty of the fabrication.
Voltage-state logic [60–88], which will be described here in detail, uses the SETas a

substitute for the conventional MOS field-effect transistor (FET); hence it is referred
to as SET logic. Although the circuit characteristics are predominated by the
Coulomb blockade and single-electron tunneling, these phenomena are not directly
employed for computation. Instead, the current produced by the sequence of single-
electron tunnelings is used, and the bit is represented by the voltage generated by the
accumulation of plural electrons. Actually, this is not a genuine single-electron logic
because 101 to 103 electrons will be used in the operation. In many aspects, this logic
is analogous to CMOS logic. The major advantage is that the accumulated technolo-
gies can be employed for CMOS circuit designs. However, the logic is not merely a
copy of CMOS logic because the SET has completely different current characteristics
from the MOSFET; that is, the current oscillates as a function of gate voltage. Some
important elemental circuits such as an inverter, an exclusive-or (XOR) gate, a partial-
sum/carry-out circuit, and an analog-to-digital converter, have been experimentally
demonstrated [43, 46, 89–102]. Some of these will be introduced in the following
three subsections.

3.4.1
Basic SET Logic

The voltage gain of the SET can be defined as for conventional transistors [5]. It is
known fromFigure 3.3 that when the drain voltage increaseswith afixed gate voltage,
a current begins to flow at the edge of the Coulomb diamond. As a result, the output
drain voltage Vd for a fixed input drain current Id exhibits a Coulomb diamond as a
function of the gate voltageVg. Themeasured characteristics for a Si SETare shown in
Figure 3.8 (upper panel). The two slopes in the figure correspond to the inverting and
non-inverting voltage gains GI and GNI. As shown in Figure 3.3, their values are
determined by the capacitances as

GI ¼ Cg=Cd ð3:1Þ

GNI ¼ Cg=(Cg þCs) ð3:2Þ
Although GNI is always smaller than unity, GI exceeds unity if Cg >Cd. Therefore,

CMOS-like logic circuits can be prepared using SETs as substitutes for MOSFETs.
From Eq. (3.1) it is clear that the SETmust have a large Cg in order to obtain a high
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inverting gain, which in turn means that the total capacitance of the SET island will
tend to increase. Therefore, the voltage gain and operating temperature are in a trade-
off relationship and it is not easy to produce SETs with a larger-than-unity gain that
operate at high temperatures. AGI value larger thanunity has been achieved inmetal-
based [103, 104], GaAs-based [105], and Si-based [48, 50, 106] SETs.
The current cut-off characteristics are determined by the subthreshold slope S in

the Id–Vg characteristics that rise and fall almost exponentially at the tails of the peaks.
Figure 3.8 (lower panel) shows the output drain current Id for a fixed input drain
voltage Vd plotted as a function of Vg on a logarithmic scale. At a sufficiently low
temperature and high tunnel resistance, S is given by

S ¼ [d(log10Id)=dVg]
� 1 ¼ ln10(CS=Cg)kT=e ð3:3Þ

This equation is similar to that for aMOSFET. It also indicates that a high inverting
voltage gainGI is needed to obtain a steep subthreshold slope.UponCs¼Cd, aGI of 4
corresponds to a CS/Cg of 1.5, or S¼ 90mVdec�1 at room temperature.

Figure 3.8 Electrical characteristics of a PADOXSET.Upper panel:
Drain voltage Vd as a function of gate voltage Vg for a fixed drain
current of�10 pA. Lower panel:Drain current Id as a function ofVg
for a fixed drain voltage of 10mV. The measurement temperature
was 27 K [50].
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A logic circuit can be made by employing the above-mentioned voltage gain. The
complementary inverter, which is the most fundamental logic element, was fabri-
cated using Si SETs [89]. Figure 3.9 (left) shows an atomic force microscopy (AFM)
image of an SET inverter made by Si. Two SETs with a voltage gain of about 2 were
packed in a small (100� 200 nm) area. As shown in Figure 3.9 (right), the input
and output transfer curve attains both a larger than unity gain and a full logic swing
at 27 K. Other complementary SET inverters, made from Al [90] and carbon-
nanotube [91] have been reported, and resistive-loaded inverters have also been
fabricated [92, 93].

3.4.2
Multiple-Gate SET and Pass-Transistor Logic

An important feature of SETs is that they can have plural gates. Such a multi-gate
configuration enables the sum-of-products function to be implemented at the gate
input level. That is, the total charges induced in the gates are expressed as SCgiVgi,
where Cgi and Vgi are the gate capacitance and input voltage of the i-th gate. Provided
that the gate input voltage Vgi is set to e/2Cgi, the SET is ON when the number of the
ON gates is odd, and OFF when the number of the ON gates is even (Figure 3.10).
This function is XOR. The SET XOR gate [65, 68] is a powerful tool for constructing
arithmetic units such as adders and multipliers because XOR is nothing other than
what is termed �half-sum�, which is the lower order bit calculated by adding two one-
bit binary numbers. The XOR gate has also been demonstrated experimentally using
a Si dual-gate SET [94]. A scanning electronmicroscopy (SEM) image of the dual-gate
SET is shown in Figure 3.11. The XOR function was confirmed in output drain
current at 40 K, as shown in the figure.

Figure 3.9 Si complementary single-electron inverter. Left: AFM
image. Right: Input–output transfer curvemeasured with a power
supply voltage VDD of 20mV. Themeasurement temperature was
27 K [89].
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Figure 3.10 A multigate SET. Top: An equivalent circuit.
Bottom: Current characteristics as a function of number of
charges accumulated at the gates.

Figure 3.11 An experimental SET X-OR gate. Top: SEM images of
the device before (left) and after (right) gate formation. Bottom:
Output drain current for square-wave gate inputs [94].
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In the multi-gate configuration, the gate capacitance for each gate is inherently
smaller than that of the single-gate version. Therefore, it ismore difficult to attain the
larger-than-unity gain as the number of the gate increases. The CMOS-domino-type
logicwas proposed as away of usingSETswithout a voltage gain [73]. Acombinational
logic circuit is built in a SET logic tree, where SETs are used as pull-down transistors.
The point is that the tree is operated with a sufficiently small drain voltage in order to
make the Coulomb blockade effective. The output signal is then amplified by using
MOSFETs before being transferred to the next logic segment.
A single-electron pass-transistor logic, where SETs are used both as pull-up

and pull-down transistors, has also been studied. The fundamental circuit of the
single-electron pass-transistor logicwas fabricated usingPADOXSETs, andhalf-sum
and carry-out for the half adder has been experimentally demonstrated [95, 96].
Figure 3.12 shows the equivalent circuits and the measurement data. Both half-sum
and carry-out are correctly output at 25K.What is significant here is that the gate and
total capacitances, and even the peak positions of the used SETs, were well controlled
for these operations. This is the first arithmetic operation ever performed by SET-
based circuits. There have been attempts to construct logic elements [97–102] that
operate based on the above-mentioned domino-type logic, pass-transistor logic, or the
so-called binary-decision-diagram logic.

Figure 3.12 �Half-sum� and �carry-out� operations using SETs. In
the equivalent circuits, VA, VB are inputs for addends and �VA, �VB

are their inverses [96].
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3.4.3
Combined SET-MOSFET Configuration and Multiple-Valued Logic

In SETs, the applicable drain voltage is limited to a value smaller than e/CS in order to
maintain the Coulomb blockade. This may be an obstacle to driving a series of SETs
and external circuits that require a high input voltage. A combined SET-MOSFET
configuration has been proposed as a way to overcome this drawback [83, 85].
Figure 3.13(left) shows the equivalent circuit of the inverter based on this configura-
tion. A MOSFETwith a fixed gate bias Vgg is connected to the drain of a SET, and the
inverter is driven by a constant current load, I0. The MOSFET keeps the SET drain
voltage sufficiently low, which helps tomaintain the Coulomb blockade. As the drain
voltage is almost independent of the output voltage, Vout, a large output voltage and
voltage gain can be obtained.
The output voltage Vout and output resistance of the combined SET-MOSFET

inverter are given by [86]:

Vout ¼ �Gm(SET)Rd(SET)(1þGm(MOS)Rd(MOS))V in; ð3:4Þ

Rout ¼ Rd(MOS)þ (1þGm(MOS)Rd(MOS))Rd(SET) ð3:5Þ

where Gm(SET) is the transconductance of the SET, and Rd(SET) and Rd(MOS) are the
drain resistances of the SETandMOSFET, respectively. The voltage gain of the SET is
multiplied by that of the MOSFET, which means that the voltage gain of the SET-
MOSFET inverter becomes very large because of the large voltage gain of the

Figure 3.13 Left: Schematic of the universal literal gate
comprising a SET, a MOSFET, and a constant-current load I0.
Right: Id – Vin, and expected transfer (Vin – Vout) characteristics. Id
– Vin characteristics are almost completely independent of Vout as
the Vds of the SET is kept nearly constant at (Vgg – Vth, the
threshold voltage of the MOSFET [86].
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MOSFET (see Figure 3.13, right). In fact, the measured voltage gain of the SET-
MOSFET inverter was about 40 [86].
In this configuration, another important point is that the Id�Vg characteristics

reflect the oscillatory Id–Vg characteristics (Figure 3.13, right). This characteristic is
referred to as the �universal literal�, which is a basic unit for multiple-valued logic.
Multiple-valued logics have potential advantages over binary logicswith respect to the
number of elements per function and operating speed. They are also expected to relax
the interconnection complexity inside and outside of LSIs. These are advantageous,
as they allow a further reduction in the power dissipation in LSIs and the chip sizes.
However, success has been limited, partially because the devices that have been
used (MOSFETs and negative-differential-resistance devices, such as resonant
tunneling diodes) are inherently single-threshold or single-peak, and are not fully
suited for multiple-valued logic. The oscillatory behavior seen in Figure 3.13
shows that the SET is suitable for implementing multiple-valued logic. By exploiting
this behavior, a quantizer was fabricated. Figures 3.14 and 3.15 show the measure-
ment set-up for the quantizer and the measured data, respectively. The triangular
input Vin was successfully quantized into six levels.

3.4.4
Considerations on SET Logic

Many research groups have claimed that SETs could provide low-power circuits. In
order to make clear the meaning of this claim, two parameters must first be
discussed, namely information throughput I and the power density P. These
parameters can be written in the following forms:

I ¼ anf ð3:6Þ
P ¼ Ebitnf ð3:7Þ

where n is the density of the binary switches, f the operating frequency, and Ebit the
bit energy. A dimensionless parameter, a, was introduced which was referred to

Figure 3.14 Measurement set-up for the single-electron quantizer [85]. CLK¼ clock.
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as �functionality�. The meaning of this parameter is simple; for example, if a
transistor is available that can work more efficiently than a simple binary switch,
then the information throughput canbe increased. In such a case, the transistor hasa
larger thanunity. Then, for low-power operations the aimwould be to increase Iwhile
keeping P small. Therefore, an important parameter is the information throughput
per power density, I/P, which is given bya/Ebit. A lowerEbit is better for larger I/P, but
Ebit has a lower bound in order to avoid noise-induced bit errors. This minimum
value is dependent on how many errors the system allows, and thus on the system
architecture. However, the minimum Ebit will not change significantly unless the
architecture is changed to an exotic version, like a neural network or fuzzy logic.
Thus, the only option is to increasea. If the suggestionwas to increasea on the device
level, then there would be a need to depart from logic based on simple binary
switches. This leads to a very important conclusion – that changing materials for the
transistor channel, say, to carbon nanotubes or other molecules, is not the way to
reduce dynamic power loss as long when transistors are used as binary switches.
Hence, it is expected that the SET be an alternative device and would be highly
functional, as shown previously in the chapter.
It should be mentioned, however, that the above discussion is rather too crude to

draw any decisive conclusions. Actually, I/P does not include n and f, but indeed a
large-scale integration and a fast device is needed in order to accomplish computation
within acceptably short periods of time. Therefore, amore reasonable parametermay
be I2/P (¼a2nf/Ebit), and the size and the speed of the device need still to be discussed.
At this time the static power loss should also be considered – that is, the loss due
to leakage currents, which is independent of f. These points are discussed in the
following sections.
It is important now to highlight once more the difference between voltage-state

logic (or SET logic) and charge-state logic. The requirement for the addition energy –
and hence for the island size – is different between the two. For charge-state logic, the

Figure 3.15 Experimental data for the single-electron quantizer [85]. CLK¼ clock.
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addition energy should be sufficiently large so as to avoid bit errors caused by thermal
noise. As charge-state logic uses single electrons to represent bit information, the bit
energy is given by (1/2)CSV

2, where V¼ e/CS. This is in effect the addition energy. If
the bit error requirements for CMOS LSIs are assumed, then the bit energy will have
to be 102 larger than the thermal noise energy. This means that an additional energy
102 larger than the room-temperature energy is needed. From Figure 3.4 it is clear
that an island as small as 1 nm is needed. SET logic, on the other hand, uses the
voltage generated at output terminals to represent bits, as do CMOS circuits. The bit
energy is therefore given by (1/2)CLV

2, where CL is the load capacitance. If the term
V¼ e/CS is adopted for the power supply voltage of SET logic circuits, then the bit
energy is CL/CS larger than the case for charge-state logic. Therefore, for SET logic,
the addition energy requirement does not come from the bit error requirement but
rather from the static power loss because a small addition energy causes the valley
current (i.e. the OFF-current) to increase. There is no clear guideline as to how small
the OFF-current should be, because the acceptable static power loss depends on the
degree of the power-saving ability of the system. If the requirement for low-operating-
power (LOP) applications are adopted – as stated in the International Technology
Roadmap for Semiconductors (ITRS) – the source/drain OFF-state leakage current
should be on the order of 10�9 Amm�1, which corresponds to 10 pA for 10-nm SETs.
This will be achievable. It is also necessary to have a large ON/OFF current ratio and,
again, considering the requirement for LOP applications, a ratio of 105 is needed.
From this ratio, the addition energy should be about 16 kTor larger, whichwas derived
based on the standard theory of single-electron tunneling. This estimation does not
consider the quantum leakage current, which becomes significant as the junction
resistance approaches the quantum resistance. However, as long as the junction
resistance is not very close to the quantum resistance, the above criteria for the
addition energywill be a reasonable basis for later discussions.With this requirement,
an addition energy E as large as 0.4 eV is required for room-temperature operation.
This addition energy corresponds to the total island capacitance (CS¼ e2/E ) of 0.4 aF,
an excitation voltage (e/CS) of 0.4Vand, from Figure 3.4, an island size of about 3 nm.
There are two time scales for evaluating SETspeed: one is the intrinsic switching

time, and the other for the circuit speed. The intrinsic switching timedefines how fast
theSETchanges its states, and isdeterminedby theRC timeconstant of the tunneling,
CSRj, where Rj is the junction resistance. If it is assumed that CS¼ 0.4 aF and
Rj¼ 1MW (�4Rq), the switching speed will be 0.4 ps and thus the SET is a fairly fast
switching device. The problem is that only one electron is moved by the switching
event, and it thus takes amuch longer time to change the state of the output terminal
with a larger capacitance. The time for changing the state of the output terminal is
determined byCLRSET, whereRSET is the resistance of the SET (�4Rj). If it is assumed
thatCL¼ 100 aFandRSET¼ 4MW, thetimeis0.4 nsor2.5GHz.Itwillalsobehelpful to
compare the SETcurrent density with that of the present nMOS transistor (for LOP
applications), which is about 600mAmm�1. Assuming that the size, resistance, and
drainvoltageof theSETare3 nm,4MW, and0.4 V,respectively, theSETcurrentdensity
will be 33mAmm�1. Although this is not fatally bad, it implies that the use of SETs is
restricted to a local communication with relatively small load capacitances. Crudely
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speaking, the SET is inherently slower by the factor of at least 10�1 than FETs because
the SET cannot operate with the resistance smaller than Rq, whereas FETs can.
The SETcan be made very small, but this does not necessarily mean it will be the

smallest. Ideally, amolecular-sized FETcan be imagined, and could bemade as small
as the SET. Therefore, small size is not a major merit of the SET; rather, the main
merit is that its operation is guaranteed even at the molecular level, and some
parameters – such as the switching speed and current peak-to-valley ratio – can be
improved owing to the reduced capacitance. At this point, it might be safe to say that
SETs have no definite advantage over ultimately scaled-down MOSFETs from the
viewpoint of the physical size itself.
Now, a return should be made to Eqs. (3.6) and (3.7). Considering the above

arguments that SET size is comparable to that of ultimate future FETs, and that the
circuit speed is 10�1 to 10�2 worse than its CMOS counterparts, the functionality a
will need to be increasedby 101 ormore in order tomake adrastic improvement in I/P
while keeping I2/P comparable to that for CMOS circuits.
Several ideas for improving the functionality have been reported. One is to use the

SET XOR gates introduced in Section 3.4.2. Figure 3.16 shows the equivalent circuit
of a full adder based on the SET XOR gate. A full adder can be constructed using six
SETs, whereas this requires 28 MOSFETs in CMOS logic [106]. This can be
interpreted as a¼4.7. It has also been reported that, by integrating SET full adders,
multi-bit adders can be constructed in a very area-efficient manner: there are no long
wires in the carry-propagation path, which leads to fast operation in spite of a low
drivability of the SET [80]. Another idea is based on the SET-MOSFETconfiguration
introduced in Section 3.4.3. Based on this configuration, a SET logic gate family has
been proposed [87, 88].

Figure 3.16 The SET full adder. A and B are addends andC is carry.
CON is the control signal, which controls the phase of the
Coulomb blockade oscillation [80].
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These SET logic gates are useful for implementing binary logic circuits, multiple-
valued logic circuits, and binary/multiple-valued mixed logic circuits in a highly
flexiblemanner.Asanexample,a7-3counter isshowninFigure3.17.This isamember
of the M-N counters, which are generalized counters defined in the framework of
CounterTreeDiagrams.Mostadders, including thoseforredundantnumbersystems,
couldberepresented in this framework.The7-3countercanbeconstructedusing four
SETs and 10 FETs with some passive components, whereas 198 FETs are required in
CMOS logic. The functionality a is of the order of 101 in this case.
The increase in a in the two examples is due to the application of the SETperiodic

function for implementing the operation �add�. This is because the parity and the
periodic function are the fundamentals of the arithmetic. These examples strongly
suggest that the best use of the SETs will be in arithmetic units such as adders, while
other arithmetic units such asmultipliers aremade from adders. Adders can be built
by a repetition of relatively simple layouts, and require lesser amounts of longwiring,
which will compensate for the low drivability of SETs. It is believed that, by pursuing
this direction, a more efficient way to increase the functionality will be found. For
this purpose, much larger-scale circuits should be investigated than have been
studied to data.
In summary, the SET can function as a fairly fast switching device and, although

the SET has low drivability, this will not prove fatal. The periodic function of the SET
current characteristics suggests that it should be applied to arithmetic units such as
adders andmultipliers, whichmight reduce their dynamic power consumption. The
most suitable applications for SET-based voltage-state circuits will be for LOP
arithmetic units. However, there may be no merit in using SETs in terms of static

Figure 3.17 Circuit diagram of SET-based 7-3
counter. The circuit consists of five types of
device: SETs (SET1–SET4), n-channel MOSFETs
(M1–M3), p-channel MOSFETs (M4–M6), and
constant current loads for the first stage and
literals. No adjustment is required in the device

parameters for devices of the same type. Clock f
and fn are complementary, and the multiple-
valued data are latchedwhen f is high. Vddn is set
at a negative value to provide consistent voltage
levels among the circuit blocks in and out of the
counter [87].
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power consumption, and some elaborate system architectures would be required to
reduce this. For low standby power applications, charge-state logic circuits should
pursued where, in principle, there is no leakage current.

3.5
Conclusions

Despite concern persisting with regards to reducing dynamic power consumption,
this problem will not be solved simply by changing the raw materials of transistor
production. One way of reducing power requirements is to use functional devices
rather than simple switches, and among the large numbers of emerging devices the
SET is one of the best functional units, on the basis of its unique current
characteristics.
However, two critical problems remain when applying SETs to logic circuits. The

first – basically technological – problem is to control the size of the nanometer-scale
islands and attached tunnel junctions. During the early 1990s, very few investi-
gators considered that SETs operating at room temperature could be fabricated, yet
today they can be prepared with good ON-OFF current ratios. Moreover, their
performance continues to improve. With this in mind it is likely that, in the future,
a new technology will emerge for integrating millions of room-temperature-
operating SETs. The second problem is to identify the �killer� applications for
SETs, and this is a more fundamental and critical question. During recent years,
much effort has been expended in designing SET circuits, and those which utilize
the periodic nature of the SET current characteristics appear to show the greatest
promise for the construction of LOP circuits. Nonetheless, further studies will be
necessary to develop SET circuits that are sufficiently powerful to surpass CMOS
circuits, or at least to replace a proportion of them. For this purpose, a collaboration
among system architects, circuit designers, and process engineers is clearly
called for.
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4
Magnetic Domain Wall Logic
Dan A. Allwood and Russell P. Cowburn

4.1
Introduction

The integrated circuit which, during recent years, has become the basis of modern
digital electronics, functions by making use of electron charge. However, electrons
also possess the quantum mechanical property of spin, which is responsible for
magnetism. New �spintronic� technologies seek to make use of this electron spin,
sometimes in conjunction with electron charge, in order to achieve new types of
device. Several spintronic devices are currently being developed that outperform
traditional electronics. Often, this results from an increased functionality, which
means that a single spintronic element performs an operation that requires several
electronic elements.
Different approaches to spintronics have been developed by the semiconductor

and magnetism communities. Although there have been some very impressive
demonstrations of spin-polarized charge transport and ferromagnetism in cooled
semiconductors [1–3], the lack of a reliable room-temperature semiconductor
ferromagnet has hampered their application. Within the magnetism community,
however, considerable success has been achieved at room temperature by using
common ferromagneticmaterials such asNi81Fe19 (Permalloy). This approach offers
the benefits of low power operation, non-volatile data storage (no power required),
and a high tolerance of both impurities and radiation.
A great success of electronics has been the ability to use groups of transistors for

performing Boolean logic operations. Each type of operation has a particular
relationship between its input and output states, each of which can take the value
�1� or �0�. These relationships are shown in the �truth tables� in Table 4.1 for the
Boolean NOT, AND, and OR logic operations. Logical NOT has a single input and a
single output, with the output having the opposite state of the input. Logical ANDhas
two independent inputs and has a single output that is �1� for an input combination
of �11� and �0� otherwise. Conversely, a logical OR output is �0� for an input
combination of �00� and �1� otherwise. Importantly, a suitable combination of NOT
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and AND operations, or NOT and OR operations, allows any computation to be
performed. The CMOS architecture of NOT and AND logic gates and other circuit
elements are listed in Table 4.2. Logical �1� and �0� are represented by the presence or
absence of electrical charge, usuallymeasured as either a high and low (zero) voltage.
Signal splitting (fan-out) and signal cross-over is achieved by appropriate routing of
wire tracks, although for signal cross-over this requires complex fabrication in three
dimensions.
Magnetic logic seeks to perform the functions necessary for a logic system with

ferromagnetic metals to make use of the advantages that these materials offer. One
approach has been to use magnetic/non-magnetic/magnetic tri-layer structures
known as magnetic tunnel junctions (MTJs) [4, 5]. These have an electrical resistance
that depends on the relative orientation of magnetization of the two magnetic
layers, and are commonly used in magnetic random access memory (MRAM) [6, 7].
Logic gates made from MTJs [8–12] can perform the logic operations described in
Table 4.1, aswell as others such asNAND,NOR andXOR.Alternatively,MTJsmay be
used to provide a switchable bias to CMOS transistors so that a single logic gate
may be capable of performing one of two logic operations, say logical AND and OR,
as desired [13]. Rather than the MTJ switching on every logic operation, it would
simply toggle when the CMOS logic gate operation needs to be switched. This
could dramatically increase the logic density of field-programmable gate arrays
(FPGAs), which are used as flexible alternatives to printed circuit boards.
The othermajor approach to performing logic operations withmagnetic materials

has been to propagate magnetic solitons. This can be achieved using chains of
isolated nanoscale dots, each element separated by a few tens of nanometers from
its neighbors [14–17]. Each dot has uniform magnetization, but the proximity of
adjacent dots means that they undergomagnetostatic interactions so that an ordered
magnetization configuration is achieved. The same effect is achieved with a row of
freely-rotating macroscopic bar magnets. However, defects in themagnetic ordering
can be created in the chain of dots. These defects are magnetic solitons, and can be
propagated through dot chains by the application of a suitable magnetic field.
Furthermore, junctions of dots can be used to perform various Boolean logic
functions [17]. The major challenge with this technology is to control the magneto-
static interactions between different pairs of dots in order to improve reliability and
device yield.

Table 4.1 Truth tables of some common Boolean logic functions.

NOT AND OR

Input A Output B Input A Input B Output C Input A Input B Output C

0 1 0 0 0 0 0 0
0 1 0 0 1 1

1 0 1 0 0 1 0 1
1 1 1 1 1 1
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Table 4.2 Common electronic circuit symbols and the equivalent
CMOS and domain wall logic devices.
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Alternatively, circuits made from planar magnetic nanowires can be used, with
wires typically 100 to 250 nm wide and 5 to 10 nm thick. The shape anisotropy
(geometry) of these wires creates a magnetic easy axis in the wire long axis direction
that defines the stable orientations of magnetization (Figure 4.1). This system with
two opposite stable magnetization orientations is ideal for representing logical �1�
and �0� (see Table 4.2). Where opposite magnetizations meet they are separated by a
transition region through which magnetization rotates by 180� (Figure 4.1). This is
another form of a magnetic soliton, and is called a domain wall. For the wire
dimensions relevant here, domain walls are typically approximately 100 nm wide.
Domain walls can bemoved by applyingmagnetic fields, and it is this ability which is
exploited in magnetic domain wall logic. Domain walls travel down sections of
nanowire between nanowire junctions where logic operations are performed.
Crucially, the influence of nanowire imperfections on domain wall propagation is
very significantly reduced compared with the propagation of solitons in interacting
dots. Furthermore, very little power is required either to propagate a domain wall or
to perform a logic operation, compared to the lowest power CMOS equivalents or
magnetic alternatives. This combinationmakesmagnetic domainwall logic a robust,
low-power logic technology. The remainder of this chapter is devoted to explaining
how magnetic domain wall logic functions, and what the future prospects of the
technology might be.

4.2
Experimental

All of the magnetic structures shown here are fabricated by focused ion beam (FIB)
milling [18] of 5 nm-thick Permalloy films. The films were thermally evaporated onto
Si(0 0 1) substrates with a native oxide present in a chamber with a base pressure
<10�7 torr. FIB milling used 30 keV Gaþ ions which were focused to a diameter of
�7 nm at the substrate. The Gaþ ions sputter the magnetic material and scatter
within the film and substrate to implant at lateral distances up to 40 nm from the
spot center [19]. Both of these processes lead to a loss of ferromagnetic order in
the Permalloy film and allow nanostructures to be defined. A 150� 150mm square
of magnetic material is cleared around each nanowire circuit to allow optical analysis

Figure 4.1 Schematic diagram of a transverse �head-to-head�
domain wall in a planar Permalloy nanowire 200 nm wide and
5 nm thick. The expanded region shows a numerically calculated
and more detailed view of a domain wall�s magnetic structure.
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of the nanostructure without interference from the surrounding film. Sample
images are obtained from secondary electron emission during a single FIB scan.
Magnetization measurements are performed using a magneto-optical Kerr effect

(MOKE) magnetometer in the longitudinal MOKE configuration [20]. The instru-
ment has a�5mm spatial resolution, given by the focused laser spot diameter, and is
sensitive to single magnetization reversal events in individual nanowires [21]. The
magnetometer also includes a facility for mapping the sample susceptibility using
MOKE signals in order to select particular regions of a structure for measurement.
In-plane magnetic fields are applied to samples at a frequency of 27Hz using a
quadrupolar electromagnet. This two-dimensional (2-D) field is characterized by
orthogonal fieldsHx andHy, with amplitudesH0

x andH
0
y , respectively. The directions

of Hx and Hy are defined in the images of each structure.

4.3
Propagating Data

Probably the most common measurement in magnetism is to determine the major
hysteresis loop of a magnetic material. Figure 4.2a shows one such measurement
from a 100 nm-wide Permalloy wire with field Hx applied along the wire length
(along the magnetic easy axis) [22]. The sharpness of the transitions indicates that
magnetization reversal most likely occurs by domain wall nucleation from one wire
end, rapid propagation through the wire, and annihilation at the other wire end.

Figure 4.2 Atomic force microscopy images and magneto-
optically measured magnetization hysteresis curves from:
(a) 100nm-widewire and (b) 100 nm-widewirewith a 1mm� 1mm
square domain wall �injection pad� [22]. Measuring either side of
the kink does not change the observed switching field. The
direction of the magnetic field Hx is indicated in both images.
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For this wire, magnetization reversal occurs at a coercive field Hc¼ 180Oe.
Unwanted domain wall nucleation from wire ends, junctions and corners must
generally be avoided in logic circuits, as this will corrupt any existing data. It is
imperative, therefore, domain walls can be introduced and propagated at magnetic
fields lower than, in this case, 180Oe. Figure 4.2b shows a structure with a similar
wire to that in Figure 4.2a, but now with a 1mm� 1mm square pad attached to one
end. MOKE measurement of the wire shows that Hc¼ 39Oe. This reduction in Hc

is a result of the square pad undergoing magnetization reversal at Hc¼ 26Oe
(not shown) before a domain wall is injected into the wire at Hx¼ 39Oe. Different
regions of the wire all have the same coercive field, even beyond the 30� kink,
showing that domain walls can propagate in wires and through changes of wire
direction at fields significantly lower than nucleation fields. To quantify this low-field
propagationmore precisely, the domainwall velocity wasmeasured in a 200 nm-wide
Permalloy wire (Figure 4.3), in an experiment described elsewhere [23]. Measured
domain wall velocities exceeded 1500ms�1 for certain fields applied along the
wire long axis. Other studies [24–27] have shown that domain wall velocity does
not increase continually with field, but rather reaches a maximum value before
reducing at higher fields. Interestingly, domain wall propagation is still observed
at fields as low as 11Oe [23], albeit with very low velocities of 0.01m s�1. The data
in Figures 4.2 and 4.3 indicate that nanowire devices operating by domain wall
propagation will require 11Oe <Hx < 180Oe, although these field values will
change once wire junctions are introduced.
Simply using a unidirectional field will not allow domain walls to be separated

reliably and, hence, normal data streams containing both �1�s and �0�s cannot be
propagated. Instead, use is made of the orthogonal fields Hx and Hy to create a
magnetic field vector that rotates in the plane of the sample to control domain wall
propagation around smooth 90� wire corners. An important rule for understanding
the nanowire circuits is that domain walls will propagate around corners of the same
sense of rotation as the applied field – that is, a clockwise rotating field will lead to
domain walls traveling around corners clockwise. In a correctly designed nanowire
circuit, the sense of field rotation will define a unique direction of domain wall
propagation and, hence, data flow. This is an essential feature of a Boolean logic

Figure 4.3 Measured domain wall velocity in a 200 nm-wide,
5 nm-thick Ni81Fe19 wire as a function of magnetic field along the
wire long axis [23].

74j 4 Magnetic Domain Wall Logic



system. Interestingly, the direction of data flow inmagnetic domain wall logic can, in
principle, be reversed simply by reversing the sense of field rotation.
At this point it must be considered how binary data are represented in magnetic

domain wall logic. It was mentioned in Section 4.1 how the two opposite magnetiza-
tion directions supported in magnetic nanowires can be used to represent the
logic states �1� and �0�. However, care must be taken here with the definition
chosen to use with magnetic nanowire circuits, as the wires can change directions.
Figure 4.4a and b show, schematically, two similar magnetic wires with opposite
magnetizations containing a single domain wall. A simple approach would be to say
that magnetization pointing to the right represents logical �1�, and that pointing to
the left represents logical �0�. However, Figure 4.4c–e shows the magnetization
following a domain wall that propagates around a 180� wire corner. In the final
situation (Figure 4.4e), the magnetization is continuous up to the domain wall,
meaning that there are no changes in logic state up to this point. However, the
absolute directions of magnetization are opposite on either side of the turn, and so
the simple definition cannot then be valid. Instead, the choice is made to define
data representation in terms of the direction of magnetization relative to the
direction of domain wall motion. In Figure 4.4c–e, the magnetization following
the domain wall is always oriented in the direction of domain wall motion, so the
logic state represented remains unchanged. This robust definition allows measure-
ments from different parts of logic circuits to be interpreted correctly.

4.4
Data Processing

The NOT-gate was the first domain wall logic device to be introduced [28–30], and is
foundational to the development of all other logic elements. Figure 4.5 shows the
geometry of a NOT-gate, and illustrates its principle of operation. The NOT-gate is a
junction formed by two wires. For a given field rotation, one wire will act as the input

Figure 4.4 Schematic diagrams showing the definition of:
(a) logical �1� and (b) logical �0� in magnetic domain wall (DW)
logic. Panels (c–e) show sequentially how the wire magnetization
changes when a domain wall propagates around a 180� wire
corner.
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and the other wire as the output. A small central �stub� which emerges from the wire
junction is an important part of the device as it ensures there is sufficient shape
anisotropy tomaintain amagnetization component in the direction inwhich the stub
points. The dimensions for an optimized NOT-gate design are given in Table 4.2.
Under a rotating magnetic field, H, a domain wall enters the NOT-gate input wire
(Figure 4.5a) before reaching the wire junctions (Figure 4.5b). The magnetization
following the domain wall points in the direction of domain wall propagation.
Provided that there is sufficient field, the domain wall expands over the junction
and splits in two, with one domain wall traveling along the central stub, leaving the
stubmagnetization reversed, and the other free to propagate on the NOT-gate output
wire (Figure 4.5c). As the field continues to rotate, the domain wall in the output
wire leaves the NOT-gate. The magnetization following the domain wall is now
pointing away from the direction of domain wall motion. The magnetization on
either side of the wire junction is reversed, and the device has inverted the input
logical state. The reversal in magnetization means that the inversion process would
be expected to require a one-half cycle of field.
Figure 4.6a shows a structure containing a NOT-gate fabricated in a square loop of

magnetic wire that has not been used to test the operation of the logic device [28–30].
The loop provides feedback to the NOT-gate by joining the output wire to the input
wire.Having a single inverter in the loop guarantees that at least one domainwall will
be present [28–30] and removes the need, at this stage, for explicit data input. If the
principle of operation for a NOT-gate described above is correct, it should be possible
to predict the switching period of the NOT-gate/loop structure in terms of field
cycles. As mentioned above, a domain wall will take a one-half field cycle to
propagate through the NOT-gate junction. Traveling around the 360� wire loop
will then add another field cycle. So, magnetization reversal would be expected

Figure 4.5 Schematic diagrams showing the operating principle
of amagnetic nanowireNOT-gate [28]. The black arrows represent
the instantaneous magnetic field vector, while the white arrows
show the wire�s internal magnetization configuration. A domain
wall is shown as the black line that separates the oppositely
magnetized (red and blue) magnetic domains.
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to be seen at any position in the loop every 3/2 field cycles, giving a switching period
of three field cycles.
Figure 4.6b shows a time-averaged MOKE trace obtained from position I on the

structure (Figure 4.6a) under anti-clockwise field conditions [29]. As expected, a

Figure 4.6 (a) Focused ion beam image of a
ferromagnetic NOT-gate and feedback loop [29].
Also shown are the x- and y-directions, and the
measurement regions I, II and III where the
�5mm diameter magnetometer laser spot was
positioned. (b–e) Measured MOKE signals
during application of an in-plane rotating

magnetic field (H0
x ¼ 77 Oe, H0

y ¼ 74 Oe) for
anti-clockwise field rotation at measurement
position (b) I and (c) II, and clockwise field
rotation atmeasurement position (d) I and (e) II.
(f) A measured trace from position III with a
clockwise field rotation; (g) the y-component of
the rotating field.
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three-field cycle switching period was observed, indicating that the wire junction is
performing as a NOT-gate. To validate this further, Figure 4.6c shows a MOKE trace
obtained from position II, the other side of the NOT-gate (Figure 4.6a), with the same
field conditions. This trace is inverted compared to that in Figure 4.6b, except for a
one-half field cycle delay, consistent with the operation of a NOT-gate outlined above.
As the NOT-gate has an equal number of input and output wires that have identical
geometry, it may be operated reversibly. Figure 4.6d and e showmeasurements from
positions I and II, respectively but nowunder a clockwise-rotatingfield. The observed
phase relationship indicates that position II has now become the input and position I
the output. Figure 4.6f shows a MOKE trace that is obtained with the laser spot
positioned over theNOT-gate (position III, Figure 4.6a). A domainwall is observed to
enter and leave the NOT-gate to correlate with the traces shown in Figure 4.6d and e.
An important aspect of this initial demonstration is that the applied field acts as
both power supply and clock to the magnetic circuit. The structure in Figure 4.6a
can be thought of as having the equivalent electronic circuit shown in Figure 4.7.
Electronic invertors do not have a delay in terms of a clock cycle, so a buffer must
be introduced with a delay of T/2, where T represents a clock period. Another buffer
with a delay of T is then introduced within a feedback loop to represent the time
spent by a domain wall propagating around the wire loop. The signal from this
circuit will replicate those observed in Figure 4.6.
One of the advantages of having input and output wires of identical forms is that

logic gates can be directly connected together. Figure 4.8a shows a magnetic shift
register circuit made of 11 NOT-gates within a wire loop [28]. The expected switching
period can again be calculated by 11� 1/2 field cycles for domain wall propagation
through NOT-gates plus one field cycle for the loop to give a magnetization reversal
every 6.5 field cycles, or a switching period of 13 field cycles. Figure 4.8b shows
the MOKE trace obtained from the structure, in which the 13-field cycle period is
clearly observed. The measurement was obtained over 30min of averaging, indicat-
ing that almost 105 logical NOToperations were successfully performed. If there was
a problem with a domain wall propagating through a NOT-gate on just one occasion,
the resultant phase difference introduced would be clearly visible in the time-
averaged trace (Figure 4.8b). Although in this case the topology of the shift register
structure has been used to ensure the presence of a single domainwall, it will be seen
later (in Section 4.5) how similar shift registers can support complex data sequences.
The one-half cycle delay for domainwall propagation creates a natural buffer between

Figure 4.7 An equivalent electronic circuit used to model the
ferromagnetic NOT-gate and feedback loop. The square boxes
correspond to time delay elements, where T is the periodic time of
the applied rotating magnetic field.
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data bits, removing the need for any complex circuitry, such as the flip-flop circuits
that are commonly used in electronic memories.
Characterizing the performance of magnetic domain wall NOT-gates is essential

for design optimization [29] and for integrating them with other types of nanowire
junction. Here, structures similar to that in Figure 4.6a were used to assess a NOT-
gate�s operation as a function of in-plane rotating field amplitudesH0

x andH
0
y . Three

types of operation are observed:

. When the field amplitudes are too low, domain walls experience pinning at the
NOT-gate junction, and this leads either to no switching for very low fields or else

Figure 4.8 (a) Focused ion beam image of a magnetic ring
including 11 NOT junctions, where the asterisk indicates the
position of MOKE analysis [28]. The directions of the magnetic
field components, Hx and Hy, are also indicated. (b) MOKE
analysis of an identical structure within a clockwise rotating
magnetic field (H0

x ¼ 50 Oe and H0
y ¼ 15 Oe).
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de-phasing of the time-averaged MOKE trace when domain walls are pinned
even once.

. At high fields, additional domain wall pairs are nucleated in the structure and
the magnetization reversal has a single field cycle period.

. At intermediate fields the three-field cycle operation described above is observed.

It should be noted that, after domain wall nucleation is observed at high fields, it
is necessary to reduce the number of domain walls back to one by applying field
conditions for occasional de-pinning [29]. This allows domain wall pairs to meet
and annihilate. Figure 4.9 shows the resulting phase diagram describing NOT-gate
operation as a function of field. There are two phase boundaries present, one

Figure 4.9 (a) Focused ion beam (FIB) image of
NOT-gate and feedback loop [29]. The magnetic
wire is the light-gray line, and all other features
are a result of the FIBmilling. Also shown are the
measurement position (denoted by ���) and the
x- and y-directions. (b) Experimentally deter-
mined phase diagram showing operation of the

NOT-gate/feedback loop structure shown in (a)
as a function of the rotating magnetic field
component amplitudes H0

x and H0
y .

�¼ nucleating; &¼ correct operation;
*¼ domain wall pinning. The region bounded
by the solid line is the operating region for this
device.
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separating domain wall pinning from correct operation, and the other separating
correct operation from domain wall nucleation. The two boundaries meet to define
an area of field phase space in which the NOT-gate operates correctly. Figure 4.9 is
taken for a NOT-gate with the optimized dimensions given in Table 4.2.
The other circuit elements that are required for a realistic logic system are a

majority gate, signal fan-out, and signal cross-over. The NOT-gate operating phase
diagram (Figure 4.9) provides a useful and necessary reference for comparing the
performance of these additional elements to ensure compatibility. Figure 4.10a–c
shows three structures used for testing the operating fields of majority gate junc-
tions [31]. Each junction has two input wires and one output wire, with the structures
having (a) no, (b) one, and (c) two input wires terminated by a domain wall �injection
pad�. The low field at which domain walls are introduced from an injection
pad means that they provide a means of testing majority gate junction operation

Figure 4.10 (a–c) Focused ion beam images
of majority gate test structures with (a) zero,
(b) one, and (c) two input wires connected to a
3mm� 600 nm domain wall �injection pad� [31].
The directions ofHx andHy are indicated in panel
(b). (d–f) MOKE hysteresis loops from the

output wires of panels (a)–(c), respectively.
(g) Experimentally determined operating phase
diagram of the majority gates in an in-plane
rotating magnetic field as a function of the field
amplitudes H0

x and H0
y .
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when 0, 1, or 2 domain walls are present in the input wires. Clearly, the output arm
switchingfields (Figure 4.10d–f) reduce as the number of domainwalls present at the
junction increases. In terms ofmagnetization dynamics, it is interesting that a single
domain wall appears capable of expanding across a junction before propagating
through the output wire, and that two domain walls are able to interact to enable very
low output wire switching fields. Figure 4.10g shows a more detailed analysis of the
operation of optimized majority gate junctions (dimensions given in Table 4.2) as a
function of the in-plane rotatingfield amplitudes. The different input conditions now
lead to two field-space regions of operation, depending on the number of domain
walls present before switching. Crucially, comparison with Figure 4.9 shows that
there is overlap between theNOT-gate operating region and both operating regions of
the majority gate. The question remains, however, whether to use field amplitudes
from the lower-field operating regionof themajority gate, or the higher. The answer is
to use both. For a majority gate aligned parallel toHx, field conditionsH0

x ¼ 120 Oe
andH0

y ¼ 50 Oewill mean that the output wire will switch whenever there is just one
domain wall present. This corresponds to an input condition of �01� or �10�. Clearly,
this should not happen for either anAND-gate or anOR-gate.However, by examining
the truth tables for each (see Table 4.1), it becomes obvious that a �10� input should
always lead to a �0� output for anAND-gate and a �1� output for anOR-gate.However,
Hx need not be symmetric; instead, a dc fieldHDC

x can additionally be applied to bias
Hx so that for one sense ofHx the majority gate reverses with a domain wall in either
input, while in the other sense ofHx the majority gate requires domain walls in both
input wires. The AND/OR function of the gate is then selected by the polarity ofHdc.
Signal fan-out and signal cross-over junctions were developed in a similar

manner [32], with optimized geometries shown in Table 4.2. Figure 4.11a shows
a circuit that integrates all of the structures necessary for performing logic operations:
a NOT-gate, a majority gate, two signal fan-out junctions and a signal cross-over
element [33]. An anti-clockwise rotating field with amplitudes of H0

x ¼ 75 Oe and
H0

y ¼ 88 OewasusedwithHDC
x ¼ � 5 Oe (Figure 4.11b) in order to circulate domain

walls in an anti-clockwise direction and select logical AND operation for themajority
gate. The NOT-gate/loop is similar to those discussed above, andwill contain a single
domainwall and amagnetization switching period of threefield cycles, as before. The
difference from Figure 4.11a, however, is that a fan-out structure is incorporated
within the loop to split a domain wall each time it is incident on the junction. Part of
the domain wall will continue propagating around the loop, while the other part exits
the loop to the rest of the circuit. When used in this manner, the NOT-gate/loop acts
as a three-field cycle period signal generator for testing the circuit. A domainwall that
exits the NOT-gate/loop is then split again at a second fan-out junction. MOKE
measurement at position I in Figure 4.11a shows that the three-field cycle period
from the NOT-gate loop is preserved through both fan-out junctions (Figure 4.11b,
trace I). The domain walls from the second fan-out junction now have separate
paths before reaching the AND-gate inputs. The domain wall that passes position I
simply has to propagate through two 90� corners and some straightwire sections. The
resulting half-field cycle delay between domain walls passing position 1 and arriving
at the AND-gate is indicated by trace II in Figure 4.11b. The other domain wall from
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the fan-out junction has to negotiate a cross-over junction and an additional 360� loop
before arriving at an AND-gate input at position III (Figure 4.11a). The inclusion of
the loop tests the operation of the cross-over element and will create a one-field cycle
delay between domain walls arriving at positions II and III, as indicated in the

Figure 4.11 (a) Focused ion beam image of a
magnetic nanowire circuit containing one NOT-
gate, one AND-gate, two fan-out junctions and a
cross-over junction [33]. MOKE measurements
weremade at positions I and IV, while positions II
and III denote the inputs to the AND-gate. Also
indicated are the directions of field components,
Hx and Hy. (b) MOKE traces describing the

operation of the magnetic circuit within an anti-
clockwise rotating field with H0

x ¼ 75 Oe,
H0

y ¼ 88 Oe and HDC
x ¼ � 5 Oe. Experimental

MOKEmeasurements from positions I and IV of
the circuit are shown. Traces II and III are inferred
from trace I, and show themagnetization state of
the AND-gate�s input wires.
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inferred trace III in Figure 4.11b. Measurement at position IV in Figure 4.11a shows
that the output is high only when both inputs are high, showing that themajority gate
is operating correctly as anAND-gate. Furthermore, this demonstrates that all four of
the element types can operate under identical field conditions in a single circuit.

4.5
Data Writing and Erasing

In the previous section, domain walls were introduced to nanowire junctions either
by using topological constraints of a nanowire circuit or domainwall injection from a
large area pad. These are both validmethods for developing logic elements, although
amethod of entering user-defined data is still required to create a viable logic system.
Here, an element for data input is presented that is integrated with a domain wall
shift register [33]. Furthermore, it is shown how data can be deleted from the shift
register.
The design of the optimized data input element is shown in Table 4.2. Figure 4.12

shows the operating phase diagram of this element, obtained from simple test
structures, overlaid with that of a NOT-gate. A single phase boundary for the data
input element bisects the NOT-gate field operating area. Above the phase boundary,
a domain wall is nucleated from the data input element, whereas below the phase
boundary no magnetic reversal occurs. Two sets of field amplitudes can then be
identified for operating both NOT-gates and the data input element. Below the
data input element phase boundary are the read or no-write field conditions of

Figure 4.12 Operating field phase diagram of optimized NOT-
gate and data input elements. Symbols represent the limits of the
NOT-gate operating region (&), maximum field for no domain
wall injection (*) and minimum field for reliable domain wall
injection (*) from the data input element, and selected write field
(~), read/no-write field (!) and erase field (^) conditions. The
lines are provided only as guides to the eye.
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Hno-write
x ¼ 90 Oe and H0

y ¼ 50 Oe, and above the phase boundary are the write
field conditions of Hwrite

x ¼ 138 Oe and H0
y ¼ 50 Oe (Figure 4.12).

Figure 4.13 shows an image of a shift register containing eight NOT-gates and one
fan-out junction [33]. In addition, one NOT-gate has a data input element attached to
its central stub. The fan-out element provides a monitor arm for MOKE measure-
ment, as used in Section 4.4 above. The shift register can be divided into ten cells,
each capable of holding a single domain wall and separated from its neighbors by a
total of 180� of wire turn. Due to topological restrictions, domain walls can only be
introduced or removed in pairs. Therefore, a data bit is represented by the presence
or absence of a domain wall pair, so the shift register in Figure 4.13 contains five
data bits.
Figure 4.14a–d shows, schematically, the operating principle of the data input

element connected to theNOT-gate [33]. Initially, no domainwalls are present and the
two connecting wires to the NOT-gate have opposite magnetizations (Figure 4.14a).
As the field rotates, the write field amplitude is used (Figure 4.14b) so that a domain
wall is nucleated at the end of the data input element. This domainwall will propagate
to theNOT-gate junction, where it will split into domainwallsDW1 andDW2, one in
each of the input/output wires (Figure 4.14b). As the field rotates further
(Figure 4.14c), both domain walls follow the field rotation and propagate clockwise
around corners.DW1propagates away from theNOT-gate, whileDW2 returns to the
junction (Figure 4.14c). Finally, the field rotates to be oriented 180� from when
nucleation occurred, but now with no-write conditions (Figure 4.14d). DW 1 has

Figure 4.13 Focused ion beam image of a
continuous shift register made of eight NOT-
gates, a fan-out junction and a data input
element connected to the central wire of one of
the NOT-gates [33]. The shift register is divided
into ten labeled cells, each separated from its

neighbors either by a wire junction (NOT or fan-
out) or a straight horizontal wire (indicated by
dotted line). The field directions Hx and Hy are
shown; the position of magneto-optical
measurement is indicated by the dotted ellipse.
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Figure 4.14 (a–d) Schematic diagrams
describing the operation of a data input
element [33], including instantaneous field
vectors (black arrows), magnetization directions
(white arrows) and position of domain walls
(white dotted line). (e) Write field pattern with
field amplitudes Hno-write

x ¼ 90 Oe,
Hwrite

x ¼ 138 Oe and H0
y ¼ 50 Oe. The five-bit

sequence �11010� is generated during the
interval between the dotted lines. (f) MOKE
measurements (H0

x ¼ 90 Oe and H0
y ¼ 50 Oe)

from the shift register in Figure 4.13 in reset
configuration (trace I), after applying the write
field pattern shown in (e) (trace II), and after a
1.85-ms duration half-sinusoid field pulse of
amplitude H0

x ¼ 234 Oe (trace III).
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propagated out of the section shown in Figure 4.14, while DW 2 has propagated
through theNOT-gate, to leave theNOT-gate and data input element�smagnetization
back in their initial configuration (Figure 4.14d). One single half-cycle of write field
conditions has created a pair of domain walls – that is, a single data bit has been
written.
Figure 4.14e shows a field sequence that is used to write data to the shift register

in Figure 4.13. A combination of write and no-write field conditions is used to write
the five-bit data sequence �11010�. Time-averaged MOKE measurements were
performed during continual application of the read field conditions. Trace I in
Figure 4.14f shows the MOKE signal obtained prior to the application of the write
field sequence in Figure 4.14e. No transitions are observed, meaning that no domain
walls are present. After a single application of the write field sequence, the MOKE
signal changes to show that pairs of domain walls are propagating continuously
around the shift register (Figure 4.14f, trace II). Crucially, the pattern of domain
wall pairs matches the original input data sequence of �11010�, although the phase
of the measurement is such that the MOKE trace starts part-way through this
sequence. Note that in this case logical �1� is represented by a low MOKE signal,
due to the 180� wire turn between the data input element and the measurement
position. This observation confirms the principle of operation for a data input
element outlined above. Delays of an hour between writing and successfully reading
data have been seen, demonstrating the intrinsic non-volatility of the data storage.
The whole shift register can be filled with domain walls, destroying any data present,
by applying an over-write half-sinusoid field pulse of amplitude H0

x ¼ 243 Oe and
1.85ms pulse length (Figure 4.14f, trace III).
Individual domain wall pairs can also be removed from the shift register in

Figure 4.13. This represents a selective bitwise delete operation. Almost all of the
ten cells shown in Figure 4.13 are separated from their neighbors by a nanowire
junction. The exceptions are cells 1 and 2, which are separated by a straight section
of wire. Domain walls require read field conditions to propagate successfully
through the shift register. However, when erase field conditions of Herase

x ¼ 24 Oe
and H0

y ¼ 50 Oe (see Figure 4.12) are used, domain walls cannot overcome the
pinning potentials associatedwith the nanowire junctions. The only possible domain
wall motion will be between cells 1 and 2, where there are no wire junctions.
Figure 4.15a shows the field sequence for erasing a single pair of domain walls. The
first half-cycle has erase field conditions, so the only domain wall propagation will be
from cell 1 to cell 2. All other domain walls will remain pinned at the junctions
between cells. The next half-cycle has read field amplitudes, so all domain walls will
propagate forward by one cell, with the exception of the pair of domain walls in cell 2
which will meet and annihilate. The second full field cycle continues with read field
conditions tomove all domainwalls on by two cells and allowing the field sequence to
be repeated on the next domain wall pair. Figure 4.15b showsMOKE traces obtained
from the shift register following an over-writehalf-sinusoid pulse and between 0 and 5
erase field sequences (Figure 4.15a). The MOKE traces have a five-cycle period and
each erase sequence removes a pair of domain walls, validating the operating
principle described above.
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4.6
Outlook and Conclusions

Domain wall logic is not a contender for a wholesale replacement of CMOS
microelectronics. CMOS is a highly mature technology with many advantages, and
still hasmany years of scaling available to it. The limited operational speed of domain
wall logic does not render it suitable for many applications. However, a strong trend
inmicroelectronicswhich is expected to apply to the relationship betweenCMOSand
to many other areas of nanotechnology in the future, is to combine multiple
technologies on a single platform: the System on Chip (SoC).
So – what does domain wall logic do well? First, it provides a high level of

functionality to relatively simple structures. To implement an AND gate in CMOS
would take six transistors, but domain wall logic achieves this simply by bringing

Figure 4.15 (a) Erase field sequence (H0
x ¼ 90 Oe,

Herase
x ¼ 24 Oe, H0

y ¼ 50 Oe) applied to the structure in
Figure 4.13. (b) Read field sequence H0

x ¼ 90 Oe, H0
y ¼ 50 Oe)

and MOKE signals measured from the structure in Figure 4.13
following a saturating pulse and between zero to five 5 erase field
sequences, as indicated.

88j 4 Magnetic Domain Wall Logic



two nanowires together. Similarly, the other high-level properties that have been
highlighted in this chapter – such as input–output isolation and signal/power gain –

are all intrinsic to the nanowire and do not have to be explicitly created.
The power dissipation per logic gate is extremely low. Microelectronic engineers

usuallymeasure dissipation from a gate by the power–delay product; that is to say, the
product of how much power is dissipated multiplied by how long the gate takes to
process a single function. The units of this quantity are energy, corresponding to the
energy dissipated during the evaluation of the function performed by the gate. The
power–delay product of CMOS depends on the size of the devices. Hence, in order
to compare like with like, a 200 nm minimum feature size CMOS value of 10�2 pJ
is considered [34]. On very general magnetic grounds, it can be said that an upper
bound for the power–delay product for domain wall logic is 2MsVH, whereMs is the
saturation magnetization of the magnetic material, V is the volume of magnetic
material in a gate, and H is the amplitude of the applied field. Applying the
parameters for a typical 200 nm domain wall logic gate gives 10�5 pJ – that is,
1000 times lower than the equivalent CMOS device. Because of the inefficiencies
inherent in the generation of high-speed magnetic fields (see above), this does not
necessarilymean that domainwall logic chipswill not consumemuch power.What it
does mean, however, is that the waste heat will be generated from the global field
generator and not from the logic devices themselves. This is of particular relevance if
the devices are to be stacked into three-dimensional (3-D), neural-like circuits. The
two key technical difficulties in doing this inCMOSare: (i) distributing the power and
clock to everywhere inside the volume of network; and (ii) extracting the waste heat
from the center of the network so that the device does not melt. It is believed that
domain wall logic is an excellent choice of primitive for 3-D architectures.
Non-volatility comes as standard. In a world of mobile computing and portable (or

even wearable) devices, the concept of �instant-on� is becoming increasingly impor-
tant. Users accept that devices cannot be expected to operate when there is no power,
but as soon as the power becomes available they want the device to be ready, and not
have to undergo a long boot process, or to have forgotten what it was doing when the
power last failed. As there are currently very few non-volatile memory technologies
available which can be embedded directly into CMOS, a data transfer process is
usually required between a high-speed, volatile memory register in the heart of the
CMOS logic and an off-chip, low-speed, non-volatile store where the state variables of
the system are stored. With domain wall logic, all of this becomes redundant.
Provided that the rotating field is properly controlled so that it stops gracefully as
power fails, and does not apply intermediate levels of field leading to data corruption,
the domain wall logic circuit should simply stop and retain all of its state variables.
Then, as soon as the power returns, the logic continues from where it left off.
Domain wall logic can make use of redundant space on top of CMOS. Because no

complex heterostructures are required, the logic elements can sit in a single layer
fabricated as aBackEndOf Line process after theCMOShas been laid down.This can
improve the efficiency of the underlying CMOS by farming out some space-
consuming task to the domain wall logic on top. As this space was never accessible
to CMOS itself anyway, it all counts as a gain.
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Beingmetals, the basic computational elements of domain wall logic are automat-
ically radiation-hard, and so are suitable for use in either space or military
applications.

Domainwall logic is very good at forming high-density shift registers that could be
used as non-volatile serial memory for storing entire files, and so would not require
high-speed random access. The hard disk drive and NAND Flash devices – for
example, as used to store photographs in a digital camera – are examples of non-
volatile serialmemory. At present, both of these devices are 2-D in form, but registers
made from domain wall logic elements have the potential to be stacked into three
dimensions, without incurring extra wiring complexity, as the data and power can be
transmitted remotely through magnetic fields (see above). In a hard disk drive the
data are stored as rows of magnetic domains, and this would remain the same in a
domain wall logic serial memory. What would differ is that, in a hard disk, the
domains aremechanically rotated on their diskunderneath a static sensor, whereas in
domain wall logic the domains themselves would move under the action of an
externally applied magnetic field along static domain wall conduits, potentially
stacked into an ultrahigh-density, 3-D array.

Acknowledgments

The research studies described in this chapter were funded by the European
Community under the Sixth Framework Programme Contract Number 510993:
MAGLOG. The views expressed are solely those of the authors, and the other
Contractors and/or the European Community cannot be held liable for any use that
may bemade of the information contained herein. D.A.A. acknowledges the support
of an EPSRC Advanced Research Fellowship (GR/T02942/01).

References

1 T. Dietl, H. Ohno, F. Matsukura, J. Cibert,
D. Ferrand, Science 2000, 287, 1019.

2 H. Ohno, D. Chiba, F. Matsukura,
T. Omiya, E. Abe, T. Dietl, Y. Ohno,
K. Ohtani, Nature 2000, 408, 944.

3 Y. Ohno, D. K. Young, B. Beschoten,
F.Matsukura,H. Ohno, D. D. Awschalom,
Nature 1999, 402, 790.

4 G. A. Prinz, Science 1998, 282, 1660.
5 S. A. Wolf, D. D. Awschalom, R. A.
Buhrman, J. M. Daughton, S. von Molnar,
M. L. Roukes, A. Y. Chtchelkanova, D. M.
Treger, Science 2001, 294, 1488.

6 S. A. Wolf, D. Treger, A. Chtchelkanova,
MRS Bulletin 2006, 31, 400.

7 R.W. Dave, G. Steiner, J. M. Slaughter, J. J.
Sun, B. Craigo, S. Pietambaram, K. Smith,
G. Grynkenich, M. DeHerrera, J.
Åkerman, S. Tehrani, IEEE Trans. Magn.
2006, 42, 1935.

8 R. Richter, L. Bar, J. Wecker, G. Reiss,Appl.
Phys. Lett. 2002, 80, 1291.

9 A. Ney, C. Pampuch, R. Koch, K. H. Ploog,
Nature 2003, 425, 485.

10 C. Pampuch, A. Ney, R. Koch, Europhys.
Lett. 2004, 66, 895.

11 G. Reiss, H. Br€uckl, A. H€utton, H. Koop,
D. Meyners, A. Thomas, S. K€ammerer,
J. Schmalhorst, M. Brzeska, Phys. Stat. Sol.
A 2004, 201, 1628.

90j 4 Magnetic Domain Wall Logic



12 D. Meyners, K. Rott, H. Br€uckl, G. Reiss,
J. Wecker, J. Appl. Phys. 2006, 99, 023907.

13 W. C. Black, B. Das, J. Appl. Phys. 2000, 87,
6674.

14 R. P. Cowburn, M. E. Welland, Science
2000, 287, 1466.

15 R. P. Cowburn, Phys. Rev. B 2002, 65,
092409.

16 M. C. B. Parish, M. Forshaw, Appl. Phys.
Lett. 2003, 83, 2046.

17 A. Imre, G. Csaba, L. Ji, A. Orlov, G. H.
Bernstein, W. Porod, Science 2006, 311,
205.

18 G. Xiong, D. A. Allwood, M. D. Cooke,
R. P. Cowburn, Appl. Phys. Lett. 2001,
79, 3461.

19 D. Ozkaya, R. M. Langford, W. L. Chan,
A. K. Petford-Long, J. Appl. Phys. 2002, 91,
9937.

20 A. Hubert, R. Sch€afer, Magnetic Domains.
The Analysis of Magnetic Microstructures,
Springer-Verlag, Berlin, 1998.

21 D.A.Allwood,G.Xiong,M.D.Cooke,R. P.
Cowburn, J. Phys. D Appl. Phys. 2003, 36,
2175.

22 R. P. Cowburn, D. A. Allwood, G. Xiong,
M. D. Cooke, J. Appl. Phys. 2002, 91, 6949.

23 D. Atkinson, D. A. Allwood, G. Xiong,
M.D.Cooke,C.C.Faulkner,R.P.Cowburn,
Nature Mater. 2003, 2, 85.

24 Y. Nakatani, A. Thiaville, J. Miltat, Nature
Mater. 2003, 2, 521.

25 Y. Nakatani, A. Thiaville, J. Miltat, J. Magn.
Magn. Mater. 2005, 290–291, 750.

26 D. G. Porter, M. J. Donahue, J. Appl. Phys.
2004, 95, 6729.

27 G. S. D. Beach, C. Nistor, C. Knutson,
M. Tsoi, J. L. Erskine, Nature Mater. 2005,
4, 741.

28 D. A. Allwood, G. Xiong, M. D. Cooke,
C. C. Faulkner, D. Atkinson, N. Vernier,
R. P. Cowburn, Science 2002, 296, 2003.

29 D. A. Allwood, G. Xiong, M. D. Cooke,
C.C.Faulkner,D.Atkinson,R.P.Cowburn,
J. Appl. Phys. 2004, 95, 8264.

30 X. Zhu, D. A. Allwood, G. Xiong, R. P.
Cowburn, P. Gr€utter,Appl. Phys. Lett. 2005,
87, 062503.

31 C. C. Faulkner, D. A. Allwood, M. D.
Cooke, G. Xiong, D. Atkinson, R. P.
Cowburn, IEEE Trans. Magn. 2003, 39,
2860.

32 D. A. Allwood, G. Xiong, R. P. Cowburn,
J. Appl. Phys. 2007, 101, 024308.

33 D. A. Allwood, G. Xiong, C. C. Faulkner,
D. Atkinson, D. Petit, R. P. Cowburn,
Science 2005, 309, 1688.

34 R. Waser, Nanoelectronics and Information
Technology, Wiley VCH, Weinheim,
2003.

References j91



5
Monolithic and Hybrid Spintronics
Supriyo Bandyopadhyay

5.1
Introduction

An electron has three attributes: mass; charge; and spin. An electron�s mass is too
small to be useful for practical applications, but the charge is an enormously useful
quantity that is utilized universally in every electronic device extant. The third
attribute – spin – has played mostly a passive role in such gadgets as magnetic
disks and magneto-electronic devices, where its role has been to affect the magnetic
or the electrical properties in useful ways – for example, in the giant magnetoresis-
tance devices used to read data stored in the magnetic disks of laptops and Apple
iPods. Only recently has a conscious effort beenmade to utilize spin – either singly or
in conjunction with the charge degree of freedom – to store, process, and transmit
information. This field is referred to as modern �spintronics�.
There are two distinct branches of spintronics:

. Hybrid spintronics: these devices are very much conventional electronic devices,
as information is still encoded in the charge (ultimately detected as voltage or
current), but spin augments the functionality of the device andmay improve device
performance. Examples of hybrid spintronic devices are spin field effect transistors
(SPINFETs) [1] and spin bipolar junction transistors (SBJTs) [2], where information
is still processed by modulating the charge current flowing between two terminals
via the application of either a voltage or a current to the third terminal. The process
bywhich the third terminal controls the voltage or current is spin-mediated –hence
the term �spin transistors�.

. Monolithic spintronics: here, charge has no direct role whatsoever. Rather, the
information is encoded entirely in the spin polarization of an electron, which may
be made to have only two stable values: �upspin� and �downspin�, by placing the
electron in a static magnetic field. �Upspin� will correspond to polarizations
anti-parallel to the magnetic field, while �downspin� will be parallel. These two
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polarizations can encode binary bits 0 and 1 for digital applications. Toggling a bit
merely requires flipping the spin, without any physical movement of charge.
It has recently been argued that as no charge motion (or current flow) is required,
there can be tremendous energy savings during switching [3]. As a result,
monolithic spintronic devices are far more likely to yield low-power signal
processing units than are hybrid spintronic devices. An example of monolithic
spintronic devices is the Single Spin Logic (SSL) paradigm that is described in
Section 5.3.

In this chapter, the two most popular hybrid spintronic devices – the SPINFET
and the SBJT – will be described, and evidence provided that neither device is likely
to produce significant advantages in terms of speed or power dissipation over
conventional charge-based transistors. The concept of single spin logic (SSL) will
then be discussed, and its significant advantages in power dissipation over
SPINFET or SBJT outlined. SSL also has significant advantages over any charge-
based paradigm where charge, rather than spin, is used as the state variable to
encode information. Finally, it will be shown that the maximum energy dissipation
in switching a bit in SSL is the Landauer–Shannon limit of kTln(p) per bit
operation, where 1/p is the bit error probability. Some gate operations dissipate
less energy than this because of interactions between spins, which may reduce
dissipation [4], because many spins function collectively, as a single unit, to effect
gate operation. This collective, cooperative dynamics is conducive to energy efficien-
cy. Any discussion of adiabatic switching [5], which can reduce energy dissipation
even further, is avoided as it is very slow, error-prone, and therefore impractical.
The discussion of devices in non-equilibrium statistical distribution, where energy
dissipation can be reduced below the Landauer–Shannon limit [6] is also avoided,
simply because energy is required to maintain the non-equilibrium distributions
over time, and that energy must be dissipated in the long term. The final section
includes a very brief engineer�s perspective on spin-based quantum computing
(included at the request of the editor).

5.2
Hybrid Spintronics

Hybrid spintronic devices are thosewhere spin is used to �enhance� the performance
of charge but does not itself play a direct role in storing, processing or communicat-
ing information. The two most popular hybrid spintronic devices are the SPINFET
and the SBJT.

5.2.1
The Spin Field Effect Transistor (SPINFET)

A schematic representation of the SPINFET, as proposed in the seminal studies of
Ref. [1], is shown in Figure 5.1a. This device exactly resembles a conventional metal-
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oxide-semiconductor-field-effect-transistor (MOSFET), except that the source and
drain contacts are ferromagnetic. It will be assumed that the channel is strictly
one-dimensional (1-D) (quantum wire), and only the lowest transverse subband is
occupied by electrons. Both, source and drain contacts are magnetized so that
their magnetic moments are parallel and point along the direction of current flow
(þ x-direction). As a result, when the source-to-drain voltage is turned on, the
ferromagnetic source injects carriers into the channel with þ x polarized spins (the
majority spins in the ferromagnet). It will also be assumed that the spin injection
efficiency is 100% so that only majority spins (þ x-polarized spins) are injected

Figure 5.1 (a) Schematic of a spin field effect transistor
(SPINFET). (b) Ideal and non-ideal transfer characteristic of a
SPINFET. (c) Transfer characteristics of two SPINFETs with
different threshold shifts and realization of a CMOS-analog
inverter by connecting these two SPINFETs in series.
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from the source contact, and absolutely no minority spin (i.e. � x-polarized spin) is
injected. Immediately after injection into the channel, all spins are polarized along
the þ x direction. When the gate voltage is switched on, it induces an electric field
in the y-direction that causes a Rashba spin–orbit interaction [7] in the channel. This
spin–orbit interaction acts like an effective magnetic field in the z-direction (which is
the direction mutually perpendicular to the electron�s velocity in the channel and
the gate electric field). This pseudo-magnetic fieldBRashba causes the spins to precess
in the x-y plane, as they travel towards the drain. The angular frequency of spin
precession (which is essentially the Larmor frequency) is given by W¼ eBRashba/m

�,
where e is the electronic charge andm� is the effectivemass of the carrier. The pseudo-
magnetic field BRashba depends on the magnitude of the gate voltage and the carrier
velocity along the channel according to

BRashba ¼ 2(m�)2a46
e�h2

Eyvx ð5:1Þ

where a46 is a material constant, Ey is the gate electric field, and vx is the electron
velocity.1)

The spatial rate of spin precession is

df
dx

¼ df
dt

1
dx
dt

¼ W=vx ¼ 2
m�a46
�h2

Ey ð5:2Þ

which is independent of the carrier velocity and depends only on the gate voltage (or
gate electric field). The total angle by which the spins precess in the x-y plane as they
travel through the channel from source to drain is

F ¼ 2m�a46
�h2

EyL ð5:3Þ

where L is the channel length. This angle is independent of the carrier velocity and
therefore is the same for every electron, regardless of its initial velocity or scattering
history in the channel. If the gate voltage (and Ey) is of such magnitude that F is an
odd multiple of p, then every electron has its spin polarization anti-parallel to the
drain�s magnetization when it arrives at the drain. These electrons are blocked by the
drain, and therefore the source to drain current falls to zero. Here, it has been
assumed that the drain is a perfect spin filter that allows only majority spins to
transmit, while completely blocking the minority spins. Without a gate voltage, the

1) Some authors assume incorrectly that the
Rashba field BRashba is proportional to wave-
vector kx and not the velocity vx. This makes a
difference since, in the presence of the Rashba
interaction, vx¼ �hkx/m��h/�h, where h is the
strength of the Rashba interaction. Following
the derivation in this chapter, the reader can
easily convince herself/himself that the

SPINFET would not work as claimed if BRashba

were proportional to wavevector kx and not the
velocity vx. As the magnetic field associated
with spin–orbit interaction is proportional

to v! � E!
2c2

(where c is the speed of light in

vacuum and E
!

is the electric field seen by the
electron), it is obvious that BRashba should be
proportional to vx and not to kx.
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spins do not precess2) and the source to drain current is non-zero. Thus, the gate
voltage causes current modulation via spin precession and this realizes transistor
action.3) This device is also briefly discussed in Chapter 3 in Volume III of this series.
It should be clear that (in this device) although �spin� plays the central role in

current modulation, it plays no direct role in information handling. Information is
still encoded in �charge� which carries the current from the source to the drain.
The transistor is switched between the �on� and �off� states by changing the current
with the gate potential, or by controlling the motion of charges in space. The role of
spin is only to provide an alternate means of changing the current with the gate
voltage. Thus, this device is a quintessential hybrid spintronic device.

5.2.1.1 The Effect of Non-Idealities
The operation of the SPINFETdescribed above is an idealized description. In a real
device, there will be many non-idealities. First, there will be a magnetic field along
the channel because of the magnetized ferromagnetic contacts. This will cause
problems, as it will add to BRashba and the total effective magnetic field will be
jB!Rashba þB

!
channelj, which is no longer linearly proportional to carrier velocity vx. As a

result, the precession rate in spacewill no longer be given by Eq. (5.2)4) andwill not be
independent of the carrier velocity (or energy). Therefore, at a finite temperature,
different electrons having different velocities due to the thermal spread in carrier
energy, or because of different scattering history, will suffer different amounts of
precession F. As a result, when the current drops to a minimum, not all spins at
the drain end will have their polarizations exactly anti-parallel to the drain�s
magnetization. Those that do not, will be transmitted by the drain and contribute
to a leakage current in the off state [8]. This is extremely undesirable as it decreases
the ratio of on- to off-current and will lead to standby power dissipation when the
device is off.
A more serious problem is that the magnetic field changes the energy dispersion

relations in the channel. In Figure 5.2, the energy dispersion relation (energy versus
wavevector) is shown schematically with and without the channel magnetic field [9].
Without the magnetic field, the Rashba interaction lifts the spin degeneracy at any
non-zero wavevector, but each spin-split band still has a fixed spin quantization axis
(meaning that the spin polarization in each band is always the same and independent
of wavevector) (Figure 5.2a). The spin polarizations in the two bands are anti-parallel
and the eigenspinors in the two bands are orthogonal. Because of this orthogonality,
there can be no scattering between the two bands. Electrons can scatter elastically

2) Even without the gate voltage, there is obviously
some Rashba interaction in the channel due to
the electric field associated with the hetero-in-
terface. This field exists because the structure
lacks inversion symmetry along the direction
perpendicular to the hetero-interface. This
vestigial interaction will cause some spin pre-
cession even at zero gate voltage, but this effect
is simply equivalent to causing a fixed threshold
shift.

3) The device described here is a �normally on�
device. If the magnetizations of the source and
drain are anti-parallel instead of parallel, or if the
spin polarizations in the source and drain
contacts have opposite signs (e.g. iron and co-
balt), then the device will be a �normally off�
device.

4) In Eq. (5.2), BRashba must be replaced by
jB! Rashba þB

!
channelj in W.
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or inelastically only within the same band, but this does not alter the spin polarization
since every state in the same band has exactly the same spin polarization. However,
if a magnetic field is present in the channel, then the spin polarizations in both
bands become wavevector-dependent and neither subband has a fixed spin polariza-
tion. Two states in two subbands with different wavevectors5) will have different
spin polarizations that are not completely anti-parallel (orthogonal). Therefore, the
matrix element for scattering between them is non-zero, which means that there is
finite probability that an electron can scatter between them. Therefore, any momen-
tum randomizing scattering event (due to interactions with impurities or phonons)
will rotate the spin as the initial and final states have different spin polarizations. This
rotation is random in time or space as the scattering event is random; therefore, it
will cause spin relaxation. This is a new type of spin relaxation, and it is introduced
solely by the channel magnetic field [10]. It is similar to the Elliott–Yafet spin
relaxation mechanism [11] in the sense that it is associated with momentum
relaxation. Any such spin relaxation in the channel will randomize the spin
polarizations of electrons arriving at the drain and thus give rise to a significant
leakage current. Therefore, the channel magnetic field causes leakage current in
two different ways, both of which are harmful.
In Ref. [1], where the ideal SPINFETwas analyzed, it was assumed that there is no

spin relaxation in the channel. The transfer characteristic shown Figure 5.1b, which
shows zero leakage drain current in the OFF-state, is predicated on this assumption.
A question might arise as to whether the usual spin relaxation mechanisms are
operative in the channel even without a channel magnetic field. For the ideal
SPINFET, the answer is in the negative. The two spin relaxation mechanisms of
concern are the Elliott–Yafet mode [11] and the D�yakonov–Perel� mode [12]. The

5) Eigenspinors in the two bands having the same
wavevector are still orthogonal.

Figure 5.2 Schematic energy dispersion relationships for
electrons in the channel of a one-dimensional SPINFET channel,
with and without an axial magnetic field. The arrowheads indicate
the spin polarization of a carrier in the corresponding wavevector
state.
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former is absent if the eigenspinors are wavevector-independent (as is the case with
the ideal SPINFET), and the D�yakonov–Perel� mode is absent if carriers occupy only
a single subband [13]. Thus, in the ideal 1-D SPINFET, there can be no significant
spin relaxation (even if there is scattering due to interactions with non-magnetic
impurities and phonons). If any spin relaxation occurs, it will be due to hyperfine
interactions with nuclear spins. Since such interactions are very weak, they can be
ignored for the most part. However, if there is an axial magnetic field in the channel,
then all this changes and scattering with non-magnetic impurities or phonons will
cause spin relaxation (and therefore a large leakage current). Consequently, it is
extremely important to eliminate the channel magnetic field.
There are twoways to eliminate (or reduce) the channelmagneticfield.Oneway is to

magnetize the contacts in the y-direction instead of the x-direction. Since BRashba is in
the z-direction, it makes no difference as to whether the spins are initially polarized in
the x- or y-direction, as they precess in the x-y plane. The SPINFETworks just as well if
the source and drain contacts are magnetized in the þ y direction instead of the þ x-
direction. The advantage is that the magnetic field lines emanating from one contact,
and sinking in the other, are no longer directed along the channel. Consequently, the
channel magnetic field will be a fringing field, which is much weaker.
A more sophisticated approach is to play off the Dresselhaus spin–orbit interac-

tion [14] against the channel magnetic field. This spin–orbit interaction is present
in any zinc-blende semiconductor that lacks crystallographic inversion symmetry.
In a 1-D channel oriented along the [100] crystallographic direction, the Dressel-
haus spin–orbit interaction gives rise to a pseudo-magnetic field along the channel
(x-axis), just as the Rashba spin–orbit interaction gives rise to a pseudo-magnetic
field perpendicular to the channel (in the z-direction). The Dresselhaus field
BDresselhaus can be used to offset the channel magnetic field due to the contacts.
Since BDresselhaus depends on the carrier velocity vx, the ensemble average velocity
<vx> (which is the Fermi velocity for a degenerate carrier concentration) can be
tuned with a backgate to make BDresselhaus equal and opposite to the channel
magnetic field, thereby offsetting the effect of the channel field. This was the
approach proposed in Ref. [8].
In Figure 5.1b, the transfer characteristic (drain current versus gate voltage) is

shown for an ideal SPINFET and a non-ideal SPINFET (with a channel magnetic
field), ignoring any fixed threshold shift caused by a non-zero Rashba interaction in
the channel at zero gate voltage. It should be noted that the transfer characteristic is
�oscillatory� and therefore non-monotonic. As a result, the transconductance (qID/q
VG), where ID is the drain current and VG is the gate voltage, can be either positive or
negative depending on the value of VG (gate bias). A fixed threshold shift can be
caused in anySPINFETby implanting charges in the gate insulator. Imaginenow that
there are two ideal SPINFETs with transfer characteristics, as shown in Figure 5.1c.
These two can be connected in series to behave as a complementary metal oxide
semiconductor (CMOS) like inverter where an appreciable current flows only during
switching. This would be a tremendous advantage as CMOS like operation can be
achieved with just n-type SPINFETs where the majority carriers are electrons. In
conventional CMOS technology, both an n-type and a p-type device would have
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normally have been needed. Here, we need only n-type devices. However, all this
advantage is defeated if there is significant leakage current flowing through the
SPINFETwhen it is �off�. Thus, the leakage current is a rather serious issue and care
must be taken to eliminate it as much as possible.

5.2.1.2 The SPINFET Based on the Dresselhaus Spin–Orbit Interaction
The Dresselhaus spin–orbit interaction can also be gainfully employed to realize a
different kind of SPINFET [15]. In a 1-D channel, the strength of the Dresselhaus
interaction depends on the physical width of the channel. If the 1-D channel is
defined by a split-gate, then the voltages on the split gate can be varied to change
the channel width and therefore the strength of the Dresselhaus interaction. As with
the Rashba interaction, the Dresselhaus interaction also causes spins to precess in
space at a rate independent of the carrier velocity because it gives rise to a pseudo-
magnetic field BDresselhaus along the x-axis. The spins precess in the y-z plane. By
varying the split gate voltage it is possible to change BDresselhaus and the precession
rate, and therefore the angle F, by which the spins precess as they traverse the
channel from source to drain. As the split gate voltage can be used to modulate the
source to drain current, transistor action can be realized. A schematic representation
of a Dresselhaus-type SPINFET is shown in Figure 5.3.
The advantage of the Dresselhaus-type SPINFET over the Rashba-type is that, in

the former, there is never a strong magnetic field in the channel due to contacts [15],
as BDresselhaus is in the x-direction and therefore the ferromagnetic contacts must be
magnetized in the y-z plane (see Figure 5.3). By contrast, BRashba is in the z-direction,
and therefore in the Rashba-type device the ferromagnetic contacts must be magne-
tized in the x-y plane. As mentioned above, the Rashba-type device could avoid a
strong channelmagneticfield if the contactswere to bemagnetized in the y-direction,
but this is difficult to do as the ferromagnetic layer thickness in the y-direction is
much smaller than that in the x- or z-directions. Thus, the Rashba-type device will
typically have somemagnetic field in the channel, while the Dresselhaus-type device
will not, except for the fringing fields. This feature eliminates many of the problems

Figure 5.3 Schematic of a SPINFET based on the Dresselhaus spin–orbit interaction.
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associated with the channel magnetic field in the Dresselhaus-type SPINFET, and
could lead to a reduced leakage current. A comparison between the Rashba-type and
Dresselhaus-type SPINFETs is provided in Ref. [15].

5.2.2
Device Performance of SPINFETs

In the world of electronics, the universally accepted benchmark for the transistor
device is the celebratedmetal-oxide-semiconductor-field-effect-transistor (MOSFET)
which has been – and still is – the �workhorse� of all circuits. Therefore, the SPINFET
must be compared with an equivalent MOSFET to determine if there are any
advantages to utilizing spin. Surprisingly, in spite of many papers extolling the
perceived merits of SPINFETs, this elementary exercise was not carried out until
recently. When an ideal SPINFETwas compared with an equivalent ideal MOSFET
at low temperatures [16], the results were quite illuminating.
According to Ref. [1], the switching voltage necessary to turn a 1-D Rashba-type

SPINFET from on to off, or vice versa, is given by

VSPINFET
switching ¼ p�h2

2m�Lx
ð5:4Þ

wherem� is the effectivemass, L is the channel length (or source-to-drain separation),
and x is the rate of change of the Rashba interaction strength in the channel per unit
change of the gate voltage. This is given by [16]:

x ¼ �h2

2m�
D(2Eg þD)

Eg (Eg þD)(3Eg þ 2D)
2pe
d

ð5:5Þ

where Eg is the bandgap of the channel semiconductor, D is the spin orbit splitting in
the valence band of the semiconductor, e is the electronic charge, and d is the gate
insulator thickness. If d¼ 10 nm,6) then it can be calculated that in an InAs channel,
x¼ 10� 28 C-m. This is the theoretical value, but an actual measured value is much
less than this [17]. The compound InAs has strong spin–orbit interaction and
therefore is an ideal material for SPINFETs.
Now, imagine that the same structure is used as a MOSFET. Then, the switching

voltage that turns theMOSFETdevice off (depletes the channel of mobile carriers) is
EF/e, where EF is the Fermi energy in the channel.7) Thus, the ratio of the switching

6) The ideal semiconductor is a narrow gap
semiconductor such as InAs, which has strong
Rashba spin–orbit interaction. In that case, the
gate insulator will probably be AlAs, which is
reasonably lattice-matched to InAs. Because the
conduction band offset between these two ma-
terials is not too large, aminimumof 10 nmgate
insulator thickness may be necessary to prevent
too much gate leakage.

7) An accumulation mode MOSFET has been as-
sumed that is �normally-on�. It has also been
assumed that the normal channel carrier con-
centration is largeenough thatEF� kT, whereEF
is the Fermi energy and kT is the thermal energy.
Therefore, the comparison is strictly valid at very
low temperatures. It is believed that, at higher
temperatures,thefundamentalconclusionsfrom
this comparison will not be significantly altered.
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voltages is

VSPINFET
switching

VMOSFET
switching

¼ p�h2e
2m�LxEF

ð5:6Þ

In order to maintain single subband occupancy in an InAs 1-D channel of
reasonable width, EF must be less than �3meV. Therefore, from Eq. (3.6) it is
found that the SPINFET will have a lower threshold voltage than a comparable
MOSFET (at low temperature) only if its channel length exceeds 2.4 mm! Thus, no
submicron SPINFET has any advantage over a comparable MOSFET in terms of
switching voltage or dynamic power dissipation during switching. Currently,
MOSFETs with 90 nm channel length are in production [18]. For a SPINFET with
this channel length to have a lower threshold voltage than a comparable MOSFET,
the channel must be made from a material in which the product m�x is 26-fold
larger than it is in InAs, assuming that EF is still 3meV. Such materials are not
currently available, but of course could become available in the future. The
unfortunate spoiler is that materials which have large effective mass also tend
to have weak spin–orbit interaction, which makes it difficult to increase the
product m�x.
One issue that requires some thought here is that the switching voltage of a

MOSFET depends on EF – and therefore the carrier concentration in the channel –
while the switching voltage of a SPINFET depends on the channel length. It is not
clearwhich quantity is easier to control in batch processing, but that would determine
which device has an advantage in terms of threshold variability and, ultimately, of
yield.

5.2.3
Other Types of SPINFET

Slightly different types of SPINFET ideas have also been reported in the literature,
with names such as �Non-ballistic SPINFET� [19] or the �Spin Relaxation Transis-
tor� [20–22].

5.2.3.1 The Non-Ballistic SPINFET
The channel of the so-called �non-ballistic SPINFET� has a two-dimensional (2-D)
electron gas, like an ordinaryMOSFET.Unlike in a 1-D structure (quantumwire), the
spin split bands in a 2-D structure (quantum well or 2-D electron gas) do not have a
fixed spin quantization axis (meaning that the spin eigenstates are wavevector-
dependent; recall Figure 5.2b), even if there is no magnetic field. The only exception
to this situation iswhen theRashba andDresselhaus interactions in the channel have
exactly the same strength. In that case, each band has a fixed spin quantization axis,
and the spin eigenstate in either band is wavevector-independent.
In the non-ballistic SPINFET, the Rashba interaction is first tuned with the

gate voltage to make it exactly equal to the Dresselhaus interaction, which is gate
voltage-independent in a 2-D electron gas. This makes the spin eigenstates wave-
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vector-independent. Electrons are then injected into the channel of the transistor
from a ferromagnetic source with a polarization that corresponds to the spin
eigenstate in one of the bands. All carriers enter this band. As the spin eigenstate
is wavevector-independent, any momentum relaxing scattering in the channel,
which will change the electron�s wavevector, will not alter the spin polarization
(recall the discussion in Section 5.2.1.1). Scattering can couple two states within the
same band, but not in two different subbands, as the eigenspinors in two different
subbands are orthogonal. Therefore, regardless of how much momentum-relaxing
scattering takes place in the channel, there will be no spin relaxation via the
Elliott–Yafet mode. There will also be no D�yakonov–Perel� relaxation as it can be
shown that the pseudo-magnetic field due to the Rashba and Dresselhaus interac-
tions will be aligned exactly along the direction of the eigenspin. As all spins are
initially injected in an eigenstate, they will always be aligned along the pseudo-
magnetic field. Consequently, there will be no spin precession which would have
caused D�yakonov–Perel� relaxation. As no major spin relaxation mechanism is
operative, the carriers at the source will arrive at the drain with their spin polarization
intact. If the drain ferromagnetic contact is magnetized parallel to the source
magnetization, then all these carriers will exit the device and contribute to current.
In order to change the current, the gate voltage is detuned; thismakes theRashba and
Dresslhaus interaction strengths unequal, therebymaking the spin eigenstates in the
channel wavevector-dependent. In that case, if the electrons suffer momentum-
relaxing collisions due to impurities, defects, phonons, and surface roughness, their
spin polarizations will also rotate and this will result in spin relaxation. Thus, the
carriers that arrive at the drain no longer have all their spins aligned along the drain�s
magnetization. Consequently, the overall transmission probability of the electrons
decreases, and the current drops. This is how the gate voltage changes the source-to-
drain current and produces transistor action.
One simple way of viewing the transistor action is that when the Rashba and

Dresselhaus interactions are balanced, the channel current is 100% spin polarized
(all carriers arriving at the drain have exactly the same spin polarization). However,
when the two interactions are unbalanced, then the spin polarization of the current
decreases owing to spin relaxation. The spin polarization can decrease to zero – but
no less than zero – which means that, on average, 50% of the spins will be aligned
and 50% anti-aligned with the drain�s magnetization when the minimum spin
polarization is reached. The �aligned� component in the currentwill transmit and the
�anti-aligned� component will be blocked. Thus, the minimum current (off-current)
of this transistor is only one-half of the maximum current (on-current). As the
maximum ratio of the on-to-off conductance is only 2, this device is clearly unsuitable
for most – if not all – mainstream applications. A recent simulation has shown
that the on-to-off conductance ratio is only about 1.2 [23], which precludes use in any
fault-tolerant circuit.
The situation can be improved dramatically if the source and drain contacts have

anti-parallel magnetizations, instead of parallel. In that case, when the Rashba and
Dresselhaus interactions are balanced, the transmitted current will be exactly zero,
but when they are unbalanced, it is non-zero. Therefore, the on-to-off conductance
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becomes infinity. However, there is a caveat. This argument pre-supposes that the
ferromagnetic contacts can inject and detect spins with 100% efficiency, meaning
that only themajority spins are injected and transmitted by the ferromagnetic source
and drain contacts, respectively. That has never been achieved, and even after more
than a decade of research the maximum spin injection efficiency demonstrated
to date at room temperature is only about 70% [24]. That means

Imaj � Imin

Imaj þ Imin
¼ 0:7 ð5:7Þ

where Imaj(min) is the majority (minority) spin component of the current. If the spin
injection efficiency is only 70%, then 15% of the injected current is due to minority
spins. These minority spins will transmit through the drain, even when the Rashba
and Dresselhaus interactions are balanced. Thus, the off-current is 15% of the total
injected current (Imaj þ Imin), whereas the on-current is still at best 50% of the total
injected current. Therefore, the on-to-off ratio of the conductance is 0.5/0.15¼ 3.3,
which is not much better than 2.8)Consequently, achieving a large conductance ratio
is very difficult, particularly at room temperature when the spin injection efficiency
tends to be small. In order to make the conductance ratio 105 –which is what today�s
transistors have – the spin injection efficiencymust be 99.999%at room temperature.
This is indeed a tall order, andmaynot be possible in thenear term. If the off (leakage)
current is nearly one-third of the on-current (which is what it will be with present-day
technology), then the standby power dissipation will be intolerable and the noise
margin unacceptable.
The device described in Ref. [20] is identical to that in Ref. [19], and therefore the

same considerations apply.

5.2.3.2 The Spin Relaxation Transistor
The proposed �spin relaxation transistor� [21, 22] is very similar to the non-ballistic
SPINFET. With zero gate voltage, the spin–orbit interaction in the channel is either
weak or non-existent, whichmakes the spin relaxation time very long.When the gate
voltage is turned on, the spin–orbit interaction strength increases, which makes the
spin relaxation time short. Thus, with zero gate voltage, the spin polarization in the
drain current is large (maximum100%), while with a non-zero gate voltage it is small
(minimum 0%). This device cannot be any better than the non-ballistic SPINFET. If
the drain and sourcemagnetizations are parallel, then it is easy to see that in the �on�
state, the transmitted current is at best 100%of the injected current, while in the �off�
state, it is no less than 50% of the injected current (the same arguments as in
Section 5.2.3.1 apply). Therefore, the on-to-off conductance ratio is less than 2. With
anti-parallel magnetizations in the source and drain contacts, the off-current
approaches 0, and the conductance ratio approaches infinity, but only if the contacts
inject and detect spin with 100% efficiency. If the injection efficiency is only 70%

8) Here it has been assumed that the drain is a
perfect spin filter, or equivalently, the spin de-
tection efficiency at the drain is 100%.
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then, following the previous argument, the conductance ratio is no more than
3.3 [25]. Therefore, this device, too, is unsuitable for mainstream applications.

5.2.4
The Importance of the Spin Injection Efficiency

In every proposal for SPINFETs discussed here [1, 15, 19–22] there has always been
the tacit assumption that spin injection and detection efficiencies at the source/
channel and drain/channel interfaces are 100%. This is of course unrealistic. It can
be shown easily that the ratio of on- to off-conductance of SPINFETs of the type
proposed in Refs. [1, 15] is

r ¼ 1þ xSxD
1� xSxD

ð5:8Þ

where xS is the spin injection efficiency at the source/channel interface and xD is the
spin detection efficiency at the drain/channel interface. For SPINFETs of the types
proposed in Refs. [19–22],

r ¼ 1
1� xSxD

ð5:9Þ

Therefore, the spin injection/detection efficiency x is critical in order to obtain a
large enough value of r. If the spin injection and detection efficiencies fall from
100% to 90%, the conductance on-off ratio drops from infinity to 5.2! Therefore,
without a very high spin injection efficiency, approaching 100%, none of the
SPINFETs will have a sufficiently high on-to-off conductance ratio to be of much
use for anything. Thus, a closer look at spin injection efficiency is clearly required.

5.2.4.1 Spin Injection Efficiency
The science of �spin injection efficiency� (what controls it, what improves it, what does
it depend on, etc.) is controversial (see Chapter 3 in Volume III), and there is scant
agreement among research groups in this field. However, to the authors� knowledge
nobody has claimed in the open literature that the spin injection efficiency can be
100% (even theoretically), particularly at elevated temperatures, except for Ref. [26].
These authors hold that, as there has been rapid experimental progress in improving
spin injection efficiency over the past seven years (as of this writing), 100% efficient
spin injection at room temperature should be around the corner. This optimism is not
shared by the present author, since the two mechanisms suggested [26] as possible
routes to achieving 100% spin injection efficiency are to use 100% spin-polarized half-
metallic ferromagnets as spin injectors, and spin-selective barriers. Unfortunately,
there are no 100% spin-polarized half-metals at any temperature above 0K because of
phonons andmagnons [27], and even at 0 K the 100% spin polarization is destroyed by
surfaces and inhomogeneities [27]. Thus, 100% spin-polarized half-metals simply do
not exist. The best spin-selective barriers are resonant tunneling devices [28] that have
spin-resolved energy levels. When the carrier energy is resonant with one of these
levels, only the corresponding spin transits through the barrier. However, at any
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temperature exceeding 0K, the thermal spread in the electron energy will cause
injected electrons to tunnel through both levels if the level separation is less than kT
(which it usually is). Therefore, both spinswill be transmitted.Thishappens even if the
spin levels themselves are not broadened by �kT because of weak spin–phonon
coupling. As long as both spins are transmitted, the spin �selection� suffers and that
makes the spin injection efficiency considerably less than 100%.
To summarize, as yet there is no known method to suggest – even theoretically –

the possibility of 100% spin injection efficiency. As a result, all SPINFETs discussed
in this chapter suffer from the malady of a low on-to-off conductance ratio, and this
alone may make them non-competitive with MOSFETs.

5.2.5
Spin Bipolar Junction Transistors (SBJTs)

The SBJT is identical with the normal bipolar junction transistor, except that the base
is ferromagnetic and it has a non-zero spin polarization. The conduction energy band
diagram of a heterojunction n-p-n SBJT is shown in Figure 5.4. Assuming that the
carrier concentration in the base is non-degenerate, so that Boltzmann statistics
apply, the spin polarization in the base is

ab ¼ tanh(X=2kT ) ð5:10Þ
where 2X is the energy splitting between majority and minority spin bands in the
base. Based on a small signal analysis, it was shown that the voltage and current gains
afforded by the SBJT is about the same as a conventional BJT [29], but the short-circuit
current gain b has a dependence on the degree of spin polarization in the base which
can be altered with an external magnetic field using the Zeeman effect. Thus, the
external magnetic field can act as a �fourth terminal�, and this can lead to non-linear
circuits such as mixers/modulators. For example, if the ac base current is a sinusoid
with a frequency w1 and the magnetic field is an ac field which is another sinusoid
with frequency w2, then the collector current will contain frequency components

Figure 5.4 Conduction band energy profile for an n-p-n spin
bipolar junction transistor (SBJT). The base is spin-polarized
(ferromagnetic) and the spin splitting energy in the base is 2X.
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w1�w2. This is one examplewhere �spin� augments the role of �charge�,making the
SBJT another �hybrid spintronic� device.

5.2.6
The Switching Speed

The switching delay of any of the SPINFETs discussed above is limited by the transit
time of carriers through the channel (or base). This is entirely due to the fact that
information is encoded by charge (or current), and therefore the charge transit time is
the bottleneck that ultimately limits the switching speed. Thus, hybrid spintronic
devices do not promise any better speed than their charge-based counterparts.

5.3
Monolithic Spintronics: Single Spin Logic

At this point thediscussion centers on �monolithic spintronics�where charge playsno
role whatsoever and spin polarization is used to store, process and transmit informa-
tion. In 1994, the ideawas proposed of �single spin logic� (SSL)where a single electron
acts as a binary switch and its two orthogonal (anti-parallel) spin polarizations encode
binary bits 0 and 1 [30]. Switching between bits is accomplished by simply flipping the
spin without physically moving charges. To the author�s knowledge, this is the first
known logic family (classical or quantum) based on single electron spins.

5.3.1
Spin Polarization as a Bistable Entity

The first step in SSL is to make the spin polarization of an electron a bistable quantity
that has only two stable �values� that will encode the bits 0 and 1. In charge-based
electronics, the state variables representing digital bits (voltage, current or charge),
are not bistable but are continuous variables. So,why is the spin polarization required
to be bistable? The reason is that in theworld of electronics, there are analog-to-digital
converters that can convert a continuous variable (analog signal) to a discrete variable
(digital signal). More importantly, logic gates act as amplifiers with power gain and
can automatically restore digital signal at logic nodes [31] if the signal is corrupted by
noise. There are no equivalent analog-to-digital converters for spin polarization and
no spin amplifiers, and therefore Nature must be relied upon to digitize spin
polarization and make signal degeneration impossible. This can happen if Nature
permits only two values of spin polarization – that is, it inherentlymakes it �bistable�.
That can be accomplished by placing an electron in a static magnetic field. The
Hamiltonian describing a single electron in a magnetic field is

H ¼ ( p
! � q A

!
)2=2m� � (g=2)mB B

! � s! ð5:11Þ
where A

!
is the vector potential due to the magnetic flux density B

!
, mB is the Bohr

magneton, g is the Lande g-factor, and s
!
is the Pauli spin matrix. If the magnetic
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field is directed in the x-direction (B
!¼ Bx̂), then diagonalization of the above

Hamiltonian immediately produces two mutually orthogonal eigenspinors [1,1]
and [1,� 1] which are the þ x and � x-polarized spins – that is, states whose spin
quantization axes are parallel and anti-parallel to the x-directed magnetic field.
Thus, the spin quantization axis (or spin polarization) has only two stable values
and therefore becomes a binary variable. The �down� (parallel) or �up� (anti-parallel)
states can encode logic bits 0 and 1, respectively.

5.3.2
Stability of Spin Polarization

Although the binary bits 0 and 1 can be encoded in the two anti-parallel spin
polarizations, there remains a problem in that random bit flips caused by coupling of
spins to the environment will cause bit errors and corrupt the data. The probability
of a �bit flip� within a clock cycle is 1� e�

T
hti, where T is the clock period and <t> is

the mean time between random spin flips. In order to make this probability small, it
must be ensured that <t>�T.
If the host for the spin is a �quantum dot�, then indeed <t> can be quite long. In

InP quantum dots, the single electron spin flip time has been reported to exceed
100ms at 2 K [32]. More recently, several experiments have been reported claiming
spin flip times (or so-called longitudinal relaxation time, T1) of several milliseconds,
culminating in a recent report of 170ms in a GaAs quantum dot at low temperature
(see the last reference in Ref. [33]). An extremely surprising result is that spin
relaxation time <t> in organic semiconductors can be incredibly long. It was found
that the spin relaxation time in tris(8-hydroxyquinolinolate aluminum) – popularly
known asAlq3– canbe as long as 1 s at 100K [34]. If the clock frequency is 5GHz, then
the clock period T is 200 ps, which is 5� 109 times smaller than the spin flip time.
Therefore, the probability that an unintentional spin flip will occur between two
successive clock pulses is 1 � e� 1/(5�10E9)¼ 2� 10� 10, which can be handled by
modern error correction algorithms [35].
Typical error probabilities encountered in today�s integrated circuits range from

10� 10 to 10� 9. If a 5-GHz clock is used and an error probability 1/p of 10� 9 is
required, the spin flip time needs to be only 200ms, which is fairly easy to achieve
today at low temperatures (77K).

5.3.3
Reading and Writing Spin

�Spin� has one major disadvantage compared to �charge�. Whereas, charge is
extremely easy to read (or measure) with voltmeters, ammeters, electrometers, and
so on, and extremely easy to write (or inject) with voltage and current sources, spin is
muchmore difficult to read or write. Although reading ismore difficult than writing,
even single spins have been �read� recently. The following section discusses reading
and writing.

108j 5 Monolithic and Hybrid Spintronics



5.3.3.1 Writing Spin
Spin bits in SSL are represented by the spin polarizations of single electrons, with
each electron being hosted in a quantum dot. There are exotic methods of �writing�
spin bits in quantum dots [3], but the easiest and conceptually most simple is to use
local magnetic fields generated with inductive loops. These fields will orient the
spins in the target dots along the direction of the field and write the chosen bit (see
Chapter 4 in Volume III of this series). Local magnetic fields are generated on chip
in magnetic random access memory (MRAM), but not with the spatial resolution
required in the case of SSL. However, carbon nanotube-based inductive loops may
be up to the task in the near future.
The next task is to estimate what amount of energy will be dissipated during the

�writing� operation. Previously [3], the idea of writing spin using Rabi oscillation, as
is done in electron spin resonance spectroscopy, was proposed. That mode of writing
will not dissipate any energy whatsoever, but has no error tolerance as an acmagnetic
pulse must be applied for precisely the correct duration. However, if overshoot or
undershoot occurs, an error will be incurred that can build up and ultimately cause a
bit-writing error. Error-free writing will require some dissipation, though this can be
arbitrarily small.

5.3.3.2 Reading Spin
Reading spin bits ismore difficult thanwriting spin bits. Here, the aim is to ascertain
the spin polarization of a single electron in a solid (quantum dot), a feat which has
been accomplished recently using three different methods [36–38]. The technique
reported in Ref. [37] is eminently suitable for application in electronics.

5.3.4
The Universal Single Spin Logic Gate: The NAND Gate

The basic idea behind implementing logic gates in SSL is to engineer the inter-
actions between input and output spin bits in such a way that the input–output
relationship represents the �truth table� of the desired logic gate. This approach can
be illustrated by showing how a NAND gate can be realized. The NAND gate is a
universal gate with which any arbitrary combinational or sequential logic circuit
may be implemented, and it is realized with a linear chain of three electrons in
three quantum dots (see Figure 5.6). It will be assumed that only nearest-neighbor
electrons interact via exchange as their wavefunctions overlap. Second nearest-
neighbor interactions are negligible as exchange interaction decays exponentially
with distance.
For NAND gate implementation, the leftmost and rightmost spins in Figure 5.5

must be regarded as the two �inputs bits�, and the center spin as the corresponding
�output bit�. Assume that the downspin state (#) represents bit 1, and the upspin state
(") is bit 0. The global magnetic field, defining the spin quantization axes, is in the
direction of �downspin�. It has been shown recently, using a Heisenberg Hamilto-
nian to describe the 3-spin array, that as long as the Zeeman splitting energies caused
by the local magnetic fields writing bits in the input dots is much larger than the
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exchange coupling strength between neighboring dots, the ground-state spin con-
figurations (determined by the directions of the local magnetic fields) are precisely
those shown in Figure 5.5 [39]. In other words, if the input bits are written with local
magnetic fields and the array is allowed to relax to the ground state in the presence of
the local magnetic fields, then the output bit conforms to the diagrams in
Figure 5.5a–d. It is evident that these configurations represent the truth table of
the NAND gate:

Input 1 Input 2 Output

1 1 0
0 1 1
1 0 1
1 1 1

Therefore, if there is a 3-spin array, with nearest-neighbor exchange coupling,
placed in a global magnetic field, and local magnetic fields align the spins in the
peripheral dots to desired input bits, the output bit in the central dot will always be the
NAND function of the input bits according to the truth table above, as long as two
conditions are fulfilled:

. The array is in the thermodynamic ground state.

Figure 5.5 Single spin realizationof theNANDgate. (a)When two
inputs are [1 1]; (b) when two inputs are [0 0]; (c) when two inputs
are [1 0]; and (d)when two inputs are [0 1]. Reproduced fromRef. 3
with permission fromAmerican Scientific Publishers: http://www.
aspbs.com.
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. The Zeeman splitting in the input dots caused by the local magnetic fields writing
input data ismuch larger than the exchange coupling strength,which is roughly the
energy difference between the triplet and singlet states in two neighboring dots.

Independent quantum mechanical calculations to confirm the working of the
NANDgate were carried out byMolotkov andNazin [40], while further investigations
in this area have been conducted by Bychkov and coworkers [41].
Once the NAND gate is realized, only one other component is needed to imple-

ment any arbitrary combinational or sequential Boolean logic circuit. That element
is a �spin wire� (with fan out) which will ferry spin logic signal from one stage to
another unidirectionally. A spin wire (see Figure 5.6) consists of a linear array of
quantum dots with clock pads between them. When the clock signal at a given pad
is high, the potential barrier between the two surrounding dots is lowered and
these dots are exchange-coupled because their wavefunctions overlap. This makes
the spin states in these dots anti-parallel [42]. Therefore, by sequentially clocking the
barriers, the spin bit can be replicated in every other dot, thusmoving the spin signal
along unidirectionally. Both, Sarkar et al. [43] and Bose et al. [44] have implemented
a large array of combinational and sequential logic circuits using this approach.
Two examples of their investigations are shown in Figure 5.7. The issue of uni-
directionality and clocking will be revisited in Section 5.3.7.

5.3.5
Bit Error Probability

The NAND gate operates by relaxation to the thermodynamic ground state. It is the
natural tendency of any physical system to gravitate towards the minimum energy

Figure 5.6 Realization of a �spin wire� with fan out.
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Figure 5.7 Single spin realizations of code
converters. (a) Logic diagram for binary to
Gray code converter; (b) logic diagram for
binary to Excess-3 converter; (c) SSL realization
of binary-to-Gray-code converter; and (d) SSL
realization of binary-to-Excess-3 converter.
The clock pads between successive cells are

not shown for the sake of clarity. The input
binary code is �1010�. Note that adjacent cells
have anti-parallel polarizations indicating
anti-ferromagnetic ordering. Reproduced
from Ref. 43, with permission from Institute
of Solid State Physics, Chernogolovka,
Russia.
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state (ground state), this being the law of thermodynamics. However, when a system
achieves the ground state it need not stay there forever, as noise and fluctuations
can take it to an excited state. If that happens and the NAND gate strays from the
ground state, the results will be in error. This error probability is calculated next.
The NAND gate reaches ground state by exchanging phonons with the thermal

environment (phonon bath). This brings it into thermodynamic equilibriumwith the
surrounding thermal bath. In that case, the occupation probability of any eigenstate
of the gate will be given by Fermi–Dirac statistics. The ground-state occupation
probability is 1/[exp(Eground � EF)/kT þ 1] (where EF is the Fermi energy) and the
excited state occupation probability is 1/[exp(Eexcited � EF)/kT þ 1]. As the occupa-
tion probability of the ground state is not unity, the gate does not always work
correctly with 100% certainty – in other words, the error probability 1/p is never zero.
However, it does decrease with increasing energy separation between the excited
and ground states.
The error probability 1/p is the sum of the ratios of the probabilities of being in the

excited and ground state, summed over all excited states. This quantity is approxi-
mately

P
excited states e

� (Eexcited �Eground)=kT, if the Fermi–Dirac statistics are approximat-
ed with Boltzmann statistics. It transpires that, in the case of the NAND gate, the
second and higher excited states are far above in energy than the first excited
state [39]. Therefore, only the first excited state E1 can be retained in the sum above,
and hence E1 � Eground¼ kTln(p). It was also shown rigorously in Ref. [39] that
E1 � Eground is: (i) 4J � 2Zwhen the input bits are [1 1]; (ii) 4J þ 2Zwhen the input
bits are [0 0]; and (iii) 2Zwhen the input bits are [0 1] or [1 0]. Here, J is the exchange
coupling strength between two neighboring dots, and 2Z is the Zeeman splitting
energy in any dot due to the global magnetic field. Therefore, in order to attain an
error probability of 1/p at a temperature T, it must be ensured that: (a) 2Z¼ kT ln(p);
and (b) 4J � 2Z¼ kT ln(p), or 2J¼ kTln(p). Themaximumvalues of J orZ are usually
limited by technological constraints; for example, J is usually limited to 1meV in gate-
defined quantum dots [45]. These limits will then determine the maximum temper-
ature of operation if a certain error probability 1/p is insisted on (this issue will be
revisited in Section 5.3.10).

5.3.6
Related Charge-Based Paradigms

A similar idea for implementing logic gates using single electron charges confined in
�quantum dashes� was proposed by Pradeep Bakshi and coworkers in 1991 [46].
There, logic bits were encoded in bistable charge polarizations of elongated quantum
dots known as �quantum dashes�. Coulomb interaction between nearest-neighbor
quantum dashes pushes the electrons in neighboring dashes into antipodal posi-
tions, making the ground-state charge configuration �anti-ferroelectric�, just as
the exchange interaction in the present case tends to make the ground-state spin
configuration almost �anti-ferromagnetic�. Three Coulomb-coupled quantumdashes
would realize a NAND gate in a way very similar to what was described here.
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Bakshi�s idea inspired a closely related idea known as �quantum cellular auto-
mata� [47], which uses a slightly different host, namely a four- or five-quantum dot
�cell� instead of a quantum dash to store a bit. Here too the charge polarization of
the cell is bistable and encodes the two logic bits. The only difference from Ref. [46]
is that coulomb interaction makes the ground-state charge configuration ferroelec-
tric, instead of anti-ferroelectric.
In the schemes of Refs. [46, 47] it is difficult to implement only nearest-neighbor

interactions, at the exclusion of second-nearest-neighbor interactions, mainly be-
cause the Coulomb interaction is long range. The interaction in Refs. [46, 47] drops
off as a polynomial of distance, but never exponentially with distance, unless strong
screening can be implemented. If second-nearest-neighbor interactions are not
much weaker than their nearest-neighbor counterparts, the ground-state charge
configuration is weakly stable and not sufficiently robust against noise. In this
respect, the spin-based approach has an advantage. As exchange interaction is short
range (it always drops off exponentially with distance), it is much easier to make
the second-nearest-neighbor interactions considerably weaker than the nearest-
neighbor interactions.
A second issue is that in Refs. [46, 47], there is internal charge movement within

each cell during switching, causing �eddy currents�. This is a source of dissipation
that is absent in the spin-based paradigm, as there is never any charge movement.

5.3.7
The Issue of Unidirectionality

The �unidirectional� propagationof logic signalwasbrieflymentioned inSection 5.3.5.
This is a vital issue as the input signal should always influence (and determine) the
output signal, but not the other way around. Unidirectionality is an important
requirement for logic circuits [31]. A transistor is inherently unidirectional as there
is isolation between its input and output terminals that guarantees unidirectionality.
Therefore, it is easy to make logic circuits with transistors. In SSL, there is unfortu-
natelyno isolationbetween the input andoutput of the logicgate as exchange interaction
is �bidirectional�. Consider just two exchange coupled spins in two neighboring
quantum dots; they will form a singlet state and therefore act as a natural NOTgate if
one spin is the input and the other is the output (the output is always the logic
complement of the input) [42]. However, exchange interaction, being bidirectional,
cannot distinguish between which spin is the input bit and which is the output.
The input will influence the output just as much as the output influences the input,
and the master–slave relationship between input and output is lost. As the input and
output are indistinguishable, it becomes ultimately impossible for logic signal to
flow unidirectionally from an input stage to an output stage, and not the other way
around. This issue has been discussed at length elsewhere [30, 48].
It is of course possible to forcibly impose unidirectionality in some (but not

all) cases by holding the input cell in a fixed state until the desired output state
is produced in the output cell. In that case, the input signal itself enforces
unidirectionality because it is a symmetry-breaking influence. This approach was
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actually used to demonstrate a �magnetic cellular automaton�, where the input
enforced unidirectionality and produced the correct output [49]. However, there
are problems with this approach. First, it can only work for a small number of cells
before the influence of the input dies out. Second – and more important – the
input cannot be changed until the final output has been produced, since otherwise
the correct output may not be produced at all. That makes such architectures
non-pipelined and therefore unacceptably slow. There may also be additional
problems associated with random errors when this approach is employed; these
are discussed in Ref. [50].

5.3.8
Unidirectionality in Time: Clocking

If unidirectionality cannot be imposed in space, then it must be imposed in time.
This is accomplished by using clocking to activate successive stages sequentially in
time [51, 52]. This strategy is well known and routinely adopted in bucket-brigade
devices, such as charge-coupled-device (CCD) shift registers,9) where a push clock
and a drop clock are used to lower and raise barriers between neighboring devices
and thus steer a charge packet unidirectionally from one device to the next. The
same can be done in single-spin circuits. A gate pad will be delineated between
every two neighboring quantum dots, and a clock signal applied to this pad. During
the positive clock cycle, a positive potential will appear over the potential barrier,
thus isolating two neighboring quantum dots; this will lower the barrier tempo-
rarily to exchange-couple the two spins and result in the two spins assuming anti-
parallel polarizations [42]. Then, during the negative clock cycle, the barrier is
raised again to decouple the two spins. In this way, pairs of spin bits can be coupled
sequentially in time, and the logic information transferred unidirectionally from
one dot to the next in a bucket-brigade fashion. It has been shown previously [52]
that a single-phase clock does not work, and that a three-phase clock is required to
carry out this task.
The clocking circuit, however, introduces additional dissipation. The energy

dissipated in the clock pad is (1/2)CV2 if the clock pulse is applied non-adiabati-
cally, and much less if applied adiabatically [6]. So, what should be the value of V?
This is determined by noise considerations. The noise voltage on a capacitor
is [53]:

Un ¼
ffiffiffiffiffiffi
kT
C

r
ð5:12Þ

and Ref. [53] prescribes that V¼ 12Un for reasonable error rates at clock frequen-
cies over 10GHz. In that case, the energy dissipated in the clock pads is 72 kT if

9) CCDs also have no inherent unidirectionality.
There, a push clock and a drop clock are used to
steer charge packets from one device to the
next. See, for example, D. K. Schroeder, in: G.

W. Neudeck, R. F. Pierret (Eds.), Advanced
MOS Devices, Modular Series in Solid State
Devices, Chapter 3, Addison-Wesley, Reading,
MA, 1987.
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applied non-adiabatically. If the clock signal is applied from a sinusoidal voltage
source of amplitude V, then the energy dissipated per clock cycle is

Ediss ¼ 1
2
CV2 w

wRC
ð5:13Þ

where wRC¼ 1/RC. The above formula holds if the clock circuit is modeled as a
capacitor C in series with a resistor R representing the resistance in the charging
path. Assuming that R¼ 1 kW and C¼ 1 aF, wRC¼ 1015 rad s� 1. If the clock
frequency is 5GHz, then w¼ 3.45� 1010 rad s� 1. Therefore, Ediss¼ 2.5� 10� 3kT,
which is negligible.
When clock pads are used, the most attractive feature of SSL is removed, namely

the absence of interconnects (or �wires�) between successive devices. �Wireless�
exchange interaction plays the role of physical wires to transmit signals between
neighboring devices, but in order to transmit �unidirectionally�, each stage will
need to be clocked and this requires a physical interconnect. A clock pad must be
placed between pairs of quantum dots and wires must be attached to them to ferry
the clock signal. Of course, a clock signal is also needed in traditional digital circuits
involving CMOS, so that it is not an additional burden. Nevertheless, it still detracts
from the appeal of a �wireless architecture�, or the so-called �quantum-coupled
architecture�.

5.3.9
Energy and Power Dissipation

Most likely, by merely examining Figure 5.5, the reader can understand that the
maximum energy dissipated when the gate switches between any two states is 2Z,
which is the Zeeman splitting in the output dot caused by the global magnetic field
(this result was proved rigorously in Ref. [39]). Since it was shown in Section 5.3.5
that 2Z¼ kTln(p), the maximum energy dissipated during switching is kTln(p),
which was expected from the Landauer–Shannon result. The interesting point
however is that the energy dissipated can be less than kT ln(p), depending on the
initial and final states – that is, depending on the old and new input bit strings. If the
gate switches from the state in Figure 5.5c to that in Figure 5.5a, the energy dissipated
is actually (2/3) kTln(p), while if it switches from the state in Figure 5.5b to that in
Figure 5.5c, the energy dissipated is (1/3)kTln(p) [39]. The reductions by factors of 1/3
and 2/3 are due to interactions between spins. Some implications of �interactions�
were discussed in Ref. [4] in the context of reducing energy dissipation. What really
happens here is that the three spins act collectively in unison as a single unit, because
of the exchange-coupling between them, which reduces the total energy dissipation.
The maximum energy dissipation occurs when the gate switches from the state

in Figure 5.5b to that in Figure 5.5a. That energy is kTln(p). With p¼ 10� 9, this
energy is�21 kT. By contrast, modern-day logic gates dissipate more than 50 000 kT
when they switch [54].
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5.3.10
Operating Temperature

In Section 5.3.5, the following result was established:

2J ¼ kT ln(p)
2Z ¼ kT ln(p)

The maximum value of J in semiconductor quantum dots is �1meV [45], while in
molecules it is about 6meV [55]. Therefore, if an error probability p of 10� 9 is
required,T¼ 1.1K if semiconductor quantumdots are employed. Room-temperature
operation with this error probability will require J to be 270meV, which is clearly
unattainable at present.
Since Z¼ J from the above relationships, the strength of the global magnetic field

required can be estimated. That strength is found by setting 2Z¼ gmBBglobal¼ 2J
¼ 2meV. If a material is used with a g-factor of 15 (e.g. InAs), then Bglobal¼ 2.3Tesla,
which is very reasonable.
As the energy separation between the spin levels (gmBBglobal) is 2meV and kT at

1.1K¼ 0.1meV, itmight be considered that a low temperature of 1.1Kwas required in
order tomake the thermalbroadeningof the spinsplit levelsmuch less (in this case, 20-
fold less) than the level separation. However, this line of thinking would be entirely
wrong, as the low temperature was needed for a small error probability (1/p¼ 10� 9),
andnotbecausetherewasaneedtoreducethethermalbroadeningoflevels.Spin,unlike
charge, does not couple strongly to phonons, and therefore the thermal broadening of
spin levels ismuch less than kT. If this were not the case, then electron spin resonance
experiments at microwave frequencies could not be carried out at room temperature.
Unfortunately, this fact is not often understood or appreciated. For example, in

Ref. [56] the authors state (contradicting Ref. [6]) that: �Energy barriers for a spin
system play the same role as for a charge transfer system. The barrier must be large
enough to make the different bit states distinguishable in a thermal environment�.
This argument is at best half-correct. For charge-based representation, the energy
barrier separating logic states indeed need to be large enough that the different bit
states aredistinguishable ina thermal environment, sincecharge couples very strongly
to the thermal environment, so that the thermalbroadeningof theenergy states is�kT.
This isnot true for spinwhich,unlike charge, doesnot couple stronglywith the thermal
environment, so that the spin energy states are not broadened by�kT. As a result, the
energy barrier separating logic states (i.e. |gmBB|) can bemuch less than kT if bit error
probability were not a concern. The energy barriermerely needs to be equal to kTln(p),
which would be less than kT if an error probability 1/p> 1/e¼ 0.367 can be handled.

5.3.11
Energy Dissipation Estimates

It is now possible to estimate how much energy is dissipated in various actions,
assuming T¼ 1.1 K:
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Clocking Bit flip

2.48� 10� 3 kT (sinusoidal)
¼ 4� 10� 26 Joules

kT ln(p) [1/p¼ 10� 9]
¼ 3� 10� 22 Joules

� 0 (adiabatic)

With a bit density of 1011 cm� 2, the dissipation per unit area is 3� 10� 22 Joules
� 5GHz� 1011 cm� 2¼ 0.15Wcm� 2. In comparison, the Pentium IV chip, with a
bit density three orders of magnitude smaller, dissipates about 50Wcm� 2 [57]. SSL
dissipates 300 times less power with a bit density three orders of magnitude larger.

5.3.12
Other Issues

In charge-based devices such as MOSFETs, logic bits 0 and 1 are encoded by the
presence and absence of charge in a given region of space. This region of space could be
the channel of aMOSFET.When the channel isfilledwith electrons, the device is �on�
and stores the binary bit 0. When the channel is depleted of electrons, the device is
�off� and stores the binary bit 1. Switching between bits is accomplished by the
physical motion of charges in and out of the channel, and this physical motion
consumes energy.10)There is no easyway out of this problem since charge is a �scalar�
quantity and therefore has only a magnitude. Bits can be demarcated only by a
difference in the magnitude of charge or, in other words, by the relative presence
and absence of charge. Therefore, to switch bits the magnitude of charge must be
changed, and this invariably causes motion of the charges with an associated current
flow. Spin, on the other hand, has a polarizationwhich can be thought of as a �pseudo-
vector� with two directions: �up� and �down�. Switching between bits is accomplished
by simply flipping the direction of the pseudo-vector with no change in magnitude of
anything. As switching can be accomplished without physically moving charges (and
causing a current to flow), spin-based devices could be inherently muchmore energy-
efficient than charge-based devices, a point which was highlighted in Ref. [3].
It is because of this reason that SSL ismuchmore energy efficient than thePentium

IV chip.

5.4
Spin-Based Quantum Computing: An Engineer�s Perspective

Quantum computing is based on the idea of encoding information in a so-called
�qubit�, which is very different from a classical bit. It is a coherent superposition of

10) In fact, the physical motion of charges causes a
current I to flow with an associated I2R dissi-
pation (where R is the resistance in the path of
the current).

118j 5 Monolithic and Hybrid Spintronics



classical bits 0 and 1:

qubit ¼ a 0j iþ b 1j i
jaj2 þ jbj2 ¼ 1

ð5:14Þ

The coefficients a and b are complex numbers, and the phase relationship between
them is important. The �qubit� is the essential ingredient in the quantum Turing
machine first postulated by Deutsch to elucidate the nuances of quantum
computing [58].
The power of quantumcomputing accrues from two attributes: quantumparallelism

and entanglement. Consider two electrons whose spin polarizations are made bistable
by placing them in a magnetic field. If the system is classical, these two electrons can
encode only two bits of information: thefirst one can encode either 0 or 1 (downspin or
upspin), and the second one can do the same. By analogy,N number of electrons can
encode N bits of information, as long as the system is classical.
But now consider the situation when the spin states of the two electrons are

quantum mechanically entangled so that the two electrons can no longer be
considered separately, but rather as one coherent unit. In that case, there are four
possible states that this two-electron system can be in: both spins �up�; first spin �up�
and the second spin �down�; the first spin �down� and the second spin �up�; and
both spins �down�. The corresponding �qubit� can be written as:

qubit ¼ a ""j iþ b "#j iþ c #"j iþ d ##j i
jaj2 þ jbj2 þ jcj2 þ jdj2 ¼ 1

ð5:15Þ

Obviously, this system can encode four information states, as opposed to two.
By analogy, if N qubits can be quantum mechanically entangled, then the system
can encode 2N bits of information, as opposed to simply N. This becomes a major
advantage if N is large. Consider the situation when N¼ 300. There is no way in
which a classical computer can be built that can handle 2300 bits of information as
that number is larger than the number of electrons in the known universe. However,
if just 300 electrons could be taken and their spins entangled (a very tall order),
then 2300 bits of information could be encoded. Thus, entanglement bestows on a
quantum computer tremendous information-handling capability.
The above must not be misconstrued to imply that a quantum computer is a

�super-memory� that can store 2N bits of information in N physical objects such as
electrons. When a bit is �read�, it always collapses to either 0 or 1. In Eq. (5.17), the
probability that the qubit will be read as 0 is |a|2, and the probability that it will be
read as 1 is |b|2. As either a 0 or a 1 is always read, a quantum computer allows access
to nomore thanN bits of information. Thus, it is no better than a classical memory –
in fact, it is worse! Because of the probabilistic nature of quantum mechanics, a
stored bit will sometimes be read as 0 (with probability |a|2) and sometimes as 1
(with probability |b|2¼ 1 � |a|2). If repeated measurements are made of the stored
bits, the exact same result will never be achieved every time, and thus the quantum
system is not even a reliable memory.
The power of entanglement does not result in a super memory, but it is utilized in a

different way, and is exploited in solving certain types of problem super efficiently.
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Two well-known examples are Shor�s quantum algorithm for factorization [59] and
Grover�s quantum algorithm for sorting [60]. Factorization is an NP-hard problem,
but using Shor�s algorithm, the complexity can be reduced to P. Grover�s algorithm
for sorting has a similar advantage. Suppose that there is a need to sort an N-body
ensemble to find one odd object. By using the best classical algorithm, this will take
N/2 tries, but usingGrover�s algorithm it will take onlyHN tries. Thus, entanglement
yields super-efficient algorithms that can be executed in a quantum processor where
qubits are entangled. That is the advantage of quantum computing.

5.4.1
Quantum Parallelism

In classical computing, �parallelism� refers to theparallel (simultaneous) processingof
different information in different processors. Quantum parallelism refers to the
simultaneous processing of different information or inputs in the same processor.
This idea, due to Deutsch, refers to the notion of evaluating a function once on a
superposition of all possible inputs to the function to produce a superposition of
outputs. Thus, all outputs are produced in the time taken to calculate one output
classically.Of course, not all of these outputs are accessible since ameasurement on the
superposition state of theoutputwill produceonly oneoutput.However, it is possible to
obtain certain joint properties of the outputs [61], and that is a remarkable possibility.
Quantum parallelism may be illustrated with an example. Consider the situation

whenM inputs x1, x2, x3, . . . xM are provided to a computer, and their functions f(x1),
f(x2), . . . f(xM) are to be computed. The results are then fed to another computer to
calculate the functional F(f(x1), f(x2), . . . f(xM)).
With a classical computer, f(x1), f(x2), . . . f(xM) will be calculated serially, one after

the other. However, with a quantum computer, the initial state will be prepared as a
superposition of the inputs:

Ij i ¼ 1ffiffiffiffiffi
M

p ( x1j iþ x2j i þ . . . xMj i) ð5:16Þ

This input will then be fed to a quantum computer and allowed to evolve in time to
produce the output

Oj i ¼ 1ffiffiffiffiffi
M

p f (x1)j i þ f (x2)j i þ . . . f (xM)j ið Þ ð5:17Þ

The output |O> has been obtained in the time required to perform a single
computation. Now, if the functional F(f(x1), f(x2), . . . f(xM)) can be computed from
|O>, then a quantum computer will be extremely efficient. This is an example where
�quantum parallelism� can speed up the computation tremendously.
There are two questions, however. First, can the functional be computed from a

knowledge of the superposition of various f(xi) and not the individual f(xi)s? The
answer is �yes�, but for a small class of problems – the so-calledDeutsch–Josza class of
problems which can benefit from quantum parallelism. Second, can the functional
be computed correctly with unit probability? The answer is �no�. However, if the
answer obtained in the first trial is wrong (hopefully, the computing entity can
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distinguish right from wrong answers), then the experiment or computation is
repeated until the right answer is obtained. The probability of getting the right answer
within k iterations is (1 � pk) where p is the probability of getting the wrong answer
in any iteration. The mean number of times the experiment should be repeated to
get the correct answer is M2 � 2M � 2.
The following is an example of the Deutsch–Josza class of problems. For integer

0� x� 2L, given that the function fk(x)2 [0,1] has one of two properties – (i) either fk(x)
is independent of x; or (ii) one-half of the numbers fk(0), fk(1), . . . fk(2L� 1) are zero –

determine which type the function belongs to, using the fewest computational steps.
The most efficient classical computer will require L þ 1 evaluations whereas,

according to Deutsch and Josza, a quantum computer can solve this problem with
just two iterations.

5.4.2
Physical Realization of a Qubit: Spin of an Electron in a Quantum Dot

The all-important question that stirs physical scientists and engineers is: Which
system is most appropriate to implement a qubit? It must be one where the phase
relationship between the coefficients a and b in Eq. (5.17) are preserved for the
longest time. Charge has a small phase-coherence time which saturates to about 1 ns
as the temperature is lowered towards 0 Kbecause of coupling to zero pointmotion of
phonons [62]. Spin has a much longer phase-coherence time as it does not couple to
phonons efficiently. As a result, the phase-coherence time may not rapidly decrease
with increasing temperature.Measurements of the phase-coherence time (also called
the transverse relaxation time, or T2 time) in an ensemble of CdS quantum dots has
recently been shown actually to increase with increasing temperature [63]. It is
believed that this is because the primary phase relaxation mechanism for electron
spins in these quantumdots is hyperfine interactionswith nuclear spins. The nuclear
spins are increasingly depolarized with increasing temperature, and that leads to an
actual increase in the electron�s spin coherence time with increasing temperature.
Therefore, it is natural to encode a qubit by the coherent superposition of two spin
polarizations of an electron.
In 1996, the idea was proposed of encoding a �qubit� by the spin of an electron

in a quantum dot [42]. A simple spin-based �quantum inverter� was designed
which utilized two exchange-coupled quantum dots. This was not a universal
quantum gate, but relied on quantum mechanics to elicit the Boolean logic NOT
function. The spin of the electron was used as a qubit. To the present author�s
knowledge, this was the first instance where the spin of an electron in a quantum
dot was used to implement a qubit in a gate. This idea was inspired by single spin
logic and so in many ways SSL could be regarded as the progeny of spin-based
quantum computing.
Unlike SSL – which is purely classical and does not require �phase coherence� –

quantum computing relies intrinsically on phase coherence and is therefore much
more delicate.While the phase coherence of single spins canbe quite long, it is doubtful
that several entangled spins will have sufficiently long-lived phase coherence to allow a
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significant number of computational steps to be carried out, particularly when gate
operations are performed on them. At the time of writing, the realization of practical
scalable quantum processors based on electron spins appears to be decades away.

5.5
Conclusions

In this chapter, an attempt has been made to distinguish between the two
approaches to spintronics, namely �hybrid spintronics� and �monolithic
spintronics�. It is unlikely that the hybrid approach will bring about significant
advances in terms of energy dissipation, speed, or any othermetric. Themonolithic
approach, on the other hand, ismore difficult, but alsomore likely to producemajor
advances. The SSL idea revisited here is a paradigm thatmay begin to bear fruit with
themost recent advances inmanipulating the spins of single electrons in quantum
dots [64–71]. This is a classicalmodel and does not require the phase coherence that
is difficult to maintain in solid-state circuits. There is also no requirement to
�entangle� several bits, but rather a need to exchange-couple two bits pairwise.
Thus, SSL is much easier to implement than quantum processors based on single
electron spins.
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6
Organic Transistors
Hagen Klauk

6.1
Introduction

Organic transistors are metal-insulator-semiconductor (MIS) field-effect transistors
(FETs) in which the semiconductor is not an inorganic crystal, but a conjugated
organicmaterial. The fact that organic materials can be semiconductorsmay initially
surprise, as most organic materials encountered today are excellent insulators. The
fundamental property that leads to electrical conduction in carbon-based solids is
conjugation – that is, the presence of alternating single and double bonds between
neighboring carbon atoms (see Figure 6.1). Conjugation results in the delocalization
of the p-electrons over the entire molecule – or at least over the conjugated portion of
themolecule – and this allows electronic charge to be transported along themolecule.
Electrical conductivity in conjugated organic materials has been studied for a

century, yet a complete picture of the charge transport physics in organics is still
evolving. A central observation is that the intermolecular bonds in organic solids are
not covalent bonds, but much weaker van der Waals interactions. As a consequence,
electronic states are not delocalized over the entire solid, but are localized to a single
molecule (or the conjugated portion of the molecule). Charge transport through
organic solids is therefore limited by trapping in localized states, and likely involves
some form of hopping between molecules. This means that the carrier mobilities in
organic semiconductors are expected to be much smaller than the mobilities
in inorganic semiconductor crystals.
In fact, carrier mobilities observed in organic solids vary greatly depending on the

choice of material, its chemical purity, and the degree of molecular order in the solid
(which determines the orbital overlap between neighboring molecules). Semicon-
ducting polymers that arrange in amorphous films when prepared from solution
usually have room-temperaturemobilities in the range of 10� 6 to 10� 3 cm2V� 1 s� 1.
(For comparison, the carrier mobilities in single-crystalline silicon are near
103 cm2V� 1 s� 1.) Through molecular engineering, improved purification, and
better control of the film deposition (so that charges can be transferred more easily
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between molecules), the mobilities of conjugated polymers can be increased to about
0.5 cm2V� 1 s� 1. Small-molecule materials, on the other hand, often spontaneously
arrange themselves into semicrystalline films when deposited by vacuum sublima-
tion, and this results in room-temperature mobilities as large as 7 cm2V� 1s�1.
Reports on carefully prepared single crystals of ultrapurified naphthalene suggest
that mobilities at cryogenic temperatures can be as large as 400 cm2V�1 s� 1 [1].
It is generally agreed that no single transport model can account for this wide a

range of observed mobilities. Also, the temperature dependence of the mobility can
be quite different for different organic materials, and in some cases different
temperature-dependent mobility behavior has been observed even for the same
organic material. Consequently, several different models for charge transport in
organics have been proposed.
The model of variable-range hopping (VRH) assumes that carriers hop between

localized electronic states by tunneling through energy barriers, and that the
probability of a hopping event is determined by the hopping distance and by the
energy distribution of the states. Specifically, carriers either hop over short distances
with large activation energies, or over long distances with small activation energies.
Since the tunneling is thermally activated, the mobility increases with increasing
temperature. With increasing gate voltage, carriers accumulated in the channel fill
the lower-energy states, thus reducing the activation energy and increasing the
mobility. As Vissenberg and Matters have shown [2], the tunneling probability
depends heavily on the overlap of the electronic wave functions of the hopping
sites, which is consistent with the observation that the carriermobility is significantly
greater in materials with a larger degree of molecular ordering. Thus, the mobility is
dependent on temperature, gate voltage, andmolecular ordering (seeFigure 6.2). The
variable-range hopping model is usually discussed in the context of low-mobility
amorphous semiconductor films (with room-temperature mobility less than about
10�2 cm2V�1 s�1).
The multiple trapping and release (MTR) model adapted for organic transistors by

GillesHorowitz and coworkers [3] is based on the assumption thatmost of the charge
carriers in the channel are trapped in localized states, and that carriers cannot move
directly from one state to another. Instead, carriers are temporarily promoted to an

Figure 6.1 The concept of delocalized electrons
in a conjugatedmolecule. (a) The carbon–carbon
and carbon–hydrogen s bonds in benzene. (b)
The porbital on each carbon canoverlapwith two
adjacent p orbitals. (c) The clouds of electrons
above and below the molecular plane. (d) The

electrostatic potential map of benzene, showing
that all the carbon–carbon bonds have the same
electron density. (Figure adapted from: P. Y.
Bruice, Organic Chemistry, Pearson Education,
Upper Saddle River, NJ, USA.)
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extended-state band in which charge transport occurs. The number of carriers
available for transport then depends on the difference in energy between the trap
level and the extended-state band, as well as on the temperature and on the gate
voltage (see Figure 6.3). TheMTRmodel is generally considered to apply tomaterials
with a significant degree ofmolecular ordering, such as polycrystallinefilms of small-
molecule and certain polymeric semiconductors – that is, to materials which show
room-temperature mobilities approaching or exceeding 0.1 cm2V�1 s�1. Carrier
mobilities this large are not easily explained in the framework of the VRH model.
On the other hand, the existence of an extended-state transport band in organic
semiconductors as postulated by the MTR model is still the subject of debate.

Figure 6.3 Temperature-dependent and gate voltage-dependent
carrier mobility in a vacuum-deposited polycrystalline
dihexylsexithiophene (DH6T) film. (Reproduced with permission
from Ref. [3].)

Figure 6.2 Temperature-dependent and gate voltage-dependent
carrier mobility in a disordered polythienylenevinylene (PTV) film
and in a solution-processed pentacene film. (Reproduced with
permission from Ref. [2].)
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6.2
Materials

Organic semiconductors essentially are available as two types: conjugated polymers
and conjugated small-molecule materials. The prototypical semiconducting polymer is
polythiophene (Figure 6.4a). While genuine polythiophene is insoluble and thus
difficult to deposit in the form of thinfilms, alkyl-substituted polythiophenes, such as
poly(3-hexylthiophene) (P3HT) (Figure 6.4b) have excellent solubility in a variety of
organic solvents, and thin films are readily prepared by spin-coating, dip-coating,
drop-coating, screen printing, or inkjet printing. Polythiophene was one of the first
polymers to be used for organic transistors [4, 5], and remains one of the most
popular semiconductors in organic electronics.
Generic polythiophenes usually form amorphous films with virtually no long-

range structural order, very short p-conjugation length, and consequently poor
mobilities, typically below 10�3 cm2V�1 s�1. Obtaining usefully large mobilities in
the polythiophene system requires highly purified derivatives which have been
specifically synthesized to allow the molecules to self-organize into crystalline
structures with a high degree of molecular order. An early example of such an
engineered polythiophene is regioregular (RR) head-to-tail (HT) P3HT, initially
synthesized by McCullough and coworkers in 1993 [6] and first employed for
transistor fabrication by Bao and colleagues in 1996 [7]. In RR-HT-P3HT, the strong
interactions between the regularly oriented alkyl side chains lead to a three-dimen-
sional (3-D) lamellar structure in which the thienylene moieties along the polymer
backbone are held in coplanarity (see Figure 6.5). The coplanarity of the thienylene
moieties greatly increases the extent of p-conjugation, one consequence of which is a
substantially increased carrier mobility (0.05 to 0.1 cm2V�1 s�1) compared with
regiorandom P3HT (less than 10�3 cm2V�1 s�1).
The microstructure of regioregular P3HT, its dependence on the degree of

regioregularity, molecular weight, and deposition conditions, and the relationship
between microstructure and carrier mobility, has been studied in detail by Sirrin-
ghaus and coworkers [8]. These authors found that the orientation of the microcrys-
talline lamellar domains with respect to the substrate surface is influenced by
the molecular weight (i.e. the average polymer chain length), by the degree of

Figure 6.4 The chemical structures of polythiophene (left) and
poly(3-hexylthiophene) (P3HT) (right).
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regioregularity, and by the deposition conditions (i.e. whether the film formation
occurred quickly or slowly). The formation of ordered lamellae leads to a substantial
overlap of the p-orbitals of neighboring molecules, but only in the direction
perpendicular to the lamella plane. As a result, charge carrier transport and mobility
in ordered P3HTfilms is highly anisotropic. Infield-effect transistors (FETs), current
flows parallel to the substrate, so the orientation of the lamellae with respect to the
substrate surface is critical for the electrical performance of the transistors. Sirrin-
ghaus et al. were able to show that the transistor-friendly orientation of the lamellae
(shown in Figure 6.6a) can be induced by selecting a polymer with a high degree of
regioregularity (see Figure 6.6b) and, to a lesser extent, by choosing deposition
conditions that favor a slow crystallization of the film.
Unfortunately, the large extent of p-conjugation in regioregular P3HTalso leads to

a significantly reduced ionization potential that makes the material very susceptible
to photoinduced oxidation. This explains the commonly observed instability of P3HT
transistors when operated in ambient air without encapsulation. A successful
route to environmentally more stable self-organizing, high-mobility polythiophene
derivatives was devised by Ong and coworkers [9]. This group recognized that the
strategic placement of unsubstituted moieties along the polymer backbone and
the resulting torsional deviations from coplanarity would reduce the effective
p-conjugation length sufficiently to increase the ionization potential (and thus greatly
improve oxidation resistance and environmental stability) while compromising the
mobility only slightly, if at all. One particularly successful material which has
emerged from this line of study is poly(3,30 0 00-didodecylquaterthiophene), better

Figure 6.5 Schematic representation of regiorandom P3HT (left) and regioregular P3HT (right).
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known as PQT-12 (see Figure 6.7). PQT-12 has shown air-stable carrier mobilities as
large as 0.2 cm2V� 1 s� 1, and has been employed successfully in the fabrication of
functional organic circuits and displays.
To further improve the performance and stability of alkyl-substituted polythio-

phenes, researchers at Merck Chemicals incorporated thieno[3,2-b]thiophene moie-
ties into the polymer backbone [10] (see Figure 6.8). The effect of this is two-fold:

. Thedelocalizationofcarriers fromthe fusedaromaticunit is less favorable than from
a single thiophene unit, so the effective p-conjugation length is further reduced and
the ionization potential becomes even larger than for polyquaterthiophene.

. The rotational invariance of the thieno[3,2-b]thiophene in the backbone
promotes the formation of highly ordered crystalline domains with an extent not
previously seen in semiconducting polymers. The molecular ordering is induced
by annealing the spun-cast films in their liquid-crystalline phase and subsequent
crystallization upon cooling. Carrier mobilities of 0.5 cm2V� 1 s� 1 have been
reported.

Figure 6.6 Left: Upon deposition on a flat substrate, regioregular
poly(3-hexylthiophene) (P3HT) forms ordered lamellar domains,
the orientation of which depends on the degree of regioregularity,
molecular weight, and deposition conditions. Right: Relationship
between the degree of regioregularity (quantified as the head-to-
tail ratio) and the carrier mobility of P3HT transistors.
(Reproduced with permission from Ref. [8].)
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Among the small-molecule organic semiconductors, the most widely studied
systems include pentacene, sexithiophene, copper phthalocyanine, and the fullerene
C60 (see Figure 6.9). Many small-molecule materials are insoluble in common
organic solvents, but they often can be conveniently deposited using vacuum-
depositionmethods, such as thermal evaporation or organic vapor-phase deposition.
In most cases, small-molecule organic semiconductors readily self-organize into
semicrystalline films with a significant degree of molecular order (see Figure 6.10).

Figure 6.7 Left: Chemical structure of poly(3,30 0 0 0-
didodecylquaterthiophene) (PQT-12). Right: A schematic
representation of the lamellar p-stacking arrangement.
(Reproduced with permission from Ref. [9].)

Figure 6.8 The chemical structure of poly(2,5-bis(3-alkylthiophen-
2-yl)thieno[3,2-b]thiophene (PBTTT).

Figure 6.9 Chemical structures of pentacene (top left),
sexithiophene (bottom left), copper phthalocyanine (center),
and the fullerene C60 (right).
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The use of vacuum-grown films of conjugated small-molecule materials for
organic transistors was pioneered during the late 1980s by Madru and Clarisse
(using metal phthalocyanines [11, 12]) and by Horowitz and Garnier (using oli-
gothiophenes [13, 14]). Initial carrier mobilities were around 10�3 cm2V�1 s�1, but
these quickly improved to about 0.1 cm2V�1 s�1. In 1996, Jackson predicted and
demonstrated that the carrier mobility of many organic semiconductors could
be substantially improved by growing the films on low-energy surfaces [15, 16].
Inorganic dielectrics, such as silicon dioxide, are usually characterized by large
surface energies favoring two-dimensional (2-D) growth of the first organic layer.
Two-dimensional film growth typically results in large crystalline grains, and it was
long believed that this was desirable to achieve good transistor performance. The
surface energy of inorganic dielectrics is readily reduced by covering the surface with
a self-assembled monolayer (SAM) of a methyl-terminated alkylsilane, such as
octadecyltrichlorosilane (OTS). Organic film growth on low-energy SAM surfaces
is distinctly three-dimensional, with much smaller grains and significantly more
grain boundaries, yet the transistor mobilities were found to be significantly larger
(by as much as an order of magnitude) compared with the large-grain films on high-
energy surfaces. One explanation for this apparent discrepancy is that 2-D growth
results in voids between disconnected grains, reducing the effective channel width
of the transistor, and that such voids are efficiently filled when 3-D growth is
favored [17, 18]. Carrier mobilities on high-energy surfaces (such as bare oxides)
peak around 0.5 cm2V�1 s�1, while mobilities on low-energy surfaces (SAM-treated
oxides or polymer dielectrics) have reached 1 cm2V�1 s�1 for alkyl-substituted
oligothiophenes [19] and 5 cm2V�1 s�1 for pentacene [20–22].
An interesting alternative to solution-processed polymers and vacuum-grown

small-molecules was developed by Herwig and M€ullen during the early 1990s in
the form of solution-deposited pentacene [23]. The initial rationale was to combine
the best of two worlds – that is, the simplicity of solution-processing with the
large carrier mobility of pentacene. Herwig and M€ullen (and later Afzali and
coworkers [24]; see Figure 6.11) synthesized a soluble pentacene precursor that was

Figure 6.10 Pentacene self-organizes into an edge-to-face, or
herringbone structure, forming semicrystalline films when
deposited by evaporation onto amorphous substrates (left part of
figure from: J. E. Anthony et al., Engineered pentacenes, in:
Organic Electronics, Wiley-VCH, 2006.)
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spin-coated and subsequently converted to pentacene at elevated temperature. Carrier
mobilities for thermally converted pentacene are between 0.1 and 1 cm2V�1 s�1,
depending on the conversion temperature (130 to 200 �C).
The concept of solution-processable, high-mobility, small-molecule organic

semiconductors was further developed by Anthony and colleagues, who
designed and synthesized a number of soluble pentacene and anthradithiophene
derivatives that do not require chemical conversion after deposition. Two examples –
triisopropylsilyl (TIPS) pentacene and triethylsilyl (TES) anthradithiophene – are
shown in Figure 6.12 [25]. In addition to providing solubility in common organic
solvents, the functionalization of pentacene and anthradithiophene at the center
rings can be utilized to strategically tune the molecular packing in the solid state in
order to induce p-stacking with reduced intermolecular distances. With optimized
solution-deposition, carrier mobilities as large as 3 cm2V�1 s�1 have been achieved
with these materials [26–28].
Organic transistors prepared with any of the semiconductors discussed so far

operate efficiently only as p-channel transistors; that is, the drain currents in these

Figure 6.11 Synthesis of a soluble pentacene precursor and
thermally induced conversion of the precursor to pentacene.
(Reproduced with permission from Ref. [24].)

Figure 6.12 Left: Triisopropylsilyl (TIPS) pentacene. Right: Triethylsilyl (TES) anthradithiophene.
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transistors are almost exclusively due to positively charged carriers. Currents due to
negatively charged carriers are almost always extremely small in thesematerials, and
often too small to be measurable, even when a large positive gate potential is applied
to induce a channel of negatively charged carriers. Several explanations for the highly
unbalanced currents have been suggested. One explanation is that the difference in
mobility between the two carrier types is very large, due either to different scattering
probabilities or perhaps to different probabilities for charge trapping, either at grain
boundaries within the film or at defects at the dielectric interface [29, 30]. Another
explanation is that charge injection from the contacts is highly unbalanced due to
different energy barriers for positively and negatively charged carriers.
Interestingly, there are a number of organic semiconductors that show

usefully large mobilities for negatively charged carriers. These materials include
perfluorinated copper phthalocyanine (F16CuPc), a variety of naphthalene and
perylene tetracarboxylic diimide derivates, fluoroalkylated oligothiophenes, and the
fullerene C60. The carrier mobilities measured in n-channel FETs based on these
materials are in the range of 0.01 to 1 cm2V�1 s�1. Some of these materials are very
susceptible to redox reactions and thus have poor environmental stability. For
example, C60 shows mobilities as large as 5 cm2V�1 s�1 when measured in ultra-
high vacuum [31, 32], but when exposed to air the mobility drops rapidly by as many
as four or five orders of magnitude. Similar degradation has been reported for some
naphthalene and perylene tetracarboxylic diimide derivatives [33, 34]. Other materi-
als, in particular F16CuPc [35], have been found to be very stable in air, although the
exactmechanisms that determine the degree of air stability are still unclear. Air-stable
n-channel organic FETs with carrier mobilities as large as 0.6 cm2V�1 s�1 [36] have
been reported.

6.3
Device Structures and Manufacturing

From a technological perspective, the most useful organic transistor implementa-
tion is the thin-film transistor (TFT). The TFT concept was initially proposed and
developed by Weimer during the 1960s for transistors based on polycrystalline
inorganic semiconductors, such as evaporated cadmium sulfide [37]. The idea was
later extended to TFTs based on plasma-enhanced chemical-vapor deposited
(PECVD) hydrogenated amorphous silicon (a-Si:H) TFTs [38]. Today, a-Si:H TFTs
are widely employed as the pixel drive devices in active-matrix liquid-crystal
displays (AMLCDs) which accounted for $50 billion in global sales in 2005. Organic
TFTs were first reported during the 1980s [4, 39]. To produce an organic TFT, the
organic semiconductor and othermaterials required (gate electrode, gate dielectric,
source and drain contacts) are deposited as thin layers on the surface of an
electrically insulating substrate, such as glass or plastic foil. Depending on the
sequence in which thematerials are deposited, three organic TFTarchitectures can
be distinguished, namely inverted staggered, inverted coplanar, and top-gate (see
Figure 6.13).
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Each of these structures has certain advantages and disadvantages:

. The inverted coplanar architecture allows for the use of photolithography or
solution-based printing to pattern source and drain contacts with high resolution
and short contact spacing, without exposing the organic semiconductor to poten-
tially harmful process chemicals such as organic solvents, photoresists, and
etchants [40]. However, as the contacts in organic transistors are not easily doped,
the coplanar structure is often associated with larger contact resistance compared
with the staggered architecture [41].

. The inverted staggered TFT structure is usually implemented by evaporating the
source/drain metal through a shadow mask (also called an aperture or stencil
mask). In this way, the organic semiconductor is not exposed to process chemicals,
and the contact resistance can be quite low, as the entire area underneath the
contacts is available for charge injection, though with shadow masks it is more
difficult to reduce the channel length reliably below about 10mm.

. For the top-gate structure the source and drain contacts can be patterned with high
resolution prior to the deposition of the semiconductor, and the contact resistance
can be as low as for the inverted staggered architecture. However, the deposition of
a gate dielectric and a gate electrode on top of the semiconductor layer means that
great care must be exercised to avoid process-induced degradation of the organic
semiconductor, and the possibility of material mixing at the semiconductor/
dielectric interface must be taken into account.

A variety of methods exists for the deposition and patterning of the individual
layers of the TFT. For example, gate electrodes and source and drain contacts are often
made using vacuum-deposited inorganic metals. Non-noble metals, such as alumi-
num or chromium, are suitable for the gate electrodes in the inverted device

Figure 6.13 Schematic cross-sections of the (a) inverted
staggered, (b) inverted coplanar, and (c) top-gate organic TFT
structures.
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structures, as thesemetals have excellent adhesion on glass substrates. Noble metals
(most notably gold) are a popular choice for the source anddrain contacts, as they tend
to give lower contact resistance than other metals. The metals are conveniently
deposited by evaporation in vacuum and can be patterned either by photolithography
and etching or lift-off, by lithography using an inkjet-printed wax-based etch
resist [42], or simply by deposition through a shadow mask [43].
An alternative to inorganicmetals are conducting polymers, such as polyaniline and

poly(3,4-ethylenedioxythiophene):poly(styrene sulfonic acid) (PEDOT:PSS; see
Figure 6.14). These are chemically doped conjugated polymers that have electrical
conductance in the rangebetween0.1 and1000 S cm� 1. Theway inwhich continuous
advances in synthesis and material processing have improved the conductivity of
Baytron� PEDOT:PSS over the past decade is shown in Figure 6.15. Unlike inorganic
metals, conducting polymers can be processed either from organic solutions or from
aqueousdispersions, so gate electrodes and source anddrain contacts fororganicTFTs
can be prepared by spin-coating and photolithography [44], or by inkjet-printing [45].
One important aspect in organic TFT manufacturing is the choice of the gate

dielectric. Depending on the device architecture (inverted or top-gate), the dielectric
material and the processing conditions (temperature, plasma, organic solvents, etc.)

Figure 6.14 Left: Polyaniline. Right: Poly(3,4-
ethylenedioxythiophene) (PEDOT) and poly
(styrene sulfonic acid) PSS.

Figure 6.15 Improvements in the electrical conductivity of the
conducting polymer PEDOT:PSS. (Adapted from a graph kindly
provided by Stephan Kirchmeyer, H. C. Starck, Leverkusen,
Germany.)
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must be compatible with the previously deposited device layers and with the
substrate. For example, chemical-vapor-deposited (CVD) silicon oxide and silicon
nitride – which are popular gate dielectric materials for inorganic (amorphous or
polycrystalline silicon) TFTs – may not be suitable for use on flexible polymeric
substrates, as the high-quality growth of these films often requires temperatures that
exceed the glass transition temperature of many polymeric substrate materials.
The thickness of the gate dielectric layer is usually a compromise between the

requirements for large gate coupling, low operating voltages, and small leakage
currents. Large gate coupling (i.e. a large dielectric capacitance) means that
the transistors can be operated with low voltages, which is important when the
TFTs are used in portable or handheld devices that are powered by small batteries or
by near-field radio-frequency coupling, for example. Also, a large dielectric capaci-
tance ensures that the carrier density in the channel is controlled by the gate and not
by the drain potential, which is especially critical for short-channel TFTs. One way to
increase the gate dielectric capacitance is to employ a dielectric with larger permit-
tivity e (C¼ e/t).However, as Veres [46], Stassen [47], andHulea [48] have pointed out,
the carrier mobility in organic field effect transistors is systematically reduced as
the permittivity of the gate dielectric is increased, presumably due to enhanced
localization of carriers by local polarization effects (see Figure 6.16).
Alternatively, low-permittivity dielectrics with reduced thickness or thinmultilayer

dielectrics with specifically tailored properties may be employed. The greatest
concern with thin dielectrics is the inevitable increase in gate leakage due to defects
and quantum-mechanical tunneling as the dielectric thickness is reduced. A number
of promising paths towards high-quality thin dielectricswith low gate leakage for low-
voltage organic TFTs have recently emerged. One such approach is the anodization of
aluminum, which has resulted in high-quality aluminum oxide films thinner than
10 nm providing a capacitance around 0.4mFcm� 2. Combined with an ultra-thin
molecular SAM, such dielectrics can provide sufficiently low leakage currents to
allow the fabrication of functional low-voltage organic TFTs with large carrier

Figure 6.16 Relationship between the permittivity of the gate
dielectric and the carriermobility in the channel. (Reproducedwith
permission from Ref. [47].)
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mobility [49]. Another path is the use of very thin crosslinked polymer films prepared
by spin-coating [50, 51]. With a thickness of about 10 nm, these dielectrics provide
capacitances as large as 0.3mFcm� 2 and excellent low-voltage TFT characteristics.
Finally, the use of high-quality insulating organic SAMs or multilayers provides a
promising alternative [52–54]. Suchmolecular dielectrics typically have a thickness of
2 to 5 nm and a capacitance between 0.3 and 0.7mFcm� 2, depending on the number
and structure of the molecular layers employed, and they allow organic TFTs to
operate with voltages between 1 and 3V.

6.4
Electrical Characteristics

Like silicon metal-oxide-semiconductor-field-effect-transistors (MOSFETs), organic
TFTs are metal-insulator-semiconductor FETs in which a sheet of mobile charge
carriers is induced in the semiconductor by applying an electric field across the gate
dielectric. SiliconMOSFETs normally operate in inversion – that is, the drain current
is due to minority carriers generated by inverting the conductivity at the semicon-
ductor/dielectric interface from p-type to n-type (for n-channel MOSFETs) or from
n-type to p-type (for p-channel MOSFETs). The contact regions of silicon MOSFETs
are heavily doped so that minority carriers are easily injected at the source and
extracted at the drain, while the undesirable flow of majority carriers from drain to
source is efficiently blocked by a space charge region.
Organic TFTs typically utilize intrinsic semiconductors. Positively charged carriers

are accumulated near the dielectric interface when a negative gate-source voltage is
applied, or negative charges are accumulated with a positive gate bias. Source and
drain are usually implemented by directly contacting the intrinsic semiconductor
with a metal. Depending on the choice of materials for the semiconductor and the
metal, organic TFTs may operate as p-channel, n-channel, or ambipolar transistors.
In p-channel and n-channel TFTs, the transport of one type of carrier is far more
efficient than that of the other carrier type, either because the semiconductor/metal
contacts greatly favor the injection or extraction of one carrier type over the other, or
because the mobilities in the semiconductor are very different (perhaps due to
different trapping rates), or because the electronic properties of the semiconductor/
dielectric interface allow the accumulation of only one type of carrier, but not the
other. In ambipolar organic TFTs the injection and transport of both positive and
negative carriers is possible and both carrier types contribute to the drain current.
Despite the fact that the transport physics in organic transistors is different from

that in silicon MOSFETs, the current–voltage characteristics can often be described
with the same formalism:

ID ¼ mCdielW
L

(VGS �V th)VDS � V2
DS

2

� �
for jVGS �V thj>jVDSj ð6:1Þ

ID ¼ mCdielW
2L

(VGS �V th)
2 for jVDSj>jVGS �V thj>0 ð6:2Þ
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Equation (6.1) describes the relationship between the drain current ID, the gate-
source voltage VGS and the drain-source voltage VDS in the linear regime, while
Eq. (6.2) relates ID, VGS and VDS in the saturation regime. Cdiel is the gate dielectric
capacitance per unit area,m is the carriermobility,W is the channel width, and L is the
channel length of the transistor. For silicon MOSFETs, the threshold voltage Vth is
defined as the minimum gate-source voltage required to induce strong inversion.
Although this definition cannot strictly be applied to organic TFTs, the concept is
nonetheless useful, as the threshold voltage conveniently marks the transition
between the different regions of operation.
Figure 6.17 shows the current–voltage characteristics of an organic TFT that

was manufactured on a glass substrate using the inverted staggered device structure
(see Figure 6.13a) with a thin layer of vacuum-evaporated pentacene as the semicon-
ductor, a self-assembled monolayer gate dielectric, and source/drain contacts
prepared by evaporating gold through a shadow mask [54]. The device operates
as a p-channel transistor with a threshold voltage of � 1.2 V. By fitting the
current–voltage characteristics to Eqs. (6.1) or (6.2), the carrier mobility m can be
estimated; for this particular device it is about 0.6 cm2V� 1 s� 1 (Cdiel¼ 0.7mFcm� 2,
W¼ 100mm, L¼ 30mm).
Equations (6.1) and (6.2) describe the drain current for gate-source voltages above

the threshold voltage. Below the threshold voltage there is a region in which the drain
current depends exponentially on the gate-source voltage. This is the subthreshold
region; for the TFT in Figure 6.17 it extends between about � 0.5 V and about � 1V.
Within this voltage range the drain current is due to carriers that have sufficient
thermal energy to overcome the gate-controlled barrier near the source and mainly
diffuse, rather than drift, to the drain:

ID ¼ I0exp
qjVGS �V thj

nkT

� �
for VGS between V th and VSO ð6:3Þ

The slope of the log(ID) versusVGS curve in the subthreshold region is determined
by the ideality factor n and the temperature T (q is the electronic charge, k is

Figure 6.17 The electrical characteristics of a p-channel pentacene TFT.
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Boltzmann�s constant, and VSO is the switch-on voltage whichmarks the gate-source
voltage at which the drain current reaches aminimum [55]). It is usually quantified as
the inverse subthreshold slope S (also called subthreshold swing):

S ¼ qVGS

q(log10ID)
¼ nkT

q
ln10 ð6:4Þ

The ideality factor n is determined by the density of trap states at the semiconductor/
dielectric interface, Nit, and the gate dielectric capacitance, Cdiel:

n ¼ 1þ qN it

Cdiel
ð6:5Þ

S ¼ kT
q
ln10 1þ qN it

Cdiel

� �
ð6:6Þ

When Nit/Cdiel is small, the ideality factor n approaches unity. Silicon MOSFETs
often come close to the ideal room-temperature subthreshold swing of 60mV per
decade, as the quality of the Si/SiO2 interface is very high. In organic TFTs the
semiconductor/dielectric interface is typically of lower quality, and thus the
subthreshold swing is usually larger. The TFT in Figure 6.17 has a subthreshold
swing of 100mVdec� 1, fromwhich an interface trap density of 3� 1012 cm� 2 V� 1

is calculated.
The subthreshold region extends between the threshold voltageVth and the switch-

on voltage VSO. Below the switch-on voltage (� 0.5 V for the TFT in Figure 6.17) the
drain current is limited by leakage through the semiconductor, through the gate
dielectric, or across the substrate surface. This off-state current should be as small as
possible. TheTFT inFigure 6.17 has an off-state current of 0.5 pA,which corresponds
to a on off-state resistance of 3 TW.
To predict an upper limit for the dynamic performance of the transistor, it is useful

to calculate the cut-off frequency [56]. This is the frequency at which the current gain
is unity, and is determined by the transconductance and the gate capacitance:

f T ¼ gm
2pCgate

ð6:7Þ

The transconductance gm is defined as the change in drain current with respect to
the corresponding change in gate-source voltage:

gm ¼ qID
qVGS

ð6:8Þ

Thus, the transconductance can be extracted from the current–voltage character-
istics; for the pentacene TFT in Figure 6.17 the transconductance is about 2mS at
VGS¼ � 2.5 V. The transconductance is related to the other transistor parameters as
follows:

gm ¼ mCdielW
L

VDS in the linear regime ð6:9Þ
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gm ¼ mCdielW
L

(VGS �V th) in the saturation regime ð6:10Þ

The gate capacitanceCgate is the sumof the intrinsic gate capacitance (representing
the interaction between the gate and the channel charge) and the parasitic gate
capacitances (including the gate/source overlap capacitances and any fringing
capacitances). For the transistor in Figure 6.17 the total gate capacitance is estimated
to be about 30 pF, so the cut-off frequency will be on the order of 10 kHz.
The current–voltage characteristics of an n-channel TFT based on perfluorinated

copper phthalocyanine (F16CuPc) are shown in Figure 6.18 [54]. It has a threshold
voltage of � 0.2 V, a switch-on voltage of � 0.8 V, an off-state current of about 5 pA,
and a carrier mobility of about 0.02 cm2V� 1 s� 1 (Cdiel¼ 0.7mFcm� 2, W¼ 1000
mm, L¼ 30mm). The transconductance is about 0.8mS at VGS¼ 1.5 V and the gate
capacitance is about 300 pF, so the TFTwill have a cut-off frequency of about 500Hz.
The availability of both p-channel and n-channel organic TFTs makes the imple-

mentation of organic complementary circuits possible. From a circuit design
perspective, complementary circuits are more desirable than circuits based only on
one type of transistor, as complementary circuits have smaller static power dissipa-
tion and greater noise margin [54]. The schematic and electrical characteristics of an
organic complementary inverter with a p-channel pentacene TFT and an n-channel
F16CuPc TFT are shown in Figure 6.19.
In a complementary inverter the p-channel FET is conducting only when the input

is low (Vin¼ 0V), while the n-channel FET is conducting only when the input is high
(Vin¼VDD). Consequently, the static current in a complementary circuit is essentially
determined by the leakage currents of the transistors and can be very small (less than
100 pA for the inverter in Figure 6.19). As a result, the output signals in the steady
states are essentially equal to the rail voltages VDD and ground. During switching
there is a brief period when both transistors are simultaneously in the low-resistance
on-state and a significant currentflowsbetween theVDD andground rails. Thus,most
of the power consumption of a complementary circuit is due to switching, while the
static power dissipation is very small.

Figure 6.18 The electrical characteristics of an n-channel F16CuPc TFT.
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The dynamic performance of the inverter is limited by the slower of the two
transistors, in this case the n-channel F16CuPc TFT. Figure 6.20 shows, in graphical
from, the inverter�s response to a square-wave input signal with an amplitude of 2V
and a frequency of 500Hz – that is, the cut-off frequency of the F16CuPc TFT.
To allow organic circuits to operate at higher frequencies, it is necessary to increase

the transconductance and reduce theparasitic capacitances. Fromamaterials point of
view, this can be done by developing new organic semiconductors that provide larger
carrier mobilities [36]. Ideally, the carrier mobilities of the p- and n-channel TFTs
should be similar. From amanufacturing point of view, the critical dimensions of the
devices must be reduced – that is, the channel length and overlap capacitances must
be made smaller. However, as the channel length of organic TFTs is reduced, the

Figure 6.19 (a) Schematic, (b) actual photographic image and (c)
transfer characteristics of an organic complementary inverter
based on a p-channel pentacene TFT and an n-channel F16CuPc
TFT.

Figure 6.20 Response of an organic complementary inverter to a
square-wave input signal with an amplitude of 2 V and a frequency
of 500Hz. Both TFTs have a channel length of 30mm.
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transconductance does not necessarily scale as predicted by Eqs. (6.9) and (6.10). The
main reason for this is that the contact resistance in organic TFTs can be very large, as
the contacts are typically not doped. Consequently, as the channel length is reduced,
the drain current becomes increasingly limited by the contact resistance (which is
independent of channel length), rather than by the channel resistance. This is shown
in Figure 6.21 for pentacene TFTs in the inverted staggered configuration and in the
inverted coplanar configuration, both with channel length ranging from 50mm to
5mm and all with a channel width of 100mm.
For long channels (L¼ 50mm), where the effect of the contact resistance on the

TFT characteristics is small, the transconductance is similar for both technologies
(gm� 1mS; m� 0.5 cm2V�1 s�1). The difference between the two devices configura-
tions becomes evident when the channel length is reduced. For the coplanar TFTs the
potential benefit of channel length scaling is largely lost due to the significant contact
resistance (�5� 104W� cm). The staggered configuration offers significantly smaller
contact resistance (�103W� cm), as the area available for charge injection from the
metal into the carrier channel is larger (given by the gate/contact overlap area), and as
a result the transconductance for short channels (5mm) is significantly larger in the
case of the staggered TFTs (7mS versus 2mS). The staggered TFT with a channel
length of 5mm and a transconductance of 7mS has a total gate capacitance of about
5 pF, so the cut-off frequency is estimated to be on the order of 200 kHz (at an
operating voltage in the range of 2–3V).

6.5
Applications

Unlike single-crystal silicon transistors, organic TFTs can be readily fabricated
on glass or flexible plastic substrates, and this makes them useful for a variety of

Figure 6.21 Transconductance as a function of channel length for
two series of pentacene TFTs (top: inverted staggered
configuration; bottom: inverted coplanar configuration). The
channel width is 100mm.
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large-area electronic applications, such as active-matrix flat-panel displays. In an
active-matrix display, each of the pixels is individually controlled (and electrically
isolated from the rest of the display) by a TFT circuit in order to reduce undesirable
cross-talk and to increasefidelity and color depth. In active-matrix displays that utilize
voltage-controlled display elements, such as a liquid crystal or an electrophoretic cell,
each pixel circuit consists simply of a single TFT; in this case the displaymatrix has as
many TFTs as it has pixels. If the display employs a current-controlled electro-optical
device, such as a light-emitting diode, a more complex TFTcircuit with two or more
TFTs must be implemented in each pixel.
Figure 6.22 shows the circuit schematic of an active-matrix liquid-crystal display

(AMLCD). The display is operated by applying a select voltage to one of the rows in
order to switch all TFTs in that row to the low-resistance on-state. (All other rows are
held at a lower potential that keeps the TFTs in these rows in the high-resistance off-
state.) Data voltages that correspond to the desired brightness levels for each of
the pixels in the selected row are then applied to each of theN columns. This charges
the capacitors in the selected row to the applied data voltage. The time required to
charge the capacitors (tselect) is determined by the on-state resistance of the TFTs, by
the capacitances of the storage capacitor (CS), the liquid crystal cell (CLC) and the data
lines, and by themaximum allowed deviation from the target voltage. Once the select
voltage is removed, the capacitors are isolated and the charge is retained in the pixels.
In thismanner all rows are addressed one by one, and all pixel capacitors are charged
to the desired voltage. The time required to sequentially address allM rows, and thus
update the entire display, is the frame time, tframe¼M�tselect.
In order to avoid visible flicker, the display informationmust be updated at least 50

times per second – that is, tframe must be about 20ms, or less. If a pixel capacitance
(CS þ CLC) of 1 pF is assumed, and if nomore than 1%of the stored charge is allowed

Figure 6.22 Schematic of an active-matrix liquid-crystal display.
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to leak from the pixel during the tframe, then the minimum required TFT off-state
resistance can be estimated:

Roff � tframe

0:01Cpixel
ð6:11Þ

Thus, for a tframe of 20ms and a pixel capacitance of 1 pF, the TFTs must have an
off-state resistance of 2 TW, or greater.
For an extended graphics array (XGA) display with 768 rows and a tframe of 20ms

the time available to charge the capacitors in one row is tselect¼ tframe/M¼ 26ms. If a
combined (pixel plus data line) capacitance of 2 pF is assumed, and it is specified that
the capacitors be charged to within 1% of the target data voltage, then the maximum
allowed TFT on-state resistance can be estimated:

Ron � tselect
4:6Cpixel

ð6:12Þ

For a tselect of 26 ms and a capacitance of 2 pF this sets an upper limit of about
2MW for the on-state resistance of the TFTs. In order to create a small on-state
resistance the TFTs are operated in the linear regime by applying a select voltage
that is larger than the largest data voltage (plus the threshold voltage). In the linear
regime (when the gate-source voltage is much larger than the drain-source voltage)
the channel resistance is approximately given by:

Ron � L
mCdielW(VGS �V th)

ð6:13Þ

Assuming a carrier mobility of 0.5 cm2V�1 s�1, a gate dielectric capacitance of
0.1mFcm� 2, and an overdrive voltage |VGS � Vth| of 10 V, the on-state resistance
requirement (2MW) can be met with a TFTgeometry ofW/L¼ 1 (whereW and L are
the channel width and channel length of the transistor, respectively). AW/L ratio near
or equal to unity is desirable, as this means that the transistor occupies a relatively
small fraction of the total pixel area. Taking into account both the off-state and on-state
resistance requirements (Roff> 2 TW,Ron < 2MW), theTFTsmust have an on/off ratio
of at least 106.
These requirements can be met by state-of-the-art organic TFTs. An early demon-

stration of an active-matrix polymer-dispersed liquid-crystal (PDLC) display with
solution-processed polythienylenevinylene (PTV) TFTs was developed by Philips
Research in 2001 [57]. In 2005, Sony reported an active-matrix twisted-nematic liquid-
crystal (TN-LC) display with vacuum-deposited pentacene TFTs [58]. Also in 2005,
Polymer Vision demonstrated a flexible roll-up display based on electrophoretic
microcapsules (electronic ink) and solution-processed pentacene TFTs (see
Figure 6.23).
Unlike liquid-crystal valves and electrophoretic microcapsules, light-emitting

diodes (OLEDs) are current-controlled display elements and thus require a more
complex pixel circuit. The simplest implementation of an active-matrix organic light-
emitting diode (AMOLED) pixel is shown in Figure 6.24. When a select voltage is
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applied, transistor T1 switches to the low-resistance on-state so that capacitor CS can
be charged through the data line to a voltage corresponding to the desired luminous
intensity. The voltage across CS is the gate-source voltage of transistor T2, and thus
determines the drain current of T2 and thereby the luminance of theOLED.When the
select voltage is removed, T1 switches off and the charge is retained on CS, so T2
remains active and drives a constant OLED current for the remainder of the frame
time.
The on-state and off-state resistance requirements for the select transistor T1 in an

OLEDpixel are similar to those for theTFT in a liquid-crystal or electrophoretic pixel –
that is, they can be met by a TFT with W/L� 1. The drive transistor T2 in an OLED
pixel is usually operated in saturation, andmust have a sufficiently large drain current
to drive the OLED to the desired brightness. State-of-the-art small-molecule OLEDs
have luminous efficiencies on the order of 2 to 50 cdA�1, depending on emission
color, material selection, and process technology [59]. For a typical display brightness
of 100 cdm�2 and a pixel size of 6� 10�4 cm2 (which corresponds to a resolution of
100 dpi), this requires a maximum drive current up to about 3mA. In the saturation
regime the drain current of the transistor is given by Eq. (6.2). Assuming a carrier
mobility of 0.5 cm2V�1 s�1, a gate dielectric capacitance of 0.1mFcm�2, and an
overdrive voltage |VGS � Vth| of 5 V, the drive current requirement (3mA) can bemet

Figure 6.23 Left: A 64� 64 pixel active-matrix
polymer-dispersed liquid-crystal display with
solution-processed polymer TFTs developed by
Philips. (Reproduced with permission from
Ref. [57].) Center: A 160� 120 pixel active-matrix
twisted-nematic liquid-crystal display with
vacuum-deposited pentacene TFTs developed by

Sony. (Reproduced with permission from
Ref. [58].) Right: A 320� 240 pixel active-matrix
electronic-ink display with solution-processed
pentacene TFTs developed by Polymer Vision.
(Reproduced from: H. E. A. Huitema et al., Roll-
up Active-matrix Displays, in:Organic Electronics,
Wiley-VCH, 2006.)

Figure 6.24 Schematic of a two-transistor active-matrix OLED pixel.
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with a TFT geometry of W/L¼ 5. Thus, the static transistor performance require-
ments for active-matrix OLED displays can be met by organic TFTs T1 and T2
occupying only a small fraction of the pixel area. A photograph of an active-matrix
OLED display with two pentacene TFTs and a bottom-emitting OLED in each
pixel [60] is shown in Figure 6.25.
Compared with liquid-crystal and electrophoretic displays, active-matrix OLED

displays are far more demanding as far as the uniformity and stability of the TFT
parameters are concerned. For example, if the TFT threshold voltage in a liquid-
crystal display changes over time, or is not uniform across the display, the image
quality is not immediately affected as the select voltage is usually large. In an OLED
display, however, the threshold voltage of transistor T2 directly determines the drive
current and thus the OLED brightness. Consequently, even small differences in
threshold voltage have a dramatic impact on image quality and color fidelity. In order
to reduce or eliminate the effects of non-uniformities or time-dependent changes of
the TFTparameters, more complex pixel circuit designs have been proposed [61]. In
these designs, additional TFTs are implemented to make the OLED current inde-
pendent of the threshold voltages of the TFTs. A pixel circuit with a larger number of
TFTs is likely to occupy a greater portion of the total pixel area, but may significantly
improve the performance of the display.
A second potential application for organic TFTs is in large-area sensors for the

spatially resolved detection of physical or chemical quantities, such as temperature,
pressure, radiation, or pH. As an example, Figure 6.26 shows the schematic of an
active-matrix pressure sensor array.Mechanical pressure exerted on a sensor element
leads to a reversible and reproducible change in the resistance of the sensor element.
To allow external circuitry to access the resistance of each individual sensor it is
necessary to integrate a transistor with each sensor element. During operation,
the rows of the array are selected one by one to switch the TFTs in the selected row to
the low-resistance state (similar to the row-select procedure in an active-matrix
display) and the resistance of the each sensor element in the selected row ismeasured

Figure 6.25 A flexible 48� 48 pixel active-matrix organic light-
emitting diode (OLED) display with pentacene organic TFTs
developed at Penn State University. (Reproduced with permission
from Ref. [60].)
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Figure 6.26 Left: Schematic of an active-matrix array with resistive
sensor elements. Right: Demonstration of an artificial skin
device with organic TFTs. (Reproduced from T. Someya et al.,
Large-area detectors and sensors, in: Organic Electronics,
Wiley-VCH, 2006.)

through the data lines by external circuitry. This is repeated for each row until the
entire array has been read out. The result is a map of the 2-D distribution of
the desired physical quantity (in this case, the pressure) over the array. By reading the
array continuously a dynamic image can be created (again, similar to an active-matrix
display). One application of a 2-D pressure sensor array is a fingerprint sensor for
personal identification purposes. Another interesting application is the combination
of spatially resolved pressure and temperature sensing over large conformable
surfaces to create the equivalent of sensitive skin for human-like robots capable of
navigating in unstructured environments [62].

6.6
Outlook

Organic transistors are potentially useful for applications that require electronic
functionality with low or medium complexity distributed over large areas on
unconventional substrates, such as glass or flexible plastic film. Generally, these
are applications in which the use of single-crystal silicon devices and circuits is either
technically or economically not feasible. Examples include flexible displays and
sensors. However, organic transistors are unlikely to replace silicon in applications
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characterized by large transistor counts, small chip size, large integration densities,
or high-frequency operation. The reason is that, in these applications, the use of
silicon MOSFETs is very economical. For example, the manufacturing cost of a
siliconMOSFET in a 1-Gbitmemory chip is on the order of $10� 9, which is less than
the cost of printing a single letter in a newspaper.
The static and dynamic performance of state-of-the-art organic TFTs is already

sufficient for certain applications, most notably small or medium-sized flexible
displays in which the TFTs operate with critical frequencies in the range of a few tens
of kilohertz. Strategies for increasing the performance of organic TFTs include
further improvements in the carrier mobility of the organic semiconductor (either
through the synthesis of new materials, through improved purification, or by
enhancing the molecular order in the semiconductor layer) and more aggressive
scaling of the lateral transistor dimensions (channel length and contact overlap). For
example, an increase in cut-off frequency from 200 kHz to about 2MHz can be
achieved either by improving the mobility from 0.5 cm2V� 1 s� 1 to about 5 cm2

V� 1 s� 1 (assuming critical dimensions of 5mm and an operating voltage of 3V), or
by reducing the critical dimensions from 5mm to about 1.6mm (assuming amobility
of 0.5 cm2V� 1 s� 1 and an operating voltage of 3V). A cut-off frequency of about
20MHz is projected for TFTs with a mobility of 5 cm2V� 1 s� 1 and critical dimen-
sions of 1.6mm (again assuming an operating voltage of 3 V).
However, these improvements in performance must be implemented without

sacrificing the general manufacturability of the devices, circuits, and systems. This
important requirement has fueled the development of a whole range of large-area,
high-resolution printingmethods for organic electronics. Functional printed organic
devices and circuits have indeed been demonstrated using various printing techni-
ques, but further studies are required to address issues such as process yield and
parameter uniformity.
One of the most critical problems that must be solved before organic electronics

can begin to find use in commercial applications is the stability of the devices and
circuits during continuous operation, and while exposed to ambient oxygen and
humidity. Early product demonstrators have often suffered from short lifetimes due
to a rapid degradation of the organic semiconductor layers.However, recent advances
in synthesis, purification, processing, in addition to economically viable encapsula-
tion techniques, have raised the hope that the degradation of organic semiconductors
is not an insurmountable problem and that organic thin-film transistorsmay soon be
commercially utilized.
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7
Carbon Nanotubes in Electronics
M. Meyyappan

7.1
Introduction

Since the discovery of carbon nanotubes (CNTs) in 1991 [1] by Sumio Iijima of the
NEC Corporation, research activities exploring their structure, properties and
applications have exploded across the world. This interesting nanostructure exhibits
unique electronic properties and extraordinary mechanical properties, and this has
prompted the research community to investigate the potential of CNTs in numerous
areas including, among others, nanoelectronics, sensors, actuators, field emission
devices, and high-strength composites [2]. Although recent progress in all of these
areas has been significant, the routine commercial production of CNT-based
products is still years away. This chapter focuses on one specific application field
of CNTs, namely electronics, and describes the current status of developments in this
area. This description is complemented with a brief discussion of the properties and
growth methods of CNTs, further details of which are available in Ref. [2].

7.2
Structure and Properties

A carbon nanotube is, configurationally, a graphene sheet rolled up into a tube
(see Figure 7.1). If it is a single layer of a graphene sheet, the resultant structure is a
single-walled carbon nanotube (SWNT), but with a stack of multiple layers a multi-
walled carbon nanotube (MWNT) emerges. The SWNT is a tubular shell made from
hexagonal rings of carbon atoms, with the ends of the shells capped by a dome-like,
half-fullerenemolecules [3]. They are classified using a nomenclature (n, m) where n
andmare integer indices of two grapheneunit lattice vectors (a1, a2) corresponding to
the chiral vector of a nanotube, ca¼na1 þ ma2. Based on the geometry, when n¼m,
the resulting structure is commonly known as an �arm chair� nanotube, as shown in
Figure 7.1. The (n, 0) structure is called the �zig zag nanotube�, while all other
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structures are simply known as �chiral nanotubes�. It is important to note that, at the
time of this writing, exquisite control over the values of m and n is not possible.
Transmission electronmicroscopy (TEM) images of a SWNTand aMWNTare shown
in Figure 7.2, where the individual SWNTs are seen to have a diameter of about 1 nm.
The MWNT has a central core with several walls, and a spacing close to 0.34 nm
between the two neighboring walls (Figure 7.2b).
A SWNTcan be eithermetallic or semiconducting, depending on its chirality – that

is, the values of n and m. When (n�m)/3 is an integer, the nanotube is metallic,
otherwise it is semiconducting. The diameter of the nanotube is given by d¼ (ag/p)
(n2 þ mn þ m2)0.5, where ag is the lattice constant of graphite. The strain energy

Figure 7.1 A strip of graphene sheet rolled into a carbon nanotube; m and n are chiral vectors.

Figure 7.2 Transmission electron microscopy (TEM) images of
(a) single-walled carbon nanotube and (b) a multi-walled carbon
nanotube. (Image courtesy of Lance Delzeit.)
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caused in the SWNT formation from the graphene sheet is inversely proportional
to its diameter. There is a minimum diameter that can afford this strain energy,
which is about 0.4 nm. On the other hand, the maximum diameter is about 3 nm,
beyond which the SWNT may not retain its tubular structure and ultimately will
collapse [3].
In the case of MWNTs, the smallest inner diameter found experimentally is about

0.4 nm, but typically is around 2 nm. The outer diameter of MWNTcan be as large as
100 nm. Both, SWNTs andMWNTs, while preferentially being defect-free, have been
observed experimentally in various defective forms such as bent, branched, helical,
and even toroidal nanotubes.
The bandgap of a semiconducting nanotube is given by Eg¼ 2dccg/d, where dcc is

the carbon–carbon bond length (0.142 nm), and g is the nearest neighbor-hopping
parameter (2.5 eV). Thus, the bandgap of semiconducting nanotubes of diameters
between 0.5 and 1.5 nm may be in the range of 1.5 to 0.5 eV. The resistance of a
metallic SWNT is h/(4e2)� 6.5 KW, where h is Planck�s constant. However, experi-
mental measurements typically show higher resistance due to the presence of
defects, impurities, structural distortions and the effects of coupling to the substrate
and/or contacts.
In addition to their interesting electronic properties, SWNTs exhibit extraordinary

mechanical properties. For example, the Young�s modulus of a (10,10) SWNT is over
1 TPa, with a tensile strength of 75GPa. The corresponding values for graphite
(in-plane) are 350 and 2.5GPa, whereas the values for steel are 208 and 0.4GPa [3].
Nanotubes can also sustain a tensile strain of 10% before fracturing, which is
remarkably higher than othermaterials. The thermal conductivity of the nanotubes is
substantially high [3, 4], with measured values being in the range of 1800 to
6000WmK�1 [5].

7.3
Growth

The oldest process for preparing SWNTs andMWNTs is that of arc synthesis [6], with
laser ablation subsequently being introduced during the 1990s to produce CNTs [7].
These bulk production techniques and large quantities are necessary when using
CNTs in composites, gas storage. and similar applications. For electronics applica-
tions, it may be difficult to adopt �pick and place� strategies using bulk-produced
material. Assuming that the need for in-situ growth approaches that currently used to
produce devices for silicon-based electronics, it is important at this point to describe
the techniques of chemical vapor deposition (CVD) and plasma-enhanced chemical
vapor deposition (PECVD), both of which allow CNT growth on patterned
substrates [8].
Chemical vapor deposition is a frequently used technique in silicon integrated circuit

manufacture when depositing thin films of metals, semiconductors and dielectric
materials. TheCVDofCNTs typically involves a carbon-bearing feedstock such asCO
or hydrocarbons including methane, ethylene, and acetylene. It is important to
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maintain the growth temperature below that of the pyrolysis temperature of a
particular hydrocarbon in order to avoid the production of amorphous carbon. The
CNT growth is facilitated by the use of a transition metal catalyst, the choice
comprising iron, nickel, palladium, or cobalt. These metals can be thermally
evaporated as a thin film on the substrate, or sputtered using ion beam sputtering
or magnetron sputtering. Alternatively, the catalyst metal can be applied to the
substrate, starting from the metal-containing salt solution and passing through a
number of steps such as precipitation,mixing, evaporation, drying, and annealing. It
should be noted that solution-based techniques are more cumbersome and much
slower than physical techniques such as sputtering. In addition, they may not be
amenable for working with patterned substrates. Regardless of the approach used,
the key here is to deposit the catalyst in the form of particles in order to facilitate
nanotube growth. The characterization of as-deposited catalysts using TEM and
atomic forcemicroscopy [9] reveals that the particles are in the range of 1 to 10 nm in
size. The catalyst deposition may be restricted to selected locations of the wafer
through lithographic patterning. The type of lithography (optical, electron-beam, etc.)
needed would be dictated primarily by the feature size of the patterns.
Typically, CNT-CVD is performed at atmospheric pressure and temperatures of

550 to 1000 �C. Low-pressure processes at several torr have also been reported.
SWNTs require higher growth temperatures (above 800 �C) than MWNTs, whereas
the latter can be grown at temperatures as low as 550 �C. Lower temperatures
(<500 �C) may not be possible if the catalytic activation and realistic reaction/growth
rates occur only at such elevated temperatures. At present, this restriction poses a
serious problem for the adoption ofCVDas an in-situprocess in the device fabrication
sequence, as commonmaskingmaterials cannot withstand such high temperatures.
Figure 7.3 shows bundles of SWNTs grown using methane with an iron catalyst
prepared by ion beam sputtering. Typically, the SWNTs tend to bunch together to
form bundles or ropes. Figure 7.4 shows a patterned MWNT growth on a silicon
substrate using an iron catalyst, which appears to yield a vertical array of nanotubes.
Although the ensemble appears vertical, a closer inspectionwould reveal – in all cases
of thermal CVD – that the individual MWNT itself is actually not well aligned but is
wavy.

Figure 7.3 Bundles of SWNTs grown by chemical vapor
deposition. (Image courtesy of Lance Delzeit.)
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In silicon integrated circuit manufacture, PECVD has emerged as a lower-
temperature alternative to thermal CVD for the deposition of thin films of silicon,
or its nitride or oxide. This strategy is not entirely successful inCNTgrowth, primarily
because the growth temperature is tied to catalyst effectiveness as opposed to
precursor dissociation [10]. Nevertheless, some reports have been made concerning
nanotube growth at low temperature, or even at room temperature. However, these
results are not reliable as they do not explicitly measure the growth temperature (i.e.
the wafer temperature), but instead report only the temperatures on the bottom side
of the substrate holder. Neither did any of these studies appreciate the fact that the
plasma – and particularly the dc plasma used in most studies – heats the wafer
substantially, particularly at the very high bias voltages commonly used. In such a
case, even external heating via a heater may not be needed, and in most cases the
temperature difference between thewafer and the bottomof the substrate holdermay
be several hundred degrees or more, depending on the input power [11]. Even if any
degree of growth temperature reduction is achieved using PECVD, the material
quality is relatively poor. Most of these structures are often conical in terms of
configuration, with a continuously tapering diameter from the bottom to the top.
Regardless of such issues, PECVD has one clear advantage over CVD, in that it
enables the production of individual, freestanding, vertically aligned MWNT struc-
tures as opposed to individual, wavy nanotubes. These freestanding structures are
invariably disordered with a bamboo-like inner core and, for that reason, are referred
to as multi-walled carbon nanofibers (MWNFs) or simply carbon nanofibers
(CNFs) [10]. PECVD is also capable of producing wavy MWNTs which are very
similar to the thermally grown MWNTs.
To date, a variety of plasma sources have been used in CNT growth, including

dc [12, 13], microwave [14], and inductive power sources [15]. The plasma efficiently
breaks down the hydrocarbon feedstock, thus creating a variety of reactive radicals
which are also the source for amorphous carbon. For this reason the feedstock is
typically diluted with hydrogen, ammonia, argon or nitrogen to maintain the
hydrocarbon fraction at less than about 20%. PECVD is performed at low pressures,
typically in the range of 1 to 20 Torr. A scanning electronmicroscopy (SEM) image of
PECVD-grownMWNFs is shown in Figure 7.5, wherein the individual structures are

Figure 7.4 Patterned growth of multiwalled carbon nanotubes by
CVD. (Image courtesy of H. T. Ng.)
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well separated and vertical. However, the TEM image reveals a disordered inner core
and also the catalyst particle at the top. In contrast, in most cases of MWNTgrowth
by thermal and plasma CVD, the catalyst particle is typically at the base of the
nanotubes.

7.4
Nanoelectronics

Silicon complementary metal oxide semiconductor (CMOS) -based electronics has
been moving forward impressively according to Moore�s law, with 90-nm feature
scale devices currently in production and 65-nm devices in the development stage.
Research investigations are also well under way on the lower nodes and, as further
miniaturization continues, a range of technological difficulties is anticipated, accord-
ing to the Semiconductor Industry Association Roadmap [16]. These issues include
lithography, novel dielectric materials, heat dissipation and efficient chip cooling to
name a few. It was thought a few years ago that Si CMOS scaling may end at around
50 nm, beyond which alternatives such as CNT electronics or molecular electronics
may be needed. However, this is no longer true as the current evidence suggests that
scaling beyond 50 nm is possible, though with increased challenges. Regardless of

Figure 7.5 (a) SEM image showing vertical, freestanding carbon
nanofibers grown by plasma-enhanced CVD. (Image courtesy of
Alan Cassell.) (b) TEM image showing bamboo-like morphology
and the catalyst particle at the head. (Image courtesy ofQuocNgo
and Alan Cassell.)
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when the need for transition to alternatives emerges, there are a few expectations
from a viable alternative:

. The new technology must be easier and cheaper to manufacture than Si CMOS.

. Ahigh current drive is neededwith the ability to drive capacitances of interconnects
of any length.

. A reliability factor enjoyed to datemust be available (i.e. operating time > 10 years).

. A high level of integration must be possible (>1010 transistors per circuit).

. A very high reproducibility is expected.

. The technology should not be handicapped with high heat dissipation problems
currently forecast for the future-generation silicon devices, or attractive solutions
must be available to tackle the anticipated heat loads.

Of course, thepresent statusofCNTelectronicshasnot yet reached thepointwhere its
performance in termsof theabovegoals canbeevaluated.This isdue to the fact thatmost
efforts todate relate to the fabricationofsingledevicessuchasdiodesandtransistors, and
little has been targeted at circuits and integration (as will be seen in the next section). In
summary, the present status of CNT electronics evolution is similar to that of silicon
technology between the invention of the transistor (during the late 1940s) and the
development of integrated circuit in the 1960s. It would take at least a decade ormore to
demonstrate the technological progress required to meet the above-listed expectations.

7.4.1
Field Effect Transistors

The early attempts to investigate CNTs in electronics consisted of fabricatingfield effect
transistors (FETs) with a SWNTas the conducting channel [17]. Tans et al. [18] reported
first a CNT-FET where a semiconducting SWNT from a bulk-grown sample was
transplanted to bridge the source and drain contacts separated by about a micron or
more (see Figure 7.6). The contact electrodeswere definedon a thick 300-nmSiO2 layer
grown on a siliconwafer acting as the back gate. The 1.4-nm tube with a corresponding
bandgap of about 0.6 eV showed I–V characteristics indicating gate control of current
flow through the nanotube. In the FET, the holes were the majority carriers and the
conductancewasshowntovarybyat leastsixordersofmagnitude.Thedevicegainof this
earlydevicewasbelow1,dueprimarily to thethickgateoxideandhighcontactresistance.
At almost the same time, Martel et al. [19] presented their CNT-FETresults using

a similar back-gated structure. The oxide thickness was 140 nm, and 30 nm-thick

Figure 7.6 Schematic of an early CNT-FET with a back gate. A
semiconducting nanotube bridges the source and drain, thus
creating the conducting channel.
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gold electrodes were defined using electron-beam lithography. The room-temper-
ature I–VSD characteristics showed that the drain current decreased strongly with
increasing gate voltage, thus demonstrating CNT-FET operation through hole
transport. The conductance modulation in this case spanned five orders of
magnitude. The transconductance of this device was 1.7 nS at VSD¼ 10mV, with
a corresponding hole mobility of 20 cm2 V�1 s�1. The authors concluded that the
transport was diffusive rather than ballistic and, in addition, the high hole
concentration was inherent to the nanotubes as a result of processing. This
unipolar p-type device behavior suggested a Schottky barrier at the tube–contact
metal interface. Later, the same IBMgroup [20] showed that n-type transistors could
be produced simply by annealing the above p-type device in a vacuum, or by
intentionally doping the nanotube with an alkali metal such as potassium.
All of the early CNT-FETs used the silicon substrate as the back gate. This

unorthodox approach has several disadvantages. First, the resulting thick gate oxide
required high gate voltages to turn the device on. Second, the use of the substrate for
gating led to influencing all devices simultaneously. For integrated circuit applica-
tions, each CNT-FETneeds its own gate control. Wind et al. [21] reported the first top
gate CNT-FETwhich also featured embedding the SWNTwithin the insulator rather
than exposing it to ambient, as had been done in the early devices. It was considered
that such ambient exposure would lead to p-type characteristics and, as expected, the
top gate device showed significantly better performance. A p-type CNT-FET with a
gate length of 300 nm and gate oxide thickness of 15 nm showed a threshold voltage
of –0.5 V and a transconductance of 2321mSmm�1. These results were better than
those of a silicon p-MOSFET [22] with a much smaller gate length of 15 nm and an
oxide thickness of 1.4 nm performing at a transconductance of 975mSmm�1. The
CNT-FET also showed a three- to four-fold higher current drive per unit width
compared to the above silicon device. Nihey et al. [23] also reported a top-gated device
albeit with a thinner (6 nm) gate oxide TiO2 with a higher dielectric constant. This
device showed a 320 nS transconductance at a 100mV drain voltage.
Most recently, Seidel et al. [24] reported CNT-FETs with short channels (18 nm), in

contrast to all previous studies with micron-long channels. This group used nano-
tubes with diameters of 0.7 to 1.1 nm, and bandgaps in the range of 0.8 to 1.3 eV. The
impressive performance of these devices included an on/off current ratio of 106 and a
transconductance of 12 000mSmm�1. The current-carrying capacity was also very
high, with a maximum current of 15mA, corresponding to 109 Acm�2. Another
recent innovation involved a nanotube-on-insulator (NOI) approach [25], similar to
the adoption of silicon-on-insulator (SOI) by the semiconductor industry, which
minimizes parasitic capacitance.
As noted above, many of the CNT-FETstudies conducted to date have used SWNTs,

this being due to their superior properties compared to other types of nanotubes such as
MWNTs and CNFs. As the bandgap is inversely proportional to the diameter, large-
diameter MWNTs are invariably metallic. Martel et al. [19] fabricated the first MWNT
FETs showing a significant gate effect. The real advantage ofMWNTs is that they can be
grown vertically up to reasonable lengths for a given diameter. Choi et al. [26, 27] took
advantage of this point to fabricate vertical transistors using MWNTs grown using an
anodic alumina template which essentially contained nanopores of various diameter
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such that they were able to control both the diameter and pore density. The vertically
aligned MWNTs grown using nanopores are shown in Figure 7.7. Following this, the
device fabrication consisted of depositing SiO2 on top of the aligned nanotubes. The
electrode was then attached to the nanotubes through electron-beam-patterned holes,
andfinally the topmetal electrodewas attached.A schematic of theCNT-FETarray and a
SEM image of a 10� 10 array is shown in Figure 7.8. For these devices, the authors
claimed a tera-level transistor density of 2� 1011 cm�2.

Figure 7.7 Vertically aligned MWNT grown using a nanoporous
template. (Image courtesy of W. B. Choi.)

Figure 7.8 An array of CNT-FETs fabricated using the MWNTs in
Figure 7.7. A schematic and an SEM image of an n�m array are
shown. (Image courtesy of W. B. Choi.)
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Beyond single CNT-FETs, early attempts to fabricate circuit components have also
been reported [28–30]. Liu et al. [28] fabricated bothPMOSandCMOSinverters based
on CNT-FETs. Their CMOS inverter connected two CNT-FETs in series using an
electric lead of 2mm length. One of the FETs was a p-type device, while the other– an
n-type device – was obtained using potassium doping (see Figure 7.9). The devices
used the silicon substrate as a back gate. The inverter was constructed and biased in
the configuration shown in Figure 7.9b, after which a drain bias of 2.9 V was applied
and the gate electrode was swept from 0 to 2.5 V, defining logics 0 and 1, respectively.
As seen in the transfer curve in Figure 7.9b, when the input voltage is low (logic 0) the
p-type and n-type devices were on and off, respectively (corresponding to their
respective high- and low-conductance states). Then, the output is close to VDD,
producing a logic output of 1. When the input voltage is high (logic 1), the reverse is
the case: the p-type transistor is off and the n-type device is on, with a combined
output close to 0, producing a logic 0. The transfer curve in Figure 7.9b should not
have a slope if this inverter were functioning ideally (which would correspond to a
stepwise Vout versus Vin behavior). However, this first demonstration had a leaky
p-device and so control of the threshold voltage of both devices was not perfect, thus
leading to the slope seen in Figure 7.9b. Derycke et al. [29] also demonstrated an
inverter using p- and n-type CNT-FETs. Beyond inverters, Bachtold et al. [30]
fabricated circuits to perform logic operations such as NOR, and also constructed
an ac ring oscillator.

Figure 7.9 (a) n-type and p-type CNT-FETs. (b) Characteristics of
an inverter circuit using the devices in (a). The inset shows the
inverter circuit. (Reproduced from Ref. [28].)
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As efforts continue in this direction, it is also important to consider issues such as
1/f noise, shot noise, and other similar concerns arising during operation. An
analysis by Lin et al. [31] showed that the 1/f noise level in semiconducting SWNTs
is correlated to the total number of charge carriers in the system. However, the noise
level per carrier itself is not larger than that seen in silicon devices. Beyond the
conventional binary logic approach, Raychowdry and Kaushik [32] discussed exten-
sively implementation schemes for voltage-modemultiple-value logic (MVL) design.
The MVL circuits reduce the number of operations per function and reduce the
parasitics associated with routing and the overall power dissipation.
To date, the CNT-FET fabrication has essentially followed the silicon CMOS

scheme by simply replacing the silicon conducting channel with a SWNT.
This requires the presence of straight, aligned nanotubes controllably bridging a
pair of electrodes laid out horizontally. As-grown SWNTs using any of the growth
techniques, in contrast, exhibit a spaghetti-like morphology and occasionally consist
of Y- and other types of junction. Menon and Srivastava [33, 34] postulated that such
Y- and T-junctions are structurally stable and form the basis for three-terminal
devices. However, such junctions in as-grown samples are, of course, neither
controllable nor really amenable for further device processing. Satishkumer et al. [35]
then set out to create these Y-junctions in a controllable manner using the anodic
alumina template approach. Keeping two of the terminals at the same voltage, the
two-terminal operation showed rectifying behavior when the voltage on the third
terminal was varied. While their devices were constructed from MWNTs, SWNT
Y-junctions have also been reported [36, 37], though FEToperation using Y-junctions
has not yet been demonstrated. Srivastava et al. [38] also proposed a radical neural tree
architecture consisting of numerous Y-junctions (see Figure 7.10), wherein the
concept is that the switching and processing of signals by these junctions in the tree
would be similar to that of dentritic neurons in biological systems. In addition,
acoustic, chemical or other signals may also be used instead of electrical signals.

Figure 7.10 (a) A neural tree constructed using numerous Y-
junctions of carbon nanotubes. (b) A network of interconnected
SWNTs showing a few Y-junctions [36].
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Figure 7.10b shows a very rudimentary attempt [36] to create such a CNT tree by
utilizing self-assembled porous, collapsible polystrene/divinyl benzene microspheres
to hold the catalyst. A controlled collapse of the spheres leads to the creation and release
of the catalyst on the substrate for the CVD of SWNTs. Few Y-junctions showing an
interconnected three-dimensional network of nanotubes are visible in Figure 7.10b.

7.4.2
Device Physics

The physics describing the operation of the CNT-FETs has been described in several
theory papers [39–42] and summarized and reviewed elsewhere [17]. Here, the
available information would be used to predict upper limits on CNT-FET perfor-
mance. Yamada argues [17] that in nanoFETs the properties of the bulk material do
not influence the device performance. Inmicro andmacro FETs, the drain current is
proportional to carrier mobility, which varies from material to material through its
dependence on material-related properties such as effective mass and phonon
scattering. In nanoFETs with ideal contacts, the drain current is determined by the
transmission coefficient of an electronflux from the source to drain.When the carrier
transport is ballistic, this coefficient is 1 and the material properties do not enter the
picture directly. However, the material properties in practice enter indirectly as
practical contacts (and hence the transmission coefficient at the contact) depend on
the channel material and the interaction between the metal–channel semiconductor
interface. The same applies to the preparation of the insulation material that
determines the gate voltage characteristics. One-dimensional nanomaterials such
as SWNTs inherently can suppress the short-channel effects arising from a deeper,
broader distribution of carriers away from the gate, which occurs in reduced-size,
two-dimensional silicon devices.
By using such an ideal device under ballistic transport and ideal contacts, Guo

et al. [43] evaluated the performance of CNT-FETs. These authors considered a 1-nm
SWNTwith an insulator thickness of 1 nm and dielectric constant of 4. The geometry
also was idealized to be a coaxial structure with contacts at either end of the
nanotubes, and the gate wrapped around the nanotube. The computed on-off current
ratio of 1120was far higher than planar siliconCMOSdeviceswith the same insulator
parameters and power supply. The transconductance of this structure was also very
high at 63mS at 0.4 V, which was two orders of magnitude higher than any CNT-FET
device discussed in Section 7.4.1.When a planar CNT-FET is compared with a planar
Si-MOSFETwith similar insulator parameters, the CNT-FETshows an on-current of
790mAmm�1 at VDD¼ 0.4 V, in contrast to the 1100mAmm�1 value for silicon. In a
following study, the same authors [44] computed the high-frequency performance of
this ideal device and projected a unity gain cut-off frequency ( fT) of 1.8 THz. Their
analysis also showed that the parasitic capacitance dominates the intrinsic gate
capacitance by three orders of magnitude. In a similar investigation, Hasan et al. [45]
computed fT to be a maximum of 130 L�1GHz, where L is the channel length in
microns. As there is a desire to increase the current drive and reduce
parasitic capacitance per tube, parallel array of nanotubes as the channel warrants
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consideration [44]. However, crosstalk becomes a serious issue in multiple tube
systems. Leonard [46] analyzed this point, and established a length scale for tube
separation belowwhich inter-tube interaction becomes significant. For small channel
lengths, this critical separation distance depends on the channel length; for long
channel devices, the critical inter-tube separation distance is independent of channel
length but depends on gate oxide thickness and dielectric constant.

7.4.3
Memory Devices

In relative terms, very few studies have been conducted on the use of nanotubes as
memory devices. Rueckes et al. [47] proposed a crossbar architecture for constructing
non-volatile random access memory with a density of 1012 element per cm2 and an
operation frequency of over 100GHz. In this architecture, nanotubes suspended in a
n�m array act like electromechanical switches with distinct on and off states.
Acarbonnanotube-basedflashmemorywas fabricated byChoi et al. [48], inwhich the
source-drain gapwas bridgedwith a SWNTas a conducting channel and the structure
had a floating gate and a control gate. By grounding the source and applying 5V and
12V at the drain and control gate, respectively, a writing of 1 was achieved. This
corresponds to the charging of the floating gate. To write 0, the source was biased at
12 V, the control gate fixed at 0 V, and the drain allowed to float. Now, the electrons on
the floating gate were tunneled to the source and the floating gate was discharged. In
order to read, a voltageVR was applied to the control gate and, depending on the state
of the floating gate (1 or 0), the drain current was either negligible or finite,
respectively. Choi et al. [48] reported an appreciable threshold modulation for their
SWNT flash memory operation.

7.5
Carbon Nanotubes in Silicon CMOS Fabrication

Whilst the active role of CNTs in nanoelectronics (i.e. as a conducting channel in a
transistor device) may be far away, it may play an important role in extending silicon
nanoelectronics. Several areas exist in the Semiconductor Industry Association
Roadmap [16] where CNTs may be useful, such as interconnects, heat dissipation
and metrology.

7.5.1
Interconnects

One of the anticipated problems in the next few generations of silicon devices is that
the copper interconnect would suffer from electromigration at current densities of
106 A cm�2 and above. The resistivity of copper increases significantly for wiring line
widths lower than 0.5mm. In addition, the etching of deep vias and trenches and void-
free filling of copper in high-aspect ratio structures may pose technological
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challenges as progress continues along the Moore�s law curve. All of these issues
together demand investigation of alternatives to the current copper damascene
process. In this regard, it is important to note that CNTs do not break down – even
at current densities of 108 to 109 Acm�2 [49] – and hence can be a viable alternative to
copper. Kreupl et al. [50] were the first to explore CVD-produced MWNTs in vias and
contact holes. They measured a resistance of about 1W for a 150mm2 via which
contained about 10 000 MWNTs, thus yielding a resistance of 10 KW per nanotube.
Further studies by this group demonstrated current densities of 5� 108 Acm�2,
which exceeds the best results for metals, although the individual resistance of the
MWNTswas still high at 7.8 KW. Srivastava et al. [51] provided a systematic evaluation
of CNT and Cu interconnects and showed that, for local interconnects, nanotubes
may not offer any advantages, partly due to the fact that practical implementations of
nanotube interconnects have an unacceptably high contact resistance. On the other
hand, their studies showed an 80% performance improvement with CNTs for long
global interconnects. It is important to note that, even in the case of local inter-
connects, very few studies have been conducted on contact and interface engineering;
however, with further investigation the situation may well improve beyond these
early expectations.
Given the potential of CNTs as interconnects, it is necessary to devise a processing

scheme that is compatible with the silicon integrated circuit fabrication scheme.
In the via and contact hole schemes, Kreupl et al. [50] followed a traditional approach
by simply replacing the copper filling step with a MWNT CVD step. If this proves to
be reliable – and specifically if the MWNTs do not become unraveled during the
chemical mechanical polishing (CMP) step – then it would be a viable approach,
provided that a dense filling of vertical nanotubes can be achieved. Even then, the
conventional challenges in deep aspect ratio etching and void-free filling of features,
which arise due to shrinking feature sizes, remain. The dry etching of high-aspect
ratio vias with vertical sidewalls will increasingly become a problem, and further
processing studies must be performed to establish the viability of this approach.
In the meantime, Li et al. [52] described an alternative bottom-up scheme
(see Figure 7.11) wherein the CNT interconnect is first deposited using PECVD
at prespecified locations. This is followed by tetraethylorthosilicate (TEOS) CVD of
SiO2 in the space between CNTs, and then by CMP to yield a smooth top surface of
SiO2 with embedded CNT interconnects. Top metallization completes the fabrica-
tion. The interconnects grown using PECVD in Ref. [52] are CNFs with a bamboo-
like morphology. Whilst they are really vertical and freestanding compared to
MWNTs, thus allowing ease of fabrication, their resistance is higher. This, com-
bined with high contact resistance, resulted in a value of about 6 KW for a single
50-nm CNF. Further annealing to obtain higher quality CNFs and, more impor-
tantly, interface engineering to reduce contact resistance, can prove this approach
valuable. It would also be useful for future three-dimensional architectures. A
detailed theoretical study conducted by Svizhenko et al. [53] showed that almost 90%
of the voltage drop occurs at the metal–nanotube interface, while only 10% is due to
transport in the nanotube, thus emphasizing the need for contact interface
engineering.
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7.5.2
Thermal Interface Material for Chip Cooling

The current trend in microprocessors is increasing operating frequency, decreasing
dimensions, highpackingdensity, and increasingpowerdensity. Together, thesemake
thermal management in chip design a critical function to maintain the operating
temperature at a prescribed, acceptable level. Otherwise, device reliability is severely
compromised, and the speed of the microprocessor would also decrease with
increasing operating temperatures [54]. The key figure-of-merit in thermal design
and packaging is the thermal resistance, which is DT/input power. Here, DT is the
temperature difference between the transistor junction and the ambient, which is
fixed by the desirable operating junction temperature. As the power densities are on
the rise, Shelling et al. [54] point out that the challenge is to develop high-conductivity
structureswhichwill accommodate thefixedDT, evenwith increased power densities.
Typically, the thermal packaging of a microprocessor consists of a heat spreader

(primarily copper) and a heat sink. A variety of engineering designs is considered in
all of the above to increase the heat-transfer efficiency [55] (which is beyond the scope
of this chapter and not relevant at this point).However, one aspect which is relevant is
a thermal interfacematerial (TIM) commonly used to improve heat transfer between
the chip and heat spreader, as well as between the heat spreader and the heat sink.
Typically, a thermal grease has beenused as TIM in the past, butmore recent research
on phase-change materials and polymers filled with high-conductivity particles has
advanced knowledge of this subject. Carbon nanotubes exhibit very high axial
thermal conductivity (see Section 7.2) which can be exploited in creating a TIM to
address future thermal management needs.
Ngo et al. [56] reported a CNT-Cu composite for this purpose, wherein a PECVD-

produced vertical CNF array is intercalated with copper using electrodeposition.
As CNFsurface coverage on the wafer fromPECVD is only about 30–40% and air is a

Figure 7.11 Carbon nanotube interconnect processing scheme
for DRAM applications. TEOS¼ tetraethylorthosilicate.
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poor conductor, it becomes necessary to undertake a �gap-filling� effort with copper
to cover the space between the nanotubes. This structure maintained its structural
integrity at the 60 psi pressure normally used in packaging. Ngo et al. [56] reported a
thermal resistance of about 0.1 cm2KW�1 for this structure, whichmakes it desirable
for laptop, desktop, andworkstation processor chips, although further improvements
and reliability testing are required in this area.

7.5.3
CNT Probes in Metrology

Atomic forcemicroscopy (AFM) is a versatile technique for imaging a wide variety of
materials with high resolution. In addition to imagingmetallic, semiconducting and
dielectric thin films in integrated circuit manufacture, AFM has been advocated for
critical dimension metrology. Currently, the conventional probes of either silicon or
silicon nitride which are sited at the end of an AFM cantilever have a tip radius of
curvature about 20–30 nm, which is obtained by micromachining or reactive ion
etching. These probes exhibit significant wear during continuous use, and the worn
probes can also break during tapping mode or contact mode operation. Carbon
nanotube probes can overcome the above limitations due to their small size, high
aspect ratio and the ability to buckle reversibly. Their use in AFM was first
demonstrated by Dai et al. [57], while a detailed discussion of CNTprobes and their
construction and applications is also available [58].
A SWNT tip, attached to the end of an AFM cantilever, is capable of functioning as

an AFM probe and provides better resolution than conventional probes. This SWNT
probe can be grown directly using thermal CVD at the end of a cantilever [59]. An
image of an iridium thin film collected using a SWNTprobe is shown in Figure 7.12.

Figure 7.12 Atomic force microscopy image of an iridium thin
film collected using a SWNT probe.
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Thenanoscale resolution is remarkable, butmore importantly the tip has been shown
to be very robust and significantly slow-wearing compared to conventional
probes [59]. Due to thermal vibration problems, the SWNTs with a typical diameter
of 1 to 1.5 nm cannot be longer than about 75 nm for probe construction. In contrast,
however, theMWNTs –with their larger diameter– can form 2- to 3-mm-long probes.
It is also possible to sharpen the tip ofMWNTs to reach the same size as SWNTs, thus
allowing the construction of long probeswithout thermal stability issues, but with the
resolution of SWNTs [60]. Both, SWNTand sharpenedMWNTprobes have been used
to image the semiconductor, metallic, and dielectric thin films commonly encoun-
tered in integrated circuit manufacture [58–60].
In addition to imaging, MWNTprobes find another important application in the

profilometry associated with integrated circuit manufacture. As via and other feature
sizes continue to decrease, it will become increasingly difficult to use conventional
profilometers to obtain sidewall profiles andmonitor the depth of features. Although
AFM is advocated as a replacement in this respect, the pyramidal nature of standard
AFM probes would lead to artifacts when constructing the sidewall profiles of
trenches. Hence, a 7- to 10-nm MWNT probe might be a natural choice for this
task. An image of a MWNT probe for this purpose, and the results of profiling a
photoresist pattern generated by interferometric lithography, are shown in
Figure 7.13. While early attempts consisted of manually attaching a SWNT to a
cantilever [57], followed by direct CVD of a nanoprobe on a cantilever [58, 59],
Ye et al. [61] reported the first batch fabrication of CNT probes on a 100-mm wafer

Figure 7.13 (a) Transmission electron microscopy image of a
MWNT at the tip of an atomic force microscope cantilever.
(b) Profile of a deep-UV photoresist pattern generated by
interferometric lithography. The array has a pitch of 500 nm.
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using PECVD. Unfortunately, the yield obtained was only modest, due mainly to
difficulties encountered in controlling the angle of the nanotube to the plane.

7.6
Summary

In this chapter, the current status of CNT-based electronics for logic and memory
devices has been discussed. Single-walled CNTs exhibit intriguing electronic proper-
ties thatmake themveryattractive for futurenanoelectronicsdevices, andearlystudies
have confirmed this potential. Even with substantially longer channel lengths and
thicker gate oxides, the performance of CNT-FETs is better than that of current silicon
devices, although of course the design and performance of the former are far from
beingoptimized.While all of this is impressive, the real challenge is in the integration
of a large number of devices at reasonable cost to compete with and exceed the
performance status quo of silicon technology at the end of theMoore�s law paradigm.
In addition, all of the studies conducted to date have been along the lines of following
silicon processing schemes, with one-to-one replacement of a silicon channel with a
CNT channel while maintaining the circuit and architectural schemes. Thus, aside
fromchanging the channelmaterial, there isnonovelty in this approach. The structure
and unique properties of SWNTs may be ideal for bold, novel architectures and
processing schemes, for example in neural or biomimetic architecture, although very
few investigations have been carried out in such non-traditional directions. Clearly,
CNTs in active devices are a long-term prospect, at least a decade ormore away. In the
meantime, opportunities exist to include this extraordinary material into silicon
CMOS fabrication not only as a high-current-carrying, robust interconnect but also
as an effective heat-dissipating, thermal interface material.
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8
Concepts in Single-Molecule Electronics
Bj€orn L€ussem and Thomas Bjørnholm

8.1
Introduction

Molecular electronics is a wide field of research, which consists of such diverging
topics as organic light-emitting diodes (OLEDs), organic field effect transistors
(OFETs; seeChapter 9) or, the topic of this chapter, single-molecule devices.Whereas,
OLEDs and OFETs exploit the properties of a large number of molecules, in the field
of single-molecule electronics an attempt ismade to condense the entire functionality
of an electronic device into a single molecule.
The field of (single) molecular electronics owes its significance to the tremendous

downscaling that microelectronics has experienced during the past decades. In the
ITRS roadmap [1], it is expected that, by the year 2013, the physical gate length of a
transistor will scale down to 13 nm – that is, the transistor channel will consist of only
a couple of atoms in a row. In order to obtain reliable devices, the composition of the
devices must be controlled to only a few atoms – a demand that seems not to be
feasible for conventional lithographic methods.
Chemistry – and especially organic chemistry – learned long ago how to control

precisely the composition of amolecule to the last atom.Thus, the utilization of single
organic molecules can be regarded as the ultimate miniaturization of electronic
devices.
The concept of single-molecule electronics was first suggested in 1974 by Aviram

and Ratner [2], who proposed that a single molecule consisting of a donor and an
acceptor group could function as a diode. Unfortunately, however, at that time it was
experimentally not feasible to test these predictions.
Molecular electronics gained impetus during the 1990s and early 2000s, when

several molecular devices were proposed, including a single molecular switch [3]
or a diode showing a negative differential resistance [4]. These early results raised
great expectations, as evidenced by the election of molecular electronics as the
�breakthrough of the year 2001� [5]. However, only two years later, the fledgling field
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ofmolecular electronics experienced itsfirst drawbackwhen itwas reported that some
of the early results might be due to artifacts [6].
These reports on possible artifacts helped to settle the expectations laid on

molecular electronics to a reasonable level, and in the current phase of development
more emphasis has been placed on proving that the observed effects are in fact
�molecular�, and on identifying experimental set-ups that avoid the possible intro-
duction of artifacts.
In this chapter, a brief overview is provided of the field of single-molecule

electronics, beginning with a short theoretical introduction that aims to define the
concepts and terminology used. (A more extensive explanation of the theory can be
found in Part A of Volume III of this series.) In the following sections the text ismore
factual, and relates to how single molecules can actually be contacted and which
functionalities they can provide. The means by which these molecules may be
assembled to implement complex logical functions are then described, followed by a
brief summary highlighting the main challenges of molecular electronics.

8.2
The General Set-Up of a Molecular Device

In this section, the basic concepts used in subsequent sections will be explained, and
the presence of two domains of current transport – strong coupling andweak coupling –
will be outlined.
Electrical transport across single molecules is remarkably different from conduc-

tion in macroscopic wires. In a large conductor, charge carriers move with a mean
drift velocity vd, which is proportional to the electricfield,E. Together with the density
of free charge carriers, this proportionality gives rise to Ohm�s law.
For a single molecule this model is not applicable. Instead of considering drift

velocities and resistances, which are only defined as average over a large number of
charge carriers, concern is centered on the transmission of electrons across the
molecule.
The general set-up of a molecular device is shown in Figure 8.1. The molecule is

connected by two electrodes, labeled �source� and �drain�, while the electrostatic
potential of the molecule can also be varied by using a gate electrode.
If a voltage is applied between the source and drain (i.e. a negative voltage with

respect to the drain), the electrochemical potential of the source, mS, shifts up and the
potential of the drain, mD, moves down. An energy window is opened between these
two potentials; in this energywindowfilled states in the source oppose empty states at
the same energy in the drain.
However, as the two electrodes are isolated fromeach other, electrons cannot easily

flow from the source to the drain. Only if a molecular level enters the energy window
between mS and mD, can electron transport bemediated by thesemolecular levels (see
Figure 8.1b). Therefore, each time the electrochemical potential of the source aligns
with a molecular level the current rises sharply. In Figure 8.1b, for example, the
source potential exceeds the lowest unoccupied molecular orbital (LUMO), and
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electrons can be transmitted across this level. Similarly, the drain potential can drop
below the highest occupied molecular orbital (HOMO), which would also initiate
electron flow.

8.2.1
The Strong Coupling Regime

Depending on the strength of the coupling of the electrodes with themolecule, there
are two domains of the electron transport: the weak coupling limit and the strong
coupling limit. To distinguish between these two limits, coupling strengths GS and GD

can be defined that describe how strongly the electronic states of the source or drain
|ii, | ji interact with the molecular eigenstates |mi. GS and GD have the dimension of
energy; a high energy means that the electrode states can strongly couple with the
molecular states.
High coupling energies therefore result in electronic wavefunctions of the

electrodes that can extend into the molecule, so that charge can be easily transmitted
from the source, across the molecule towards the drain. Thus, the current across the
molecule can be expressed in terms of a transmission coefficient T(E )

I ¼ 2e
h

ðmS
mD

T(E)dE ð8:1Þ

where e is the elementary charge and h is Planck�s constant.
The transmission coefficient represents the transmission probability of electrons

with a certain energy E to be transmitted across the molecule. This probability peaks
at the molecular levels. It can be shown that the maximum conductance per
molecular level G0 ¼ DI

DE � e becomes [7, 8]

G0 ¼ 2e2

h
ð8:2Þ

Figure 8.1 General set-up of amolecular device. In (a) amolecule
is coupled to the source and drain (coupling strengthsGS andGD).
In (b) the molecule is replaced by its molecular levels. The
electrodes are filled with electrons up to their electrochemical
potential (indicated by the hatched area).
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This maximum conductance of a single electronic level is known as quantum of
conductance, and corresponds to a resistance of 12.5 kW. Most interestingly, this
conductance is not dependent on the length of the molecule as long as the ideal
molecular level extends between the source and the drain electrodes.

8.2.2
The Weak Coupling Regime

In comparison to the strong coupling limit, current transport is remarkably different,
if the coupling strengthsGS andGD areweak.Here, thewavefunction of the electrodes
cannot extend into the molecule and charge cannot be easily transmitted across the
molecule. Rather, electrons must hop or tunnel sequentially from the source onto the
molecule, and finally from the molecule to the drain. The lowest amount of charge
that can be transferred onto the molecule is the elementary charge, e. This has an
interesting consequence.
The molecule is electrostatically connected to the source, drain and gate

electrode by the capacitances CS, CD, and CG, respectively (see Figure 8.2a).
Therefore, it is no longer sufficient that the electrochemical potential of the source
aligns with the molecular level. Additionally, it must supply enough energy (EC(N),
where N is the number of electrons) to charge the capacitances with an additional
electron.

EC(Nþ 1) ¼ 1
2
(Nþ 1)2e2 �N2e2

CS þCD þCG|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
CS

¼ Nþ 1
2

� �
e2

CS
ð8:3Þ

To include this energy, the energy diagram shown in Figure 8.1bmay be refined (see
Figure 8.2b). Two levels are included in this diagram, which correspond to the
HOMO (lower) and LUMO states shown in Figure 8.1b. The LUMO is floated
upwards by EC(1) ¼ e2

2CS
, while the HOMO is moved down by the same amount.

Figure 8.2 (a) The molecule is coupled to source, gate and drain
by capacitances. (b) The energy level in the weak coupling limit.
Additional charging energy must be provided by the source
voltage.
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Thereby, a large energy gap is opened within which no electrons can flow and hence
the current is blocked; this effect is known as coulomb blockade.1)

8.3
Realizations of Molecular Devices

In the preceding section, the coupling of themolecule to the electrodeswas described
by the coupling strengths GS and GD. However, this theoretical description of contact
between molecule and electrodes hides the complexity and difficulties that must be
overcome in order to contact a single molecule. The main strategy that is followed to
contact single molecules is to use specifically designed molecular anchoring groups
that bind and self-organize on the contacts. In the following section, some key
examples are provided of anchoring groups and self-organization strategies.

8.3.1
Molecular Contacts

Molecular end groupsmust provide a chemical bond to the contactingmetal – that is,
theymust offer a self-organizing functionality. Furthermore, the nature of the contact
determines the coupling strength G and, therefore, how strongly themolecular states
couple with the electronic states of the electrodes. In the case of strong coupling,
electrons can be easily transmitted across the molecule and the resistance of the
molecule should be low; conversely, new effects such as coulomb blockade can occur
forweak coupling, and thismaybe exploited fornewdevices.Thus, the suitable choice
of molecular contact is one of the main issues in the design of a molecular device.
Various molecular contacts have been proposed. Besides the most common gold–

sulfur bond, sulfur also binds to othermetal such as silver [9] or palladium [10]. Sulfur
may be replaced by selenium [11], which yields higher electronic coupling. A further
increase in coupling strength is provided by dithiocarbamates [12, 13], which is
explained by resonant coupling of the binding group to gold. Other binding groups
include –CN [14], silanes [15], and molecules directly bound to either carbon [16] or
silicon [17].
Using these binding groups, it is possible to contact single or at least a low number

of molecules. In the past, several experimental set-ups have been developed which
differ in thenumbers ofmolecules contacted.Whereas some set-ups allow contacting
single molecules (i.e. the method ofmechanically controlled break junctions, nanogaps
or scanning probe methods), in other arrangements the demand of a singlemolecule is
relaxed and a small number of molecules is contacted (e.g. in the crossed wire set-up or
in a crossbar structure). One further distinction between these set-ups is the number of
electrodes that can contact each molecule – that is, if besides the source and drain a
gate electrode is also present.

1) More details on single-electron effects can be
found in Chapter 2 of Volume III in this series.
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8.3.2
Mechanically Controlled Break Junctions

The concept of mechanically controlled break junctions dates back to 1985, when the
method was used to obtain superconducting tunnel junctions [18]. In 1997, it was
applied to contact a single molecule between two gold electrodes [19]. By comparing
the current versus voltage characteristic of symmetric and asymmetric molecules, it
was shown that only single molecules are contacted [20]. Since then, a variety of
differentmolecules have been studied using this technique, and in particular the use
of a low-temperature set-up was seen to provide a significant improvement in data
quality [21–29].
The general set-up of a mechanically controlled break junction is shown in

Figure 8.3. A metallic wire, which is thinned in the middle, is glued onto a flexible

Figure 8.3 The mechanically controlled break junction. (From Ref. [30].)

180j 8 Concepts in Single-Molecule Electronics



substrate. Often, the wire is under etched so that a freestanding bridge is formed.
Underneath the substrate, a piezo element can press the sample against two
countersupports, which causes the substrate to bend upwards such that a strain is
induced in the wire. If the strain becomes too large, the wire breaks and a small
tunneling gap opens between the two parts of the wire. The length of the tunneling
gap can be precisely controlled by the position of the piezo element.
To contact a single molecule, either a solution of the molecule is applied to the

brokenwire, or themolecules have already been preassembled onto thewire before it
is broken. As described above, thesemolecules have chemical binding groups at both
ends that easily bind to thematerial of thewire. As themolecule has binding groups at
both ends it can bridge the tunneling gap if the length of the latter is properly
adjusted. In this way a single-molecule device is formed.
Mechanically controlled break junctions represent a stable and reliablemethod for

contacting single molecules. Most importantly, the correlation between molecular
structure and current versus voltage characteristic can be studied, which will
stimulate the understanding of the conduction through singlemolecules. At present,
however, there is no way of integrating these devices – that is, it is not possible to
contact a larger number ofmolecules in parallel and to combine thesemolecules into
a logic device.

8.3.3
Scanning Probe Set-Ups

Due to its high spatial resolution, scanning probe methods (SPM) are well suited to
contact single molecules, and several strategies have evolved during recent years.
One strategy is to contact a so-called self-assembled monolayer (SAM) of the

molecule of interest with an atomic force microscope, using a conductive tip [31–34]
(see Figure 8.4b). SAMs are formed by immersing a metallic bottom electrode into a
solution of molecules (see Figure 8.4a) which must possess an end group that
covalently binds to themetal layer. In the first layer, themolecules attach covalently to
the metal; all following layers are then physisorbed onto this first chemisorbed layer.
The physisorbed layers can easily bewashed off using an additional rinsing step, such
that only the first, chemisorbed, layer remains on the metal. A famous example of
such a molecular end group/metal surface combination is sulfur on gold. Thiolates,
and especially alkanethiols, are known to perfectly organize on a gold surface and to
build a SAM that covers the gold electrode [35].2)

These SAMs can be contacted by a conductive atomic force microscopy (AFM) tip
(see Figure 8.4b). Depending on the tip geometry, a low number ofmolecules (ca. 75)
can be contacted [31]. Using this method, it has been shown that the current through
alkanethiolates and oligophenylene thiolates decreases exponentially with the length
of themolecule, and that the resistance of amolecule is dependent on themetal used
to contact the molecule [36].

2) See also Chapter 9, which provides a broader
introduction into self-organization and SAMs.
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An alternative method of contacting molecules using AFM or scanning tunneling
microscopy (STM) is very similar to the break junction technique [38, 39]. A gold
AFMor STM tip ismoved into a gold substrate and subsequently slowly retracted (the
�tip-crash� method shown in Figure 8.4c). Thereby, a thin gold filament is formed
between the tip and the substrate. If the tip is moved too far away from the substrate,

Figure 8.4 The different methods used to
contact single molecules with SPM techniques.
(a) The basic principle of self-assembled
monolayer (SAM) formation. (b) A SAM of
molecules is contacted by a conductive AFM tip.
(c) The �tip crash�method, which forms a small
tunneling gap. (d) Embedding conductive
molecules in a SAM of insulating alkanethiols

(molecules not drawn to scale). The height of the
molecules can be used to deduce their
conductivity. (e, f ) Scanning tunneling
microscopy (STM) image of a SAM of
alkanethiols (e) and of oligo-phenylenevinylene
molecules embedded into a SAMof alkanethiols.
The molecules can be seen protruding from the
SAM (f) [37].
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thefilamentwill break and a small tunneling gap is opened between the substrate and
the tip. The whole set-up is immersed in a solution of molecules that have functional
binding groups at both ends. If the tunneling gap is approximately the size of the
molecule, there is a probability that onemolecule will bind to the tip and the substrate
and will therefore bridge the gap.
As a third strategy of contacting single molecules, the molecules of interest can be

embedded into a SAM of insulating alkanethiols (see Figure 8.4d–f ). In this way it is
possible to obtain single, isolatedmolecules which �protrude� from the surrounding
alkanethiol SAM (see Figure 8.4f ). The conductance of the molecule can be
measured either by placing the STM tip above the molecule [40, 41] or by measuring
the height difference between the embedded molecule and the surrounding alka-
nethiol SAM [37, 42, 43]. This height difference is not only dependent on the
differences in length of the alkanethiol and themolecule but also reflects differences
in the conductivities of the molecules. Therefore, the conductivity of the embedded
molecule can be calculated from the height difference.

8.3.4
Crossed Wire Set-Up

This set-up consists of two crossed wires, which almost touch at their crossing
point. One of these wires is modified with a SAM of the molecule of interest. A
magnetic field is applied perpendicular to one wire, and a dc current is passed
through this wire. This causes the wire to be deflected due to the Lorentz force, and
consequently the separation of the two wires can be adjusted by setting the dc
current [44–47].
It has been shown that the number of contacted molecules is dependent on the

wire separation, and that the current versus voltage characteristics measured at
different separations are all integer multiplies of a fundamental characteristic. Thus,
it is proposed that this fundamental curve represents the characteristic of only a
single molecule [45].
Thesemeasurements can also be carried out at cryogenic temperatures [46]. In this

case, the vibronic states of themolecule can be identified which provide a �molecular
fingerprint� and prove that the molecule is actively involved in the conduction
process (see also Section 8.4.6) [46].

8.3.5
Nanogaps

Similar to the break junctionmethod, in the nanogap set-up a small gap is formed in a
thin metal wire. However, this gap is not formed by bending a flexible substrate and
mechanically breaking the wire, but it is prepared on a rigid substrate by using
various methods.
One such method is electromigration. The preparation of the nanogap starts with

the definition of a thin metallic wire on an insulating substrate. A SAM is then
deposited on top of this wire by immersing the sample into a molecular solution.
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Subsequently, a voltage ramp is applied to the wire. If the current that flows through
thewire becomes too large, thewire breaks due to electromigration,which is reflected
by a drop in current. Such gaps are approximately 1 nm in width [48] and, with a
certain degree of probability, are bridged by a molecule that was deposited onto the
wire in advance; thus, a single molecular device has been built.
Alternatively, nanogaps can be formed by preparing an electrode pair with a gap of

�30 nm [49, 50] using electron-beam lithography. This gap can be shrunk to
molecular dimensions by electrochemically depositing metal atoms [51, 52]. Com-
binedwith electrochemical etching, thismethod allows a precise control over thewire
separation. A combination of lithography and low-temperature evaporation has also
been used to fabricate 1- to 2-nm gaps directly on a gate oxide [53].
Althoughallof these techniquesdefinethegaps laterally, theprecisecontrolover the

vertical thickness of thin films can be exploited to define a vertical nanogap [54]. The
preparation of these gaps starts with the deposition of a thin SiO2 layer on top of a
highly p-doped silicon bottom electrode (see Figure 8.5). A gold electrode is then
deposited on top of the SiO2 layer, and subsequently the oxide can be etched in
hydrofluoric acid, thus yielding a thingapbetween theSi bottomandAu topelectrode.
A rich variety of molecules has been measured using nanogaps, including a

coordination complex containing a Co atom [55], a divanadium molecule [56],
C60 [57, 58], C140 [59], and phenylenevinylene oligomers [53, 60].

8.3.6
Crossbar Structure

In terms of integration, the crossbar structure is a very interesting device set-up
where the demand of single molecules is relaxed, and a rather low number of
molecules are contacted.
In order to obtain a crossbar structure, parallelmetallic wires are deposited onto an

insulating substrate. A SAM of the molecule of interest is then deposited on top of
these wires. Orthogonally to the bottom electrodes, metallic wires are deposited onto
the SAM. Thus, a single crossbar structure consists ofmany possible devices (e.g. see
Figure 8.21 in Section 8.5.1).

Figure 8.5 Vertical nanogaps integrated in a crossbar structure.
(a) A schematic of the set-up. (b) Left: Scanning electron
microscopy image of the crossbar, and (right) a transmission
electron image of the nanogap. (From Ref. [54].)
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Themajor technological problem in the crossbar set-up lies in the deposition of the
top electrode. The metal/molecule interface may be unstable and metal ions can
migrate through the molecular layer [61–63], thus shorting the device. The probabil-
ity of metal ions penetrating the molecular layer is dependent on the molecular top
group. A group which binds the metal at the top is more resistant, and many metal/
molecular end groups have been examined, including Al on CO2H [64], OH and
OCH3 [65], Cu, Au, Ag, Ca and Ti onOCH3 [66, 67] or Au, Al and Ti on disulfides [68].
Ti is shown to be critical formetallization, because it reacts stronglywith themolecule
and partially destroys the SAM [69].
An alternative to these molecular end groups is to use aromatic end groups and to

crosslink them with electron irradiation [70, 71]. This method yields stable Ni films
on top of a molecular layer. Similarly, the molecular layer can be protected by a spun-
on film of a highly conducting polymer film (e.g. PEDOT) [72].
In most devices the top electrode is deposited by evaporation techniques, so that

themetal atoms arrive at themolecular layerwith a high energy, and the probability of
the atomspunching through the layer is high. Attempts have beenmade to reduce the
energy of the atoms by indirect evaporation and cooling the substrate [73], or by so-
called �printing methods� in which the metal film is gently deposited on the
molecular layer from a polymeric stamp [74, 75].

8.3.7
Three-Terminal Devices

The incorporation of a third electrode (the gate) opens up new possibilities. First, the
molecular levels can be shifted upwards and downwards by the gate relative to
the levels of the electrodes, which can be used to analyze the electronic structure of
themolecule. The gate is also necessary for building amolecular transistor. As will be
shown later, these transistors can be used to build logic circuits.
The basic working principle of a molecular single-electron transistor is illustrated

in Figure 8.6. Without a gate voltage applied, no molecular states lie in the energy
window between the source and drain potential and thus, the current is blocked.
However, the molecular level can bemoved down into the energy window, if the gate
voltage is increased. Therefore, by applying a gate voltage it is possible to switch the
transistor on.
In order to understand, how the gate can shift the molecular levels, the capacitive

network shown in Figure 8.2a should be considered. The voltage between the source
and themolecule,VSM, and between themolecule and the drain,VMD, is related to the
source VS and source and gate voltage VG as follows:

VSM ¼ CD þCG

CS
VS � CG

CS
VG ð8:4Þ

VMD ¼ CS

CS
VS þ CG

CS
VG ð8:5Þ

with CS¼CS þ CD þ CG
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Therefore, the molecular level shifts up or down relative to the source and drain
energies. The amount of the shift is proportional to the term CG

CS
VG. In order to obtain

good gate control, CG
CS

(the �gate-coupling parameter�)must be large and, ideally, close
to unity; hence, the gate must be placed very close to the molecule.
One elegant method of obtaining a high gate control is to use an electrochemical

gate (c.f. Figure 8.6b). The molecular device (e.g. the nanogap or the STM set-up) is
immersed in an electrolyte, and the source and drain voltages are varied relative to a
reference electrode which is also immersed in the solution [38, 76, 78] and takes on
the function of the gate. The effective gate distance is given by the thickness of
the double layer of ions at the electrodes [38], which allows the application of

Figure 8.6 The working principle of a molecular single-electron
transistor (a) and an electrochemical gate (b). In (c) a scanning
electron image of a nanogap fabricated by the electromigration
method is shown. The nanogap is prepared on an aluminumstrip,
which is covered by a thin Al2O3 layer and forms the gate. (From
Ref. [56].)
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high electric fields. Several molecules, including peralene tetracarboxylic dii-
mide [76], a molecule containing a viologen group [79], oligo(phenylene ethyny-
lene)s [80] or different transition metal complexes [77], have been studied using this
type of gate.
Champagne et al. succeeded in including a gate in a break junction set-up [81]

which consists of a freestanding, under-etched gold bridge deposited onto a silicon
wafer. Underneath the bridge, the silicon is degenerately doped and serves as the gate
electrode. The bridge is broken by the electromigration technique, and the size of the
so-formed gap is adjusted by bending the silicon substrate. A C60 molecule is
immobilized in this gap, so that a molecular transistor with a gate-molecule spacing
of about 40 nm is realized.
The most straightforward method of including a gate is provided by the nanogap

set-up. Here, the source and drain are formed on an insulating substrate; however,
the insulating layer (e.g. SiO2 or Al2O3) can be very thin, and the underlying
(conductive) substrate may be used as gate [55–58, 82] (cf. Figure 8.6c). Compared
to an electrochemical gate, this set-up has the advantage that the measurements can
be conducted at cryogenic temperatures, which makes the observance of coulomb
blockade effects easier and also allows the use of inelastic electron tunneling
spectroscopy (see Section 8.4.6) to study the molecules.

8.3.8
Nanogaps Prepared by Chemical �Bottom-Up� Methods

Several strategies for nanogap preparation have been based on the pioneering studies
of Brust et al. [83, 84], where the chemical preparation of metal nanoparticles was
protected by a ligand shell. Two-dimensional arrays of such particles constitute a test
bed that may be used to interconnect metal particles separated by a few nanometers
by various organic molecules (see Figure 8.7) [85, 86].
By mixing hydrophobic nanoparticles with surfactants, more one-dimensional

structuresmay be formedwheremolecules interconnect segments of gold nanowires
separated by a few nanometers (see Figure 8.8a) [87, 88].
By using a single metal particle inserted in a metal gap prepared �top-down�,

two well-defined nanogaps may also be realized at the gap–particle interface
(cf. Figure 8.8b) [90, 91].
Although all of these systems are easily prepared and are stable at room tempera-

ture, as yet it has not been possible to control the gap formation accurately enough to
prepare a single gap bridged by a singlemolecule. Neither have individual gates been
reported.

8.3.9
Conclusion

At present, the list of measurement set-ups used in molecular electronics is by far
incomplete, and an ever-growing number of techniques is available, including the
mercury dropmethod [92], nanogap preparation by the deposition of gold electrodes
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through a shadowmask at shallow angles [53], themagnetic bead junction [90, 93], or
the nanopore concept [94–97]. Each set-up has its own strengths and weaknesses:
some allow the characterization of singlemolecules (e.g. break junction experiments
and SPM set-ups), whereas others are interesting in terms of later applications
(e.g. crossbar set-ups) or allow the inclusion of a gate electrode (nanogaps). It appears,
however, that there is no ideal set-up, and often the intrinsic molecular behavior may
be determined only by a combination of different experimental methods.

Figure 8.7 Two-dimensional gold nanoparticle arrays interlinked
with octanethiol (left) and thiolated oligo(phenylene ethynylene)
(right). (a) Schematic representation. (b) SEM image of the
nanoparticle arrays. (From Ref. [85].)

Figure 8.8 (a) Network of gold nanowires. The gaps can be
bridged by molecules. (From ref. [89].) (b) A single nanoparticle
immobilized between SAM-functionalized electrodes. (From
Ref. [90].)
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8.4
Molecular Functions

In this section, it is shown which molecules have been measured and which
functionalities these molecules can provide. As the ultimate goal of molecular
electronics is to provide a universal logic, each technology which aims to achieve
this must fulfill several basic requirements [30].
The most basic requirement is that a complete set of Boolean operators can be built

out of the molecular devices, such that every Boolean function can be obtained. One
complete set of operators is for example a disjunction (OR) and an inversion (NOT),
or alternatively, a conjunction (AND) and inversion. However, all complete sets have
to include inverting gates – that is, an inversion.
Disjunction and conjunction can be relatively easily built out of a resistor and a

diode (for a description, see Section 8.4.2.4), and so it is vital to identifymolecules that
conduct current only in one direction.
Similarly, completefields of disjunctions and conjunctions can be implemented in

crossbar structures in the form of so-called programmable logic arrays (PLA) (see
Section 8.5.1). At the crossing points of these PLAs, molecules that can be switched
on or off are needed; that is, the molecules must possess two conduction states, one
isolating and one conducting. Molecules which demonstrate this behaviour include
hysteretic switches, examples of which are described in Section 8.4.4.
These set-ups do not provide inverting logic, as negation is still missing. One set-up

which provides inversion is the molecular single electron transistor (see Section 8.4.5).
Evenwith only two terminal devices it is pfossible to construct an inversion using a so-
called crossbar latch (see Section 8.4.4.1). Again, hysteretic switches are required for
this. Inverting logic (e.g. an exclusive disjunction, XOR)3) can also be built from
a variant of a simple diodewhich displays a negative differential resistance (NDR) region
– that is, a region in which the current drops with increasing voltage. These gates are
described in Section 8.4.3.1.
A second requirement for the implementation of logic is that the gates must

provide a means of signal restoration. At each stage of the circuit the signal voltage,
which represents a logical 0 or 1, will be degraded. To be able to concatenate several
logic gates, a means of restoring the original levels must be found, and this
requirement can only be relaxed for small circuits, as long as the degradation of
the signal voltage is tolerable.
In conventional CMOS logic, such restoration is provided by a non-linear transfer

characteristic of the gates [30]. This strategy can also be followed with molecular
single-electron transistors. Similarly, signal restoration can also be obtained by two
terminal devices using hysteretic switches in the form of the crossbar latch or using
NDR diodes in the form of the molecular latch, as proposed by Goldstein et al. [98].
Anotherrequirementfor thetechnologyis that theremustbeelementsthat transmit

signalsacross longerdistances– that is, a typeofmolecularwire (seeSection8.4.1)must

3) TheXORgate can be converted into a negation if
one input is fixed to �1�.
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be found. A molecular wire alone is insufficient, however, and a defined flow of
informationmust be established, with feedback signals being prevented. This, again,
can be achieved by using molecular diodes.

8.4.1
Molecular Wires

Themost basic electronic device is a simplewire.However, inmolecular electronics it
is less easy than might be thought to construct a suitable molecule which transmits
current with a low conductance across longer distances. So, what makes a molecule
a good conductor? Starting from the short theoretical instruction provided in
Section 8.2, certain conclusions can be drawn regarding the properties of an ideal
molecular wire.
First, in order to obtain a low resistance a strong electronic couplingof themolecule

and the electrodes is preferable. As discussed in Section 8.3.1, such a coupling can be
obtained by choosing a suitable molecular binding group, for example a group that
provides resonant coupling to the electrodes, such as dithiocarbamates.
Due to this choice ofmolecular binding group, the limit of strong coupling is valid

and electrons are transmitted across themolecular levels.However, a prerequisite for
such transmission is that this molecular level, extending from source to drain,
actually exists. Extended molecular levels can be formed by delocalized p-systems,
where in the tight binding approximation pz orbitals of isolated carbon atoms add and
form an extended, delocalized orbital. Therefore, aromatic groups (e.g. polypheny-
lene) are often used as the building blocks for molecular wires.
Another important property of amolecular wire is its ability to conduct current at a

low bias, and therefore the molecular level used for transport should be close to the
Fermi level of the contacts. Often, this requirement is expressed in terms of a low
HOMO–LUMO gap.
Many molecules have been proposed as molecular wires, including polyene, poly-

thiophene, polyphenylenevinylene, polyphenylene-ethynylene [99] (see Figure 8.9),
oligomeric linear porphyrin arrays [100] or carbon nanotubes (CNTs) [[101] and
references therein]. CNTs constitute a special category among molecular wire candi-
dates as they may be either metallic or semiconducting, depending on their chirality.
However, it is difficult to selectively prepare or isolate only one typeofCNT,namely the
metallicform.Furthermore,it isstillchallengingtoorganizeandorientCNTs,although
some techniques are available to arrangeCNTs in a crossbar structure [e.g. see [102]]. A
more detailed discussion on CNTs is provided in Chapter 10.

8.4.2
Molecular Diodes

Molecular diodes are the next step towards a higher complexity. Indeed, when
combined with resistors, diodes are already sufficient to build AND and OR gates.
The firstmolecular electronic device to be proposed by Aviram and Ratner was just

such a molecular diode [103], and consisted of a donor and an acceptor group
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separated by a tunneling barrier. This set-up is often compared to the p- and n-layers
in a conventional diode. As alternative to the Aviram–Ratner approach, a molecular
diode can also be formed by asymmetric tunnel barriers at the source and drain
electrodes [104]. This concept is based on the different electrostatic coupling of the
electrodes. However, as will be seen later, it is very difficult to couple the molecule
symmetrically to both electrodes, which in turn makes it difficult to distinguish
between rectification due to the Aviram–Ratner mechanism and rectification due to
asymmetric coupling.

8.4.2.1 The Aviram–Ratner Concept
The Aviram–Ratner concept is illustrated schematically in Figure 8.10. A molecule,
which consists of an acceptor and a donor group, is connected to the source and drain.
The acceptor and donor are isolated by a tunneling barrier, which ensures that the

Figure 8.10 The diode proposed by Aviram and Ratner, and the
suggested rectifying mechanism. For further details, refer to
Section 8.4.2.1.

Figure 8.9 Building blocks for molecular wires: (a) polyene; (b)
polythiophene; (c) polyphenylenevinylene; and (d) polyphenylene-
ethynylene.

8.4 Molecular Functions j191



molecular levels of the two parts do not couple. The HOMO of the donor lies close to
the Fermi level, in contrast to the acceptor, where the LUMO is adjacent to the Fermi
level.
If a negative voltage VS is applied to the diode (see Figure 8.2a for polarity), the

potential of the source is raised with respect to the drain. Electrons can flow relatively
easily from the source, across the acceptor and donor, towards the drain. However, at
the opposite polarity a much higher voltage is needed to allow electrons to flow from
drain to source. Thus, the molecule is considered to rectify the current.

8.4.2.2 Rectification Due to Asymmetric Tunneling Barriers
In contrast to the Aviram–Ratner mechanism, rectification due to asymmetric
tunneling barriers is based on a difference in the source and drain capacitances.
This difference can be obtained by attaching two insulating alkane chains to a
conjugated part (see Figure 8.11). The alkane chains are functionalized with an end
group, which provides binding functionality (e.g. sulfur for gold electrodes). The
capacitance between the conjugated part of the molecule and the electrode is
inversely proportional to the length of the alkane chains; varying these lengths is
therefore a suitable way of adjusting the source and drain capacitances.
The rectifying mechanism can be explained by the energy diagram shown in

Figure 8.11. TheHOMO and the LUMO levels of the conjugated part of themolecule
are included in the figure. These energy levels correspond to the molecular level of
the (unbound)molecule plus the charging energy, as explained in Section 8.2. As can
be seen in Figure 8.11, the levels lie asymmetrical with respect to the Fermi level of
the electrodes.
Current can only flow when the electrochemical potential of the source or the

drain aligns with, or even exceeds, the LUMO – that is, when � eVSM¼D for
electrons flowing from source to drain, or eVMD¼D for the reverse bias. Here, D is
the difference between the Fermi level of source and drain at zero bias and the
LUMO.
VSM and VMD are given by Eqs. (8.4) and (8.5) (the gate capacitance must be set to

zero). It follows for the voltage VD! S, at which electrons start to flow from drain to

Figure 8.11 The concept of rectification due to asymmetric tunneling barriers.
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source (which corresponds to a positive current flow from source to drain), and
VS!D, at which electrons flow from source to drain [104]

VD!S ¼ 1þCS=CD

CS=CD|fflfflffl{zfflfflffl}
�h

D
e
¼ 1þh

h
D
e

ð8:6Þ

VS!D ¼ � (1þh)
D
e

ð8:7Þ

If the source capacitance is smaller than the drain capacitance (h< 1), |VS!D| is
smaller than |VD!S| and electrons can flow from source to drain at a lower absolute
bias than in the opposite direction; that is, the molecule shows a rectification
behavior.

8.4.2.3 Examples
Starting from the molecule proposed by Aviram and Ratner (see Figure 8.10) [105],
many other molecules containing acceptor and donor groups have been pro-
posed [106]. One of the most extensively studied is g -hexadecylquinolinium tri-
cyannoquinodimethanide (C16H33 Q-3CNQ; c.f. Figure 8.12) [107–110]. Although
this molecule consists of a donor and an acceptor group, it deviates from the normal
Avriam–Ratner diode in that the two parts are not coupled by an insulating s-group
but rather by a delocalized p-group, which makes an analysis of the rectification
behavior more difficult [109]. Furthermore, due to the alkane chain at one side of the
molecule, it is often coupled asymmetrically to the electrodes. Thus, it is difficult to
distinguish between the Aviram–Ratner mechanism and rectification due to asym-
metric tunneling barriers. To circumvent this problem, decanethiol-coated gold
STM tips are used as a second contact to a SAM of C10H21 Q-3CNQ, which places
the same length of alkane groups at both ends of the donor and acceptor
groups [111].

8.4.2.4 Diode–Diode Logic
Already with these rather simple diodes it is possible to build AND and OR gates in
the form of so-called diode–diode logic [112]. In the AND gate (see Figure 8.13a) both

Figure 8.12 The molecular diode C16H33 Q-3CNQ in its neutral state.
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inputs, A and B, are connected via reversely biased diodes and a resistor to the
operating voltage. Only if both inputs are high (i.e. 1) is the output C high, and this
results in an AND function.
The OR gate is shown in Figure 8.13b. In contrast to the AND gate, one input is

already sufficient to push the output to a high voltage, and thus this gate implements a
disjunction.

8.4.3
Negative Differential Resistance Diodes

Diode–diode logic yields AND and OR gates and, in order to obtain a complete set of
Boolean variables, these gates can be combined with diodes that show a negative
differential resistance (NDR). By using these modified gates it is possible to obtain
inversion.
The NDR effect is illustrated schematically in Figure 8.14a. The current of the

diode rises with increasing voltage up to a certain threshold voltage, above which the
current drops. This rather odd behavior is already known from conventional semi-
conductors in the form of resonant tunneling diodes.
The concept of resonant tunneling can also be used formolecular NDR devices, as

shown in Figure 8.14b and c [113]. The molecule consists of two conjugated
molecular leads and an isolated benzene ring in the middle. In the absence of any
inelastic processes, current can only flow if the molecular levels of the left lead of the
isolated benzene ring and of the right lead, align. Such alignment occurs only at
certain voltages, at which the levels are said to be in �resonance�. Such resonance is
illustrated graphically in Figure 8.14c. If the voltage is detuned from this resonant
value – for example, if it is further increased – then the current will drop and the
device will show an NDR effect.
Another molecule, which shows a prominent NDR effect, is shown in

Figure 8.15b [4, 94]. It exhibits peak-to-valley ratios as high as 1030:1, although the
exact nature of the NDR effect observed in this molecule is currently a matter of
intense research [114].

Figure 8.13 AND and OR gate using diode–diode logic.
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8.4.3.1 Inverting Logic Using NDR Devices
NDR devices can be used to obtain inverting logic. One example is shown in
Figure 8.15a [112]; this gate implements an exclusive OR functionality – that is,
the output C is high if either A or B is high, and low if both inputs are high or both
inputs are low.
The XOR gate shown in Figure 8.15a resembles the normal OR gate shown in

Figure 8.13b, the only difference being a NDR diode which is connected to the two
diodes of inputs A and B. The voltage drop across the entire XOR circuit (Vtot,
measured from inputA andB toV–) is divided between a voltage drop across theNDR
diode (VNDR) and a voltage drop across the resistances R0 and R (VR). Assuming
ohmic behavior for the resistances, it follows for the current flowing through the
resistances:

I ¼ VR

RþR0
¼ V tot �VNDR

RþR0
if either A or B is high ð8:8Þ

I ¼ VR

RþR0=2
¼ V tot �VNDR

RþR0=2
if both; A and B; are high ð8:9Þ

Figure 8.14 (a) The NDR effect. (b, c) The concept of a resonant
tunneling diode consisting of a single molecule.
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These two characteristics, called �load lines�, are included in Figure 8.14a. The
crossing points of the NDR characteristic with these load lines are the operating
points for only one input high (point A), or for both inputs high (point B). It transpires
that, if both inputs are high, the NDR diode is forced into its valley region, and
therefore only a low current flows and only a low voltage drops across R. Thereby, the
output signal C goes low. From this XOR gate it is easy to obtain inversion; the only
change to bemade is to set one input (e.g. A) fixed to �1�. The output C is then simply
the negation of B.

8.4.4
Hysteretic switches

As noted above, hysteretic switches can be used to build PLAs and to yield signal
restoration and inversion. The general current versus voltage characteristic of a
hysteretic switch is shown in Figure 8.16a.
A hysteretic switch displays two conduction states: one insulating, and one

conducting. It is possible to toggle between the two by applying a voltage which

Figure 8.16 (a) General current versus voltage characteristic of a
hysteretic switch. (b) A proposedmolecule that would be expected
to show switching effects.

Figure 8.15 (a) XOR gate using NDR-diodes. (b) A well-known molecule that shows NDR.
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exceeds a certain threshold value. For example, in Figure 8.16 a positive voltage is
needed to switch the device on (i.e. from the insulating to the conducting state), and a
negative voltage to switch it off.
Such bistability can be obtained when the molecule possesses two different states

that are almost equal in energy, that are separated by an energy barrier, and that show
different conduction behaviors. Different origins of these two states are conceiv-
able [99]; for example, they may result from redox processes, from a change in
configuration of the molecule, a change in conformation, or a change in electronic
excitation.
The molecule shown in Figure 8.16b is an example of a molecule which has been

proposed, in theory, to showhysteretic switching [115]. It consists of afixedmolecular
backbone (the stator) and a side group with a high dipole moment (the rotor). By the
application of an electric field, the rotor orients its dipole moment in the direction of
the field. Bistability is obtained by the formation of hydrogen bonds between the
stator and rotor that fix the latter in one of two stable positions relatively to the stator.
The two conduction states are due to different conformations of the molecule
(stabilized by hydrogen bonds). Switching is initiated by interaction of the dipole
moment of the rotor with the electric field.
Bipyridyl-dinitro oligophenylene-ethynylene dithiols (BPDN-DT) are other exam-

ples of switching molecules. These are a variation of the molecule shown in
Figure 8.15b, and their bistability has recently been confirmed by using various
measurement techniques [28, 93].
Rotaxanes and catenanes are, even if controversially discussed, additional candi-

dates for molecular switches. These molecules consist of two interlocked rings such
that, by reducing or oxidizing the molecule, one ring rotates within the other. Two
stable, neutral states which differ in the position of the inner ring are thus realized.
The switching is therefore initiated by a redox process. The two different states are
provided by the different conformations of the molecule, similar to the molecule
shown in Figure 8.16b.
Although the preliminary results showing a switching effect of this molecule were

questioned (see Section 8.4.6), recent results have confirmed the original proposed
switching mechanism and indicates that, in the case of earlier results, this mecha-
nism was occasionally hidden by artifacts [75, 116, 117].

8.4.4.1 The Crossbar Latch: Signal Restoration and Inversion
As noted in Section 8.4.2.4, AND and OR gates can be built using simple diodes.
However, for a complete set of Boolean variables, negation is also required. Signal
inversion can be obtained by NDR diodes (c.f. Section 8.4.3.1) or alternatively by the
so-called crossbar latch, which also provides a means of signal restoration [118].
The crossbar latch (see Figure 8.17a) consists of two hysteretic switches which are

connected to the signal line (at voltageVL) and one control line (at voltageVCA orVCB).
The two switches are oppositely oriented.
The idealized current versus voltage characteristic of a hysteretic switch shown in

Figure 8.16 is assumed. By application of a positive voltage, the switch opens; an
opposite voltage is then needed to close the switch. These voltages are always those

8.4 Molecular Functions j197



that are applied across the molecules, depicted in Figure 8.17a as VSA and VSB.
However, in the circuit shown in Figure 8.17a, only the voltages of the control lines
VCA andVCB are set. Therefore, the voltage that is applied across themolecule depends
on the voltage on the signal line, VL.

VSA ¼ VL �VCA ð8:10Þ

VSB ¼ �VL þVCB (note the opposite orientation of switch B) ð8:11Þ
The voltage on the signal line in Figure 8.17 represents the logical state. Voltage
intervals are defined that represent a logical �1� or �0�. In general, the signal is
degraded, so that the signal level will be at the lower end of the intervals.
To yield signal restoration – that is, to pull the signal level up to the upper end of the

defined interval – the following procedure can be followed:

. First, a large positive voltage is applied to the control line A, and a large negative
voltage to control line B. This voltage is large enough to always open switches A and
B, regardless of the voltage level of the signal line. This is shown in Figure 8.17b
(unconditional open).

. Second, a small negative voltage is applied to control line A, and a small positive
voltage to control line B. These voltages are so small that they close switch A only if
the signal line carries a �1�, and they close switch B if there is a �0� on the signal line
(see conditional close in Figure 8.17b).

. Therefore, depending on the voltage on the signal line, switch A or B is closed and
the opposite switch is open. To yield signal restoration,VCA is connected to a full �1�
signal andVCB to �0�. Inversion can also be obtained; the onlymodification is that a
logical �1� must be connected to VCB and �0� to VCA.

Figure 8.17 The crossbar latch as proposed by Kuekes et al. [118].
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This scheme shows that it is possible to build a complete set of Boolean variables
with only two terminal devices. Therefore, hysteretic switches represent a very
valuable element, which explains the high activity in this field of research.

8.4.5
Single-Molecule Single-Electron Transistors

In Section 8.3.7 it was shown how a third electrode – the gate – could be included into
the device set-up. The most convenient method to prepare such three-terminal
devices is a nanogap that is deposited onto a gate, which is isolated from the device by
a thin insulator. A three-terminal device essentially forms a transistor. If themolecule
is only weakly coupled to the source and drain, the transistor is termed a single-
molecule single-electron transistor [119–121]. Whilst the basic working principles of
such a transistor were described in Section 8.3.7, and amore extensive explanation is
provided in Figure 8.18.

Figure 8.18 (a, b) The working principles of a
single-molecule single-electron transistor. For
details, see the text. (c) First (upper panel) and
second (lower panel) derivatives of the current
versus voltage characteristic of a single-molecule
single-electron transistor containing an

oligophenylenevinylene (OPV5) molecule. The
black coulomb blockade diamond is clearly
visible. (From Ref. [122].) The fine structure in
the open state is due to vibrations of the
molecule, and serves as a �fingerprint� of the
molecular structure of the OPV5 molecule.
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In Figure 8.18a, the Nth and (N þ 1)th state of the molecule are shown. These two
levels correspond, for example, to the HOMO and LUMO in Figure 8.2b. In
Figure 8.18a, electrons can hop or tunnel onto or off the molecule by the processes
(a) to (d) – that is, from the source or drain onto the molecule (processes a and b), or
from the molecule to the source or drain (processes c and d).
Electrons can only flow from the source or the drain onto the molecule if the

potential of the electrode aligns with (or exceeds) the molecular level. Below these
potentials, no electrons can flow; rather, the current is blocked, which is known as
coulomb blockade. This behavior is often visualized in a plot as in Figure 8.18b, in
which the source voltage VS is plotted against the gate voltage VG.
In Figure 8.18b, four lines build a diamond, the color of these lines corresponding

to processes (a) to (d) in Figure 8.18a. In the interior of the diamond, the source and
gate voltages are too low to overcome the injection barriers, and the current is
blocked. By increasing the source and gate voltage, theworking point of the transistor
can be moved to outside the diamond. As the working point crosses one line in the
VS/VG plane, the current sets in (e.g. if it crosses the dark yellow line, electrons can
hop from the drain onto the molecule).
Depending on the process, there are different barriers thatmust be surmounted by

the electron. For electrons hopping from source onto the (N þ 1)th level (process a),
the voltage between source and molecule VSM must exceed the barrier D1 (see
Figure 8.18 for a definition of D1) – that is, eVSM�D1.
VSM and VMD are governed by Eqs. (8.4) and (8.5), respectively. By combining

Eqs. (8.4) and (8.5) with the conditions for current flow (e.g. eVSM�D1 for process a),
linear relationships are yielded betweenVS andVGthat represent the equations of the
four lines in Figure 8.18b.
Single-molecule single-electron transistors resemble in one important aspect

conventional MOSFETs. The resistance between source and drain can be controlled
by the gate voltage – that is, these transistors represent electronic switches and
can be used to build logical circuits. As an example, an inverter based on a single-
electron transistor is shown in Figure 8.19. In fact, logic circuits consisting
of conventional single-electron transistors have already been presented [121, 123].
Single-electron transistors consisting of single molecules have also been realized

Figure 8.19 Inverting gate using a single-electron transistor.
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[53, 55, 57, 59, 60, 82, 122], and an inverter consisting of amultiwall carbon nanotube
has also been built [124]. For further information on single-electron devices, the
reader is referred to Chapter 2 in Volume I of this Handbook, and to Chapter 6 in the
present volume.

8.4.6
Artifacts in Molecular Electronic Devices

As noted above, molecules can provide a rich variety of functions. However,
contacting single molecules reaches the limits (or even extends the limits) of current
technology, and only recently has it been reported that some results in the field of
molecular electronics were due to artifacts [6]. The most prominent example of this
was the rotaxanes (see Section 8.4.4). In fact, it has been reported that the observed
switching effect is independent of themolecule, and is thus an effect of the entire set-
up, including the contacts and interfaces, and is not purely �molecular� [125].
However, this does not necessarily mean that the proposed switching mechanism
is incorrect. It is rather covered by artifacts and may in effect exist in other
experimental set-ups [75, 116, 126].

8.4.6.1 Sources of Artifacts
Several sources of artifacts are conceivable. One is concerned with the high electric
fields that are applied across the molecular junction. Although only low voltages are
applied (�1–2V), the junctions are very thin, which generates high field strengths.
These field strengths can cause metal atoms from the electrodes to migrate into the
molecular layer and finally to shorten it by a metal filament [6, 128]. These filaments
are thin, so that they can be easily broken by high currents flowing through them, for
example due to resistive heating or to electromigration. Thus, the filaments can form
and break and therefore, they can switch a device into a low- and high-impedance
state, which can mitigate molecular switching.
One recent experiment concerning the formation of filaments was conducted by

Lau et al. [127]. A Langmuir–Blodgett film of steric acid (C18H36OH) was sandwiched
between a titaniumandplatinumelectrode (see Figure 8.20). It was possible to switch
this device between a high and a low conduction state, and a current versus voltage
characteristic similar to that shown in Figure 8.16a was obtained. To examine the
switching effect, Lau and colleagues scanned the device area using AFM, while
simultaneously applying a bias voltage through external leads. In that way, the
conductance of the whole device could be measured and correlated to the actual
position of the AFM tip. Two-dimensional maps of conductance versus tip position
were obtained for the on and off states (see Figure 8.20b).
The AFM tip exerts a certain pressure on the top electrode, which locally

compresses the monolayer by �0.2A
�
. This compression did not alter the conduc-

tance in the off state. Independently of the position of the AFM tip, the conductance
stayed almost constant (see bottom image in Figure 8.20b). However, in the on state,
sharp peaks in conductance were observed, which appeared when the tip was
scanning across a localized spot on the top electrode (see red spike in the middle
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image in Figure 8.20b). These peaks were interpreted as �nanoasperities�, in which
the effective distance between the top and bottom electrode is reduced. These
nanoasperities might be due to conducting filaments that almost bridge the
electrodes.
Besides filaments, there are other sources of artifacts, such as oxidation of the

metal electrode (i.e. titanium), which can also induce hysteretic current–voltage
responses [129] or the formation of charge traps at the electrode/molecule inter-
face [130]. Similarly, nanogaps produced by the electromigration technique (see
Section 8.3.5) can, even in the absence of molecules, show �molecular� features, for
example coulomb blockade effects with addition energies that are in the range as
would expected for single molecules [82]. These effects are ascribed to small metallic
grains within the junction.
To rule out these artifacts and to verify that the observed effect is truly molecular,

several strategies have been followed [126]. One straightforward approach is sys-
tematically to vary the composition of the molecule (e.g. its length) and to study the
influence of this variation on the current versus voltage characteristic [96]. Other
strategies are to use a variety of test set-ups to rule out any systematic errors due to the
measurement set-up [93], to completely avoid metallic electrodes and thereby
eliminate the possibility of metallic filaments [131].
An alternative approach is to study the vibrational states of the molecule by using

inelastic electron tunneling spectroscopy (IETS). This technique is highly sensitive to the
molecular vibrations which open additional inelastic channels through which
electrons can tunnel. However, these vibration states smear out in energy at room

Figure 8.20 An experiment conducted by Lau et al. to examine the
switching effect observed in their devices. Combining current
versus voltage and atomic force measurements, these authors
observed nanoscale switching centers, which are interpreted in
terms of conductive filaments that almost bridge the two
electrodes. (From Ref. [127].)
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temperature, and can only be observed at cryogenic temperatures. In the current
versusvoltagecharacteristic, theyarevisible aspeaks in thesecondderivative [46,132].
For three-terminal devices, the second derivative can be plotted in the source voltage
(VS) versus gate voltage (VG) plane, and the vibrationalmodes are then visible as lines
running parallel to the diamond edges (cf. Figure 8.18c) [122].
The vibrational states are an intrinsic property of the molecule, and thus IETS

provides a �molecular fingerprint� to prove that the molecule is actively involved in
current transport.

8.4.7
Conclusions

Molecular electronic devices provide a wealth of functions. The appeal of molecular
electronics is, amongst other things, based on the variety of these functions. The
target is to make use of new effects that appear at these small dimensions (e.g.
coulomb blockade or resonant tunneling effects, conformational changes of the
molecule) for novel electronic devices.
Whilst it has been shown how these molecular devices can be combined to form

small logical gates (e.g. in the form of diode–diode logic or the crossbar latch), this
raises one important question: How can molecules be assembled so that these gates
are formed?

8.5
Building Logical Circuits: Assembly of a Large Number of Molecular Devices

In the previous sections it has been shown how single (or at least a low number of )
molecules can be contacted, and which functionalities these molecules can provide.
Furthermore, it has been described, how these single molecules can be combined to
small logic gates, for example as AND,OR, XORgates, or as the crossbar latch. In this
section, the discussion proceeds one step further to determine how a large number of
devices can be assembled. And what implications does the use of single molecules
have for the architecture of future logic circuits? As already discussed (in Section 8.3),
for single-molecule devices there is at present no method available to deterministi-
cally place a single molecule on a chip. Thus, reliance must be placed on statistical
processes and the ability of themolecules to self-organize, for example in the form of
SAMs.
This dependence on self-organization bears the first implication for the architec-

ture of molecular devices. Self-organization will always result in very regular
structures, which have only a low information content [133]. In comparison to
current CMOS circuits, in which a huge number of transistors is connected statically
to other transistors, andwhich include therefore a high information content, this lack
of information must be fed into the molecular circuit by an additional, post-
fabrication training step. In other words, the technology and architecture has to be
re-configurable.
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A second implication of the self-organization process is given by the fact that these
circuits will always contain defective parts, and the high yields necessary for CMOS
architectures are not feasible. Again, the defective sites on themolecular chipmust be
identified and isolated in a post-fabrication step.
Several architectures have been proposed for future molecular circuits, and these

differ in how strongly they rely on self-organization. PLAs based on crossbars, for
example, use self-organization only for the preparation of the SAMs. The electrodes
that contact the SAMare commonly defined by lithography (although techniques are
available to prepare crossbars completely by self-organization, e.g. [102]). In contrast
to PLAs, the Nano-Cell architecture (see Section 8.5.2) relies completely on self-
organization.

8.5.1
Programmable Logic Arrays Based on Crossbars

InSection8.4.2.4itwasdescribed,howsimpleANDandORgatescanbeimplemented
using diodes and resistances only. In the following it will be shown, how large arrays
of these gates can be implemented using crossbars, as described in Section 8.3.6.
The equivalent circuit of a crossbar is shown in Figure 8.21a and b. A SAM of

rectifying diodes is contacted by orthogonal top and bottom electrodes. These arrays
can easily be converted into AND and OR gates. For an AND circuit, the vertical
electrodesmust be connected to the high voltage, and the horizontal lines to the input
variables (see Figure 8.21a). Similarly, for OR, the horizontal lines are connected to
the low voltage and the vertical lines are the signal lines.
However, these circuits have one drawback, in that only a single disjunction or

conjunction can be implemented. If, for example, a simple AND connection of two
input variables is built, all other horizontal input linesmust be set to the high voltage.
Therefore, at the end of each vertical line, only the conjunction of A and B is
computed.

Figure 8.21 Crossbar structure implementing AND (a) and OR (b).
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This problem can be circumvented if some diodes can be switched off – that is,
if some input lines can be isolated from the output lines. Thus, a combination of
a hysteretic switch (as described in Section 8.4.4) and a diode, for example by
asymmetrically coupling a bistable molecule to the electrodes, would be highly
beneficial. By using these switches, individual crossing points could be switched
�off� and �on� by the application of a high-voltage pulse. The state of the
molecules at the crossing points will therefore determine the logical function
that is computed.
The AND and the OR gate can be combined to a PLA, as shown in Figure 8.22.

The output of the AND plane is fed into the OR plane. Most diodes at the crossing
points are switched off, so that certain Boolean functions are realized. The
Boolean functions of the first two horizontal lines in the OR plane are given
in Figure 8.22.
Such a PLA can compute every Boolean function if not only the input variables but

also the negation of them is supplied to the PLA. Therefore, the negation of each
variable must be computed, which can be done by using NDR-diodes as described in
Section 8.4.3.1. Again, theseNDRdiodes can be implemented in a crossbar, so that all
negations of all input signals can be realized simultaneously. As an alternative, the
negation can be supplied by the surrounding CMOS circuitry, which would result in
hybrid molecular/CMOS circuits.
Based on hysteretic switching diodes, the PLA is re-configurable. Therefore, the

logic functions are programmed in a post-fabrication step; defective junctions can be

Figure 8.22 A programmable logic array consisting of an AND and an OR plane.
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identified and disregarded in the circuit. This makes the PLA architecture a
promising architecture for molecular electronics. A more detailed explanation of
architectures based on crossbars is provided in Chapter 11 of this volume.

8.5.2
NanoCell

Although the crossbar set-up relies on self-organization, a �quasi-regular� structure is
imposed by the orthogonal top and bottom electrode [133]. An architecture, which
consists completely of random patterns, is the so-called NanoCell.
The structure of a NanoCell is shown in Figure 8.23 [134, 135]. It consists of a self-

assembled, two-dimensional network of metallic particles which are randomly
interlinked with molecules (cf. Section 8.3.8). In order to provide inverting logic,
molecules exhibiting an NDR effect are used (see Section 8.4.3.1). The network is
contacted by large metallic leads at its sides.
Due to the random arrangement of metal particles and molecules, the NanoCell

must be trained or programmed to fulfill a certain task. To train this circuit, the
molecules must be bistable and, similar to the PLAs, the molecules can be switched
off and on by large voltage pulses. Therefore, the molecules must exhibit a combi-
nation of NDR effect and hysteretic switching. In Figure 8.23, the molecules are
represented by lines connecting two metal particles; a white line represents an open
switch, and a black line a closed switch.
In real applications, themolecular network is completely random – that is, neither

are thepositions of the individualmolecules known, nor can a certain singlemolecule
be addressed. The only knowledge about the circuit can be obtained through the
contact pins, and most probably only bundles of molecules and not individual
molecules can be switched by the application of voltage pulses to the contacts.

Figure 8.23 NanoCell trained as NAND gate, as proposed by Tour et al. (From Ref. [134].)
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However, for a proof of concept, Tour et al. assumed the case of omnipotent
programming [134], which means that the position of each molecule is known and
that it can be individually programmed to its low or high state.
Based on this assumption, the network can be trained for a certain task; for

example, to perform a NAND operation, as shown in Figure 8.23. The state of the
network can be described by a list of the switching states of all molecules, typically,
whichmolecule is open orwhich is closed.A function canbe defined,which evaluates
by how much the output (�1� in Figure 8.23) resembles a NAND combination of the
inputs A and B. The task of training is now reduced to find a network state, which
sufficiently minimizes (or, depending on the definition, maximizes) the evaluation
function.
Tour and coworkers have used a genetic algorithm to identify such anetwork state –

that is, to determinewhichmoleculesmust be switched on, andwhich off. The output
signal is determined by a SPICE simulation and compared to the desired function-
ality. Using this genetic algorithm, Tour and colleagues were able to train NanoCells
as inverters, NAND gates, or complete 1-bit adders [134].

8.6
Challenges and Perspectives

Molecular electronics represents an exciting and promising field of research, but it
imposes huge demands on the technology and is at the border of what is currently
feasible. Many challenges remain for further research, as well in the design of
molecules and in the assembly and architecture of future devices. For example,
molecular interconnects must be found that can conduct current across larger
distances, the rectification ratio of molecular diodes must be increased and, as a
key element, bistable switching molecules must be identified and optimized.
Future architectures of molecular devices will have to incorporate the statistical
nature of the assembly of molecules. The optimum architecture will start from a
random arrangement of molecules and will be trained the molecular network, as
has been attempted with the NanoCell set-up. However, this training step is
mathematically highly complex and has only been solved for the simplifying case
of omnipotent programming. It seems that there is a price to pay for the low
information content of these random structures with a complex training
algorithm.
In CMOS, molecular electronics has a very strong competitor. CMOS has been so

successful in the past, because it combines high integration densities, a high
switching speed, and a low power consumption [133]. If molecular electronics is
to at least complement CMOS in the future, it must outperform CMOS in one or
more of these key characteristics. It is proposed that molecular electronics will be
small in size and will exhibit low switching energies [1, 133], but the switching speed
will be low. However, these predictions are very uncertain and will need to be
substantiated by further research.
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9
Intermolecular- and Intramolecular-Level Logic Devices
Françoise Remacle and Raphael D. Levine

9.1
Introduction and Background

Today, there is an intense researchactivity in thefieldofnanoscale logicdevices towards
miniaturization and qualitative improvement in the performance of logic circuits
[1–16]. A radical and potentially very promising approach is the search for quantum
computing [17–24], and this is reviewed as an emerging technology in Ref. [25]. Other
alternatives are based onneural networks [26], onDNA-based computing [27–31], or on
molecular quantum cellular automata [32–37]. Single-electron devices should also be
mentioned because if they use chemically synthesized quantum dots (QDs) they are
�molecular� innature [38–40].Devices thathavebeen implementedrelyon theability to
use molecules as switches and/or as wires, an approach known as �molecular electro-
nics� [5, 12, 41–44]. This approach is currently being extended in several interesting
directions, including the modification of the electronic response of the molecule
through changing its Hamiltonian [45–47]. In this chapter, these topics are first
reviewed, after which ongoing studies on an alternative computational model, where
the molecule acts not as a switch but as an entire logic circuit, are discussed. Both,
electrical and optical inputs and outputs are considered. Advantage is then taken of the
discrete quantum states of molecules to endow the circuits with memory, such that a
molecule acts as a finite state logic machine. Speculation is also made as to how such
machines can be programmed. Finally, the potential concatenation of molecular logic
circuits either by self-assembly or by directed synthesis so as to produce an entire logic
array, is discussed. In this regard, directed deposition is also a possible option [48–52].

9.1.1
Quantum Computing

Quantum computing can be traced to Feynman, who advocated [53] the use of a
quantum computer instead of a classical computer to simulate quantum systems.
Therational isthatquantumsystems,whensimulatedclassically,areverydemandingin
computing resources. A quantum state is described by two �numbers� – its amplitude
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and its phase – and the number of quantum states, N, grows exponentially with the
number of degrees of freedom of the system. The sizes of the matrices necessary to
describeasystemquantummechanicallyscalesasN2,andforlargesystemsthisnumber
becomes rapidly prohibitively large. A computer that operates quantummechanically
will require far less resourcesbecause thecomputationscanbemassivelyparallel due to
thesuperpositionprincipleofquantummechanics.Conceptually, tocomputequantum
mechanically required the extension of classical Boolean logic to quantum logic [19, 54]
and to set up quantum logic gates [55–61] that operate reversibly [62, 63].
In quantum computing, the logic is processed via the coupling structure between

the levels of theHamiltonian. Typically, this coupling is induced by external electrical
and magnetic fields. Nuclear magnetic resonance (NMR) is a particularly promising
direction for both pump and probe [20, 64]. Quantum implementations are very
encouraging for search algorithms [65–68], where a power law reduction in the
number of queries can be obtained. For operations where the answer is more
complex than a YES or NO – such as Fourier transform operations – the read-out
remains a key problem because of the collapse of the wave function when one of its
component is read. One very successful outcome of quantum computing and
quantum information is cryptography [69], where the very effective factorization
algorithms (public key cryptography, Shor algorithm [70, 71]) show the potential that
is available. Quantum computing has very much caught the popular imagination,
and several excellent introductory books (e.g. Ref. [72]) are now available.

9.1.2
Quasiclassical Computing

Theessentialdifferencebetweenquantumcomputingandtheapproachdiscussedhere
is that a quantum gate operates on both the amplitude and the phase of the quantum
state. The phase is very sensitive to noise, and quantum computing theorists have
devisedvariousways toprotect thephase fromexternalunwantedperturbations [73–79]
or to seek to correct a corruptedphase.Because the authors� background is inmolecular
dynamics and coherent control, they are aware that the phase of quantum states is
extremely difficult to protect, and in this chapter adopt a quasi-classical approach [80]
where, while the time evolution of the molecular system is quantal, what matters in
termsofinputsandoutputsarethepopulationsofthestates– that is, thesquaremodulus
of theamplitudes.This approachreliesonclassical logic anddoesnot require reversible
gates. There are two special characteristics of quantum computing: parallelism and
entanglement. Currently, the authors� investigations center on understanding the
potential of the quasi-classical approach in terms of parallelism.

9.1.3
A Molecule as a Bistable Element

Another very successful approach is molecular electronics, which aims to provide
molecular-based computingbyusing themolecule as a switch [5, 11, 12, 42, 43, 81, 82].

214j 9 Intermolecular- and Intramolecular-Level Logic Devices



In the following sections, it is explained that the essential difference with what is
advocated in this chapter is that the molecule can do – and has been shown to do –

much more than act as a switch.
Quantum cellular automata (QCA) represents another promising approach to

molecular computingwhere themolecules are not used as switches but as structured
charge containers and information transmitted via coupled electric fields [32–34].
The charge configuration of a cell composed of a few QDs – and, more recently, of
molecular complexes – is the support for encoding the binary information. Most
studies on QCA consists of theoretical design, with very few experimental imple-
mentations. While the QD-based implementations [33, 34] operate at very low
temperatures, theoretical modeling predicts that molecular quantum cellular
automata could be operated at room temperature [36, 37, 83].

9.1.4
Chemical Logic Gates

Early proposed chemical implementations of logic gates were based on the
response of molecules in solution to light or changes in chemical species concentra-
tions [84–86]. Using photo-induced electron transfer where the emitted fluorescence
is modulated by the concentrations of ions species in solution, different kinds of
realizations of uni and binary gates (i.e. OR, NOT, AND, XOR, etc.) have been
proposed [11, 14, 87, 88], and it has been shown that AND and XOR gates can be
combined to lead to half adder and/or subtractor [4, 8, 30, 89–93] and full adder/
subtractor [94–98] implementations. Other well-studied systems that lead to similar
levels of logic complexity are those built on molecular motors (catenane, rotaxane),
where the inputs can be communicated photochemically and electrochemically [11],
or on DNA oligonucleotides [29–31]. These ways of providing the inputs and reading
the outputs are rather slow, however, and do not exploit the complexity of the
quantum level structure and intra- and inter-molecular couplings. Nor is it clear how
to reduce the size of such devices. All of these approaches were largely limited to two
bit operations (half adder or subtractors). In 2001 [94, 95], the level of the three bits
operation with an optical full adder had already been reached, while more recently a
cyclable full adder on a QD by electrical addressing was proposed [99]. This last
example shows that QDs, and not only molecules proper, can be used to act as more
than a switch.
The emphasis in this chapter is on demonstrating single-molecule rather than

chemical computing. The proposal is that it is possible to use the complexity of
molecules to integrate logic circuits of increasing sophistication on a single
molecule or on supramolecular assemblies. Clearly, at the present time signal-
to-noise considerations mean that the independent response of more than a single
molecule is needed. Beyond the independent molecule, however, the proposal is to
concatenate single molecules in the sense that the logic output from one
molecule is the logic input to another. This is achieved by (rapid) intermolecular
coupling.
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9.1.5
Molecular Combinational Circuits

Combinational circuits are the simplest logic units, being built of logic gates (the
most commonareNOT,AND,OR,XOR,NOR,NAND) and providing a specific set of
outputs, given a specific set of inputs. These circuits have no memory. In transistor-
based computer circuits even the simpler such gates require to be built as a network
of switches. Studies on molecular combinational circuits forms part of an intense
research effort aimed at recasting into logic functions the fact that molecules can
respond selectively to stimuli (inputs) of different forms (chemical, optical, electrical)
and produce outputs (chemical, optical, electrical). The advantage is that a molecule
which implements a combinational circuit acts not as a single switch but as an entire
gate. However, most of molecular gates proposed until now have been based on
chemistry in solution, and use at one stage or another a chemical stimulus (e.g.
concentration of ions such as Hþ , Naþ ) coupled to optical or electrical stimuli. This
leads rather slow rates of processing of the information and concatenation. In
contrast, the authors� studies do not involve chemical inputs, and this allows faster
rates to be reached. It has already been shown that, within less than 1 ps (¼10�12 s), it
is possible to implement combinational circuits on a single molecule using selective
photo-excitation for providing the inputs and the intra- and inter-molecular dynamics
for processing the information. (See Refs. [100–102] for an example of sub-ps logic
gates using femtosecond (¼10�15 s) pulses as input, and Refs. [94, 103] for an
example of concatenation by intermolecular coupling.)
One advantage of using molecules in the gas phase is that far fewer molecules are

required than in solution. In the preliminary gas-phase schemes, the reading of the
outputs is achieved by detecting fragments of the molecule used to implement logic,
which means that this particular molecule is not available for a new computation.
This is not intrinsically a problem because about 10molecules are needed to obtain a
good signal-to-noise ratio; hence, the computation can be continued with other
molecules present on the sample. This represents a problem for cycling, however,
and is why the target is to explore the possibilities offered by non-destructive optical
and electrical reading. Another route to explore is to increase the number of
operations (more than 32 bits) performed on a single molecule by using the fast
intramolecular dynamics for concatenation, which decreases the need for cycling and
the need for I/O. As discussed above and further elaborated below, this will have
major implications for the miniaturization of logic devices by implementing com-
pound logic at the hardware level.
In this way it was possible to implement logic functions on a single molecule up to

and including the ability to program – that is, to use the same physics to realize
different computations.
In terms of technology transfer it is clear, however, that what the industry would

very much prefer is some form of extension to the CMOS technology. So, the need is
to combine themany advantages of working withmolecules in the gas phase with the
need to anchor molecules on the surface. In this connection, studies with self-
assembled small arrays of QDs is of central interest.

216j 9 Intermolecular- and Intramolecular-Level Logic Devices



9.1.6
Concatenation, Fan-Out and Other Aspects of Integration

It is an essential characteristic of modern logic circuits that the gates are integrated.
Specifically, the output of one gate can be accepted as the input of the next gate;
the two gates are thereby concatenated. Very simple examples of concatenation are
the NotAND (¼NAND) or NotOR, etc. gates. It should also be possible to deliver the
output of one gate as input to several gates. In 2001, it was shown [94] how to
concatenate the logic performed by twomolecules using electronic energy transfer as
the vehicle for the information forwarding. It is clear that electron transfer –

including electron transfer between QDs, proton transfer, and vibration energy
transfer – can all be used for this purpose. However, this remains an as-yet poorly
traveled course and further studies are clearly called for as it is a possible key to high-
density circuits.

9.1.7
Finite-State Machines

So far, only combinational logic has been discussed, where combinational gates
combine the inputs to produce an output. A finite-state machine does more – and the
�more� is very essential and is also somethingwell suited towhat amolecule cando.A
finite-state machine accepts inputs to produce an output that is dependent both on
the inputs and on the current state of the machine. In addition to producing an
output, such a machine will update the state of the machine so that it is ready for the
next operation. Technically, what the finite-state machine has is a memory, and the
circuit has as many different states of memory as states of the machine (see
Figure 9.1). It has been shown possible to build very simple finite-state and Turing
machines at the molecular level [101, 104]. Molecules have a high capacity for
memory because of their many quantum states; for example, in conformers, after
radiationless transition, the molecule can undergo relaxation and be in a stable state
for a long time. Retrieval of the information may then be effected by either optical or
electrical pulses (see below).

Figure 9.1 A schematic diagram of a finite-state machine. This
consists of a combinational circuit (�logic�) to which a memory
element is connected to form a feedback path. The molecular
implementation of this simplemachine has been described in the
authors� exploratory studies.
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A finite-state molecular machine has been proposed that can be cycled based on
laser pulses [101, 104]. In recent investigations, the same optical finite-state machine
has been used to implement a cyclable full adder and subtractor [96]. In a different
direction, recently a molecular finite-state machine in the gas phase has been
proposed by showing that a linear sequential machine can be designed using the
vibrational relaxation process of diatomicmolecules in a buffer gas. An alternative to
optical pulses for providing inputs is to apply voltage pulses. In a recent study on QD
assemblies (e.g. Refs. [105, 106]), it was shown that the application of a gate voltage
allows themolecular orbitals to be tuned in resonancewith the nanoelectrodes so that
a current flows, whereas there is no current in the absence of the gate voltage (see
Figures 9.2 and 9.3). A similar control is also possible on a singlemolecule [107–109]
and for single QDs or several coupled dots.

Figure 9.2 Differential conductance, dI/dV plotted as a function
of the gate (Vgate) and the source-drain (Vs-d) voltages. The
computation is for the four-level system shown where the
coupling between the sites is 0.05 eV. The Stark shift of the site
energies due to the source-drain bias is included in the
Hamiltonian. The effect of the gate voltage is to shift the energies
of system with respect to the Fermi energy of the electrodes.

Figure 9.3 Schematic representation of a three-terminal
device. The gating voltage is applied to a dieletric layer
perpendicularly to the direction of the source-drain voltage.
This scheme, which is equally useful for molecules and
quantum dots, shows that either can be made to act as
a finite-state device.
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9.1.8
Multi-Valued Logic

So far, it has been taken as given that an input or an output can have one of two
possible values. A laser beam can be on or off, a molecule can fluoresce or not, and a
charge can transfer or not, and so on. Therefore, two-valued or Boolean logic is being
implemented. Ever since Shannon showed, in 1938, the equivalence between a
Boolean logic gate and a network of switches, computer circuits have been assembled
from switches. First, the switches were electromechanical in nature, followed by
vacuum tubes and then the transistor. Now that the discrete nature of the carriers of
electrical charge has made it unclear as to how the size of the transistor might be
further reduced, a major – and very serious – effort has beenmade to use a molecule
as a switch.
Previously, several ways have been discussed of using amolecule as an entire logic

gate (¼ a connected net of switches), or even as a finite-state machine rather than
simply as a switch. There is, however, another possible generalization, which also is
well-suited to whatmolecules are andwhat they can do – namely, to go tomulti-valued
logic [110–112]. What this means is that there are more than two allowed mutually
exclusive answers to every question. Thismakes the numbers to be dealt with shorter
(e.g. 1001 is the binary number that is written as 9 in base 10). In their studies, the
present authors took three as a compromise between shorter numbers (e.g. 10 is
ternary for 9) and the errors that can result in making a choice between too many
alternatives. The molecular physics is straightforward, to take zero, one or two
electrons in the valence orbital [113]. But clearly, there are other choices such as a
Raman transition to several different final vibrational states. Molecules are willing
and able to be pumped and to be probed to multiple states. It is not clear, however, if
the industry is willing to learn to go beyond two.

9.2
Combinational Circuits by Molecular Photophysics

Combinational circuits are made of concatenated combinational gates. A logic gate
accepts inputs and implements a particular function of the inputs to provide an
output. In most implementations to date, the inputs and outputs are Boolean
(binary) variables that can take one of two values, that is 0 or 1. Boolean logic gates
can be one input–one output gates, like the NOT gate or two input–one output
gates. There are in total 16 functions of two binary variables, and among these the
AND, OR, XOR and INH gates are among the most commonly used in combina-
tional circuits. The way in which half adders and full adders can be implemented
are discussed in the following section, but initially attention is centered on
elementary gates such as AND or OR to set the scene. The truth tables of these
gates are provided in Table 9.1, and correspond respectively to taking the MIN and
theMAX of the two Boolean inputs x and y. The AND gate can also be viewed as the
product of the two inputs, x� y. This gives an output 1 only if the two inputs are
both 1. It can be implemented by two switches in series, while two switches in
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parallel correspond to the OR gate. Another binary gate which is often used in
combinational circuits is the XOR gate (see Table 9.1) which corresponds to the
addition of the binary inputs modulo 2, x� y.
The additionmodulo 2 of two binary numbers works exactly as would be expected,

in base 10.When the two binary inputs are both 1, the result of their summodulo 2 is
0, but a 1 (the carry digit) must be reported in the next column of binary digits [114]
(see Table 9.2).
When using the XOR and the AND gates, it is possible to build a half adder. This

has two inputs, the two numbers to be added modulo 2, and two outputs, the sum
modulo 2 of the two inputs, realized by a XOR gate and the carry, realized by an AND
gate, the truth tables for which are shown in Table 9.1. A half adder is an important
building block for molecular combinational circuits because, by concatenating two
half adders, a full adder can be built. Usually, as shown by an example in Table 9.2,
binary numbers of length more than one digit must be added. A full adder is more
complex than a half adder, in that it takes the carry digit from the addition of the
previous twodigits into account (called the �carry in�). A full adder has therefore three
inputs – the two digits to be added and the carry digit from the previous addition – and
two outputs – the sum modulo 2 of the three inputs and the carry digit for the next
addition (see Table 9.2) – called the �carry out�.
In photophysics logic implementations, the inputs are provided by laser pulses,

their physical action being to excite themolecule, typically to electronic excited states.
The logical value1 is encodedas the laserbeing�on�, and the logical value0as the laser
being �off�. Themolecules in the sample act independently of one another, and there
is uncertainty as to whether every molecule absorbs light. It is therefore not the case
that a singlemolecule suffices to provide an output.Whenworkingwith an ensemble
ofmolecules, there is noneed to read a strict �yes� or a strict �no� fromeachmolecule.

Table 9.1 Truth tables of the binary AND, OR, XOR and INH gates.

INPUT OUTPUT

x y x AND y x OR y x XOR y x INH y

0 0 0 0 0 0
1 0 0 1 1 1
0 1 0 1 1 0
1 1 1 1 0 0

Table 9.2 Addition of the two binary numbers x¼ 010 and y¼ 111.

Carry 1 1

x 0 1 0
y 1 1 1
Sum 1 0 0 1
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What is needed is to excite enough molecules to be above the threshold for the
detectionof light absorption.Thedetectionof the outputs is byfluorescence and/orby
detecting ions. Thedetectionof ions is relatively easy, sobymonitoring the absorption
byphotoionizationof themolecule, it is sufficient if only a small number ofmolecules
respond to the input. An excitedmolecular ion typically fragments, and the detection
of ionic fragments can also be used to encode outputs. Although ionic fragments can
bedetected veryefficiently, theprice is that themolecule self-destructs at the endof the
computationandso thegate cannotbecycled.Thedetailsof anoptically addressedhalf
and full adder that can be cycled are provided in Section 9.1.3 [96].
First, however, the implementation of a half adder will be discussed and two

approaches for doing thiswill be compared. It will then be shownhow to implement a
fault-tolerant full adder on a single molecule [115] using photophysics in the gas
phase of the 2-phenylethyl-N,N-dimethylamine (PENNA) molecule [116–118]. This
implementation follows the lines of the 2001 implementation of a full adder on the
NOmolecule [95]. Finally, the realization of a full adder by concatenation of two half
adders is discussed, where the logic variables are transmitted between the two half
adders by energy transfer between two aromatic molecules that are photoexcited [94]
in solution.

9.2.1
Molecular Logic Implementations of a Half Adder by Photophysics

A discussed above, a half adder has two outputs: Addition modulo 2 is implemented
by the XOR gate, and the carry digit is the result of an AND operation. A molecular
realization of the logical XOR operation is challenging because the output must be 0
when both inputs are applied. For a photophysics implementation of the inputs this
means that when both lasers are on, there is not the output that is observedwhen only
one laser is on. The realization of the AND gate is comparatively easier because an
output is produced only if both inputs are on, and so any reproducible experiment,
which requires two inputs for generating an output can implement an AND
gate [103]. The truth table for the implementation of a half-adder by optical excitation
is given in Table 9.3.
Two-photon resonance-enhanced absorption by aromatic chromophores has been

used as an effective way to implement an XOR operation on optical inputs at the
molecular level [94, 95, 104]. The two photons (each of a somewhat different color and

Table 9.3 Truth table for an implementation of a half-adder by photoexcitation.

x(laser 1) y (laser 2) Carry (AND) Sum (XOR) (carry, sum)

0 0 0 0 (0,0)
1 0 0 1 (0,1)
0 1 0 1 (1,0)
1 1 1 0 (1,1)

9.2 Combinational Circuits by Molecular Photophysics j221



therefore distinguishable) represent the possible inputs. For an XOR gate to be
physically realizable, the following conditions must be satisfied. First, for aromatic
molecules or for molecules with aromatic chromophores the resonant level, typically
the first optically bright electronically excited state, S1, has a fairly broad absorption
band consisting of many vibronic transitions. So, two photons of different frequen-
cies (and therefore distinguishable) can be absorbedwith a similar cross-section. This
provide the OR part of the XOR gate (second and third lines of Table 9.3): if laser light
of either frequency is on, the output can be identified as the fluorescence. The
exclusive part results from the following effect: it is often the case that, having
absorbed one photon, the cross-section of an aromatic chromophore to absorb a
second photon is higher. That the bottleneck for two-UV photon absorption is often
the absorption of the first photon has been realized since the earliest days of visible/
UV multiphoton ionization/dissociation [119, 120], and has been used extensively
since then. Therefore, when two light pulses are applied the system need not remain
inS1 for a significant length of timebecause it can absorb a secondphoton.Whether it
preferentially does so depends on the particular molecule. Either input laser can
excite from the ground state to S1. Therefore, the fluorescence signal will increase
when both lasers are on. The input in this case is 1,1 and fromTable 9.3 the need is to
detect the output 1,0. In the presence of two photons the fluorescence from S1 (a
rather slow,>5 ns scale, process in PENNA)may fall, but themore secure detection of
the presence of both input beams is the increase of the number of ions. There is an
increase rather than pure onset because a single laser can also cause ionization, but
this occurs with low intensity. A high ionization intensity corresponds to a simulta-
neous input of both lasers. In practice, the two events �high ionization efficiency� and
�low ionization efficiency� can easily be distinguished by the use of discriminators
and analog electronics. A simulation of the temporal response of the molecule to the
laser pulses, so as to show that this is possible, is available in Ref. [115]. To conclude,
the 1,1 input is identified as a high ionization signal.
The use of two lasers of different colors is dictated by the need to represent two

distinct inputs, but there is a clear physical advantage if the two frequencies differ by
more than a vibrational frequency in S1: because the S1 andS0 vibrational frequencies
are not exactly the same, the down-pumping by the other laser is not resonance
enhanced and thus improbable, as shown schematically in Figure 9.4.
There are therefore two ways to implement a half adder (see Table 9.4). The

direct way is to detect separately the sum and the carry and to assign them to a
different experimental probe. In the case of the PENNA molecule (see Figure 9.5)
the inputs are encoded as UV lasers being off or on. For the sum digit, the
experimental probe is the detection of the fluorescence from the S1 electronic
state. The carry digit is the result of the absorption of two photons. In the case of
PENNA, the absorption of two UV photons at the chromophore end causes local
ionization, followed by charge migration to the N-end of the chain. The carry digit
is therefore encoded as the detection of N-fragments. As discussed above, the
absorption of a second photon decreases the intensity of the fluorescence from S1,
but typically does not quench it enough so that detection of the carry digit through
N-end ions is preferable.
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One way of implementing a fault-tolerant half adder is to combine the result of the
carry and the sum digit into one word (carry, sum). This is shown in the fifth column
of Table 9.3. As can be seen, the four distinct pairs of inputs of the half adder– that is,
(0,0), (1,0), (0,1) and (1,1) – corresponds only to three distinct outputs of (0,0), (0,1)
and (1,0). This is because in additionmodulo 2, if the carry is 1, the value of the sum is
necessarily 0. Therefore, instead of assigning a separate physical probe for the sum
and the carry, it is possible to assign a physical probe for the three different logical
values of the word (carry, sum). It should be noted that the binary meaning of the
word (carry, sum) corresponds to the number of inputs with value 1. In the case of
PENNA, the choicewasmade to assign theword (0,1) to the presence above threshold

Figure 9.4 Two-photon ionizationwith the two inputs being lasers
of unequal frequency can be made fault-tolerant to stimulated
emission. This is particularly so if one laser operates on the 0,0
transition while the other pumps a vibrationally excited level of S1.
For details, see the text.

Table 9.4 Truth table and experimental probes used for the two
ways of implementing a half-adder on PENNA.

x
(UV(1))

y
(UV(2))

Carry
(AND)

Sum
(XOR)

Probe for
carry (AND)

Probe for
XOR

Probe for words
(carry,sum)

0 0 0 0 no N-end fragment no fluo from S1 no output signal
(0,0)

1 0 0 1 no N-end fragment fluo from S1 fluorescence from S1
(0,1)

0 1 0 1 no N-end fragment fluo from S1 fluorescence from S1
(0,1)

1 1 1 0 N-end fragment no fluo from S1 N-end fragment
(1,0)
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of a fluorescence signal fromS1, and the word (1,0) to the detection above a threshold
value of a N-end fragments. The fault tolerance of this scheme arises from the fact
that in case of inputs (1,1), a N-end fragment ion detection will be reported,
irrespective of the intensity of the fluorescence signal from S1. The scheme is fault
tolerant with respect to the extent of fluorescence from S1 in case of two-photon
excitation. Detecting the (0,0) output is straightforward as no excitation is provided.
The two ways of implementing a half adder on PENNA are summarized in Table 9.4.
This half-adder self-destructs at the end of the computation because the local

ionization at the chromophore end causes the PENNA ion to fragment.However, this
scheme allows for a remarkable sensitivity in the detection of the outputs because
very few ions can already be detected with a good signal-to-noise ratio. Although this
involves an ensemble of molecules, not all of which provide an answer,. However,
response is needed from only 100 molecules to obtain acceptable statistics, and this
response occurs quite rapidly.
In a full adder, the word (1,1) as an output is allowed, so that a full adder has four

distinct binary words as outputs, namely (0,0), (0,1), (1,0) and (1,1). As discussed
above, it has also onemore input than the half adder, the carry digit. It is shown in the
next section how a full adder can be implemented on the PENNAmolecule using the
same fault-tolerant scheme for probing the outputs. Thismanner of implementation
of a full adder is contrasted with the implementation based on the concatenation of
two half adders, in which the sum and the carry are detected separately.

9.2.2
Two Manners of Optically Implementing a Full Adder

A full adder has three inputs and produces two outputs, the sumwhich is the addition
modulo 2 of the two inputs and the carry in digit and the carry out, which for the next
cycle of computation becomes the carry in:

sum out ¼ x � y � carry in ð9:1Þ

carry out ¼ ðx � yÞþ ððx � yÞ � carry inÞ
¼ ðx � yÞþ ðx � carry inÞþ ðy � carry inÞ ð9:2Þ

where � means addition modulo 2 (XOR), � means binary product (AND) and þ
means OR. The carry out logic equation can be simplified to

Figure 9.5 Schematic representation of the two-photon excitation
scheme used to implement a half adder on PENNA.

carry out ¼ x � yþ x � carry inþ y � carry in ð9:3Þ
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In the implementation on PENNA that was proposed above, the two inputs x and y
are encoded as for the half adder, by two UV photons with slightly different
wavelengths. The carry in digit is encoded as a laser pulse of green light which is
intense enough that two photons can be absorbed to allow the transition to the S1 state
by a non-resonance-enhanced two-green photon transition. The four outputs words
(carry out, sum): (0,0), (0,1), (1,0) and (1,1) are detected each by a distinct experi-
mental probe. As in the half adder implementation of PENNA, the output word (0,1)
is detected as fluorescence from the S1 state while the output (1,0) as the presence of
N-end fragment ions. The detection of the output (0,0) is straightforward as it
corresponds to no inputs. The output (1,1) corresponds to the three inputs having the
value 1; that is, the PENNA molecule is excited by two UV (x and y) and two green
photons (carry in). Experimentally, this amount of energy is causing fragmentation at
the C-end (instead of fragmentation at the N-end which occurs when only two inputs
are 1, in which case it is only the equivalent in energy of two UV photons). The
presence of C-end fragment ions above a given threshold is therefore used to detect
the (1,1) output. The excitation scheme and experimental probes of the outputs are
shown in Figure 9.6 and the corresponding truth table in Table 9.5. Note that, as in
the case of the half adder, the output word (carry, sum) counts in binary how many
inputs are 1.
Another way to implement a full adder is by concatenation of two half adders. The

corresponding combination logic circuit is shown in Figure 9.7.
The physical implementation, by photoexcitation of a donor–acceptor complex in

solution[94], is an example of intermolecular concatenation of two half adders by
energy transfer. It demonstrates that onemolecule is able to communicate its logical
output to another molecule. The implementation is on a specific pair (rhodamine
6G–azulene), for which considerable data are available, but the scheme is general
enough to allow a wide choice of donor and acceptor pairs. The first half-adder is
realized on rhodamine 6G, and the second half adder on azulene. Themidway sum is
transmitted from the first to the second half adder by electronic energy transfer
between rhodamine 6G and azulene.

Figure 9.6 Excitation scheme of PENNA for
implementing a full adder. Fluorescence from the
S1 state of the phenyl ring codes for carry-out¼ 0,
sum-out¼ 1, fragmentation at the amine end
codes for carry out¼ 1, sum out¼ 0 and

fragmentation at the chromophore end for carry
out¼ 1, sum out¼ 1 (see also Table 9.5). The
two binary digits to be added are encoded as the
two UV photons being on or off. The carry-in is
encoded as excitation by two green photons.

9.2 Combinational Circuits by Molecular Photophysics j225



The physical realization of the two half adders relies (as in the case of the half adder
implementation on PENNAdiscussed above) on the fact that the absorption of one or
two UV photons (inputs x and y) by the donor (acceptor) molecule leads to distinct
outputs. However here, unlike the case of PENNA, the absorption of the second
photon does not lead to ionization, but rather to absorption by a second excited
electronic state, S2. In general, a molecular half adder will be available for molecules
which have a detectable one-photon and a detectable two-photon absorption. This
seems to go against Kasha�s rule [121], but in fact there are enough exceptions.
Azulene andmany of its derivatives provide one class. The emission from the second
electronically excited state, S2, is often as strong or stronger as the fluorescence from
S1 [122, 123]. More in general, emission from S2 is not forbidden; rather, due to
competing non-radiative processes it often has a low quantum yield but it is definitely
detectable, particularly so as it is much to the blue as compared to the emission from
S1. If necessary, the emission from S2 can be detected by photon counting. There is,
therefore, a case where the outputs of the XOR gate and the AND gate that constitute
the half adder can be probed separately, with sufficientfidelity. The output of theXOR
gate of the first half adder is encoded as populating the S1 state of rhodamine 6G,
while the output of the XOR gate of the second half adder (the sum out) is encoded as
detecting fluorescence of the S1 state of azulene. The output of the first AND gate

Table 9.5 Truth table and detection scheme for the outputs for
the optical implementation of a full adder on PENNA.

x
(UV(1))

y
(UV(2))

Carry in
(vis, two-photon)

Carry
out

Sum
out

Output word
(carry,sum) Probe for output word

0 0 0 0 0 (0,0) No signal
1 0 0 0 1 (0,1) fluorescence from S1
0 1 0 0 1 (0,1) Fluorescence from S1
1 1 0 1 0 (1,0) N-end fragment
0 0 1 0 1 (0,1) Fluorescence from S1
1 0 1 1 0 (1,0) N-end fragment
0 1 1 1 0 (1,0) N-end fragment
1 1 1 1 1 (1,1) C-end fragment

Figure 9.7 Combinational circuit of a full adder implemented by concatenation of two half adders.

226j 9 Intermolecular- and Intramolecular-Level Logic Devices



(carry 1 in Figure 9.7) is probed by fluorescence from the S2 of rhodamine 6G and
correspondingly, the output of theANDof second half-adder (carry 2 in Figure 9.7) by
fluorescence of the S2 state of azulene. The concatenation between the two half
adders is performed by the fairly rapid [124] intermolecular electronic energy
transfer. Specifically, the well-characterized [125–127] transfer from the S1 level of
rhodamine 6G to the S1 of azulene was proposed.
The photophysical scheme for the implementation of a full adder on the donor–

acceptor complex rhodamine 6G–azulene is summarized in Figure 9.8. The S1 level
of rhodamine 6G can be readily pumped with photons absorbed within the S0 ! S1
band. The frequencies w1 (: input x)¼ 18 797 cm�1 (the second harmonic of the
Nd-YAG laser) andw2 (: input y)¼ 18 900 cm�1 are taken. This is not needed for the
full adder, but the absorption to S1 can be detected through its emission at about
17 500 cm�1 [125, 126]. This emission is logically equivalent to x� y because if the
intensity is high enough due to two photons being present, the donor will be pumped
either directly to S2 or to higher levels, followed by ultrafast non-radiative relaxation to
S2. The large absorption cross-section of 2.5� 10�18 cm2molecule�1 [128] for the
S1 ! Sn (n� 2) of rhodamine 6G ensures efficient pumping of S2. The emission
from S2 is at about 23 250 cm

�1, with a quantum yield of about 10�4 [126]. It is this
emissionwhich serves to logically implement the left ANDgate, and it is equivalent to
x� y (denoted as carry 1). The S1 level of the donor transfers the energy, via the
Forster mechanism [124] to the azulene acceptor, the S1 level of which is at
14 400 cm�1, that emits in the 13 400 to 11 000 cm�1 range [129]. This emission
provides the logical sum output [Eq. (9.1)]. The S2 level of azulene has its absorption
origin at 28 300 cm�1, and so it can be reached fromS1 by a third photon of frequency
14 400 cm�1. The same photon can also pump ground-state azulene to its S1 level.
Emission (or lack thereof) fromS2 of azulene at 26 670 cm

�1 [127] provides the carry 2
bit. The carry 1 and the carry 2 cannot be equal to 1 together, because if the carry 1 is 0,

Figure 9.8 Photophysics of the implementation of a full adder by
concatenation of two half adders on the donor–acceptor complex
rhodamine 6G–azulene in solution.
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themidway sum is 0,meaning that even if the carry in is 1, the carry 2 cannot be 1. In
other words:

carry out ¼ carry 1þ carry 2 ð9:4Þ
The carry out is therefore physically probed by monitoring the fluorescence from

the S2 states of rhodamine 6G and azulene, which logically corresponds to the first
line of Eq. (9.2).
The advantage of an all-optical scheme for the full adder implementation com-

pared to the implementation on PENNA as discussed above is that the adder does not
self-destruct at the end of the computation. Another advantage is that it operates
relatively rapidly. The energy transfer rate for a solution of 10�3Mazulene, estimated
using the S1fluorescence spectrumof rhodamine 6Gand the absorption spectrumof
azulene, is about 1010 s�1. This rate is sufficient for present needs, but it can be
increased [130] if the two chromophores are incorporated within a single molecular
unit using a short bridge to connect them [124]. The increase in the rate will be
particularly significant (five orders of magnitude) if the bridge is rigid [130, 131].
It should be emphasized that a rigid bridge is required to achieve a very high rate.
Many other couples based on commonly used laser dyes as donors and azulene
derivatives [128, 132] may also be utilized for implementation of the logic
gate [133, 134].

9.3
Finite-State Machines

Finite-state (also called sequential) machines are combinational circuits with mem-
ory capability. Thememory registers are the internal state(s) of themachine [135, 136].
As in a combinational circuit, the outputs of the machine depend on the inputs,
but in addition the output also depends on the current state of the machine. It is
this dependence of the output on the state of the machine that endows finite-state
machines with a �memory�. The memory of the machine corresponds to the state of
the experimental system, and this state can be changed by applying suitable
perturbations, such as optical or voltage pulses. As in the other logic schemes, the
�logic� part is an encoding of the subsequent dynamics of the system.
The finite-state machine computational model takes advantage of two aspects that

are natural for quantum systems:

. A physical quantum system has discrete internal states and its response to
perturbation will in general depend on what state it is in.

. Perturbations can be applied sequentially, so that the machine can be cycled.

By taking advantage of the two points above, the implementation of several forms
of finite-state machine was proposed: a simple set-reset that can be either opti-
cally [101] or electrically addressed [106]; an optical flip-flop [104] and full adder and
subtractor [96]; an electrically addressed full adder [106] and a electro-optically
addressed counter [137]. Beyond that it has been shown, using optical addressing,
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that amolecule canbeprogrammedandbehaves (almost) like aTuringmachine [101].
The caveat �almost� is introduced because a molecule can have only a finite number
of quantum states, whereas a Turing machine has an unlimited memory. Possibly
this is not a true limitation since if indeed the number of quantum states of the
universe is finite – sometimes known as the �holographic bound� – then no physical
system can strictly act as a Turing machine.
In this section, a review is conducted of optically addressed finite-state machines,

up to a full adder (Section 9.3.1) and an electrically addressedmachine (Section 9.3.2).
If molecules and/or supramolecular assemblies are to offer an inherent advantage
over the paradigm of switching networks, it will likely be through each molecule
acting as a finite-state unit.

9.3.1
Optically Addressed Finite-State Machines

Laser pulses are used to optically address atomic or molecular discrete quantum
states. All of the schemes discussed here are based on the Stimulated Raman
Adiabatic passage (STIRAP) pump-probe control scheme, that allows the population
of the quantumstates of atomsormolecules to bemanipulated. The advantages of the
STIRAP control scheme for implementing finite-state machines are that the external
perturbation can induce a change of state with a very high efficiency (close to 100%),
and that the residual noise which accumulates when the machine is cycled can be
erased by resetting it. Moreover, the perturbation has a distinctly different effect on
the system depending on the initial state. These advantages are supported by
experimental results for atomic (i.e. Ne [138]) and molecular systems (i.e. SO2 [139],
NO [140]), and the dynamics is well-described by solving the quantum mechanical
time-dependent Schr€odinger equation [141–143].
Here, the operation of finite-state machines using quantum simulations on a

three-level system with a L-level scheme is described (see Figure 9.9). The pump
pulse, with photons of frequencywP, is nearly resonant (up to a detuningDP) with the
1 ! 2 transition, while the Stokes pulse, with photons of frequency wS, is nearly
resonant (up to a detuningDS)with the 2 ! 3 transition. Levels 1 and 3 are long-lived,
but level 2 is metastable because it can fluoresce. The spontaneous emission from
level 2 provides a readable output. The important feature of this level structure is that
there are two routes for going from level 1 to level 3. The first route is a kinetic or

Figure 9.9 TheL-level scheme is a STIRAP experiment. The pump
transition driven by wP is between levels 1 and 2, while the Stokes
or dump transition is between levels 2 and 3 induced by wS. The
population from level 2 is detected by its fluorescence.
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�intuitive� pump scheme where first a pulse of frequency wP is applied so that
population is transferred from level 1 to the excited level 2. From this level, the
population can fluoresce or be transferred to level 3 by induced emission, using a
Stokes pulse of frequency wS. The second route is the counter-intuitive or STIRAP
route that takes population from level 1 to level 3 with almost no population in level 2,
and therefore no spontaneous emission from level 2. In this counter-intuitive route,
the Stokes (S) pulse of frequency wS is applied first and the Pump (P) pulse of
frequency wP is somewhat delayed and applied subsequent to the dump pulse,
preferably so that its front still overlaps the tail of the pulse of frequency wS (see also
Figure 9.10).
For the purpose of constructing afinitemachine, the following observation is used.

Suppose that passage occurs from level 1 to level 3 by the counter-intuitive route; this
means that the S pulse is onfirst and thePpulse is delayed. This promotes (almost) all
molecules from level 1 to level 3. The same set of two pulses can now be applied,
keeping their respective order in time, and this will drive almost all molecules back to
level 1.However, since the system is in level 3 this order of pulses constitutes a kinetic
route, and therefore state 2 is populated as an intermediate state. In the simulation of
finite-state machines, the pulse conditions are chosen such that the kinetic route
leaves a few percent of molecules in level 2. The level 2 will fluoresce, and this will
serve as the signature of the kinetic route. In other words, the set of two pulses –
Stokes followed immediately by pump – drives themolecule from level 1 to level 3, or
vice-versa, depending on what state it is in. The fluorescence from level 2 is the
signature of which transition was driven. It should be noted that, by using the S and
the P pulses as two distinct inputs, with either one being on or off, it could be shown
possible to implement a set–reset finite-state machine and also a programmable
Turing machine on the L-level structure [94]. In order to keep the discussion as
simple as possible, these schemes will not be discussed here. In the present
discussion the input is the presence or absence of the superposition of both pulses.
For the purpose of implementing a flip-flop and a full adder and subtractor, the

optical input is defined as a Stokes pulse at the frequency wS, followed in time by a
pump pulse at frequency wP. The input is referred to as a SP pulse (see Figure 9.10).
The overlap in time between the two pulses and their intensity is adjusted such that if

Figure 9.10 Resistance–time profile of an individual SP pulse and
of the sequence of the two pulses, as used in the simulation
reported in Figure 9.11. The plot is as a function of time in reduced
units t/s, wheres is thewidth of the S and thePpulses and the two
widths are taken as equal.
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the system is initially in level 1, the SP pulse transfers to level 3 via the STIRAP route,
without any significant population in level 2. On the other hand, if the system is
initially in level 3, the SP pulse will pump it down to level 1 via the kinetic route, that
can be detected by spontaneous emission from level 2. The time profile of the SP
pulse is shown in Figure 9.10.
The quantum simulations illustrating the two routes that are possible using a SP

pulse as an input are shown in Figure 9.11. The purpose of the simulation is to show
that, by either route, the SP pulse achieves an essentially 100% population transfer
between levels 1 and 3. The main source of noise is the spontaneous emission from
level 2 that can end up either in level 1 or 3 or to yet another level, in which case the
molecule is lost from the ensemble. To achieve a population transfer close to 100%
between levels 1 and 3, rather intense pulses are needed, with the result that in the
kinetic route the population in level 2 remains low (see Figure 9.10). Only a few
photons are necessary to detect the output, so that detecting the output does not
introduce toomuchnoise. After a few cycles, the noise accumulation can be corrected
for by resetting the machine (see Ref. [104]).

Figure 9.11 Population of the levels 1 (red), 2
(green) and 3 (blue) as a function of time when
two SP pulses are applied (see Figure 9.10). The
reason why such a sequence of two pulses is
useful as a way of reading the state of the
machine is explained in the text. The populations
are computed as |ci(t/s)|2 by numerical
integration of the time-dependent Schr€odinger
equation. (a) The system is initially in level 1. The
first SP pulse takes it to level 3 via the STIRAP

route, with essentially no transient population in
level 2. The second SP pulse takes the population
in level 3 back to level 1. This second transition
occurs via the kinetic route and significant
transient population in level 2. (b) The system is
initially in level 3. The population transfer from
level 3 to level 1 goes via the kinetic route while
the second SP pulse takes the system back to
level 3 via the STIRAP route.
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For the three-level structure shown in Figure 1.9, the Hamiltonian in the rotating
wave approximation takes the form [141, 144, 145]:

H ¼ 1
2

2w1 WPðtÞexpðiwPtÞ 0
WPðtÞexpð� iwPtÞ 2w2 WSðtÞexpð� iwStÞ

0 WSðtÞexpðiwStÞ 2w3

0
@

1
A ð9:5Þ

where the two pairs of levels are coupled by nearly resonant transient laser pulses. The
Rabi frequency [141,146] isdenotedasW(t). It isgivenbytheproductof theamplitudeof
the laser pulse, E(t) and the transition dipole, m:W(t)¼m E(t)/h. The central frequency
of the Pump and Stokes lasers is almost resonant with the 1 ! 2 and the 2 ! 3
transitions; that is, wP¼w2�w1�DP and wS¼w2�w3�DS and the detunings are
small and taken to be equal in the simulation, DP¼DS¼D. Therefore, the two lasers
areoffresonancefor thetransitionsforwhichtheyarenot intended. In therotating-wave
approximation, the Hamiltonian couples between levels using only the component of
the oscillating electrical field that is in resonance or nearly so for the two levels. The
Hamiltonian [Eq. (9.5)] is that used in earlier studies of STIRAP [141, 147–149].
The Hamiltonian [Eq. (9.5)] can be recast in the interaction picture where it takes

the form:

~H ¼ 1
2

0 WPðtÞexpð� iDPtÞ 0
WPðtÞexpðiDPtÞ 0 WSðtÞexpðiDStÞ

0 WSðtÞexpð� iDStÞ 0

0
@

1
A ð9:6Þ

Thewavefunction of the system,y (t), is a linear combination of the three levels, with
time-dependent coefficients:

yðtÞ ¼
X3
i¼1

~ciðtÞjii; ~ciðtÞ ¼ ciðtÞexpð� iwitÞ ð9:7Þ

where ~cðtÞ are the coefficients in the interaction picture. These satisfy the matrix
equation of the time-dependent Schr€odinger equation, i d~c=dt ¼ H~c, which is solved
numerically without invoking the adiabatic approximation [150]. The total probability,
cTc ¼ ~cT~c, is conserved because the Hamiltonian is Hermitian.
Figure 1.11 shows the effect of acting with two SP pulses successively, for the

systembeing initially in level 1 [panel a and in level 3 (panel b)]. The timeprofile of the
sequence of two SP pulses in shown in Figure 9.10.
The simulations start with the molecule either in level 1 (Figure 9.11, panel a), or

level 3 (panel b). The sequence of pulses as shown in Figure 9.10 returns the system to
the level it started from. In a single cycle of the machine the SP pulse is applied
only once. Parameters of the simulation given in reduced time units (t/s) are:
WP(t/s)¼WS(t/s)¼ 20.05 exp (�((t/s)�ti)2/2), with ts1¼ 8, tp1¼ 9.25, ts2¼ 18.75,
tp2¼20. The detuning D¼DS¼DP¼ 4(s/t). The area of the pulse, AðtÞ ¼Ð
Wðt=sÞdðt=sÞ is 6.38 p. These details are quoted since the achievement of an

essentially complete population transfer by the kinetic route (as shown in Figure 9.11)
is sensitive to the intensity of the pulse and also to the detuning.
The physics shown in Figure 9.11 is all that is required to implement finite-state

machines. The implementation of a full adder and a full subtractor are discussed
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below; these are implemented in a cyclable manner, with each full addition or
subtraction requiring two steps. The inputs x and y are both encoded as an SP pulse.
The duration of a computer time step is taken to be somewhat longer than the
duration of the input SP pulse. Here (unlike Section 9.3.1, where the combinational
circuits implement a full adder) there is no need for concatenation because the carry
(borrow) is encoded in the state of themachine for the first step and themidway sum
(the midway difference) is encoded in the state of the machine for the second step.
This is a major advantage of finite-state machines. The state of the machine encodes
intermediate values needed for the computation.
A logic value of 0 is encoded for the carry-in or of the borrow digit as the molecule

being in level 1, and a logic value of 1 as the molecule being in level 3. During the
course of the discussion, it will also be shown (see Table 9.8) how the first cycle of the
operation can also be logically interpreted as a T-flip-flop [136] (T for toggle)machine.
In order to cycle an adder after two optical inputs, themachine should be in a state

that corresponds to the carry for the next addition, so that it is ready for the next
operation. At present, a scheme which does exactly that cannot be devised, as two
more operations are required in order for the machine to be ready for the next cycle.
The reason for this is that, as shown below, at the end of the two cycles, the sumout is
encoded in the state of themachine. So, thefirst requirement is to read the state of the
machine in order to obtain the sum out as an output. This can be readily done by
applying a SP pulse (as explained in Ref. [104] and shown in Figure 9.11). If the
machine is in logical state 1 (level 3), an output from level 2 will be obtained, whereas
if it is in logical state 0 (level 1) there will be no input. Themachine is then restored to
state 0 (level 1) by applying a second SP pulse if needed. Next, the carry out must be
encoded in the internal state of the machine. If fluorescence was observed either in
the first step or in the second step of the addition, it means that the carry is 1 and a SP
pulse must be input in order to bring the machine to internal state 1 (level 3).
Depending on the value of the sum and the carry out, the preparation of themachine
for the next cycle may be automatic, in the sense that reading the sum out can
coincide with encoding the carry in.
In a full addition, the order into which the three inputs, x, y and carry in, are added

does not matter. This is unlike the case of a full subtractor, where the order does
matter – that is, x� y and y� x differ by a sign. In order that the first step is the same
for the full addition and the full subtraction discussed below, the process is started by
adding the carry in and the y input digit. Thefinite-statemachine implementation of a
full adder goes along lines similar to the combinational circuit implementation by
concatenation of two half adders. It is simply the order of adding the three inputs that
differs, in order to take advantage of thememory provided by the internal state of the
machine. The first step can be summarized by the Boolean equations:

stateðtþ 1Þ ¼ carry in� y
carry 1 ¼ carry in� y

ð9:8Þ

The corresponding truth table is given in Table 9.6.
The carry 1 is logically represented as the output of the machine after the first step

(at time t þ 1) and if its value is 1, fluorescence is detected from level 2. This only
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occurs if the input is (1,1) – that is, the carry in was 1 (system in level 3) and the input
SP pulse is 1, so that is induces a transition from level 3 to level 1 via the kinetic route.
At the next interval the second digit, x, is input as a SP pulse. The truth table is given
in Table 9.7, and corresponds to the following logic equations.
State (t þ 2) is the XOR sum of the three inputs (x, y, and the carry in):

stateðtþ 2Þ ¼ stateðtþ 1Þ � x ¼ ðstateðtÞ � yÞ � x ¼ carry in� y � x ð9:9Þ

and corresponds the sumout given by Eq. (9.1) above. Using a bar to denote negation

carry2 ¼ stateðtþ 1Þ � x ¼ ðcarry in� yÞ � x

¼ ðcarry in � yþ carry in� y�Þ � x

¼ x � y � carry inþ x � y� � carry in

ð9:10Þ

The carry out is obtained by reading fluorescence from level 2, either at time t þ 1 or
at t þ 2, carry out¼ carry 1þ carry 2, which corresponds to Eq. (9.4) above.
It can now be shown how encoding level 1 as the logical value 1 of the internal state

of themachine and level 3 as the logical value 0 and still using a SP pulse as the input,
known as y, leads to different state equations and different machines. With this
convention, the following logic equations are obtained:

stateðtþ 1Þ ¼ y� ðtÞ � stateðtÞþ yðtÞ � stateðtÞ ð9:11Þ

OutputðtÞ ¼ yðtÞ � stateðtÞ ð9:12Þ

Table 9.6 Truth table for the first half addition.

state(t): carry in y(t): SP pulse
state(tþ 1)
(XOR):midway sum

output(tþ 1)
(AND): carry 1

0 (level 1) 0 0 (level 1) 0
0 (level 1) 1 1 (level 3) 0
1 (level 3) 0 1 (level 3) 0
1 (level 3) 1 0 (level 1) 1

Table 9.7 Truth table for the second half addition.

State(tþ 1):
midway sum

x(tþ 1):
SP pulse

State(tþ 2) (XOR):
sum

Output(tþ 2) (AND):
carry 2

0 (level 1) 0 0 (level 1) 0
0 (level 1) 1 1 (level 3) 0
1 (level 3) 0 1 (level 3) 0
1 (level 3) 1 0 (level 1) 1
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The equation for the next state corresponds to a XOR operation identical to Eq. (9.8),
while the logical equation for the output corresponds to an INH gate (see Table 9.1).
The truth table corresponding to the logic Eqs. (9.11) and (9.12) is given in Table 9.8.
Thismachine can be logically interpreted in two different ways. The first approach

is to note that the machine�s output monitors the direction of the change of state as
induced by the input. The output is 1 if the pulse induces the logical change of state is
0 ! 1. For the change 1 ! 0 there is no output. Viewed in this manner [104], the
machine is a flip-flop because it maintains a binary state until directed by the input to
switch state. Specifically, the machine is similar to a T flip-flop [136] because a single
input toggles the state. Flip-flops are key components as they provide a memory
element for storing one bit. The data in Table 9.8 show that the state indeed flips, but
the machine has no provision for knowing what is the present state of the machine.
As discussed above, knowledge of the state of the machine can be readily imple-
mented by applying two SP pulses – one to interrogate the state and one to restore the
machine to its initial state. This is in the sense that the machine is endowed with
memory.
Another way in which to view the machine represented by Eqs. [9.11–9.12] and

Table 9.8 is to see it as a half subtractor, where the minuent digit x is encoded in the
state of the machine and the subtrahend y as a SP pulse, so that the machine
computes x� y. In a half subtractor, the difference is given by the XOR of the two
digits (so that it is equivalent to the sum) but instead of a carry a borrow is needed,
which is given by the INH function (see Table 9.1).

diff ¼ x � y ð9:13Þ

borrow ¼ x � �y ð9:14Þ
Therefore, the state at t þ 1 [Eq. (9.11)] gives the difference while the output
[Eq. (9.12)] gives the borrow. Another way of implementing a half subtractor is
discussed in Ref. [96], where the initial convention of level 1:0 and level 3:1 is
maintained but the input is �reverse� and is now a PS pulse. It can be readily checked
that by encoding x in the state and y as a PS pulse, Eqs. [9.11–9.12] are obtained for the
next state and for the output.
There are twoways to implement a full subtractor (seeRef. [96] for details). Thefirst

method is by combining two half subtractors, along the lines used for the full adder
discussed above. The othermethod is more interesting because it closely mimics the

Table 9.8 Truth table for the operation of the machine with
logical encoding level 1: 1 and level 3: 0.

State (t) y(t) (SP pulse) State (tþ 1) Output (t)

0 (level 3) 0 0 (level 3) 0
0 (level 3) 1 1 (level 1) 1 (kinetic)
1 (level 1) 0 1 (level 1) 0
1 (level 1) 1 0 (level 3) 0 (STIRAP)
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implementation of the full adder, which means that the same logic device can be
used, either to add or to subtract. This is what is meant by the ability to program a
molecule: the same set of levels and of inputs can be used to implement different
logic operations.

9.3.2
Finite-State Machines by Electrical Addressing

Until now, only the implementation of combinational circuits and finite-state
machines in the gas phase or in solution have been discussed. Here, attention is
focused on logic machine implementations on QD arrays. Because of the
confinement induced by their nanometer size, QDs have also discrete quantum
states but otherwise they are closer to solid-state devices. This is particularly the
case for lithographic QDs where the confinement is induced by external voltages
that confine electrons in a finite region embedded in a solid-state semi-conductor
layer with a high dielectric constant. In this case, the electrons in the QD behave in
good approximation as a 2-D electron gas[151]. At this point, interested is centered
on a more �chemical� form of QDs – that is, metallic or semiconducting nanosize
clusters passivated by organic ligands, for example thioalkane chains. The role of
the ligands is to prevent aggregation of the colloidal nanoparticles and to ensure
confinement of the electrons in the nanocluster. These QDs are prepared using a
wet chemical method, and typically present a size dispersion of at best 5 to 10% in
diameter of the cluster. When the size dispersion is narrow enough, they can self-
assemble into ordered chains or arrays, and in that sense that they become closer
to solid-state devices. They behave in many respects like artificial atoms [152–155]
and can be used to make artificial solids [156–161]. When an ordered domain [105]
or a chain of QDs [40]can be tethered between electrodes, they can be electrically
addressed and probed. This is this type of arrangement used for implementing
logic.
Although the details of the system matter a great deal, when discussing the

principle of operation of thefirst logic implementation the only observation needed is
that there can be one or more discrete level(s) that can be accessed by varying the
electric potential across the dot. The second example discussed in this subsection is
built on a system of coupled QDs, and such assemblies have been realized
experimentally [162].
Initially, a three-terminal device is considered (see Figure 9.3) so that both a source-

drain voltage, Vsd, can be applied across the system, and a gate voltage, Vg, in the
perpendicular direction. Advantage is taken of the discrete level structure of the QD
tethered between the three electrodes of the device to perform more complex
operations at the hardware level than is usually done on a transistor.
The implementation of a set–reset finite-statemachine is discussed in detail at this

point. This is amachine with two logical states, that can accept two inputs, a set input
and a reset input. The role of the set input is to bring themachine to logical state 1 if it
was in logical state 0, and to do nothing if it is already in state 1. The role of the reset
input is to bring themachine back to logical state 0 if it was in state 1 and to donothing
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if it is already in 0. The case where the two inputs are both 1 is not defined.
The operation of the set–reset machine is summarized in Table 9.9, and a state
diagram is shown in Figure 9.12.
Here, a single QD tethered in a three-terminal device is considered, that is

submitted to a source-drain and to a gate bias. Its discrete level structure is
described using the �orthodox� theory [163–165], which assumes that discrete level
structure of the QD is due solely to quantization of charge on the dot. The one-
electron level spacing of the dot is assumed to be continuous because it is much
smaller than the change in electrostatic energy of the QD that occurs when an
electron is added to or removed from it by varying the source-drain or the gate
bias. The electrostatic energy of a QD with N electrons in a three-terminal device is
given by

UN ¼ Q2

2CT
¼ N2e2

2CT
þ Ne

CT

X
i

CiVi þ 1
2CT

X
i

CiVi

 !2

ð9:15Þ

where Q the effective charge on the dot is given by

Q ¼ CTF ¼ Neþ
X
i¼l;r;g

CiVi ð9:16Þ

Table 9.9 Operation of a set–reset machine.

Present state Set input Reset input Name of action Next State

0 0 0 No change 0
0 1 0 set 1
1 1 0 set 1
1 0 0 No change 1
1 0 1 reset 0
0 0 1 reset 0

Figure 9.12 State diagram of a set–reset machine. The two
possible values of the logical state of themachine are represented
by the two circles denoted as 0 or 1. The arrows show the state
changing transitions induced by the inputs. The inputs are given
next to the arrows as (set,reset).
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In Eqs. (9.16) and (9.15), F is the electrostatic potential, CT is the total capacitance
of the system (CT¼Cl þ Cr þ Cg where Cl,r are the capacitances of the junctions
to the left and right electrodes), and Cg is the capacitance of the gate electrode. Vl,r

are the source and the drain voltages. For a given gate voltage, an electron will be
transferred to the dot or will leave the dot to the left or the right electrode when
one of its discrete level falls within the energy window opened by the source-drain
bias, Vsd, which is the difference between the bias of the right and on the left
electrode. As shown in Figure 9.13, if the dot possesses initially N electrons, there
are therefore four resonance conditions for electron transfer to/from the left and
the right electrodes.
The four resonance conditions are:

DEl!QD ¼ e
CT

e
2
þðNeþCgVgÞ
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@
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A� e
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DEQD! l ¼ e
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ð9:17Þ

whereV¼Vsd and a symmetric junction is assumed so thatCl¼Cr andVl¼Vr¼V/2.
DE¼UN�UN�1 must be� 0 for the process to be allowed. It is the free energy
difference for adding or removing an electron to the QD. Note that when only the
charge on the dot is quantized, UN�UN�1 varies linearly with the applied source-
drain and gate bias. The threshold for transferring an electron is given by the
resonance condition, DE¼ 0, which allows stability maps to be drawn of the charged
QD as a function the gate and the source-drain bias. A stability map for N¼ 0, 1
electrons on the dot is shown in Figure 9.14. The areas in gray are the zoneswhere the
number of electrons on the QD is stable.
In the �orthodox� theory [164] the rates of transfer from the QD to the source and

the drain electrodes are given by

G ¼ 2
e2R

�DE
1þ expðDE=kTÞ �!T ! 0K 2

e2R
jDEjqð�DEÞ ð9:18Þ

Figure 9.13 Electron transfer to/from the left and right electrode
possible for a N QD in a three-terminal device.
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where R is the resistance of the junction through which the electron passes, and is
inversely proportional to the coupling between the QD and the electrode.
For implementation of the set–reset, two charges states of theQDare used, namely

N� 1 andN, whereN is the number of extra electrons on the QD. For the simulation
shown below, N¼ 0 and N¼ 1 were utilized. The logical state 0 of the set–reset
machine was encoded as the QD withN¼ 0 extra electrons, and the logical state 1 of
the machine was encoded as the QD with N¼ 1 extra electrons. From Figure 9.13, it
can be seen that there are two rates for adding an electron to a QDwithN¼ 0,Gr!QD

and Gl!QD, and two rates for removing an electron from a N¼ 1 QD, GQD! r and
GQD! l. Their analytical forms at T¼ 0K are

GQD! l; l!QD / � e
2CT

þ CgVg

CT
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0
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1
A� V

2

ð9:19Þ

These four rates are plotted in Figure 9.15 for a fixed gate voltage as a function of the
source-drain bias, V.
In order for the set–resetmachine to operate properly, a set voltagemust be chosen

such that the rate of transfer of an electron from the left electrode to theQDwithN = 0
ismuch larger than the rate for leaving the dot withN = 1 to the right electrode, so that
an electron is added to the dot and stays on the dot for a finite time. For the reset
voltage, it is sufficient that the rate of leaving the dot withN = 1 to the left electrode is
significant. The rate Gr!QD corresponds to adding an electron to the QD withN = 0.
The operation of the set–reset device is more robust if the resistance of the right
junction is much larger than that of the left one.
To check that the set–reset machine operates properly, the probability of getting an

extra electron on the QD is monitored as a function of time while applying a time-
dependent source-drain bias. By definingQ as the probability for having N¼ 1 extra

Figure 9.14 Stabilitymap for a quantumdot withN¼ 0 andN¼ 1
electrons, plottedusingEq. (9.17) as a functionof theVg andVsd in
reduced units. Vred

g ¼ CgVg=e corresponds to the number of
electrons on the dot, Vred

g ¼ VsdCT=2e.
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electrons on the dot, and Pl and Pr as the probabilities for this extra electron to be on
the left and on right electrode, respectively, the following kinetic scheme is obtained:

dPl

dt
¼ GQD! lQðtÞ�Gl!QDPlðtÞ

dQ
dt

¼ Gl!QDPlðtÞþGr!QDPrðtÞ� ðGQD! l þGQD! rÞQðtÞ

dPr

dt
¼ GQD! rQðtÞ�Gr!QDPrðtÞ

ð9:20Þ

The timeprofile of the applied source-drain bias (a) and result of the integration of the
kinetic scheme (b) are shown inFigure 9.16. The logical state 0 of the device is defined
as Pl	Q, while state 1 is defined as Q	Pl. It can be seen that the effect of the set
voltage is tofill the dot with one extra electron, whilst applying the reset pulse empties
the dot of that extra electron. This shows that a single QD with two electrically
addressable discrete levels can operate as a set–resetmachine. It has also been shown
that varying not only the source-drain but also the gate bias allows a full adder to be
implemented on this system [106].
This subsection is concluded with a description of the implementation of another

formoffinite-statemachine, a counter, on an array of twoQDs anchored on a surface.
This implementation is based on a scheme for addressing and/or reading the states
of the dots electrically or optically that has been experimentally realized and
characterized [162] (see Figure 9.17).

Figure 9.15 The four rates relevant for a QDwithN¼ 0 andN¼ 1
electrons computed as a function of the source-drain bias Vwith a
value of the gate voltage Vg¼�0.8 V. Cg¼Cl¼Cr¼ 0.2 aF. The
reduced units for G are 2/e2R, where R is the resistance of the
junction. A symmetric junction is considered so that R¼Rl¼Rr. R
is inversely proportional to the coupling between the QD and the
left (right) electrode.
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Acounter [136] is amachine that is able to acceptN inputs and to provide an output
for everyN inputs. The states of the counter are Si, i¼ 0, 1, 2, . . . ,N� 1 and transition
can occur between successive states only when an input i, i¼ 0, 1, 2, . . . , N� 1, is
received. After the count ofN inputs, the state SN�1 is reached, an output is produced
and the next input resets the counter to its initial state, S0.
In the implementation based on the device shown in Figure 9.17 the index of the

state is determined by the number of extra electrons on the AuQD. This number can
be controlled optically or electrically (further detailsmay be found inRefs. [137, 162]).
The counter functions as follows. First, the CdS QD is irradiated in a solution of

TEA (10�2M) so as to charge the Au QD. The irradiation is then stopped. The initial
state, S0, corresponds physically to the AuQD charged with four extra electrons. This
number can be determined using surface plasmon resonance spectroscopy, by
measuring the shift of the plasmon resonance of the gold surface due to the charging

Figure 9.16 (a) Voltage–time profile and (b) time-dependent
probability for the extra electron to be localized on the QD, Q(t),
on the left electrode, Pl(t), and on the right electrode, Pr(t). In
Eq. (9.20), the rates are expressed in reduced units and the time is
scaled correspondingly.
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of the Au QD. On each occasion that an input is to be provided an input the index
of the state must be incremented; this is done by decreasing the potential applied
to the Au surface by a step sufficient to discharge an electron onto the surface.
The magnitude of the required voltage drop is determined by the capacitance of
the Au QD – that is, by the energy needed to charge or discharge the dot by one
electron [137]. In the experiment the Au QD is passivated by a ligand, tiopronin, that
has a high dielectric constant (16; see Ref. [162]), so that the charging energy is
exceptionally low (
30meV for Au QD of 2.3� 0.5 nm diameter). When the dot is
fully discharged, after four voltage drops, S4 is reached; this is the last state of the
counter for which there are no extra electrons on the dot. At this point, the counter
must be returned to the state S0, so that it is available for the next counting cycle, and
an output signal must then be provided. Unlike the usual system for counters, in this
scheme the last input does not reset the counter to the state S0. For this reason, even
though for a dot with four extra electrons, there are five states – S0, S1, S2, S3, and S4 –
and modulo 4 is counted rather than modulo 5, the last step, S3 ! S4, is used to
produce the output and reset the counter. The output is produced by monitoring the
disappearance of the plasmon angle shift or by measuring the value of the surface
potential. To reset the counter, the CdS dot is irradiated again. It should be noted that,
in principle, themaximal number of four extra electrons on the dot is not a limitation,
but up to 15oxidation states ofmonolayer-protectedAuQDshave been reported [166].
It is possible, therefore, to implement counters with a higher value of N.

9.4
Perspectives

The entire discussion in this chapter is based on the premise that there is a desire to
design molecule-based logic circuits and not only switches. Results to date that have

Figure 9.17 An experimentally realized [162]
opto-electrically addressed array of two QDs
anchored on a surface. The device can be used as
a counter. The Au QDs are linked to the gold
surface by a long-chain alkyl monolayer, and
covalently to a semi-conducting CdS QD. The
optical excitation of the CdS QD induces an
electron transfer to the Au QD that is

compensated by triethanolamine (TEA) present
in the electrolyte solution. While the optical
excitation is on, extra electrons accumulate on
the Au QD and a potential drop is maintained
across the junction between the Au QDs and the
conductive gold surface. The charging of the Au
QD can be optically monitored by changes in the
resonance spectrum of the surface plasmon.
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been validated by proof of concept experiments, include:

. the implementation of combinational circuits on a single molecule;

. the concatenation of logic operations, whether performed on different molecules
(intermolecular) or performed within the same molecule by communicating
results carried out on different functional groups (intramolecular);

. the implementation of a finite-state logic machine on a single molecule and beyond
that, programming of a single molecule; and

. using both electrical and optical addressing and readoutwith the advantage that it is
not necessary to be able to addressmany states, because with two states a full adder
can already be performed.

Technical studies in progress exploit these results towards increasing the logical
capacity and depth (¼ number of switches) that can be implemented on a single
molecule, oronasupramolecularassemblyby theapplication tomultifunctionalgroup
molecules where the intramolecular dynamics are used to concatenate the logical
operationscarried separately by thedifferent groups.Next, in theorderof integration is
the assembly and concatenation of an array of molecules or an array of quantum dots.
Further studies are also needed to take even greater advantage of the large number

of quantum states available, in a hierarchical order (electronic, backbone vibrations,
torsions, rotations), which allows the processing in one cycle of farmore information
than a binary (classical or quantum) gate and, in the same direction, the use of more
sophisticated optical and electrical inputs and readouts.
The first results to reach the level of technological implementation will most likely

be the use of a single molecule not as a switch but rather as a combinational circuit.
Thiswill likely happen in the context of the architecture of a 2-D array cross-bar,which
is the favored device geometry as foreseen by Hewlett Packard and others. However,
even this progress will take time before it becomes a technology. The essential
difference to be advocated is that at each node is placed not a switch but a single
molecule acting as the equivalent of an entire network of switches. The very fast logic
is conductedwithin thenode, but the slower,wire-mediated communication between
the nodes will remain. In the second round, communication between the nodes will
be carried out by concatenation through self-assembly of the array using molecular
recognition. Part of this endeavor is to achieve realistic programming abilities with
special reference to selective intramolecular dynamics.
The key further breakthroughs that are currently required include:

. The design ofmolecular logic circuits that can be cycled reliablymany times, and to
explore whether this can be done using all-optical schemes.

. Input/output operations that reduce dissipation and allow fan-out andmacroscopic
interface, with special reference to the use of pulse shaping, electrical read/write
and integrate storage within the logic unit.

. Beyond what is already available, it will be necessary to improve concatenation in
order to reduce not only the need for cycling but also for interfacing with the
macroscopic world. This will in turn lead to a need for molecular systems with
special reference to devices on surfaces and their application as logic units.
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10
A Survey of Bio-Inspired and Other Alternative Architectures
Dan Hammerstrom

10.1
Introduction

Since the earliest days of the electronic computer, there has always been a small group
of people who have seen the computer as an extension of biology, and have
endeavored to build computing models and even hardware that are inspired by,
and in some cases are direct copies of, biological systems. Although biology spans a
wide range of systems, the primary model for these early efforts has been neural
circuits. Likewise, in this chapter the discussion will be limited to neural
computation.
Several examples of these early investigations include McCulloch-Pitts Logical

Calculus of Nervous System Activity [2], Steinbuch�s Die Lernmatrix [3], and
Rosenblatt�s Perceptron [4]. At the same time, an alternate approach to intelligent
computing,Artificial Intelligence (AI), that relied on higher-order symbolic functions,
such as structured and rule-based representations of knowledge, began to demon-
strate significantly greater success than the neural approach. In 1969, Minsky and
Papert [5] of the Massachusetts Institute of Technology published a book that was
critical of the then current �bio-inspired� algorithms, and which succeeded in
eventually ending most research funding for that approach. Consequently, signifi-
cant research fundingwas directed towardsAI, and thefield subsequentlyflourished.
The AI approach, which relied on symbolic reasoning often represented by a first-
order calculus and sets of rules, began to exhibit real intelligence, at least on toy
problems. One reasonably successful application was the �expert� system, and there
was even the development of a complete language, ProLog, dedicated to logical rule-
based inference.
A few expert system successes were also enjoyed in actually fielded systems, such

as Soar [6], the development of which was started by Alan Newell�s group at Carnegie
Mellon University. However, by the 1980s AI in general was beginning to lose its
luster after 40 years of funding with ever-diminishing returns.
Since the 1960s, however, there have always been groups that continued to study

biologically inspired algorithms, and two such projects – mostly as a result of their
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being in the right place at the right time – had a huge impact which re-energized the
field and led to an explosion of research and funding. The first project incorporated
the investigations [7] of John Hopfield, a physicist at Caltech, who proposed a model
of auto-associative memory based on physical principles such as the Ising theory of
spin-glass. AlthoughHopfield netswere limited in capability and size, and others had
proposed similar algorithms previously, Hopfield�s formulation was both clean and
elegant. It also succeeded in bringing many physicists, armed with sophisticated
mathematical tools, into the field. The second project was the �invention� of the back-
propagation algorithm by Rumelhart, Hinton, and Williams [8]. Although there too
similar studies had been conducted previously [9], the differencewith Rumelhart and
colleagues was that they were cognitive scientists creating a set of techniques called
parallel distributed processing (PDP) models of cognitive phenomena, where back-
propagation was a part of a larger whole.
At this point, it would be useful to present some basic neuroscience, followed by

details of some of the simpler algorithms inspired by this biology. This information
will provide a strong foundation for discussing various biologically inspiredhardware
efforts.

10.1.1
Basic Neuroscience

In simplified terms, neural circuits consist of large numbers of parallel processing
components,theneurons.Thesetendtobeslowinoperation,withtypicalswitchingtimes
on the order of milliseconds, and consequently the brain uses significant parallelism
ratherthanspeedtoperformitscomplextasks.Adaptationcomesinshort-andlong-term
versions, and can result from a variety of complex interactions.
Although most neurons are exceptions to the canonical neuron shown in

Figure 10.1, the neuron illustrated is sufficiently complex to demonstrate the basic
principles. Via various ion channels, neuronsmaintain a constant negative voltage of
approximately � 70mVrelative to the ambient environment. This neuron consists of
a dendritic tree for taking inputs from other neurons, a body or soma, which basically

Figure 10.1 An abstract neuron.
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performs charge summation, and an output, the axon. Inter-neuron communication
is generally via pulses or spikes. Axons form synapses on dendrites and signal the
dendrite by releasing small amounts of neurotransmitter, which is taken up by the
dendrite.
Axons from other neurons connect via synapses onto the dendritic tree of each

neuron. When an axon fires it releases a neurotransmitter into the junction between
the presynaptic axon and the postsynaptic dendrite. The neurotransmitter causes the
dendrite to depolarize slightly, and this charge differential eventually reaches the
body or soma of the neuron, depolarizing the neuron.
When a neuron is sufficiently depolarized it passes a threshold which causes it to

generate an action potential, or output spike, which moves down the axon to the next
synapse. When an output spike is traveling down an axon, it is continuously
regenerated allowing for arbitrary fan-out.
While the dendrites are depolarizing the neuron, the resting potential is slowly

being restored, creating what is known as a �leaky integrator.� Unless enough action
potentials arrive within a certain time window of each other, the depolarization of the
soma will not be sufficient to generate an output action potential.
In addition to accumulating signals and creating new signals, neurons also learn.

When a spike arrives via an axon at a synapse, it �presynaptically� releases a
neurotransmitter, which causes some depolarization of the postsynaptic dendrite.
Under certain conditions, the effect of a single spike can be modified, typically
increased or �facilitated�, where it causes a greater depolarization at the synapse.
When the effect that an action potential has on the postsynaptic neurons is enhanced,
the synapse is said to be potentiated, and learning has occurred. One form of this is
called long-term potentiation (LTP), as such potentiation has been shown to last for
several weeks at a time and may possibly last much longer. LTP is one of the more
common learning mechanisms, and has been shown to occur in several areas of the
brain whenever the inputs to the neuron and the output of the neuron correlate
within some time window. Learning correlated inputs and outputs is also called
Hebb�s law, named after Donald Hebb who proposed it in 1947. Synapses can also
lose their facilitation; one example of this is a similar mechanism called long-term
depression (LTD),which generally occurswhen an output is generated and there is no
input at a particular synapses.
Postsynaptic excitation can either be excitatory (an excitatory postsynaptic potential

or EPSP), which leads to accumulating even more charge in the soma, or inhibitory
(an inhibitory postsynaptic potential or IPSP), which tends to drain charge off of the
soma, making it harder for a neuron to fire an action potential. Both capabilities are
needed to control and balance the activation of groups of neurons. In one model,
the first neuron that fires tends to inhibit the others in the group leading to what is
called a �winner-take-all� function.

10.1.2
A Very Simple Neural Model: The Perceptron

One of the first biologically inspiredmodels was the perceptron which, although very
simple, was still based on biological neurons. The primary goal of a perceptron is to

10.1 Introduction j253



do classification. Perceptron operation is very simple, as it has a one-dimensional
synapticweight vector and takes another, equal size, one-dimensional vector as input.
Normally the input vector is binary and the weight vectors positive or negative
integers. During training, a �desired� signal is also presented to the perceptron. If the
output matches the training signal, then no action is taken; however, if the output is
incorrect anddoesnotmatch the training signal, then theweights in theweight vector
are adjusted accordingly. The perceptron learning rule, which was one of the first
instances of the �delta rule� used in most artificial neural models, incremented or
decremented the individual weights depending on whether they were predictive of
the output or not. A single-layer perceptron is shown in Figure 10.2. Basic perceptron
operation is

oj ¼ f
Xn
i¼1

wijxi

 !
¼ f (WT

j X )

O ¼ f (WTX )

where f() is an activation function, and is a step function here (if sum > 0, then
f (sum)¼ 1); however, f() can also be a smooth function (see below). A �layer� has some
number (two ormore) of perceptrons, each with its ownweight vector and individual
output value, leading to a weight matrix and an output vector. In a single �layer� of
perceptrons, each one sees the same input vector.
The Delta Rule, which is used during learning is,

Dwij ¼ a(dj � oj)xi

where dj is the desired output, and oj is the actual output.
The delta rule is fundamental to most adaptive neural network algorithms.

Rosenblatt proved that if a data set is linearly separable, the perceptronwill eventually
find aplane that separates the set. Figure 10.3 shows the two-dimensional (2-D) layout
of data for, first, a linearly separable set of data and, second, for a non-linearly
separable set. Unfortunately, if the data are not linearly separable the perceptron fails
miserably, and this was the point of �. . .the book that killed neural networks�,

Figure 10.2 A single-layer perceptron.
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Perceptrons by Marvin Minsky and Seymour Papert (1968). Perceptrons cannot solve
non-linearly separable problems; neither do they function in the kind of multiple
layer structures that may be able to solve non-linear problems, as the algorithm is
such that the output layer cannot tell the middle layer what its desired output should
be. Attention is now turned to a description of the multi-layer perceptron.

10.1.3
A Slightly More Complex Neural Model: The Multiple Layer Perceptron

The invention of the multi-layer perceptron constituted, to some degree, a �victory�
against the �evil empire� of symbolic computing. The Minsky and Papert book
focused primarily, through numerous sophisticated examples, on how perceptrons,
as envisioned at that time, could not solve non-linear problems, an excellent example
being the XOR problem. Although there are a number of variations, back-propaga-
tion (BP) allowed the use of multiple, non-linear layers, and is sometimes referred to
as a multi-layer perceptron (MLP).
Although the derivation of BP is beyond the scope of this chapter, some of the

characteristics that allowed it to extend perceptron-like learning tomultiple layers can
be briefly summarized. First, instead of a discrete step function for output, a
continuous activation function is used. As with the perceptron, there is also a
training or �desired� signal, and by actually quantifying the error of the output as
a function (generally least means square) an error surface is created. The gradient of
the error surface can then be found and used to adjust theweights. By using the chain
rule from calculus the error can then be back-propagated through the various levels.
In summary, the steps of the BP algorithm are:

. Present an input vector to the first layer of the network.

. Calculate the output for each layer, moving forward to network output.

. Calculate the error delta at the output (using actual output and the externally
supplied target output, d).

. Use the computed error deltas at the output to compute the error deltas at the next
layer, etc., moving backward through the net.

. After all error deltas have been computed for every node, use the delta rule to
incrementally update all the weights in the network. (Note: the feedforward input
activation values for each connection must be remembered.)

Figure 10.3 Linear (left) and non-linear (right) classification.
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Even two-level networks can approximate complex, non-linear functions. More-
over, this technique generally finds good solutions, which are compact, leading to
fast, feed-forward (non-learning) execution time. Although it has been shown to
approximate Bayesian decisions (i.e. it results in a generally good estimate of where
Baye�s techniques would put the decision surface), it can have convergence problems
due tomany non-localminima. It is also computationally intensive, often taking days
to train with complex large feature sets.

10.1.4
Auto-Association

Another important family of networks are associative networks, one example of
which (as given above) is the Hopfield net. Here, details of a simple associative
network developed byG. Palm [10]will be presented (thiswas in fact developed before
the studies of Hopfield). One useful variation implements an auto-associative network
that is an overly simplistic approximation of the circuits in themammalianneocortex.
Auto-associative networks have been studied extensively. In its simplest form, an
associative memory maps an input vector to an output vector. When an input is
supplied to the memory, its output is a �trained� vector with the closest match,
assuming some metric, to the given input. Auto-association results when the input
and output vectors are in the same space, with the input vector being a corrupted
version of one of the training vectors. With best-match association, when a noisy or
incomplete input vector is presented to the network, the �closest� training vector can
usually be recalled reliably. In auto-association the output is fed back to the input,
which may require several iterations to stabilize to a trained vector.
Here, it is assumed that the vectors are binary and the distancemetric between two

vectors is simply the number of bits that are different – that is, the Hamming
distance.
The Palm associative network maps input vectors to output vectors, where the set

of input vector to output vector mappings are noted as f(xm; ymÞ;m ¼ 1; 2; . . . ;Mg.
There are M mappings, and both xm and ym are binary vectors with size of m and n
respectively. xm and ym are sparsely encoded, with

Pm
i¼1xi ¼ l (l�m) and

Pn
j¼1yj ¼ k

(k� n).Here, landkarethenumbersofactivenodes(non-zero) intheinputandoutput
vectors, respectively. In training, the �clipped�Hebbian �outer-product,� learning rule
is generally used, and a binary weight matrix W is formed by W ¼ _M

m¼1[y
m � (xm)T ].

Suchbatchcomputationhas theweightscomputedoff-lineand thendown-loaded into
the network. It is also possible to learn the weights adaptively [11].
During recall, a noisy or incomplete input vector ~x is applied to the network, and

the network output is computed by ~y ¼ f ðW � ~x� q), q is a global threshold, and f() is
the Heaviside step function, where an output node will be 1 (active) if its dendritic
sum xi ¼

Pm
j¼1wij~xj is greater than the threshold q; otherwise, it is 0. To set the

threshold, the �k winners take all (k-WTA) rule� is used, where k is the number of
active nodes in an output vector. The threshold, q, is set so that only those nodes that
have the kmaximumdendritic sums are set to �1�, and the remaining nodes are set to
�0�. The k-WTA threshold is very close to the minimum error threshold. The k-WTA
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operation plays the role of competitive lateral inhibition, which is amajor component
in all cortical circuits. In the BCPNNmodel of Lansner and his group [11], the nodes
are divided into hypercolumns, typically

ffiffiffiffi
N

p
nodes in each of the

ffiffiffiffi
N

p
columns, with

1-WTA being performed in each column.
An auto-associative network starts with the associative model just presented and

feeds the output back to the input, so that the x and y are in the same vector space and
l¼ k. This auto-associative model is called an attractor model in that its state space
creates an energy surface with most minima (�attractor basins�) occurring when the
state is equal to a training vector. Under certain conditions, given an input vector x0,
then the output vector y that has the largest conditional probability P(x0|y) is themost
likely training vector in a Bayesian sense. It is possible to define a more complex
version with variable weights, as would be found during dynamic learning, which
also allows the incorporation of prior probabilities [12].

10.1.5
The Development of Biologically Inspired Hardware

WithBPandothernon-linear techniques inhand, researchgroupsbegan to solvemore
complex problems.Concurrent to this therewas anexplosion inneuroscience thatwas
enabled by high-performance computing and sophisticated experimental technolo-
gies, coupled with an increasing willingness in the neuroscience community to begin
tospeculateabout the functionof theneural circuitsbeingstudied.Asa result, research
into artificial neural networks (ANNs) of all types gained considerable momentum
during the late 1980s, continuinguntil themid-1990swhen the research results began
to slowdown.However, likeAIbefore it– and fuzzy logic,whichoccurredconcurrently
–ANNs had trouble in scaling to solve the difficult problems in intelligent computing.
Nevertheless, ANNs still constitute an important area of research, and ANN technolo-
gies play a key role in a number of real-world applications [13, 14]. In addition, they
are responsible for a number of important breakthroughs.
During the heady years of the late 1980s and early 1990s, while many research

groups were investigating theory, algorithms, and applications, others began to
examine hardware implementation. As a consequence, there quickly evolved three
schools of thought, though with imprecise dividing lines between them:

. Thefirst conceptwas to build very specialized analog chipswhere, for themost part,
the algorithmswere hard-wired into silicon. Perhaps the best knownwas the aVLSI
(low-power analog VLSI) technology developed by Carver Mead and his students at
Caltech.

. The second concept was to build more general, highly parallel digital, but still fairly
specialized chips.Many of theANNalgorithmswere very computer-intensive, and it
seemed that simply speeding up algorithm execution – and especially the learning
phase – would be a big help in solving the more difficult problems and the
commercialization of ANN technology. During the late 1980s and early 1990s these
chips were also significantly faster than mainstream desktop technology; however,
this secondgroupof chips incorporated less biological realism than theanalog chips.
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. The third option was to use off-the-shelf hardware, digital signal processing (DSP)
and media chips, and this ultimately was the winning strategy. This approach was
successful because the chips were used in a broader set of applications and had
manufacturing volume and software inertia in their favor. Their success was also
assisted by Amdahl�s law (see Section 10.2.1).

The aim of this chapter is to review examples of these biologically inspired chips in
each of themain categories, and to provide detailed discussions of themotivation for
these chips, the algorithms they were emulating, and architecture issues. Each of the
general categories presented is discussed in greater detail as appropriate. Finally,with
the realm of nano- and molecular-scale technology rapidly approaching, the chapter
concludes with a preview of the future of biologically inspired hardware.

10.2
Early Studies in Biologically Inspired Hardware

The hardware discussed in this chapter is based on neural structures similar to those
presented above, and, as such, is designed to solve a particular class of problems that
are sometimes referred to as �intelligent computing�. These problems generally
involve the transformation of data across the boundary between the realworld and the
digital world, in essence from sensor readings to symbolic representations usable by
a computer; indeed, this boundary has been called �the digital seashore�.1) Such
transformations are found wherever a computer is sampling and/or acting on real-
world data. Examples include the computer recognition of human speech, computer
vision, textual and image content recognition, robot control, optical character
recognition (OCR), automatic target recognition, and so on. These are difficult
problems to solve on a computer, as they require the computer to find complex
structures and relationships in massive quantities of low-precision, ambiguous,
and noisy data. These problems are also very important, and an inability to solve
them adequately constitutes a significant barrier to computer usage. Moreover, the
list of ideas has been exhausted, as neither AI, ANNs, fuzzy logic, nor Bayesian
networks2) have yet enabled robust solutions.
At the risk of oversimplifying a complex family of problems, the solution to these

problemswill, somewhat arbitrarily, be partitioned into two domains: the �front end�
and the �back end� (see Figure 10.4):

. Front-end operations involvemore direct access to a signal, and includefiltering and
feature extraction.

1) Hiroshi Ishii, MIT Media Lab.

2) �A Bayesian network (or a belief network) is a
probabilistic graphical model that represents a
set of variables and their probabilistic in-
dependencies�. Wikipedia, http://www.wikipe-
dia.org/.
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. Back-end operations are more �intelligent�, and include storing abstract views of
objects or inter-word relationships.

In moving from front end to back end, the computation becomes increasingly
interconnect driven, leveraging ever-larger amounts of diffuse data at the synapses
for the connections. Much has been learned about the front end, where the data are
input to the system and where there are developments in traditional as well as
neural implementations. Whilst these studies have led to a useful set of tools and
techniques, they have not solved the whole problem, and consequently more
groups are beginning to examine the back-end – the realm of the cerebral cortex
– as a source of inspiration for solving the remainder of the problem. Moreover, as
difficult as the front-end problems are, the back-end problems are even more so.
One manifestation of this difficulty is the �perception gap� discussed by Lazzaro
and Wawrzynek [15], where the feature representations produced by more biologi-
cally inspired front-end processing are incompatible with existing back-end
algorithms.
A number of research groups are beginning to refer to this �backend� as intelligent

signal processing (ISP), which augments and enhances existing DSP by incorporat-
ing contextual and higher level knowledge of the application domain into the data
transformation process. SimonHaykin (McMasterUniversity) andBart Kosko (USC)
were editors of a special issue of the Proceedings of the IEEE [16] on ISP, and in their
introduction stated:

�ISP uses learning and other �smart� techniques to extract as much
information as possible from signal and noise data.�

If you are classifying at Baye�s optimal rates and you are still not solving the
problem, what do you do next? The solution is to addmore knowledge of the process
being classified to your classification procedures, which is the goal of ISP. Oneway to
do this is to increase the contextual information (e.g. higher-order relationships such
as sentence structure and word meaning in a text-based application) available to
the algorithm. It is these complex, �higher-order� relationships that are so difficult for
us to communicate to existing computers and, subsequently, for them to utilize
efficiently when processing signal data.

Figure 10.4 A canonical system.
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Humans make extensive use of contextual information. We are not particularly
good classifiers of raw data where little or no context is provided, but we are masters
of leveraging even the smallest amount of context to significantly improve our
pattern-recognition capabilities.
One of themost commoncontextual analysis techniques inuse today is theHidden

MarkovModel (HMM) [17].AnHMMisadiscreteMarkovmodelwithafinitenumber
of states, that can be likened to a probabilistic finite-state machine. Transitions from
one state to the next are determined probabilistically. Like a finite-state machine, a
symbol is emittedduringeach state transition. In anHMMthe selectionof the symbol
emissionduringeachstate transition is alsoprobabilistic. If theHMMisbeingused to
model aword, the symbols could be phonemes in a speech system.As the symbols are
not necessarily unique to a particular state, it is difficult to determine the state that the
HMMis insimplybyobserving theemittedsymbols–hence the term�hidden.�These
probabilities can be determined from data of the real-world process that the HMM is
beingused tomodel.Onevariation is the studyofMorganandBourlard [18],whoused
a large BP network to provide HMM emission probabilities.
In many speech-recognition systems, HMMs are used to find simple contextual

structure in candidate phoneme streams. Most HMM implementations generate
parallel hypotheses and then use a dynamic programming algorithm (such as the
Viterbi algorithm) to find amatch that is themost likely utterance (ormost likely path
through themodel) based on the phonemes captured by preprocessing and capturing
features from the speech stream, and the probabilities used in constructing the
HMM. However, HMMs have several limitations:

. They grow very large if the probability space is complex, such as when pairs of
symbols are modeled rather than single symbols; yet most human language has
very high order structure.

. The �Markov horizon�, which is a fundamental definition of Markov models and
makes them tractable analytically, also contributes to the inability to capture higher-
order knowledge. Many now believe that we have passed the point of diminishing
returns for HMMs in speech recognition.

The key point here is that most neuro-inspired silicon – and in particular the
analog-based components – is primarily focused on the front-end �DSP� part of the
problem, since robust, generic back-end algorithms (and subsequently hardware)
have eluded identification. It has been argued by some that if the front end was
performed correctly, then the back-endwould be easier, butwhilst it is always easier to
do better in front-end processing the room for improvement is smaller there.
Without robust back-end capabilities, general solutions will be more limited.

10.2.1
Flexibility Trade-Offs and Amdhal�s Law

During the 1980s and early 1990s, when most of the hardware surveyed in this
chapter was created, there was a perception that the algorithms were large and
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complex and therefore slow to emulate on the computers of that time. Consequently,
specialized hardware to accelerate these algorithms was required for successful
applications. What was not fully appreciated by many was that the performance of
general-purpose hardware was increasing faster than Moore�s law, and that the
existing neural algorithms did not scale well to the large sizes that would have fully
benefited from special purpose hardware. The other problem was Amdahl�s law.
As discussed above, these models have extensive concurrency which naturally

leads to massively parallel implementations. The basic computation in these models
is themultiply-accumulate operation that forms the core of almost all DSP andwhich
can be performed with minimal, fixed point, precision. Also during the early 1990s,
whenmany of the studies onneural inspired siliconwere carried out,microprocessor
technology was actually not fast enough for many applications.
The problem is that neural network silicon is highly specialized and there are

specific risks involved in its development. One way to conceptualize the trade-offs
involved in designing custom hardware is shown in Figure 10.5. Although cost-
performance3) can be measured, flexibility cannot be assessed as easily, and so the
graph in Figure 10.5 ismore conceptual than quantitative. The general idea is that the
more a designer hard-wires an algorithm into silicon, the better the cost-performance
of the device, but the less flexible.
The line, which ismoving slowly to the right according toMoore�s law, shows these

basic trade-offs and is, incidentally, not likely to be linear in the real world. Another

3) In this chapter, cost-performance is measured
by (operations/second)/cost. The cost of pro-
ducing a silicon chip is directly related (in a
complex, non-linear manner) to the area of the

chip. Larger chips are generallymore expensive,
as used here. More recently, however, other
factors such as power consumption have become
equally, if not more, important.

Figure 10.5 The flexibility–cost/performance trade-off.
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assumption is that the algorithms being emulated can be implemented at many
different points on that scale, which is not always true either.
An important assumption in this analysis is that most applications require a wide

range of computations, although there are exceptions, as in most real-world systems
the �recognition� component is only a part of a larger system. So, when considering
specialized silicon for such a system, the trade-off shown in Figure 10.5 must be
factored into theanalysis.Moregeneral-purposechips tend tobeusefulona largerpart
of the problem, butwill lead to a sacrifice in cost-performance.On the other hand, the
morespecializedchips tend tobeusefulonasmallerpartof theproblem,butat amuch
higher cost-performance.Related to this trade-off then isAmdahl�s law [19],whichhas
always been a fundamental limitation to fully leveraging parallel computing,

Amdahl�s law: the speed-up due to parallelizing a computation
is proportional to that portion of the computation that
cannot be parallelized.

Imagine, for example, that there is a speech-recognition application, and 20% of
the problem can be cast into a simplified parallel form. If a special-purpose chip was
available that speeded up that 20% portion by 1000-fold, then the total system
performance increase would be about 25%:

1=(0:8þ (0:2=1000)) ¼ 1:25

Of course, depending on the cost of the 1000-fold chip, the 25% may still be
worthwhile. However, if a comparably priced chip was available that was slower but
more flexible and could parallelize 80% of the application, albeit with a more
moderate speed increase (say 20-fold), then the total system performance would be
over 400%:

1=(0:2þ (0:8=20)) ¼ 4:17

Almost all computationally intensive pattern recognition problems have portions
of sequential computation, even if it is just moving data into and out of the system,
data reformatting, feature extraction, post-recognition tasks, or computing a final
result. Amdahl�s law shows that these sequential components have a significant
impact on total system performance. As a result, the biggest problem encountered by
many early neural network chips was that they tended to speed up a small portion of a
large problem by moving to the right in Figure 10.5. For many commercial applica-
tions, after all was said and done, the cost of a specialized neural chip did not always
justify the resulting modest increase in total system performance.
During themid-1990s, desktop chips were doubling their performance every 18 to

24 months. Then, during the mid-1990s both Intel and AMD added on-chip SIMD
coprocessing in the formofMMXwhich, for the Intel chips, has eventually evolved to
SSE3 [20]. These developments, for the most part, spelled the death of most
commercial neural net chips. However, in spite of limited commercial success most
neural network chips were very interesting implementations, often with elegant
engineering. A representative sample of some of these chips will be examined briefly
in the remainder of this chapter.
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It should not be concluded from the discussions so far that specialized chips are
never economically viable. Rather, the continued success of graphics processors and
DSPs are examples of specialized high-volume chips, and some neural networks
chips4) have found very successful niches. Nonetheless, it does illustrate some of
the problems involved in architecting a successful niche chip. An example is the
commercial DSP chips used for signal processing and related applications, these
provide unique cost-performance, efficient power utilization, and just the right
amount of specialization in their niche to hold their own in volume applications
against general-purpose processors. In addition, they have enough volume and
history to justify a significant software infrastructure.
In light of what is now known about Amdahl�s law and ISP, the history and state of

the art of neuro-inspired silicon can now be surveyed.

10.2.2
Analog Very-Large-Scale Integration (VLSI)

There is no question that the most elegant implementation technique developed for
neural emulation is the sub-threshold CMOS technology pioneered by Carver Mead
and his students at CalTech [21]. Most MOS field effect transistors (MOSFETs) used
in digital logic are operated in twomodes, either off (0) and on (1). For the off state the
gate voltage ismore or less zero and the channel is completely closed. For the on state,
the gate voltage is significantly above the transistor threshold and the channel is
saturated. A saturated on state works fine for digital, and is generally desired to
maximize current drive. However, the limited gain in that regime restricts the
effectiveness of the device in analog computation. This is due to the fact that themore
gain the device has, the easier it is to leverage this gain to create circuits that perform
useful computation and which also are insensitive to temperature and device
variability.
However, if the gate voltage is positive (for the nMOS gate) but below the point

where the channel saturates, the FET is still on, though with a much lower current.
In thismode,which sometimes is referred to as �weak inversion�, there is useful gain
and the small currents significantly lower the power requirements, though FETs
operating in this mode tend to be slower. Carver Mead�s great insight was that when
modeling biologically inspired circuits, significant computation could be carried out
using simple FETs operating in the sub-threshold regime where, like real neurons,
performance resulted from parallelism and not the speed of the switching devices.
Moreover, as Carver and colleagues have shown, these circuits do a very good job
approximating a number of neuroscience functions.
By using analog voltage and currents to represent signals, the considerable expense

of converting signal data into digital, computing the various functions in digital, and
then converting the signal data back to analog, was eliminated. Neurons operate
slowly and are not particularly precise, yet when combined appropriately they
perform complex and remarkably precise computations. The goal of the aVLSI

4) One example is General Vision; http://www.
general-vision.com/.
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research community has been to create elegant VLSI sub-threshold circuits that
approximate biological computation.
One of the first chips developed by Carver et al. was the silicon retina [22]. This was

an image sensor that performed localized adaptive gain control and temporal/spatial
edge detection using simple �local neighborhood� functional extensions to the basic
photosensitive cell. There subsequently followed a silicon cochlea and numerous
other simulations of biological circuits.
Two examples of these circuits are shown in Figure 10.6. A transconductance

amplifier (voltage input, current output) and an �integrate and fire� neuron are two of
the most basic building blocks for this technology. The current state of aVLSI
research is very well described by Douglas [23], of the Neuroinformatics Institute,
ETH-Zurich:

Fifteen years of Neuromorphic Engineering: progress, problems, and
prospects. Neuromorphic engineers currently design and
fabricate artificial neural systems: from adaptive single chip
sensors, through reflexive sensorimotor systems, to behaving
mobile robots. Typically, knowledge of biological architecture
and principles of operation are used to construct a physical
emulation of the target neuronal system in an electronic
medium such as CMOS analog very large scale integrated
(aVLSI) technology.

Initial successes of neuromorphic engineering have included
smart sensors for vision and audition; circuits for non-linear
adaptive control; non-volatile analog memory; circuits that
provide rapid solutions of constraint-satisfaction problems such
as coherent motion and stereo-correspondence; and methods
for asynchronous event-based communication between analog
computational nodes distributed across multiple chips.

Figure 10.6 Basic aVLSI building blocks. (a) A transconductance
amplifier; (b) an integrate and fire neuron.
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These working chips and systems have provided insights into the
general principles by which large arrays of imprecise processing
elements could cooperate to provide robust real-time computation of
sophisticated problems. However, progress is retarded by the small
size of the development community, a lack of appropriate high-level
configuration languages, and a lack of practical concepts of neuronal
computation.

Although still a modest-sized community, research continues in this area, the
largest group being that at ETH in Zurich. The commercialization of this technology
has been limited, however, with the most notable success to date being that of
Synaptics, Inc. This company created several products which used the basic aVLSI
technology, the most successful being the first laptop touch pads.

10.2.3
Intel�s Analog Neural Network Chip and Digital Neural Network Chip

During the �heyday� of neural network silicon, between 1986 and 1996, a major
semiconductor vendor, Intel, produced two neural network chips. The first, the
ETANN [24] (Intel part number 80170NX), was completely analog, but it was
designed as a general-purpose chip for non-linear feed-forward ANN operation.
There were two grids of analog �inner product� networks, each with 80 inputs and 64
outputs, and a total of 10 K (5K for each grid) weights. The chip computed the two
inner products simultaneously, taking about 5 ms for the entire operation. This
resulted in a total performance (feed-forward only, no learning) of over two billion
connections computed per second, where a connection is a single multiply-accumu-
late of an input-weight pair. All inputs and outputs were in analog. The weights were
analog voltages stored on floating gates – with the chip being developed and
manufactured by the flash memory group at Intel. Complementary signals for each
input provided positive and negative inputs. An analog multiplier was used to
multiply each input by a weight, current summation of multiplier outputs provided
the accumulation, with the output being sent through a non-linear amplifier (giving
roughly a sigmoid function) to the output pins.
Although not designed specifically to do real-time learning, it was possible to carry

out �chip in the loop� learning where incremental modification of the weights was
performed in an approximately stochastic fashion. Learning could also be done off-
line and the weights then downloaded to the chip.
The ETANN chip had very impressive computational density, although the

awkward learning and total analog design made it somewhat difficult to use. The
multipliers were non-linear, which made the computation sensitive to temperature
and voltage fluctuations. Ultimately, Intel retired the chip and moved to a signifi-
cantly more powerful and robust all digital chip, the Ni1000.
The Ni1000 [25, 26] implemented a family of algorithms based on radial basis

function networks (RBF [26]). This family included a variation of a proprietary
algorithm created by Nestor, Inc., a neural network algorithm and software company.
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Rather than doing incremental gradient descent learning, as can be seen with the BP
algorithm, the Ni1000 used more of a template approach where each node repre-
sented a �basis� vector in the input space. The width of these regions, which was
controlled by varying the node threshold, was reduced incrementally when errors
were made, allowing the chip to start with crude over-generalizations of an input to
output space mapping, and then fine-tune the mapping to capture more complex
variations as more data are input. An input vector would then be compared to all the
basis vectors, with the closest basis vector being the winner. The chip performed a
number of concurrent basis computations simultaneously, and then, also concur-
rently, determined the classification of the winning output, both functions were
performed by specialized hardware.
TheNi1000was a two-layer architecture. All arithmetic was digital and the network

parameters/weights were stored in Flash EEPROM. The first or hidden layer had 256
inputs of 16 bits each with 16 bit weights. The hidden layer had 1024 nodes and the
second or output layer 64 nodes (classes). The hidden layer precision was 5 to 8 bits
for input and weight precision. The output layer used a special 16-bit floating point
format. One usage model was that of Bayesian classification, where the hidden layer
learns an estimate of a probability density function (PDF) and the output layer
classifies certain regions of that PDF into up to 64 different classes. At 40MHz the
chip was capable of over 10 billion connection computations per second, evaluating
the entire network 40K times per second with roughly 4W peak power dissipation.
The Ni1000 used a powerful, compact, specialized architecture (unfortunately,

space limitations prevent a more detailed description here, but the interested reader
is referred to Refs. [25, 26]). The Ni1000 wasmuch easier to use than the ETANN and
provided very fast dedicated functionality. However, referring back to Figure 10.5,
this chip was a specific family of algorithms wired into silicon. Having a narrower
functionality it was much more at risk from Amdahl�s law, as it was speeding up an
even smaller part of the total problem. Like CNAPS (the Connected Network of
Adapted Processors), it too was ultimately �run over by the silicon steam roller�.

10.2.4
Cellular Neural Networks

Cellular neural networks (CNN) constitute another family of analog VLSI neural
networks. This was proposed by Leon Chua in 1988 [27], who called it the �Cellular
NeuralNetwork�,althoughnowit isknownasthe�CellularNon-LinearNetwork�.Like
aVLSI, CNN has a dedicated following, the most well-known being the Analogic and
NeuralComputingLaboratory of theComputer andAutomationResearch Institute of
theHungarianAcademyofSciencesunderthe leadershipofTamasRoska.CNN-based
chips have been used to implement vision systems, and complex image processing
similar to that of the retina has been investigated by a number of groups [28].
Although there are variations, the basic architecture is a 2-D rectangular grid of

processing nodes. Although themodel allows arbitrary inter-node connectivity, most
CNN implementations have only nearest-neighbor connections. Each cell computes
its state based on the values of its four immediate neighbors, where the neighbor�s
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voltage and the derivative of this voltage are each multiplied by constants and
summed. Each node then takes its new value and the process continues for another
clock. This computation is generally specified as a type offilter, and is done entirely in
the analog domain.However, as the algorithmsteps are programmable one of the real
strengths of CNN is that the inter-node functions and data transfer is programmable,
with the entire array appearing as a digitally programmed array of analog-based
processing elements. This is an example of a Single Instruction, Multiple Data
(SIMD) architecture, which consists of an array of computation units, where each
unit performs the same operation, but each on its own data. CNN programming can
be complex and requires an intimate understanding of the basic analog circuits
involved. The limited inter-node connectivity also restricts the chip to mostly �front-
end� types of processing, primarily of images. A schematic of the basic CNN cell is
shown in Figure 10.7.
Whereas, research and development continue, the technology has had only limited

commercial success. As with aVLSI, it is a fascinating and technically challenging
system, but in real applications it tends to be used for front-end problems and
consequently is subject to Amdahl�s law.

10.2.5
Other Analog/Mixed Signal Work

It isdifficult todo justice to the largeandrichareaofbiologically inspiredanalogdesign
thathasdevelopedovertheyears.OtherinvestigationsincludethoseofMurray [29], the
former neural networks group at AT&T Bell Labs [30], Ettienne-Cummings [31],
Principe [32], and many more that cannot be mentioned due to limited space. And
today, some workers, such as Boahan, are beginning to move the processing further
into the back end [33] by looking at cortical structures for early vision.

Figure 10.7 Basic cellular neural network (CNN) operation [72].
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On returning to Figure 10.4, it can be seen that the first few boxes of processing
require the type of massively parallel, locally connected feature extraction that CNN,
aVLSI and other analog techniques provide. With regards to sensors, these can
perform enhanced signal processing, and demonstrate better signal-to-noise ratios
thanmore traditional implementations, providing such capabilities in compact, low-
power implementations.
Although further studies are needed, there is a concern that the limited connec-

tivity and computational flexibility make it difficult to apply these technologies to the
back end. Although not a universally held opinion, the author feels that these higher-
level association areas require a different approach to implementation. This general
idea will be presented in more detail below, but first, it is important to examine
another major family of neural network chips, the massively parallel digital
processors.

10.2.6
Digital SIMD Parallel Processing

Concurrent with the development of analog neural chips, parallel effort was devoted
to architecting andbuilding digital neural chips. Although these could have dealt with
a larger subset of pattern-recognition solutions they, like the analog chips, were
mostly focused on neural network solutions to simple classification. A common
design style that was well matched to the basic ANN algorithms was that of SIMD
processor arrays.One chip that embodied that architecturewasCNAPS, developed by
Adaptive Solutions [34, 35].
The world of digital silicon has always flirted with specialized processors. During

the early days of microprocessors, silicon limitations restricted the available func-
tionality and as a resultmany specialized computationswere provided by coprocessor
chips. Early examples of this were specialized floating point chips, as well as graphics
and signal processing. FollowingMoore�s law, the chip vendors found that they could
add increasing amounts of function and so began to pull some of these capabilities
into the processor.
Interestingly, graphics and signal processing have managed to maintain some

independence, and remain as external coprocessors in many systems. Some of the
reasons for this were the significant complexity in the tasks performed, the software
inertia that had built up around these functions, and the potential for very low power
dissipation which is required for embedded signal processing applications, such as
cell phones, PDAs, and MP3 players.
During the early 1990s it was clear that there was an opportunity to provide a

significant speed-up of basic neural network algorithms because of their natural
parallelism. This was particularly true in situations involving complex, incremental,
gradient descent adaptation, as can be seen in many learning models. As a result, a
number of digital chips were produced that aimed squarely at supporting both
learning and non-learning network emulation.
It was clear from Moore�s law that performance improvements and enhanced

functionality continued for mainline microprocessors. This relentless march of the
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desktop processors was referred to as the �silicon steam roller� where, as the 1990s
continued, it became increasingly difficult for the developers of specialized silicon
to stay ahead of. At Adaptive Solutions, the goal was to avoid the steam roller by
steering between having enough flexibility to solve most of the problem, to avoid
Amdahl�s law, and yet to have a sufficiently specialized function that allowed
enough performance to make the chip cost-effective – essentially sitting somewhere
in the middle of the line in Figure 10.5. This balancing act became increasingly
difficult until eventually the chip did not offer enough cost-performance improve-
ment in its target applications to justify the expense of a specialized coprocessor
chip and board.
The CNAPS architecture consisted of a one-dimensional (1-D) processor node

(PN) array in an SIMDparallel architecture [36]. To allow asmuch performance-price
as possible,modestfixed point precisionwas used to keep thePNs simple.With small
PNs the chip could leverage a specialized redundancy technique developed by
Adaptive Solution�s silicon partner, Inova Corporation. During chip testing, each
PNcould be added to the 1-Dprocessor chain, or bypassed. In addition, eachPNhad a
large power transistor (with a width of 20 000 l) connecting the PN to ground. Laser
fuses on the 1-D interconnect and the power transistor were used to disconnect and
power down defective PNs. The testing of the individual PNs was done at wafer sort,
after which an additional lasing stage (before packaging and assembly) would
configure the dice, fusing in the good PNs and fusing out and powering down the
bad PNs. The first CNAPS chip had an array of 8� 10 (80) PNs fabricated, of which
only 64 needed to work to form a fully functional die. The system architecture and
internal PN architecture is shown in Figure 10.8.
Simulation and analysis was used to determine approximately the optimal PN size

(the �unit of redundancy�) and the optimal number of PNs. Ultimately, the die was
almost exactly 2.5 cm (1 inch) on a side with 14million transistors fabricated; this led
to 12 dice per 15-cm (6-inch) wafer which, until recently,made it physically the largest
processor chip ever made (see Figure 10.9).
The large version of the chip, called the CNAPS-1064, had 64 operational PNs and

operated at 25MHz with 6W worst-case power consumption. Each PN was a
complete 16-bit DSP with its own memory. Neural network algorithms tend to be
vector/matrix-based andmap fairly cleanly to a 1-D grid, so it was easy to have all PNs
performing useful work simultaneously. The maximum compute rate then was
1.2 billion multiply-accumulates per second per chip, which was about 1000-fold
faster than the fastest workstation at that time. Part of this speed upwas due to the fact
that each PN did several things in one clock to realize a single clock multiply-
accumulate: input data to the PN, perform a multiply, perform an accumulate,
perform a memory fetch, and compute the next memory address. During the late
1980s, DSP chips were able to perform such a single multiply-accumulate in one
clock, but it was not until the Pentium Pro that desktop microprocessors reached a
point where they performed most of these operations simultaneously.
When developing the CNAPS architecture, a number of key decisions were made,

including the use of limited precision and local memories, architecture support for
the C programming language, and I/O bandwidth.
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At a time when the computing community was moving to floating-point compu-
tation, and the microprocessor vendors were pulling floating processing onto the
processor chips and optimizing its performance, the CNAPS used limited precision,
fixed point arithmetic. The primary reason for this decision was based on yield
calculations, which indicated that a floating-point PN was too large to take advantage
of PN redundancy. This redundancy bought an approximately twofold cost-perfor-
mance improvement. Since a floating-point PN would have been two to three times
larger than afixed-point PN, theuse ofmodest precisionfixed-point arithmeticmeant
an almost sixfold difference in cost-performance. Likewise, simulation showed that

Figure 10.8 ConnectedNetwork of Adaptive Processors (CNAPS)
architecture. (a) System architecture; (b) PN architecture.

270j 10 A Survey of Bio-Inspired and Other Alternative Architectures



most of the intended algorithms could get by with limited precision fixed-point
arithmetic, and this proved to be, in general, a good decision, as problemswere rarely
encountered with the limited precision. In fact, the major disadvantage was that it
made programmingmore difficult, althoughDSP programmers had been effectively
using fixed-point precision for many years.
The second decision was to use local, per PN, memory (4 KB of SRAM per PN).

Although this significantly constrained the set of applications that could leverage the
chip, it was absolutely necessary in achieving the performance goals. The reality was
that it was unlikely that the CNAPS chip would have ever been built had performance
been reduced enough to allow the use of off-chip memory. As with DSP applications,
almost all memory access was in the form of long arrays that can benefit from some
pre-fetching, but not much from caching.
The last two decisions – architecture and I/O bandwidth limitations –were driven

by performance-price and design time limitations. One objective of the architecture
was that it be possible for two integrated circuit (IC) engineers to create the circuits,
logic schematics and layout (with some additional layout help) in one year. As a result,
the architecture was very simple, which in turnmade the design simpler and the PNs
smaller, but programming wasmore difficult. One result of this strategy was that the
architecture did not support the C language efficiently. Although there were some
fabrication delays, the architecture, board, and software rolled out simultaneously
andworked verywell, and thefirst systemwas shipped inDecember 1991 and quickly
ramped to a modest volume. One of the biggest selling products was an accelerator
card for AdobePhotoshopwhich, in spite of Amdahl problems (poor I/O bandwidth),
offered unprecedented performance.
By 1996, desktop processors had increased their performance significantly, and

Intel was on the verge of providing the MMX SIMD coprocessor instructions.
Although this first version of an SIMD coprocessor was not complete and was not
particularly easy to use, the performance of a desktop processor with MMX reduced

Figure 10.9 A photograph of the CNAPS die.
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the advantages of the CNAPS chipset even further in the eyes of their customers, and
people stopped buying.
Everybody knew that the silicon steam roller was coming, but it wasmovingmuch

faster (and perhaps even accelerating, as some had suggested) than expected. In
addition, Intel quickly enhanced the MMx coprocessor to the now current SSE3,
which is a complete andhighly functional capability. DSPswere also vulnerable to the
microprocessor steam roller, but managed, primarily through software inertia and
very low power dissipation, to hold their own.
Although there were other digital neural network processors, none of them

achieved any significant level of success, and basically for the same reasons.Although
at this point the discussion of all but a few of these others is limited by space, two in
particular deserve mention.

10.2.7
Other Digital Architectures

One important digital neural network architecture was the Siemens SYNAPSE-1
processor developedbyRamacher and colleagues at SiemensResearch inMunich [37].
The chipwas similar toCNAPS in terms of precision,fixed-point arithmetic, and basic
processor node architecture, but differed by using off-chipmemory to store theweight
matrices.
A SYNAPSE-1 chip contained a 2� 4 array of MA16 �neural signal processors,�

each with a 16-bit multiplier and 48-bit accumulator. The chip frequency was
40MHz, and one chip could compute about five billion connections per second
with feedforward (non-learning) execution.
Recall that, in architecting the CNAPS, one of the most important decisions was

whether to use on-chip per PN memory, or off-chip shared memory for storing the
primary weight matrices. For a number of reasons, including the targeted problems
space and the availability of a state-of-the-art SRAM process, Adaptive Solutions
chose to use on-chip memory for CNAPS. However, for performance reasons this
decision limited the algorithm and application space to those whose parameters fit
into the on-chip memories. Although optimized for matrix-vector operations,
CNAPSwas designed to perform efficiently over a fairly wide range of computations.
The SYNAPSE-1 processor was much more of a matrix–matrix multiplication

algorithm mapped into silicon. In particular, Ramacher and colleagues were able to
take advantage of a very clever insight – the fact that in anymatrix multiplication, the
individual elements of thematrix are usedmultiple times. The SYNAPSE-1 broke all
matrices into 4� 4 chunks. Then, while the elements of onematrix were broadcast to
the array, 4� 4 chunks of the other matrix would be read from external memory into
the array. In a 4� 4-matrix by 4� 4-matrixmultiplication, each element in thematrix
was actually used four times, which allowed the processor chip to support four times
as many processor units for a given memory bandwidth than a processor not using
this optimization.
OnreturningtoFigure10.5,itcanbeseenthattheSYNAPSE-1architectureincreased

performance by specializing the architecture to matrix–matrix multiplications.
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Fortunately, most neural network computations can be cast in a matrix form,
though it did restrict maximum machine performance to algorithms that per-
formed matrix–matrix multiples. However, like the other digital neural network
chips, the SYNAPSE-1 eventually lost out to high-performancemicroprocessor and
DSP hardware.

10.2.8
General Vision

A similar chip to the Ni1000 was the ZISC (Zero Instruction Set Computer)
developed by Paillet and colleagues at IBM in Paris. The ZISC chip was digital,
employed basically a �vector template� approach, and was simpler and cheaper than
the Ni1000 but implemented approximately the same algorithms. Today, the ZISC
chip survives as the primary product of General Vision, Petaluma, California.
In addition to the CNAPS, SYNAPSE-1, ZISC, and Ni1000, several other digital

chips have been developed either specifically or in part to emulate neural networks.
HNC developed the SNAP, a floating-point SIMD standard cell-based architec-
ture [38]. One excellent architecture is the SPERT [39], which was developed by
groups at the University of California Berkeley and the International Computer
Science Institute (ICSI) in Berkeley. SPERTwas designed to perform efficient integer
vector arithmetic and to be configured into large parallel arrays. A similar parallel
processor array that was created from field-programmable gate arrays (FPGAs) and
suited to neural network emulation was REMAP [40].

10.3
Current Directions in Neuro-Inspired Hardware

One limitation of traditional ANN algorithms is that they did not scale particularly
well to very large configurations. As a result, commercial silicon was generally fast
enough to emulate these models, thus reducing the need for specialized hardware.
Consequently, with the exception of on-going studies in aVLSI and CNN, general
research in neural inspired hardware has languished.
Today, however, activity in this area is picking up again, for two main reasons. The

first reason is that computational neuroscience is beginning to yield algorithms that
can scale to large configurations andhave the potential for solving large, very complex
problems. The second reason is the excitement of using molecular-scale electronics,
which makes possible comparably scalable hardware. As will be seen, at least one of
the projected nanoelectronic technologies is a complementary match to biologically
inspired algorithms.
Today, a number of challenges face the semiconductor industry, including power

density, interconnect reverse scaling, device defects and variability, memory band-
width limitations, performance overkill, density overkill, and increasing design
complexity. Performance overkill is where the highest-volume segments of the market
are no longer performance/clock frequency-driven. Density overkill is where it is
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difficult for a design team to effectively design and verify all the transistors available to
them on a single die. Although neither of these is a potential show-stopper, taken
together they do create some significant challenges.
Another challenge is the growing reliance on parallelism for performance im-

provements. In general purpose applications, the primary source of parallelism has
been within a single instruction stream, where many instructions can be executed
simultaneously, sometimes even out of order. However, this instruction level
parallelism (ILP) has its limits and becomes exponentially expensive to capture.
Microprocessormanufacturers are nowdeveloping �multiple core� architectures, the
goal of which is to execute multiple threads efficiently. As multiple core machines
becomemore commonplace, software and application vendors will struggle to create
parallel variations of their software.
Due to very small, high-resistance wires,many nano-scale circuits will be slow, and

power density will be a problem because of high electric fields. Consequently,
performance improvements at the nano-scale will also need to come almost exclu-
sively from parallelism and to an even greater extent than traditional architectures.
When considering these various challenges, it is unclear which ones are addressed

by nanoelectronics. In fact, nanoelectronics only addresses the end of Moore�s law,
and perhaps also the memory bandwidth problem. However, it also aggravates most
other existing problems, notably signal/clock delay, device variability, manufacturing
defects, and design complexity.
In proceeding down the path of creating nanoscale electronics, by far the biggest

question is, how exactly will this technology be used? Can it be assumed that
computation, algorithms, and applications will continue more or less as they have
in the past?What should the research agenda be?Will the nanoscale processor of the
future consist of thousands of� 86 cores with a handful of application-specific
coprocessors? The effective use of nanoelectronics will require solutions to more
than just an increased density; rather, total system solutions will need to be consid-
ered. Today, computing structures cannot be created in the absence of some sense of
how they will be used and what applications they will enable. Any paradigm shift in
applications and architecture will have a profound impact on the entire design
process and the tools required, as well as the requirements placed on the circuits and
devices themselves.
As discussed above, algorithms inspired by neuroscience have a number of

interesting and potentially useful properties, including fine-grain and massive
parallelism. These are constructed from slow, low-power, unreliable components,
are tolerant of manufacturing defects, and are robust in the presence of faulty and
failing hardware. They adapt rather than be programmed, they are asynchronous,
compute with low precision, and degrade gracefully in the presence of faults. Most
importantly, they are adaptive, self-organizing structures which promise some degree
of design error tolerance, and solve problems dealing with the interaction of an
organism/systemwith the real world. The functional characteristics of neurons, such
such as analog operation, fault tolerance, slow, massive parallelism, are radically
different from those of typical digital electronics. Yet, some of these characteristics
match very well the basic characteristics such as large numbers of faults and defects,
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low speed, and massive parallelism that many research groups feel will characterize
nanoelectronics systems.
Self-organization involves a system adapting (usually increasing in complexity) in

response to an external stimulus. In this context, a system will learn about its
environment and adjust itself accordingly, without any additional intervention. In
order to achieve some level of self-organization, a few fundamental operating
principles are required. Self-organizing systems are those that have been built with
these principles in mind.
Recently, Professor Christoph von der Malsburg has defined a new form of

computing science – �organic computing� – which deals with a variety of computa-
tions that are performed by biology. Organic computations aremassively parallel, low
precision, distributed, adaptive, and self-organizing. The neural algorithms dis-
cussed in this chapter form an important subset of this area (the interested reader is
referred to the web site: www.organic-computing.org).
Several very important points should be made about biologically inspired models.

Thefirst point concerns the computationalmodels and the applications they support.
Biologically inspired computing uses a very different set of computational models
than have traditionally been used. And subsequently they are aimed at a fairly
specialized set of applications. Consequently, for the most part biological models are
not a replacement for existing computation, but rather they are an enhancement to
what is available now. Specialized hardware for implementing thesemodels needs to
be evaluated accordingly, and in the next few sections some of these models will be
explored at different levels.

10.3.1
Moving to a More Sophisticated Neuro-Inspired Hardware

As mentioned above, it is the back end where the struggle with algorithms and
implementation continues, and it is also the back end where potential strategic
inflection points lie. Hence, the remainder of the chapter will focus on back-end
algorithms and hardware.
The ultimate cognitive processor is the cerebral cortex. The cortex is remarkably

uniform, not only across its different parts, but also across almost all mammalian
species. Although current knowledge is far from providing an understanding of
how the cerebral cortex does what it does, some of the basic computations are
beginning to take shape. Nature has, it appears, produced a general-purpose
computational device that is a fundamental component of higher level intelligence
in mammals.
Some generally accepted notions about the cerebral cortex are that it represents

knowledge in a sparse, distributed, hierarchicalmanner, and that it performs a type of
Bayesian inference over this knowledge base, which it does with remarkable
efficiency. This knowledge is added to the cortical data base by a complex process
of adaptive learning.
One of the fundamental requirements of intelligent computing, the need to

capture higher-order relationships. The problem with Bayesian inference is that it

10.3 Current Directions in Neuro-Inspired Hardware j275



is an exponentially increasing computation in the number of variables (it has been
shown to be NP-Hard, which means that the number of computational steps
increases exponentially with the size of the problem); in other words, as order
increases the computational overhead increases evenmore rapidly. Consequently, to
use Bayesian inference in real problems, order is reduced to make them computa-
tionally tractable.
One common way to do this is to create a Bayesian network, which is a graph

structure where the nodes represent variables and the arcs connecting the nodes
represent dependencies. If there is reasonable independence between many of the
variables then the network itself will be sparsely connected. Bayesian networks
�factorize� the inference computation by taking advantage of the independence
between different variables. Factorization does reduce the computational load, but at
the cost of limiting the knowledge represented in the network. A custom network is
also required for each problem.
Cortical networks appear to use sparse distributed data representations, where

each neuron participates in a number of specific data representations. Distributed
representations also diffuse information, topologically localizing it to the areaswhere
it is needed and reducing global connectivity. Computing with distributed repre-
sentations can be thought of as the hardware equivalent of spread spectrum
communication, where pseudo-random sequences of bits are used to spread a signal
across time and frequency. In addition to spreading inter-node communication,
distributed representations also spread the computation itself. One hypothesis of
cortex operation is that distributed representations of information are a form of
extreme factorization, allowing efficient, massively parallel Bayesian inference.
Mountcastle [41, 42] conducted many pioneering studies in understanding the

structural architecture of the cortex, including proposing the columnar organiza-
tion. The fundamental unit of computation appears to be the cortical minicolumn, a
vertically organized group of about 80 to 100 neurons which traverses the thickness
of the gray matter (�3mm) and is about 50 mm in diameter. Neurons in a column
tend to communicate vertically with other neurons on different layers in the same
column. These are subsequently organized into larger columns variously called just
�columns�, �cortical columns�, �hypercolumns�, or �modules.� Braitenberg [43]
postulates two general connectivity systems in cortex: �metric� (high-density
connections to physically local cells, based on actual 2-D layout); and �ametric�
(low-density point-to-point connections to all large groups of densely connected
cells). Connectivity is significantly denser in the metric system, but to a limited
extent.
One approach to creating cortical-like algorithms is to model each column as an

auto-associative network, such as the Palmmodel discussed above. The columns are
then sparsely connected to each other, but the specifics of the inter-column connec-
tions are still not certain and different research groups have expressed different ideas
about this [44]. In addition, the neocortex has a definite hierarchical organization
where there are as many feedback paths as feed-forward paths.
Among other things, the massive scale is probably one of the more important

advantages of biological computation. Consequently, it is likely that useful versions of
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these algorithms will require networks with a million or more nodes. Back-end
processing, because of a need to store large amounts of unique synaptic information,
willmost likely have simpler processing than is seen at the front end, albeit on amuch
larger scale.
Hecht-Nielsen [45] bases the inter-column (which he calls �regions�) connections

on conditional probabilities, which capture higher-order relationships. He also uses
abstraction columns to represent groups of lower-level columns. He has demon-
strated networks that perform a remarkable job of capturing aspects of English, as
these networks consist of several billion connections and require a large computer
cluster to execute.
Granger [46, 47] leverages nested distributed representations in a way that adds the

temporaldimension,creatinghierarchicalnetworksthat learnsequencesofsequences.
GeorgeandHawkins [48]usemodel likelihoodinformationascendingahierarchywith
model confidence informationbeing fed back.Other researchers are also contributing
to these ideas include Grossberg [49], Lansner [50, 51], Arbib [52], Roudi and
Treves [53], Renart et al. [54], Levy et al. [55], and Anderson [56]. Clearly, this remains
a dynamic area of research, and at this point there is no clear �winning� approach.
Another key feature of some of these algorithms is that there is an oscillatory

sliding threshold that causes the more �confident� columns to converge to their
attractorsmore quickly, the less-confidentmore slowly, while those of low confidence
do not converge at all, taking a �NULL� state. This process is remarkably similar to the
electromagnetic waves that flow through the cortex when it is processing data.
Connectivity remains one of the most important problems when first considering

scaling to very large models. Axons are very fine and can be packed very densely in a
three-dimensional (3-D) mesh. Interconnect in silicon generally operates in a 2-D
plane, although with several levels, nine or more with today�s semiconductor
technologies. Most importantly, silicon communication is not continuously
amplifying, as can be seen in axonal and some dendritic processes. The following
result [57–59] demonstrates this particular problem.

Theorem: Assume an unbounded or large rectangular array
of silicon neurons where each neuron receives input
from its N nearest neighbors; that is, the fan-out (divergence)
and fan-in (convergence) is N. Each such connection consists
of a single metal line, and the number of 2-D metal layers
is much less than N. Then, the area required by the metal
interconnect is O(N3).

So, if the fan-in per node is doubled from 100 to 200, the silicon area required for
the metal interconnect increases by a factor of 8. This result means that, even for
modest local connectivity, that portion of silicon area devoted to the metal intercon-
nect will dominate. It has been shown that for some models even moderate multi-
plexing of interconnect would significantly decrease the silicon area requirements,
without any real loss in performance [60]. CarverMead�s group at Caltech, and others,
developed the address event representation (AER), a technique for multiplexing a
number of pulse streams on a singlemetal wire [61, 62].When analog computation is
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used, signals can be represented by the time between action-potential-like �spikes�.
These signal �packets� or �pulses� are transmitted asynchronously the moment they
occur, with the originating unit�s address, on a single shared bus. This �pseudo-
digital� representation allowsmultiplexing of the bus and the retention of analog and
temporal information, without expensive conversions.
In studying the potential implementations of cortical structures, an efficient

connection multiplexing architecture was developed where data transfer occurs via
overlapping, hierarchical buses [63]. This structure, The Broadcast Hierarchy (TBH),
allows simultaneous high-bandwidth local connectivity and long-range connectivity,
thereby providing a reasonable match to many biological connectivity patterns.
The details of a relevant proposed hybrid CMOS/nanoelectronic technology,

CMOL, are presented in the next section.

10.3.2
CMOL

Likharev has proposed CMOL (Cmos/MOLecular hybrid) as an implementation
strategy for charge-based5) nanoelectronic devices. Likharev�s group has analyzed a
number of examples of CMOL configurations, including memory, reconfigurable
logic, and neuromorphic CrossNets [64–66]. In addition, nanogrids aremost likely to
be the first commercial deployment of nanoelectronic circuits [67].
CMOL consists of a set of nanogrids fabricated on top of traditional CMOS, with

the CMOS being used, among other things, for signal restoration and current drive,
nanogrid addressing, and to communicate signals into and out of the nanogrids. The
nanogrids themselves will generally have more specialized computation such as a
memory, which augments the computation being performed by the CMOS.
A nanogrid consists of a set of parallel wires, with another set of parallel wires

fabricated on top of and orthogonal to thefirst set. Likharev has shown that such grids
need not be laid out in perfect dimensions or alignment, but can be reproduced by
using nanoimprint templates. Sandwiched between the two grids is a planarmaterial
made from a specificmolecular structure such that, where the horizontal and vertical
wires cross, a molecular switch is created. Several mechanisms have been identified
to effect the desirable electrical properties where two nanowires cross.
The most important property is of a binary �latching switch� with two metastable

internal states [68]. This nanoscale device can be programmed to either an �on� or an
�off� state by using two sets of voltages. The lower set is used to read out the device to
determine its state, while the higher set is used to change the state of the device. The
programming voltages are used to switch the device between high- and low-resis-
tance states. The lower read-out voltages are used to determine the resistance or

5) Researchers are investigating a number of
molecular technologies based on computational
paradigms other than charge, such as spintro-
nics, quantum cellular automata, and DNA
computing. However, as neural circuits operate

on the principle of charge accumulation,
charge-based computation seems a better
match, although further study of these other
technologies is required.
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�state� of the molecule. Another required characteristic of these devices is rectifica-
tion, where current flow is allowed only in one direction.
One of themost important characteristics of CMOL is the unique way in which the

grids are laid at an angle with respect to the CMOS grid. Each nanowire is connected
to the uppermetal layers of the CMOS circuitry through a pin. In order for the CMOS
to address each nanowire in the denser nanowire crossbar arrays, when it is
fabricated, the nanowire crossbar is turned by an angle a, where a is the tangent
of the ratio of the CMOS inter-pin distance to the nanogrid inter-pin distance. This
technique allows the grid to be aligned arbitrarily with the CMOS and still havemost
nanowires addressable by some selection of CMOS cells. A nanowire is contacted by
two CMOS cells, both of which are required to input a signal or read a signal. This
basic connectivity structure is shown in Figure 10.10.
Although CMOL is not necessarily biologically inspired, it represents a promising

technology for implementing such algorithms, as will be seen in the next section.
CMOL uses charge-accumulation as its basic computational paradigm, which is also
used by neural structures. Other nanoscale devices such as spin technologies do not
implement a charge accumulationmodel, so such structures would have to emulate a
charge-accumulation model, probably in digital.

10.3.3
An Example: CMOL Nano-Cortex

A high-level analysis has been performed of the implementation of a cortical column
inCMOL. It is assumed that column operation is based on the Palmmodel discussed
above. For this analysis, multiple column communication will be ignored and, for
the sake of simplicity, a non-learning model will be assumed where the weights are
computed off-line and downloaded into the nanogrid. Some typical values for the

Figure 10.10 CMOL [1]. (a) A schematic side view. (b) Top view
showing that any nanodevice may be addressed via the
appropriate pin pair (e.g. pins 1 and 2 for the leftmost of the two
shown devices, and pins 1 and 20 for the rightmost device). Panel
(b) shows only two devices; in reality, similar nanodevices are
formed at all nanowire crosspoints. Also not seen on panel (b) are
CMOS cells and wiring.
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parameters used in the cortical column architectural analysis are listed in Table 10.1.
These values represent typical numbers used by several different simulationmodels,
in particular, Lansner and his group at KTH [69]. Related investigations have been
conducted at IBM [70], where a mouse cortex-sized model has been simulated on a
32K processor IBM BlueGene/L.
Four basic designs have been analyzed, as shown in Figure 10.11:

. All-digital CMOS

. Mixed-signal CMOS

. All-digital hybrid CMOS/CMOL

. Mixed-signal hybrid CMOS/CMOL.

For the CMOS designs and the CMOS portion of CMOL, a 22-nm process was
assumed as a �maximally� scaled CMOS. To approximate the features for this
process, a simple linear scaling of a 250-nm process was made. The results of this

Table 10.1 Typical values of parameters used for a cortical column analysis.

Parameter Range Typical Value I Typical Value II

Hypercolumn node size 128� 128K 1K 16K
Weight matrix size (single-weight-bit) 214� 234 bits 220 bits 228 bits
Weight matrix size (multi-weight-bit) 218� 251 bits 230 bits 242 bits
Multi-weight-bits 7� 17 bits 10 bits 14 bits
No. of active nodes in hypercolumn 7� 17 16 16
Inner-product result bits (single-weight-bit) 3� 5 bits 5 bits 5 bits
Inner-product result bits (multi-weight-bit) 11� 21 bits 14 bits 18 bits

Figure 10.11 Architecture space - biologically inspired models.
(a) All-digital CMOS; (b) mixed-signal CMOS; (c) all-digital hybrid
CMOS/CMOL; (d) mixed-signal hybrid CMOS/CMOL.
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analysis, where the cost-performance for the four systems with the assumption of an
858mm2 die size (the maximum lithographic field size expected for a 22-nm
process), are presented in Table 10.2.
With regards to Table 10.2, with the mixed signal CMOL it was possible to

implement approximately 10M columns, each having 1K nodes, with 1K connec-
tions each, for a total of 10 Tera-connections. In addition, this entire network can be
updated once every millisecond – which is approaching biological densities and
speeds, although of coursewith less functionality. Such technology could be built into
a portable platform, with the biggest constraint being the high power requirements.
Current studies include investigations into spike-basedmodels [71] that should allow
a significant lowering of the duty cycle and the power consumed.
Although real-time learning/adaptation was not included in the circuits analyzed

here, deployed systems will need to be capable of real-time adaptation. It is expected
that additional learning circuitry will reduce density by about two- to threefold.
Neither has the issue of fault tolerance been addressed, although the Palmmodel has
been found to tolerate errors, single 1 bits set to 0, in the weight matrix of up to 10%.
For this reason, and given the excellent results of Likharev and Strukov [66] on the
fault tolerance of CMOL arrays used as memory, it is expected that some additional
hardware will be required to complement algorithmic fault tolerance, although this
should not reduce the density in any significant way.

10.4
Summary and Conclusions

In this chapter, a brief and somewhat superficial survey has been provided of the
specialized hardware developed over the past 20 years to support neurobiological
models of computation. A brief examination was made of the current efforts and
speculationmade onhow suchhardware, especially when implemented in nanoscale
electronics, could offer unprecedented compute density, possibly leading to new
capabilities in computational intelligence. Biologically inspired models seem to be a
better match to nanoscale circuits.
The mix of continued Moore�s law scaling, models from computational neurosci-

ence and molecular-scale technology portends a potential paradigm shift in how
computing is carried out. Among other points, the future of computing ismost likely
not about discrete logic but rather about encoding, learning, and performing

Table 10.2 Analysis results.

Design
No. of column
processors

Power
(W)

Update rate
(G nodes s�1)

Memory
(%)

CMOS All Digital 1-bit eDRAM 6600 528 3072 2.9
CMOS Mixed-Signal 1-bit eDRAM 19 500 487 22 187 9.0
CMOL All Digital 1-bit CMOL Mm 4042 752 317 4492 40
CMOL MS 1-bit CoNets 10 093 568 165 11 216 100
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inference over stochastic variables. There may be a wide range of applications for
such devices in robotics, in the reduction and compression of widely distributed
sensor data, and power management.
One of the leading lights of the first computer revolution saw this clearly. At

the IEEE Centenary in 1984 (The Next 100 Years; IEEE Technical Convocation),
Dr. Robert Noyce, the co-founder of Intel and co-inventor of the Integrated Circuit,
noted that:

Until now we have been going the other way; that is, in order to
understand the brain we have used the computer as a model for it.
Perhaps it is time to reverse this reasoning: to understand where we
should go with the computer, we should look to the brain for some
clues.
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11
Nanowire-Based Programmable Architectures
Andr�e DeHon

11.1
Introduction

Today, chemists are demonstrating bottom-up synthesis techniques which can
construct atomic-scale switches, field-effect devices, and wires (see Section 11.2).
While these are key components of a computing system, itmust also be understood
if these can be assembled and organized into useful computing devices. That
is, can arbitrary logic be built from nanowire building blocks and atomic-scale
switches?

. Do we have an adequate set of capabilities to build logic?

. How do we cope with the regularity demanded by bottom-up assembly?

. How do we accommodate the high defect rates and statistical assembly which
accompany bottom-up assembly techniques?

. How do we organize and interconnect these atomic-scale building blocks?

. How do we address nanowires from the lithographic scale for testing, configura-
tion, and IO?

. How do we get logic restoration and inversion?

. What net benefit do these building blocks offer us?

The regular synthesis techniques can be used to assemble tight-pitch, parallel
nanowires; this immediately suggests that programmable crossbar arrays
(Section 11.4.1) are built as the key building blocks in these architectures.
These crossbar arrays can be used as memory cores (Section 11.5), wired-OR
logic arrays (Section 11.6.1), and programmable interconnect (Section 11.6.3) –
memory, logic, and interconnect – all of which are the key components needed
for computation.
The length of the nanowires must be limited for yield, performance, and logi-

cal efficiency. Consequently, the nanowires are organized into a collection of
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modest-sized, interconnected crossbar arrays (Section 11.6.3). A reliable, lithograph-
ic-scale support structure provides power, clocking, control, and bootstrap testing for
the nanowire crossbar arrays. Each nanowire is coded so that it can be uniquely
addressed from the lithographic support wires (Section 11.4.2). With the ability to
address individual nanowires, individual crosspoints can be programmed
(Section 11.8) to personalize the logic function and routing of each array and to
avoid defective nanowires and switches (Section 11.7).
As specific nanowires cannot, deterministically, be placed in precise locations

using these bottom-up techniques, stochastic assembly is exploited to achieve
unique addressability (Section 11.4.2). Stochastic assembly is further exploited to
provide signal restoration and inversion at the nanoscale (Section 11.4.3). Remark-
ably, starting from regular arrays of programmable diode switches and stochastic
assembly of non-programmable field-effect controlled nanowires, it is possible to
build fully programmable architectures with all logic and restoration occurring at
the nanoscale.
The resulting architectures (Section 11.6) provide a high-level view similar

to island-style field-programmable gate arrays (FPGAs), and conventional logic
mapping tools can be adapted to compile logic to these arrays. Owing to the
high defect rates likely to be associated with any atomic-scale manufacturing
technology, all viable architectures at this scale are likely to be post-fabrication
configurable (Section 11.7). That is, while nanowire architectures can be
customized for various application domains by tuning their gross architecture
(e.g. ratio of logic and memory), there will be no separate notion of custom
atomic-scale logic.
Even after accounting for the required, regular structure, high defect rates,

stochastic assembly, and the lithographic support structure, a net benefit is seen
from being able to build with nanowires which are just a few atoms in diameter and
programmable crosspoints that fit in the space of a nanowire junction. Mapping
conventional FPGA benchmarks from the Toronto20 benchmark set [1], the designs
presented here should achieve one to two orders of magnitude greater density than
FPGAs in 22 nm CMOS lithography, even if the 22 nm lithography delivers defect-
free components (Section 11.10).
The design approach taken here represents a significant shift in design styles

compared to conventional lithographic fabrication. In the past, reliance has been
placed on virtually perfect and deterministic construction and complete control of
features down to a minimum technology feature size. Here, it is possible to exploit
very small feature sizes, although there is no complete control of device location in
all dimensions. Instead, it is necessary to rely on the statistical properties of large
ensembles of wires and devices to achieve the desired, aggregate component
features. Further, post-fabrication configuration becomes essential to device yield
and personalization.
This chapter describes a complete assembly of a set of complementary technolo-

gies and architectural building blocks. The particular ensemble presented is one of
several architectural proposals which have a similar flavor (Section 11.11) based on
these types of technologies and building blocks.
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11.2
Technology

11.2.1
Nanowires

Atomic-scale nanowires (NWs) can be engineered to have a variety of conduction
properties, from insulating to semiconducting to metallic. The composition of a NW
can be varied along its axis and along its radius, offering powerful heterostructures to
provide both controllable devices and interconnect integrated into a single structure.
Seed catalysts are used to control the diameter of a NW during the composition

process and constrain the growth to a small region [2, 3].
In addition, semiconducting can be doped during the growth process by control-

ling the mix of elements in the ambient environment [4]. This can produce
conducting NWs with heavy doping and field effect controllable NWs with a suitably
light doping [5].
The doping profile ormaterial composition can change along the length of aNWby

controlling the ambient process environment over the time [6–8]. This leads to
properties suchas gateable andnot-gateable regionswithin a singleNW(Figure 11.1).
After the axial growth, the NW�s surface can be used as a substrate for atomic layer
growth to produce a radial material composition (Figure 11.2), for example with SiO2

as an insulator and spacer [9–11].
In order to increase the conductivity of NWs beyond heavily doped semiconduc-

tors, nickel silicide (NiSi) canbe generated by coating selected regionswith nickel and
subsequently annealing the area [12].

Figure 11.1 Axial doping profile places selective gateable regions in a nanowire.

Figure 11.2 Radial doping profile.
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11.2.2
Assembly

Langmuir–Blodgett (LB) flow techniques can be used to align a set of NWs into a
single orientation, close pack them, and transfer them onto a surface [11, 13]. The
resulting wires are all parallel with nematic alignment. By using wires with an oxide
sheath around the conducting core, the wires can be packed tightly. The oxide sheath
defines the spacing between conductors and can, optionally, be etched away after
assembly. The LB step can be rotated and repeated so that multiple layers of NWs are
obtained [11, 13] such as crossed NWs for building a crossbar array or memory core
(see Section 11.4.1).

11.2.3
Crosspoints

Many technologies have been demonstrated for non-volatile, switched crosspoints.
Common features include:

. resistance which changes significantly between on and off states;

. the ability to be made rectifying;

. the ability to turn the device on or off by applying a large voltage differential across
the junction;

. the ability to operate at a low voltage differential without switching the device state;
and

. the ability to be placed within the area of a crossed NW junction.

Chen et al. [14] demonstrated a nanoscale Ti/Pt-[2]rotaxane-Ti/Pt sandwich which
exhibits hysteresis and non-volatile state storage showing an order of magnitude
resistance difference between on and off states for several write cycles. With
1600 nm2 junctions, the on resistance (Rondiode) was roughly 500KW, and the off
resistance (Roffdiode) 9MW. After an initial burn-in step, the state of these devices can
be switched at�2Vand read at�0.2 V. The basic hystereticmolecularmemory effect
is not unique to the [2]rotaxane, and the junction resistance is continuously
tunable [15]. The exact nature of the physical phenomena involved is the subject
of active investigation.
In conventional very large-scale integration (VLSI), the area of an SRAM-based

programmable crosspoint switch is much larger than the area of a wire crossing. A
typical, CMOS switch might be 2500l2 [16], compared to a 5l� 5l bottom-level
metal wire crossing, making the crosspoint 100-times the area of the wire crossing.
Consequently, the nanoscale crosspoints offer an additional device size reduction
beyond that implied by the smaller NW feature sizes. This particular device size
benefit reduces the overhead for configurability associated with programmable
architectures [e.g. FPGAs, programmable logic arrays (PLAs)] in this technology
compared to conventional CMOS.
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11.2.4
Technology Roundup

It is possible to create wires which are nanometers in diameter and which can be
arranged into crossbar arrays with nanometer pitch. Crosspoints which both switch
conduction between the crossedwires and store their own state can be placed at every
wire crossing without increasing the pitch of the crossbar array. NWs can be
controlled in FET-likemanner, and can be designed with selectively gateable regions.
This can all be done without relying on ultrafine lithography to create the nanoscale
feature sizes. Consequently, these techniques promise smaller feature sizes and an
alternate – perhaps more economical – path to atomic-scale computing structures
than top-down lithography. Each of the capabilities previously described has been
demonstrated in a laboratory setting as detailed in the reports cited. It is assumed
that, in future, it will be possible to combine these capabilities and to scale them into a
repeatable manufacturing process.

11.3
Challenges

In the top-down lithographic model, a minimum, lithographically imageable feature
size is defined, and devices are built that are multiples of this imageable feature size
(e.g. half-pitch). Within the limits of this feature size, the size of features and their
relative location to each other in three dimensions – both in the two-dimensional
(2-D) plane of each lithographic layer andwith adequate registration between layers –
could be perfectly specified. This provided complete flexibility in the design of circuit
structures as long as the minimum imageable and repeatable feature size rules were
adhered to.
When approaching the atomic-scale, it becomes increasingly difficult to maintain

this model. The precise location of atoms becomes relevant, and the discreteness of
the underlying atoms begins to show up as a significant fraction of feature size.
Variations occur due to statistical doping and dopant placement and interferometric
mask patterning. Perfect repeatability may be extremely difficult or infeasible for
these feature sizes.
These bottom-up approaches, in contrast, promise finer feature sizes that are

controlled by physical phenomena but do not promise perfect, deterministic
alignment in three dimensions. It may be possible to achieve good repeatability of
certain types of small feature sizes (e.g. NW diameters) and correlation of tiny
features within a single NW using axial and radial composition, but there may be
little correlation from NW to NW in the plane or between NW planes. This may
prompt the question of whether it would be reasonable to forego the perfect
correlation and complete design freedom in three dimensions in order to exploit
smaller feature sizes. The techniques summarized here suggest that this is a
viable alternative.
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11.3.1
Regular Assembly

The assembly techniques described above (see Sections 11.2.2 and 11.2.3)
suggest that regular arrays can be built at tight pitch with both NW trace width
and trace spacing using controlled NW diameters. While this provides nanometer
pitches and crosspoints that are tens of nanometers in area, it is impossible to
differentiate deterministically between features at this scale; that is, one particular
crosspoint cannot be made different in some way from the other crosspoints in the
array.

11.3.2
Nanowire Lengths

Nanowire lengths can be grown to hundreds of microns [17] or perhaps milli-
meters [18] in length. However, at this high length to diameter ratio, they become
highly susceptible to bending and ultimately breaking. Assembly puts stresses along
the NW axis which can break excessively long NWs. Consequently, a modest limit
must be placed on theNWlengths (tens ofmicrons) in order to yield a large fraction of
the NWs in a given array. Gudiksen et al. [19] reported the reliable growth of Si NWs
which are over 9mm long, while Whang et al. [11, 20] demonstrated collections of
arrays ofNWsof size 10mm� 10mm.Even if it was possible physically to build longer
NWs, the high resistivity of small-diameter NWs would force the lengths to be kept
down to the tens of microns range.

11.3.3
Defective Wires and Crosspoints

At this scale, wires and crosspoints are expected to be defective in the 1 to 10%
range:

. NWs may break along their axis during assembly as suggested earlier, and the
integrity of each NW depends on the �100 atoms in each radial cross-section.

. NW to microwire junctions depend on a small number of atomic scale bounds
which are statistical in nature and subject to variation in NW properties.

. Junctions between crossed NWs will be composed of only tens of atoms or
molecules, and individual bond formation is statistical in nature.

. Statistical doping of NWs may lead to high variation among NWs.

For example, Huang et al. [13] reports that 95% of the wires measured had
good contacts, while Chen et al. [21] reported that 85% of crosspoint junctions
measured were usable. Both of these were early experiments, however, and the
yield rates would be expected to improve. Nonetheless, based on the physical
phenomena involved it is anticipated that the defect rates will be closer to the
few percent range than the minuscule rates frequently seen with conven-
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tional, lithographic processing. Consequently, two main defect types may be
considered:

. Wire defects: a wire is either functional or defective. A functional wire has good
contacts onbothends, conducts currentwith a resistancewithin adesignated range,
and is not shorted to any other NWs. Broken wires will not conduct current. Poor
contacts will increase the resistance of the wire, leaving it outside of the designated
resistance range. Excessive variation in NWdoping from the engineered target can
also leave the wire out of the specified resistance range. It can be determined if a
wire is in the appropriate resistance range during testing (see Section 11.8.1) and
arranged not to use those which are defective (see Section 11.7.1).

. Non-programmable crosspoint defects: a crosspoint is programmable, non-program-
mable, or shorted into the on state. A programmable junction can be switched
between the resistance range associated with the on-state and the resistance range
associates with the off-state. A non-programmable junction can be turned off, but
cannot be programmed into the on-state; a non-programmable junction could
result from the statistical assembly of too few molecules in the junction, or from
poor contacts between some of the molecules in the junction and either of the
attached conductors. A shorted junction cannot be programmed into the off-state.
Based on the physical phenomena involved, non-programmable junctions are
considered to be much more common than shorted junctions. Further, it is
expected that fabrication can be tuned to guarantee that this is the case. Conse-
quently, shorted junctions will be treated like a pair of defective wires, and both
wires associated with the short will be avoided.

Currently, the bridging of adjacent NWs is considered NOT to be a major defect
source. Radial shells around the (semi) conducting NWcores prevent the shorting of
adjacent NWs. At present, there is insufficient experience to determine if variations
in core shell thickness, imperfect planar NW alignment, or other effects may,
nonetheless, lead to bridging defects between adjacent NWs. If such bridging were
to occur, it couldmake a pair ofNWs indistinguishable, perhaps effectively giving two
addresses to the NWpair. These bridged NWpairs could be detected and avoided but
their occurrence would necessitate slightlymore complicated testing and verification
algorithms than those detailed in Section 11.8.
After describing the building blocks and architecture, the way in which the two

main defect types within the architecture are accommodated is described in
Section 11.7.

11.4
Building Blocks

By working from the technological capabilities and within the regular assembly
requirements, it is possible to construct a few building blocks which enable the
creation of a wide range of interesting programmable architectures.
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11.4.1
Crosspoint Arrays

As suggested in Section 11.2.2 and demonstrated byChen et al. [21] andWu et al. [22],
assembly processes allow the creation of tight-pitch arrays of crossed NWs with
switchable diodes at the crosspoints (see Figure 11.3). Assuming for the moment
that contact can be made to individual NWs in these tight-pitch arrays (see Sec-
tion 11.4.2), these arrays can serve as:

. memory cores

. programmable, wired-OR planes

. programmable crossbar interconnect arrays.

11.4.1.1 Memory Core
As noted in Section 11.2.3, by applying a large voltage across a crosspoint junction,
the crosspoint can be switched into a high or low resistance state. Consequently, if the
voltage on a single row and a single column line can be set to desired voltages, each of
the crosspoints can be set to a particular conduction state. It is further noted that the
system can operate at a lower voltage without resetting the crosspoint. Consequently,
a crosspoint�s state can be read back by applying a small, test voltage to a column input
and observing the currentflow, or rate of charging, of a row line to tell if the crosspoint
has been set into a high or low resistance state.

11.4.1.2 Programmable, Wired-OR Plane
When a method of programming the crosspoints into high or low resistance states
has been effected, the OR logic can be programmed into a crosspoint array. Each row
output NW serves as a wired-OR for all of the inputs programmed into the low
resistance state. Consider a single row NW, and assume for the moment that the
means is available to pull a non-drivenNWdown to ground.Now, if any of the column
NWswhich cross this rowNWare connectedwith low resistance crosspoint junctions
and are driven to a high voltage level, the current into the column NWwill be able to
flow into the rowNWand charge the rowNWup to a higher voltage value (seeO1,O3,
O4, and O5 in Figure 11.4). However, if none of the connected column NWs is high,

Figure 11.3 Logical diode crossbar formed by crossed nanowires.
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the row NW will remain low (see O2 and O6 in Figure 11.4). Consequently, the row
NW effectively computes the OR of its programmed inputs.
The output NWs do pull their current directly off the inputs and may not be

driven as high as the input voltage. Hence, these outputs will need restoration
(see Section 11.4.3).

11.4.1.3 Programmable Crossbar Interconnect Arrays
A special use of the Wired-OR programmable array is for interconnect. That is, if a
restriction is introduced to connecting a single row wire to each column wire, the
crosspoint array can serve as a crossbar switch. This allows any input (column)
to be routed to any output (row) (e.g. see Figure 11.5). This structure is useful for

Figure 11.4 Wired-OR plane operation. Programmed on
crosspoints are shown in black; off crosspoints are shown in gray.
Dark lines represent a nanowire (NW)pulled high, while light lines
remain low. Output NWs are marked dark, starting at the diode
that pulls them high, in order to illustrate current flow; the entire
output NW would be pulled high in actual operation.

Figure 11.5 Example of crossbar routing configuration.
Programmed on crosspoints are shown in black; off crosspoints
are shown in gray. Here, the crossbar is shown programmed to
connect A ! T, B ! Q, C ! V, D ! S, E ! U, and F ! R.
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post-fabrication programmable routing to define a logic function and to avoid
defective resources (see Section 11.3.3).

11.4.2
Decoders

A key challenge is bridging the length scale between the lithographic-scale wires
that can be created using conventional top-down lithography and the small-
diameter NWs that can be grown and assembled into tight-pitch arrays. As noted
above, it must be possible to establish a voltage differential across a single row and
column NW to write a bit in the tight-pitch NW array. It must also be possible to
drive and sense individual NWs to read back the memory bit. By building a
decoder between the coarse-pitch lithographic wires and the tight-pitch NWs, it is
possible to bridge this length scale and to address a single NW at this tight
pitch [23–26].

11.4.2.1 NW Coding
One way to build such a decoder is to place an address on each NW using the axial
doping or material composition profile described previously. In order to interface
with lithographic-scale wires, address bit regions are marked off at the lithographic
pitch. Each such region is then either doped heavily so that it is oblivious to the field
applied by a crossed lithographic-scale wire, or is doped lightly so that it can be
controlled by a crossed lithographic scale wire. In this way, the NWwill only conduct
if all of the lithographic-scale wires crossing its lightly doped, controllable regions
have a suitable voltage to allow conduction. If any of the lithographic-scale wires
crossing controllable regions provide a suitable voltage to turn off conduction, then
the NW will not be able to conduct.
It should be noted that each bit position can only be made controllable or non-

controllable with respect to the lithographic-scale control wire; different bit positions
cannot be made sensitive to different polarities of the input. Consequently, the
addressesmust be encoded differently from the dense, binary address normally used
formemories. One simple way to generate addresses is to use a dual-rail binary code.
That is, for each logical input bit, the value and its complement are provided. This
results in two bit positions on the NW for each logical input address bit – one for the
true sense and one for the false sense. To code a NW with an address, either bit
position is simply coded to be sensitive to exactly one sense of each of the bit positions
(see Figure 11.6). This results in a decoder which requires 2 log2(N) address bits to
address N NWs.
Denser addressing can be achieved by using Na/2-hot codes; that is, rather than

forcing one bit of each pair of address lines to be off and one to be on, it is simply
required that half of the address bits,Na, be set to a voltage which allows conduction,
and half to be set to a voltage that prevents conduction. This scheme requires only
1.1 log2(N) þ 3 address bits [24].
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11.4.2.2 Decoder Assembly
If eachNWin the array has aunique address in the selected coding scheme, then each
individual NW in the array can be uniquely addressed. However, the NW assembly
techniques do not allow particular NWs to be placed in particular locations – it can
only be arranged to create a tight-pitch parallel ensemble of a collection of NWs.
Instead, it appears that if the code space for theNWs ismade large compared to the

size of the array to be addressed, it can be guaranteed statistically (with arbitrarily
high probability) that every NW in an array has a unique address. Starting with a very
large number of NW codes, the NWs can be mixed up before assembly so that a
random selection occurs of which NW codes go into each of the crosspoint arrays
being assembled. As long as the array formed is sufficiently small compared to the
code space for the NWs, strong guarantees can be provide that each array contains
NWs with unique codes [24]. It transpires that there is no need for a large number of
address bits in order to guarantee this uniqueness. For example, the Na/2-hot codes
need a total of only d2.2 log2(N)e þ 11 bits to achieve over a 99% probability that all
NWs in an array will have unique addresses. If a few duplicates are tolerable, the
codes can be much tighter [25, 26].
Wires can be coded to tolerate misalignment during assembly. Hybrid addressing

schemes which segment the collection of NWs in an array into lithographic-scale
contact groups can be used to reduce the size of the NW codespace needed (for
further details see Ref. [24]).

11.4.2.3 Decoder and Multiplexer Operation
Now it is known that uniquely coded NWs can be assembled into an array, it can be
seen how the decoder operates. First, assume that all the NWs are either precharged
or weakly pulled to a nominal voltage. The desired NWaddress is then applied to the
lithographic-scale address lines. The desired drive voltage is also applied to a
common line attached to all the NWs. If the selected address is present in the array,
it will allow conduction from the common line into the array charging up the selected
NW. All other NWs will differ in at least one bit position, and will thus be disabled by
the address lines. Consequently, only the selected NW is charged strongly to the

Figure 11.6 Dual-rail address coding.
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voltage driven on the common line, and all other NWs are held at the nominal voltage
(see Figure 11.7).
It shouldbenotedthat there isnodirectionality to thedecoder,andconsequently this

sameunit can serve equallywell as amultiplexer.That is,whenanaddress is applied to
the lithographic-scale wires it allows conduction through the addressing region for
only one of the NWs. Consequently, the voltage on the common line can be sensed
rather thandriven.Now, theone linewhich is allowed toconduct through thearray can
potentially pull the common line high or low. All other lines have a high resistance
path across the lithographic-scale address wires and will not be able to strongly effect
the common line. This allows a single NW to be sensed at a time (see Figure 11.8) as
there is a need to read out the crosspoint state, as described in Section 11.4.1.1.

11.4.3
Restoration and Inversion

As noted in Section 11.4.1.2, the programmable, wired-OR logic is passive and non-
restoring, drawing current from the input. Further, OR logic is not universal, and to
build a good composable logic family an ability will be required to isolate inputs from
output loads, restore signal strength and current drive, and invert signals.
Fortunately, NWs can be field-effect controlled, and this provides the potential to

build FET-like gates for restoration. However, in order to realize these ways must be
found to create the appropriate gate topology within the regular assembly constraints
(see Section 11.3.1).

Figure 11.7 CodedNWdecoder. (a) Decoder configuration: white
NW regions are coded and controllable, while gray regions are not
controllable and acts as wires. (b) Dark represents lines driven
high; light gray shows lines low or undriven. Only the coding on
the third line matches the applied address (1 0 0 1) and allows
conduction. All other cases have a high address voltage crossing a
lightly doped region, which prevents conduction.
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11.4.3.1 NW Inverter and Buffer
If two NWs are separated by an insulator, perhaps using an oxide core shell
(see Section 11.2.1), then the field from one NW can potentially be used to control
the other NW. Figure 11.9 shows an inverter which has been built using this basic
idea. The horizontal NW serves as the input and the vertical NWas the output. This

Figure 11.9 NW inverter.

Figure 11.8 Coded NW multiplexer operation.
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gives a voltage transfer equation:

Vout ¼ Vhigh
Rpd

Rpd þRfet(input)þRpu

� �
ð11:1Þ

For the sake of illustration, the vertical NWhas a lightly doped p-type depletionmode
region at the input crossing forming a FET controlled by the input voltage
(Rfet(Input)). Consequently, a low voltage on the input NW will allow conduction
through the vertical NW (Rfet¼Ronfet is small), and a high input will deplete the
carriers from the vertical NW and prevent conduction (Rfet¼Rofffet is large). As a
result, a low input allows the NW to conduct and pull the output region of the vertical
NW up to a high voltage. A high input prevents conduction and the output region
remains low. A second crossed region on the NW is used for the pull down (Rpd); this
region can be used as a gate for predischarge, so the inverter is pulled low before the
input is applied, then left high to disconnect the pulldown voltage during evaluation.
Alternately, it can be used as a static load for PMOS-like ratioed logic. By swapping the
location of the high- and low-power supplies, this same arrangement can be used to
buffer rather than invert the input.
Note that the gate only loads the input capacitively, and consequently current

isolation is achieved at this inverter or buffer. Further, NW field-effect gating has
sufficient non-linearity so that this gate provides gain to restore logic signal levels [27].

11.4.3.2 Ideal Restoration Array
In many scenarios, there is a need to restore a set of tight-pitch NWs such as the
outputs of a programmable, wired-OR array. To do this, the approach would be to
build a restoration array as shown in Figure 11.10a. This array is a set of crossedNWs

Figure 11.10 Restoration array.
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which can be assembled using NW assembly techniques. If each of the NWs was
sensitive to all of the crossed inputs, the result would be that all of the outputs would
actually compute theNOR of the same set of inputs. To avoid computing a redundant
set of NORs and instead simply to invert each of the inputs independently, theseNWs
are coded using an axial doping ormaterial composition profile. In this way, eachNW
is field-effect sensitive to only a single NW, and hence provides the NW inversion
described for a single one of the crossed NWs and is oblivious to the inputs of the
other NWs.
The only problem here is that there is no way to align and place axially doped NWs

so that they provide exactly this pattern, as the assembly treats all NWs as identical.

11.4.3.3 Restoration Array Construction
Although the region for active FETs is a nanoscale feature, it does not require small
pitch or tight alignment. As such, there may be ways to mask and provide material
differentiation along a diagonal as required to build this decoder.
Nonetheless, it is also possible to stochastically construct this restoration array in a

manner similar to the construction of the address decoder. That is, an assembly is
provided with a set of NWs with their restoration regions in various locations. The
restoration array will be built by randomly selecting a set of restoration NWs for each
array (see Figure 11.10b).
Two points differ compared to the address decoder case.

. The code space will be the same size as the desired restoration population.

. Duplication is allowed.

The question then is how large a fraction of the inputs will be successfully restored
for a given number of randomly selected restoration NWs? This is an instance of the
Coupon Collector Problem [28]. If the restoration array is populated with the same
number of NWs as inputs, the array will typically contain restoration wires for
50–60% of the NW inputs. One way to consider this is that the array must be
populated with 1.7- to 2-fold as many wires as would be hoped to yield due to these

Figure 11.11 Fraction of input NWs restored as a function of restoration overpopulation.
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stochastic assembly effects. If the number of restoration wires is increased relative
to the number of input NWs, then a higher fraction of the inputs can be restored
(as shown in Figure 11.11). For further details on these yield calculations, see
Refs. [26, 29].

11.5
Memory Array

By combining the crosspoint memory cores with a pair of decoders, it is possible
to build a tight-pitch, NW-based memory array [30]. Figure 11.12 shows how these
elements come together in a small memory array, which is formed using crossed,
tight-pitch NWs. Programmable diode crosspoints are assembled in the NW–NW
crossings, while lithographic-scale address wires form row and column addresses.
Write operations into thememory array can be performed by driving the appropriate
write voltages onto a single row and column line. Read operations occur by driving a
reference voltage onto the common column line, setting the row and column
addresses, and sensing the voltage on the common row read line.

Figure 11.12 Memory array built from coded NW decoder and crosspoint memory core.

302j 11 Nanowire-Based Programmable Architectures



Limitations on reliable NW length and the capacitance and resistance of long NWs
prevent the building of arbitrarily large memory arrays. Instead, the large NW
memories are broken up into banks similar to the banking used in conventional
DRAMs (see Figure 11.13). Reliable, lithographic-scale wires provide address and
control inputs and data inputs and outputs to each of the NW-based memory banks.
The expected yieldwould be only a fraction of theNWs in the array due towire defects.
Error-correcting codes (ECC) can be used to tolerate non-programmable crosspoint
defects. After accounting for defects, ECC overhead, and lithographic control
overhead, net densities on the order of 1011 bits cm� 2 appear achievable, using NW
pitches of about 10 nm [29].

11.6
Logic Architecture

By combining the building blocks introduced in Section 11.4 it is possible to
construct complete, programmable logic architectures with all logic, interconnect,
and restoration occurring in the atomic-scale NWs. Diode crosspoints organized into
Wired-OR logic arrays provide programmable logic, field-effect restoration arrays

Figure 11.13 Tile of NW-based memory banks to construct large-scale memory.
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provide gain and signal inversion, and the NWs themselves provide interconnect
among arrays. Lithographic scale wires provide a reliable support infrastructure
which allows device testing and programming (see Section 11.8), addressing
individual NWs using the decoders introduced in Section 11.4.2. Lithographic-scale
wires also provide power and control logic evaluation.

11.6.1
Logic

Figure 11.14 shows a simple PLAcreated using the building blocks fromSection 11.4
and first introduced by DeHon and Wilson [31]. The design includes two inter-
connected logic planes, each of which is composed of a programmable Wired-OR
array, followed by a restoration array. It should be noted here that two restoration
arrays are actually used – one providing the inverted sense of the OR-term logic and
one providing the non-inverted buffered sense. This arrangement is similar to
conventional PLAs where the true and complement sense of each input is provided
in each PLAplane. SinceWired-OR logic NWs can be inverted in this nanoPLA, each
plane effectively serves as a programmable NOR plane. The combination of the two
coupled NOR–NOR planes can be viewed as an AND–OR PLA with suitable
application of DeMorgan�s laws and signal complementation.

11.6.1.1 Construction
The entire construction is simply a set of crossed NWs as allowed by the regular
assembly constraints (see Section 11.3.1). Lithographic-scale etches are used to
differentiate regions (e.g. programmable-diode regions for the Wired-OR). The
topology allows the sameNWs that perform logic or restoration to carry their outputs
across as inputs to the array that follows it.

Figure 11.14 Simple nanoPLA block.
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11.6.1.2 Logic Circuit
The logic gates in each PLAplane are composed of a diode-programmableWired-OR
NW, followed by a field-effect buffer or inverter NW (see Figure 11.15). The field-
effect stage provides isolation as there is no current flow between the diode stage and
the field-effect stage output. That is, the entire OR stage is capacitively loaded rather
than resistively loaded. The OR stage simply needs to charge up its output which
provides the field for the field-effect-based restoration stage. When the field is high
enough (low enough for P-type NWs) to enable conduction in the field-effect stage,
the NW will allow the source voltage to drive its output.

11.6.1.3 Programming
At the left-hand side of Figure 11.14 a decoder is formed (as introduced in
Section 11.4.2) using the vertical microscale wires A0 to A3. These lithographic-
scale wires allow the selection of individual NWs for programming. Each usable
vertical restorationNWis driven by a horizontalNW.Consequently, decoders are only
needed to address the horizontal NWs (see Section 11.8).

11.6.2
Registers and Sequential Logic

With slightmodification as to how the control signals on the identified logic stages are
driven, this can be turned into a clocked logic scheme. An immediate benefit is the
ability to create a finite-state machine out of a single pair of PLA planes. A second
benefit is the ability to use precharge logic evaluation for inverting restoration stages.

11.6.2.1 Basic Clocking
The basic nanoPLA cycle shown in Figure 11.14 is simply two restoring logic stages
back-to-back (see Figure 11.16). For the present clocking scheme, the two stages are
evaluated at altering times.

Figure 11.15 Rough circuit equivalent for each nanoPLA plane.
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First, it should be noted that if all three of the control transistors in the restoring
stages (restoring precharge and evaluate and diode precharge; e.g. evalA and
prechargeA in Figure 11.16) are turned off, there is no current path from the input
to the diode output stage. Hence, the input is effectively isolated from the output. As
the output stage is capacitively loaded, the output will hold its value. As with any
dynamic scheme, eventually leakage on the output will be an issue which will set a
lower bound on the clock frequency.
With a stage isolated and holding its output, the following stage can be evaluated. It

computes its value from its input, the output of the previous stage, and produces its
result by suitably charging its output line.When this is done, this stage can be isolated
and the succeeding stage (which in this simple case is also its predecessor) can
be evaluated. This is the same strategy as two-phase clocking in conventional VLSI
(e.g. Refs. [32, 33]).
In thismanner, there is never an open current path all the way around the PLA (see

Figures 11.16 and 11.17). In the two phases of operation, there is effectively a single
register on any PLA outputs which feed back to PLA inputs.

11.6.2.2 Precharge Evaluation
For the inverting stage, the pulldown gate is driven hard during precharge and turned
off during evaluation. In this manner, the line (Ainv) is precharged low and pulled it
up only if the input (Ainput) is low. This works conveniently in this case because the
output will also be precharged low. If the input is high, then there is no need to pullup
the output and it is simply left low. If the input is low, the current path is allowed to
pullup the output. The net benefit is that inverter pulldown and pullup are both
controlled by strongly driven gates and can be fast, whereas in a static logic scheme,
the pulldown transistor must be weak, making pulldown slow compared to pullup.
Typically, the weak pulldown transistor would be set to have an order of magnitude

Figure 11.16 Precharge clocked INV-OR-INV-OR (NOR-NOR, AND-OR) cycle.
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higher resistance than the pullup transistor so this can be a significant reduction in
worst-case gate evaluation latency.
Unfortunately, in the buffer case the weak pullup resistor can neither be pre-

charged to high nor turned off, and so there are no comparable benefits there. It is
possible that new devices or circuit organizations will eventually allow precharge
buffer stages to be built.

11.6.3
Interconnect

It is known from VLSI that large PLAs do not always allow the structure which exists
in logic to be exploited. For example, ann-inputXOR requires an exponential number
of product terms to construct in the two-level logic of a single PLA. Further, the
limitation on NW length (see Section 11.3.2) bounds the size of the PLAs that can
reasonably be built. Consequently, in order to scale up to large-capacity logic devices,
modest size nanoPLA blocks must be interconnected; these nanoPLA blocks are
extended to include input and output to other nanoPLA blocks and then assembled
into a large array (see Figure 11.18), as first introduced by DeHon [34].

11.6.3.1 Basic Idea
The key idea for interconnecting nanoPLA blocks is to overlap the restored output
NWs from each such block with the wired-OR input region of adjacent nanoPLA
blocks (see Figure 11.18). In turn, this means that each nanoPLA block receives
inputs from a number of different nanoPLA blocks.Withmultiple input sources and
outputs routed inmultiple directions, this allows the nanoPLAblock also to serve as a

Figure 11.17 Clocking/precharge timing diagram.
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switching block. By arranging the overlap appropriately, Manhattan routing can
be supported, thereby allowing the array of nanoPLA blocks to be configured to route
signals between any of the blocks in the array.

11.6.3.2 NanoPLA Block

. Input wired-OR region. One or more regions of programmable crosspoints serves
as the input to the nanoPLA block. Figures 11.18 and 11.19 show a nanoPLA block
designwith a single such input region. The inputs to this region are restored output
NWs from a number of different nanoPLA blocks. The programmable crosspoints

Figure 11.19 nanoPLA block tile.

Figure 11.18 nanoPLA block tiling with edge IO to lithographic scale.
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allow those inputs to be selected which participate in each logical product term
(PTERM) building a wired-OR array, as in the base nanoPLA (see Section 11.6.1).

. Internal inversion and restoration array. The NW outputs from the input block are
restored by a restoration array. The restoration logic is arranged at this stage to be
inverting, thus providing the logical NOR of the selected input signals into the
second plane of the nanoPLA.

. Output OR plane. The restored outputs from the internal inversion plane become
inputs to a second programmable crosspoint region. Physically, this region is the
same as the input plane. Each NW in this plane computes the wired-OR of one or
more of the restored PTERMs computed by the input plane.

. Selective output inversion. The outputs of the output OR plane are then restored in
the same way as the internal restoration plane. On this output, however, the
selective inversion scheme introduced in Section 11.6.1 is used. This provides both
polarities of each output, and these can then be provided to the succeeding input
planes. This selective inversion plays the same role as a local inverter on the inputs
of conventional, VLSI PLA; here it is placed with the output to avoid introducing an
additional logic plane into the design. As with the nanoPLA block, these two planes
provide NOR–NOR logic. With suitable application of DeMorgan�s laws, these can
be viewed as a conventional AND–OR PLA.

. Feedback. As shown in Figures 11.18 and 11.19, one set of outputs from each
nanoPLA block feeds back to its own input region. This completes a PLA cycle
similar to the nanoPLA design (see Section 11.6.1). These feedback paths serve the
role of intracluster routing similar to internal feedback in conventional Island-
style [35] FPGAs. The nanoPLA block implements registers by routing signals
around the feedback path (Section 11.6.2.1). The signals can be routed around this
feedback path multiple times to form long register delay chains for data retiming.

11.6.3.3 Interconnect

. Block outputs. In addition to self feedback, output groups are placed on either
side of the nanoPLA block and can be arranged so they cross input blocks of
nanoPLA blocks above or below the source nanoPLA block (see Figure 11.18). Like
segmented FPGAs [36, 37], output groups can run across multiple nanoPLA block
inputs (i.e. Connection Boxes) in a given direction. The nanoPLA block shown in
Figure 11.19 has a single output group on each side, one routing up and the other
routing down. It will be seen that the design shown is sufficient to construct a
minimally complete topology.

. Since the output NWs are directly the outputs of gated fields: (i) an output wire can
be driven from only one source; and (ii) it can only drive in one direction.
Consequently, unlike segmented FPGA wire runs, directional wires must be
present that are dedicated to a single producer. If multiple control regions were
coded into the NW runs, conduction would be the AND of the producers crossing
the coded regions. Single direction drive arises from the fact that one side of the
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gate must be the source logic signal being gated so the logical output is only
available on the opposite side of the controllable region. Interestingly, the results of
recent studies have suggested that conventional, VLSI-based FPGA designs also
benefit from directional wires [38].

. Y route channels. With each nanoPLA block producing output groups which run
one or more nanoPLA block heights above or below the array, the result is vertical
(Y) routing channels between the logic cores of the nanoPLA blocks (see Fig-
ure 11.18). The segmented, NW output groups allow a signal to pass a number of
nanoPLA blocks. For longer routes, the signal may be switched and rebuffered
through a nanoPLA block (see Figure 11.20). Because of the output directionality,
the result is separate sets of wires for routing up and routing down in each channel.

. X routing. While Y route channels are immediately obvious in Figure 11.18, the X
route channels are less apparent. All X routing occurs through the nanoPLA block.
As shown in Figure 11.19, one output group is placed on the opposite side of the
nanoPLA block from the input. In this way, it is possible to route in the X direction
by going through a logic block and configuring the signal to drive a NW in the

Figure 11.20 Routing view of nanoPLA logic block.
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outputgroupon theopposite side of the input. If all X routingblockshad their inputs
on the left, then itwould bepossible only to route from left to right. To allowboth left-
to-right and right-to-left routing, the orientation of the inputs is alternated in
alternate rows of the nanoPLA array (see Figures 11.18 and 11.20). In this manner,
even rows provide left-to-right routing, while odd rows allow right-to-left routing.

. Relation to Island-style Manhattan design. Logically viewed, this interconnected
nanoPLA block is very similar to conventional, Island-style FPGA designs, espe-
cially when the Island-style designs use directional routing [38]. As shown in
Figure 11.20, there are X and Y routing channels, with switching to provide X–X,
Y–Y, and X–Y routing.

11.6.4
CMOS IO

These nanoPLAs will be built on top of a lithographic substrate. The lithographic
circuitry andwiring provides a reliable structure fromwhich to probe theNWs tomap
their defects and to configure the logic (see Section 11.8).
For input and output to the lithographic scale during operation, IO blocks can be

provided to connect the nanoscale logic to lithographic-scale wires, inmuch the same
way that lithographic-scale wires are connected to bond pads on FPGAs. The simplest
arrangement resembles the traditional, edge IO form of a symmetric FPGA with
inputs and outputs attached to NWs at the edges of the routing channels (see
Figure 11.18).
NW inputs can easily be driven directly by lithographic-scale wires. As the litho-

graphic-scalewires arewiderpitch, a single lithographicwirewill connect to anumber
of NWs.With the lithographic wire connected to the NWs, the NWcrosspoints in the
nanoPLA block inputs can be programmed in the same way they are for NW inputs.
It is possible to connect outputs in a similar manner. Such a direct arrangement

could be particularly slow, as the small NWs must drive the capacitance of a large,
lithographic-scale wire. Alternately, the NWs can be used as gates on a lithographic-
scale field-effect transistor (FET) (see Figure 11.21). In thismanner, theNWs are only

Figure 11.21 Nanoscale to lithographic-scale FET output structure.
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loaded capacitively by the lithographic-scale output, and only for a short distance. The
NW thresholds and lithographic FET thresholds can be tuned into comparable
voltage regions so that theNWscandrive the lithographic FETat adequate voltages for
switching. As shown, multiple NWs will cross the lithographic-scale gate. The OR-
terms driving these outputs are all programmed identically, allowing the multiple-
gate configuration to provide strong switching for the lithographic-scale FET.

11.6.5
Parameters

The key parameters in the design of the nanoPLA block are shown in Figure 11.22,
where:

. Wseg is the number of NWs in each output group.

. Lseg is the number of nanoPLAblock heights up or downwhich each output crosses;
equivalently, the number of parallel wire groups across each Yroute channel in each
direction. In Figure 11.1Lseg¼ 2, and this is maintained throughout the chapter.

. F is the number of NWs in the feedback group; for simplicity, F¼Wseg is
maintained throughout the chapter.

. P is the number of logical PTERMs in the input (AND) plane of the nanoPLA logic
block.

. Op is the number of totals outputs in the OR plane. As each output is driven by a
separate wired-OR NW, Op¼ 2�Wseg þ F for the nanoPLA block focused on in
this chapter, with two routing output groups and a feedback output group.

. Pp is the number of total PTERMs in the input (AND) plane. As these are also used
for route-through connections, this is larger than the number of logical PTERMs in
each logic block.

Pp � Pþ 2�Wseg þF ð11:2Þ
That is, in addition to theP logical PTERMs, one physicalwiremay beneeded for each
signal that routes through the array for buffering; there will be at most Op of these.

Figure 11.22 nanoPLA block parameters.
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Additionally, the number and distribution of inputs [e.g. one side (as shown in
Figure 11.22), from both sides, subsets of PTERMs from each side], the output
topology (e.g. route both up and down on each side of the array), and segment length
distributions could be parameterized. However, in this chapter attention is focused
on this simple topology, with Lseg¼ 2. Consequently, the main physical parameters
determining nanoPLA array size are Wseg and Pp.

11.7
Defect Tolerance

As noted in Section 11.3.3, it is likely that a small percentage of wires are defective
and crosspoints are non-programmable. Furthermore, stochastic assembly (see
Sections 11.4.2.2 and 11.4.3.3) and misalignment will also result in a percentage of
NWs which are unusable. Fortunately, NWs are interchangeable and the cross-
points are small. Consequently, spare NWs can be provisioned into an array (e.g.
overpopulate compared to the desired Pp andWseg), NWs can be tested for usability
(see Section 11.8.1), and the array configured using only the non-defective NWs.
Further, a NW need not have a perfect set of junctions to be usable (see
Section 11.7.4).

11.7.1
NW Sparing

Toleratingwire defects is a simplematter of provisioning adequate spares, separating
the good wires from the bad, and configuring the nanoPLA blocks accordingly.
For a given PLA design, each block should have a minimum number of usable wires
(Pp and Wseg). As there will then be wire losses, the physical array is designed to
include a larger number of physical wires to ensure that the yield of usable wires is
sufficient to meet the logical requirements.
Using the restoration scheme described in Section 11.4.3, wires work in pairs.

A horizontal OR-term wire provides the programmable computation or program-
mable interconnect, and a vertical restoration wire provides signal restoration and
perhaps inversion. A defect in either wire will result in an unusable pair. Conse-
quently, each logicalOR-termor outputwill yield onlywhen bothwires yield. LetPwire
be the probability that a wire is not defective; then, the probability of yielding each
OR-term is:

POR ¼ (Pinput--wire � Prestore--wire): ð11:3Þ
AnM-choose-N calculation can then be performed to determine the number of wires
thatmust physically populate (N) to achieve a givennumber of functionalwires (M) in
the array. The probability of yielding exactly i restored OR-terms is:

Pyield(N; i) ¼ N
i

� �
(POR)

i(1�POR)
N� i

� �
: ð11:4Þ
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That is, there are
N
i

� �
ways to select i functional OR-terms fromN total wires, and

the yield probability of each case is: (POR)
i(1 � POR)

N� i. An ensemble is yieldedwith
M items whenever M or more items yield, so the system yield is actually the
cumulative distribution function:

PM of N ¼
X

M�i�N

N
i

� �
(POR)

i(1�POR)
N� i

� �
ð11:5Þ

Given the desired probability for yielding at least M functional OR-terms, PM of N,
Eq. (11.5) provides a way of finding the number of physical wires, N, that must be
populated to achieve this. For the interconnected nanoPLA blocks, the product terms
(Pp) and interconnect wires (Wseg) will be theMs in Eq. (11.5), and a corresponding
pair of raw numbers N will be calculated to determine the number of physical wires
that must be placed in the fabricated nanoPLA block. Here, Pr will be used to refer to
the number of raw product term NWs needed to assemble, andWsegr to the number
of raw interconnectNWs. Figure 11.23 illustrates howmuch largerNneeds to be than
M¼ 100 for various defect rates and yield targets.

11.7.2
NW Defect Modeling

A NW could fail to be usable for several reasons:

. TheNWmaymake poor electrical contact tomicrowires on either end (let Pc be the
probability the NW makes a good connection on one end).

. The NW may be broken along its length (let Pj be the probability that there is no
break in a NW in a segment of length Lunit).

. The NWmay be poorly aligned with address region (wired-ORNWs) or restoration
region (restoration NW) (let Pctrl be the probability that a the NW is aligned
adequately for use).

Figure 11.23 Physical population (N) of wires to achieve 100 restored OR-terms (M).
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Consequently, the base NW yield looks like:

Pwire ¼ (PC)
2 � (Pj)

Lwire=Lunit � Pctrl ð11:6Þ
Typically, Pc¼ 0.95 (after Ref. [5] and Pj¼ 0.9999 with Lunit¼ 10 nm (after Ref. [19];
see also Refs. [27, 34]). Pctrl can be calculated from the geometry of the doped
regions [24]. Pwire is typically about 0.8.

11.7.3
Net NW Yield Calculation

A detailed calculation for NW population includes both wire defect effects and
stochastic population effects. Starting with a raw population number for the NWs in
each piece of the array, it is possible to:

. calculate thenumber of non-defectivewired-ORwireswithin the confidence bound
[Eqs. (11.6) and (11.5)];

. calculate the number of thosewhich can be uniquely addressed using the following
recurrence:

Pdifferent(T ;N; u) ¼ T � (u� 1)
T

0
@

1
A� Pdifferent(T ;N� 1; u� 1)

þ u
T

0
@

1
A� Pdifferent(T ;N� 1; u)

ð11:7Þ

where T is the number of different wire types (i.e. the size of the address space),N is
the raw number of nanowires populated in the array, and u is the number of unique
NWs in the array.

. calculate the number of net non-defective restoredwire pairs within the confidence
bound [Eqs. (11.3), (11.6), and (11.5)];

. calculate the number of uniquely restoredOR terms using Eq. (11.7); in this case,T
is the number of possible restorationwires rather than the number of differentNW
addresses.

These calculations indicate how to obtain Pr and Wsegr to achieve a target Pp
and Wseg.

11.7.4
Tolerating Non-Programmable Crosspoints

As will be seen in Table 11.1, PLA crosspoint arrays are typically built with approxi-
mately 100net junctions. If were demanded that all 100 crosspoint junctions on aNW
were programmable in order for theNWto yield, then anunreasonably high yield rate
per crosspoint would be required. That is, assuming a crosspoint is programmable
withprobabilityPpgmandaNWhasNjunc inputNWs– andhence crosspoint junctions
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– then the probability that all junctions on a NW are programmable is

Ppgmwire ¼ (Ppgm)
N junc ð11:8Þ

To have Ppgmwire� 0.5, Ppgm would need to be >0.993. However, as was noted in
Section 11.3.3, the non-programmable crosspoint defect rates would be expected to
be in the range of 1 to 10% (0.9�Ppgm� 0.99).
As introduced by Naeimi and DeHon [39], it is apparent that a NW with non-

programmable crosspoints can still be used to implement a particular OR-term, as
long as it has programmable crosspoints where the OR-term needs on-programmed
junctions. Furthermore, as the array has a large number of otherwise interchangeable
NWs (e.g. 100), it is possible to search through the array for NWs that can implement
each particular OR-term.
Forexample, if a logicarray (ANDorORplane)ofananoPLAhasdefective junctions

(asmarked in Figure 11.24), theOR-term f¼A þ B þ C þ E can be assigned toNW
W3,despite thefact that ithasadefective (non-programmable) junctionat (W3,D); that
is, the OR-term f is compatible with the defect pattern of NWW3.
As the number of programmed junctions needed for a given OR-term is usually

small (e.g.8–20)comparedtothenumberofinputsinanarray(e.g.100), theprobability
thataNWcansupportagivenOR-termismuchlarger thantheprobability that ithasno
junctiondefects.Assuming thatC is the fan-in to theOR-term, andassuming random

Table 11.1 Area minimizing nanoPLA design points (Ideal
Restoration, with Wlitho¼ 105 nm, Wfnano¼Wdnano¼ 10 nm);
area ratios estimate how much larger 22 nm lithographic FPGAs
would be compared to the mapped nanoPLA designs.

Design Pp Wseg Area ratio

alu4 60 8 340
apex2 54 15 39
apex4 62 7 210
bigkey 44 13 69
clma 104 28 30
des 78 25 26
diffeq 86 21 32
deip 58 18 59
elliptic 78 27 27
ex1010 66 9 290
ex5p 67 18 390
frisc 92 34 17
misex3 64 8 150
pdc 74 13 360
s298 79 15 110
s38417 76 22 32
seq 72 18 69
spla 68 12 630
tseng 78 25 20
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junction defects, the probability that the NW can support the OR-term is

Psupport(C) ¼ (Ppgm)
C: ð11:9Þ

For example, in a 100 NW array, if Ppgm¼ 0.95, Psupport(13)� 0.51, and Ppgmwire

� 0.006. Furthermore, as multiple NWs can be used in an array to find a compatible
match, failure to map a NW will only occur if there are no compatible NWs in the
array.

Pmatch ¼ (C; Nwire) ¼ (1� (1�Psupport(C)
Nwire ): ð11:10Þ

Hence, the probability of failing to find a match for the C¼ 13 OR-term in a 100 NW
array is [1 � Pmatch(13, 100)� 10� 31]. Alternately, this means we have a 99% chance
of finding a match after checking only 8 NWs (Pmatch(13, 8) > 0.99).
Naeimi and DeHon [39] developed the analysis and mapping strategy in greater

detail for tolerating non-programmable crosspoints. DeHon and Naeimi [30] further
expanded the mapping strategy to the interconnected nanoPLAs described in
Section 11.6.3, and showed that non-programmable defect rates of up to 5% could
be accommodated, with no additional overhead.

11.8
Bootstrap Testing

11.8.1
Discovery

Since addressing and restoration is stochastic, there is a need to discover the live
addresses and their restoration polarity. Further, as theNWswill be defective it is vital

Figure 11.24 OR array with defective junctions.
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to identify thoseNWswhich are usable and thosewhich are not.Here, the restoration
columns (see Figures 11.14 and 11.19) are used to help identify useful addresses.
The gate side supply (e.g. the top set of lithographic wire contacts in Figure 11.10) can
be driven to a high value, after which a voltage is sought on the opposite supply line
(e.g. the bottom set of lithographic wire contacts in Figure 11.10; these contacts are
marked Vhigh and Gnd in Figure 11.10, but will be controlled independently as
described here during discovery). There will be current flow into the bottom supply
only if the control associated with the p-type restoration wire can be driven to a
sufficiently low voltage. The process is started by driving all the row lines high, using
the row precharge path. A test address is then applied and the supply (Vrow in
Figure 11.14) is driven low. If a NWwith the test address is present, only that line will
now be strongly pulled low. If the associated row line can control one ormorewires in
the restoration plane, the selected wires will now see a low voltage on their field-effect
control regions and enable conduction from the top supply to the bottom supply. By
sensing the voltage change on the bottom supply, the presence of a restored address
can be deduced. Broken NWs will not be able to effect the bottom supply. NWs with
excessively high resistance due to doping variations or poor contactswill not be able to
pull the bottom supply contact up quickly enough. As the buffering and inverting
column supplies are sensed separately it will be known whether the line is buffering,
inverting, or binate.
Nomore thanO((Pp)

2) unique addresses are needed to achieve virtually unique row
addressing [24], so the search will require at most O((Pp)

2) such probes. A typical
address width for the nanoPLA blocks isNa¼ 14, which provides 3432 distinct 7-hot
codes, and a typical number of OR-terms might be 90 (see Table 11.1). Hence, 3432
addresses may need to be probed to find 90 live row wires.
When all the present addresses in an array and the restoration status associatedwith

each address are known, logic can be assigned to logical addresses within each plane,
based on the required restoration for the output. With logic assigned to live addresses
in each row, theaddress of theproducingandconsuming rowwires cannowbeused to
select and program a single junction in a diode-programmable OR plane.

11.8.2
Programming

In order to program any diode crosspoint in the OR planes (e.g. Figure 11.14),
one address is driven into the top address decoder, and the second address into
the bottom. The stochastic restoration performs the corner turn, so that the desired
programming voltage differential is effectively placed across a single crosspoint.
The voltages and control gating on the restoration columns are then set to define
which programmable diode array is actually programmed during a programming
operation. For example, in Figure 11.14 the ohmic supply contacts at the top and
bottom are the control voltages; the signals used for control gating are labeled with
precharge and eval signal names. To illustrate the discovery and programming
process, DeHon [29] presents the steps involved in discovering and programming an
exemplary PLA.
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11.8.3
Scaling

It should be noted that each nanoPLA array is addressed separately from its set of
microscale wires (A0, A1, . . . and Vrow, Vbot, and Vtop; see Figure 11.14). Conse-
quently, the programming task is localized to each nanoPLA plane, and the work
required to program a collection of planes (e.g. Figure 11.18) only scales linearly with
the number of planes.

11.9
Area, Delay, and Energy

11.9.1
Area

FromFigures 11.19 and 11.22 the basic area composition of each tile can be seen. For
this, the following feature size parameters are used:

. Wlitho is the lithographic interconnect pitch; for example, for the 45-nm node,
Wlitho¼ 105 nm [40].

. Wdnano is the NW pitch for NWs which are inputs to diodes (i.e. Y route channel
segments and restored PTERM outputs).

. Wfnano is theNWpitch forNWswhich are inputs tofield-effect gatedNWs; thismay
be larger thanWdnano in order to prevent inputs from activating adjacent gates and
to avoid short-channel FET limitations.

The tile area is computed by first determining the tile width, TW, and tile
height, TH:

TW ¼ (3þ4(Lsegþ1))�W lithoþ (Porþ4(Lsegþ1)Wsegr)�Wdnano ð11:11Þ

TH ¼ 12�W lithoþ (OrþPir)�W fnano ð11:12Þ

AW ¼ (Naþ2)�W litho ð11:13Þ

Area¼ (AWþTW)�TH ð11:14Þ
where Por, Pir, Or, and Wsegr (shown in Figure 11.19) are the raw number of wires
needed to populate in the array in order to yield Pp restored inputs, Op restored
outputs, andWseg routing channels (see Section 11.7.3). The two 4s in TWarise from
the fact that there are Lseg þ 1 wire groups on each side of the array (2�), and each of
those is composed of a buffer/inverter selective inversion pair (2�). A lithographic
spacing is charged for each of these groups as they must be etched for isolation and
controlled independently by lithographic scale wires. The 12 lithographic pitches in
TH account for the three lithographic pitches needed on each side of a group of wires
for the restoration supply and enable gating. As segmented wire runs end and begin
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between the input and output horizontal wire runs, these three lithographic pitches
are paid for four-fold in the height of a single nanoPLA block: once at the bottom top
of the block (see Figure 11.19).
Na is the number of microscale address wires needed to address individual,

horizontal nanoscale wires [24]; for the nanoPLA blocks in these studies, Na is
typically 14 to 20. Two extra wire pitches in the AddressWidth (AW) are the two power
supply contacts at either end of an address run.

11.9.2
Delay

Figures 11.16 and 11.17 show the basic nanoPLAclock cycle,Tplacycle. The component
delays shown in Figure 11.17 (e.g. nanowire precharge and evaluation times) are
calculated based on the NW resistances and capacitances, the crosspoint resistances,
and the nanowire FET resistances [29]. NW resistance and capacitance can be
calculated based on geometry and material properties using the NW lengths, which
are roughly multiples of the tile width, TW, and tile height, TH, identified in the
previous section. If simply heavily doped silicon nanowires are used, the NW
resistances can be close to 10MW, and this results in nanoPLA clock cycle times
in the tens of nanoseconds. However, if the regions of the NW which do not need to
be semiconducting are converted selectively – that is, everything except the diode
crosspoint region and the field-effect restoration region – into a nickel silicide
(NiSi) [12], the NW resistances can be reduced to the 1MW range. As a result,
the nanoPLA clock cycle is brought down to the nanosecond region. This selective
conversion can be performed as a lithographic-scale masking step and, with careful
engineering, subnanosecond nanoPLA cycle times may be possible. As long as the
NW resistance is in the 1MW range, it will dominate the on-resistance of both the
field-effect gating in the restorationNW (Ronfet) and diode on-resistances (Rondiode) in
the 100KW range.

11.9.3
Energy and Power

The nanoPLAs will dissipate active energy, charging and discharging the functional
and configured NWs.

ENW ¼ 1
2
CWireV

2: ð11:15Þ

As noted in the previous section,Cwire can be computed from thematerial properties
and geometry. To tolerate variations in NW doping, it is likely the operating voltage
will need to be 0.5 to 1 V.
The raw ENW can be discounted by the fraction of NWs typically used in a routing

channel or a logic array, F. This tends to be 70–80% with the current tools and
designs. When using the selective inversion scheme, both polarities of most signals
will typically be driven to guarantee a close to 50% activity factor, A.
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Assuming an operating frequency of f, the power for a nanoPLA tile is

Parray ¼
X

all NWs

(A� F � ENW � f ): ð11:16Þ

The power density is then

Pdensity ¼
Parray

Area
: ð11:17Þ

Here, Area is the area for the tile as calculated in Eq. (11.14).
Figure 11.25 shows the power density associated with interconnected nanoPLAs,

and suggests that the designs may dissipate a few hundred Watts per cm2. In typical
designs, compute arrays would be interleavedwithmemory banks (see Section 11.5),
which have much lower power densities. Nonetheless, this suggests that power
management is as much an issue in these designs as it is in traditional, lithographic,
designs.

11.10
Net Area Density

Recent developments in technology suggest that it is possible to build and assemble
10 nm-pitch NWs with crosspoints at every NW–NW crossing. To use these, it is
necessary to pay for lithographic addressing overhead, to use regular architectures,
and tolerate defects. In order to understand the net benefits, the characteristics of
composite designs are analyzed. As an example, conventional FPGAbenchmarks are
mapped from the Toronto 20 benchmark suite [1] to NW logic withWlitho¼ 105 nm
(45 nm roadmap node) and Wfnano¼Wdnano¼ 10 nm. This provides a count of
nanoPLA blocks and the logical Pp andWseg parameters identified in Section 11.6.5,
and these calculations can then be used for yield and statistical assembly

Figure 11.25 Power density as a function ofWseg for ideal restore,
stochastic address case with Wlitho¼ 105 nm, Wfnano¼ 10 nm,
Wdnano¼ 10 nm.
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(see Section 11.7) to compute physical nanowire population, and the area equations
in Section 11.9.1 to compute composite area. Subsequently, the resultant minimum
area obtainable is compared with the nanoPLA designs to lithographic 4-LUT FPGAs
at the 22 nm node [40]. As shown in Table 11.1, and further detailed in Ref. [29], the
routed nanoPLA designs are one to two orders of magnitude smaller than 22 nm
lithographic FPGAs, even after accounting for lithographic addressing overhead,
defects, and statistical addressing.
The datapoints in Table 11.1 are based on a number of assumptions about

lithographic and nanowire pitches and statistical assembly. DeHon [29] also exam-
ined the sensitivity to these various parameters, and showed that the statistical
restoration assembly costs a factor of three in density for large arrays, while the cost of
statistical addressing is negligible. If the diode pitch (Wdnano) could be reduced to
5 nm, another factor of almost two in area could be saved. Moreover, if the
lithographic support were also reduced to the 22 nm node (Wlitho¼ 45 nm), a further
three-fold factor in density advantage would be gained compared to the data in
Table 11.1.

11.11
Alternate Approaches

During recent years, several groups have been studying variants of these nanowire-
based architectures (see Table 11.2). Heath et al. [41] articulated the first vision for
constructing defect-tolerant architectures based onmolecular switching and bottom-
up construction. Luo et al. [42] elaborated the molecular details and diode-logic
structure, while Williams and Kuekes [23] introduced a random particle decoder
scheme for addressing individual NWs from lithographic-scale wires. These early
designs assumed that diode logic was restored and inverted using lithographic scale
CMOS buffers and inverters.
Goldstein and Budiu [43] described an interconnected set of these chemically-

assembled diode-based devices, while Goldstein and Rosewater [44] used only two-
terminal non-restoring devices in the array, but added latches based on resonant-
tunneling diodes (RTDs) for clocking and restoration. Snider et al. [45] suggested
nanoFET-based logic and also tolerated non-programmable crosspoint defects by
matching logic to the programmability of the device.
Strukov and Likharev [46] also explored crosspoint-programmable nanowire-based

programmable logic and used lithographic-scale buffers with an angled topology and
nanovias so that each long NW could be directly attached to a CMOS-scale buffer.
Later, Snider andWilliams [47] built on the Strukov and Likharev interfacing concept
and introduced amoremodest designwhich usedNWs andmolecular-scale switches
only for interconnect, performing all logic in CMOS.
These designs all share many high-level goals and strategies, as have been

described in this chapter. They suggest a variety of solutions to the individual
technical components including the crosspoint technologies, NW formation, litho-
graphic-scale interfacing, and restoration (see Table 11.2). Thewealth of technologies
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and construction alternatives identified by these and other research groups has
increased the general confidence that there are options to bypass any of the challenges
that might arise when realizing any single technique or feature in these designs.

11.12
Research Issues

While the key building blocks have been demonstrated as previously cited, consid-
erable research and development remains in device synthesis, assembly, integration,
and process development. At present, no complete fundamental understanding of
the device physics at these scales is available, and a detailed and broader characteri-
zation of the devices, junctions, interconnects, and assemblies is necessary to refine
themodels, to better predict the system properties, and to drive architectural designs
and optimization.
Themapping results outlined in Section 11.10were both area- anddefect-tolerance

driven. For high-performance designs, additional techniques, design transforma-
tions, and optimizations will be needed, including interconnect pipelining (e.g.
Ref. [48]) and fan-out management (e.g. Ref. [49]).
In Section 11.7 it was noted that high defect rates could be tolerated when the

defects occurred before operation. However, new defects are likely to arise during
operation, and additional techniques and mechanisms will be necessary to detect
their occurrence, to guard the computation against corruption when they do occur,
and rapidly to reconfigure around the new defects.
Further, it is expected that these small feature devices will encounter transient

faults during operation. Although the exact fault rates are at present unknown, they
are certainly expected to exceed those rates traditionally seen in lithographic silicon.
This suggests the need for new lightweight techniques and architectures for fault
identification and correction.

11.13
Conclusions

Bottom-up synthesis techniques can be used to produce single nanometer-scale
feature sizes. By using decorated NWs – for example, by varying composition at the
nanometer scale, both axially and radially – the key nanoscale features may be built
into the NWs. Moreover, the NWs can be assembled at tight, nanoscale pitch into
dense arrays, contacted to a reliable, lithographic-scale infrastructure, and individu-
ally addressed from the lithographic scale. The aggregate set of synthesis and
assembly techniques appears adequate for the building of arbitrary logic at the
nanoscale, even if the only programmable elements are non-restoring diodes.
Bottom-up self-assembly demands that highly regular structures are built that can

be differentiated stochastically for addressing and restoration. NW field-effect gating
provides signal restoration and inversion while keeping signals at the dense,
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nanoscale pitch. Post-fabrication configuration allows the definition of deterministic
computation on top of the regular array, despite random differentiation and high
rates of randomly placed defects. When these NWs are assembled into modest-sized
interconnected PLA arrays, it is estimated that the net density would be one-to-two
orders of magnitude higher than for defect-free lithographic-scale FPGAs built in
22 nm CMOS. This should provide a pathway by which to exploit nanometer-pitch
devices, interconnect, and systems without pushing lithography into providing these
smallest feature sizes.
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12
Quantum Cellular Automata
Massimo Macucci

12.1
Introduction

The concept of quantum cellular automata (QCA) was first proposed by Craig Lent
and coworkers [1] at the University of Notre Dame in 1993, as an alternative based on
bistable electrostatically coupled cells to traditional architectures for computation.
Overall, the QCA architecture probably represents the proposal for an alternative
computing paradigm that has been developed furthest, up to the experimental proof
of principle [2]. As will be discussed in the following sections, its strengths are
represented by the reduced complexity (in particular for the implementation based
on ground-state relaxation), extremely low power consumption, and potential for
ultimate miniaturization; its drawbacks are the extreme sensitivity to fabrication
tolerances and stray charges, the difficulty in achieving operating temperatures
reasonably close to room temperature, the undesired interaction among electrodes
operating on different cells, and the very challenging control of dot occupancy.
The initial formulation of the QCA architecture relied on the relaxation to the

ground state of an array of cells: computation was performed enforcing the polari-
zation state of a number of �input� cells and then reading the state of a number of
�output� cells, once the array had relaxed down to the ground state consistent with the
input data. Such an approach is characterized (as will be discussed in the following)
by a simple – at least in principle – layout, but suffers from the presence of many
states very close in energy to the actual ground state. This leads to an extremely slow
and stochastic relaxation, which may lead to unacceptable computational times.
The slow and unreliable evolution of the ground-state relaxation approach was

addressed with the introduction of a modified QCA architecture based on clocked
cells [3], which can exist in three different conditions, depending on the value of a
clock signal:

. The �locked� condition corresponds to having tunneling between dots inhibited,
and therefore the cell can be used to �drive� nearby cells.
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. The �null� condition corresponds to having no electrons in the cell and therefore no
polarization.

. The �active� condition is the one in which the cell adiabatically reaches the
polarization condition resulting from that of the nearby cells.

The clocked QCA architecture solves the problem of unreliable evolution and
allows data pipelining, but introduces a remarkable complication: the clock signal
must be distributed, with proper phases, to all the cells in the array. Unless a
�wireless� technique for clock distribution could be devised (some proposals have
beenmade in this direction, but a definite solution is yet to be found), one of themost
attractive features of QCA circuits – the lack of interconnections – would be lost.
Current research is focusing on the possibility of implementing QCA cells with

molecules [4] or with nanomagnets [5], in order to explore the opportunities for
further miniaturization (molecular cells) and for overcoming the limitations im-
posed by Coulomb coupling (nanomagnetic cells). However, these technologies do
not seem to be suitable for fast operation: highly parallel approaches could make up
for the reduced speed, but this would further complicate system design and the
definition of the algorithms.
Although the basic principle of operation is sound, the above-mentioned techno-

logical difficulties and the reliability problems make practical application of QCA
technology unlikely, at least in the near future. Nevertheless, the QCA concept
remains of interest and the subject of lively research, because of its innovation
potential and because it opens up a perspective beyond the so far unchallenged three-
terminal device paradigm for computation.
In this chapter, an overview of the QCA architecture will be provided, with a

discussion of its two main formulations: the ground-state relaxation approach and
the clockedQCAapproach. In Section 12.2 the issue of operationwith cells withmore
than two electrons will also be addressed, as well as the details of intercell interaction.
Section 12.3 will focus on the various techniques that have been developed to model
QCA devices and circuits, while Section 12.4 will be devoted to the challenges facing
the implementation of QCA technology. Actual physical implementations of QCA
arrays will be addressed in Section 12.5, and an overlook for the future will be
presented in Section 12.6.

12.2
The Quantum Cellular Automaton Concept

12.2.1
A New Architectural Paradigm for Computation

An early proposal for an architecture based on interacting quantum dots was
formulated by Bakshi et al. in 1991 [6]: these authors considered parallel elongated
quantum dots, defined �quantum dashes� (see Figure 12.1), each of which should
have an occupancy of one electron. Their basic argument was that, once the electron
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in the first dash was confined into one end of the dash, the electron in the next dash
would be confined into the opposite end, as a result of electrostatic repulsion. This
configuration would propagate along the line of dashes, leading to a sort of anti-
ferroelectric ordering that could then be exploited for the implementation of more
complex functions. This initial concept, however, had a serious problem, consisting
in the fact that the localization of electrons along the chain of dashes would soon
decay (See Figure 12.2), because the electrostatic repulsion due to an electron
localized at the end of a dash is not sufficient to significantly localize the electron
in the nearby dash, the probability density of which would just be slightly displaced.
The Notre Dame group realized that this problem could be solved with the insertion
of a barrier in the middle of the dash: in this way, the electron wave functionmust be
localized on either side of the barrier and the electrostatic interaction from the
electron in the nearby dash is sufficient to push the electron into the opposite half of
the dash (Figure 12.3). This concept can be easily understood considering a two-level
system subject to an external perturbing potential V [7]. The Hamiltonian of such a
system in second quantization reads:

Ĥ¼
X
i¼1;2

niEi þ t(b{1b2 þ b{2b1)þ
X
i¼1;2

niqVi; ð12:1Þ

where n1 and n2 are the occupation numbers of levels 1 and 2, respectively, b{i and bj
are the creation and annihilation operators for levels i and j, t is the coupling between

Figure 12.2 Sketch of the actual electron density within a chain of dashes.

Figure 12.1 Series of elongated quantum dots (quantum dashes)
with the hypothesized anti-ferroelectric ordering.
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the two levels andVi is the external perturbing potential at the location of the i-th level.
The creation operator b{i applied to a state with (n � 1) electrons yields a state with n
electrons, thereby �creating� an electron in state i, while the annihilation operator bj
applied to a state with n electrons yields a state with (n � 1) electrons, thereby
�destroying� an electron from state j. For example, the application of b{i b2 transfers
an electron from level 2 to level 1. Each level can be associatedwith one of the sides into
which the dash is divided by a potential barrier: if the barrier is exactly in themiddle of
the dash, E1¼E2 and the value of t depends on the height and thickness of the barrier;
the higher and the thicker the barrier, the smaller t will be. A sketch of the potential
profile isprovidedinFigure12.4,wherethedots represent the locationsof thetwo levels
1 and 2. If E1 þ V1 is chosen as the energy reference and e is defined as E2 þ V2 �
E1 � V1, the Hamiltonian can be represented in the basis (|0i (n1¼ 1, n2¼ 0), |1i
(n1¼ 0, n2¼ 1)) simply as (computing the matrix elements between the basis states)

H ¼ 0 t
t e

� �
: ð12:2Þ

The state |0i corresponds to having an electron in level 1 and no electron in level 2,
while |1i corresponds to the situationwith level 1 empty and an electron in level 2. The
eigenvalues of this representation can be easily computed:

e1 ¼ 1
2

e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2 þ 4t2

p� �
e2 ¼ 1

2
eþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2 þ 4t2

p� �
: ð12:3Þ

Figure 12.3 Chain of dashes with the inclusion of potential
barriers: electrons are now localized on either side of the barriers
and an anti-ferroelectric ordering is achieved.

Figure 12.4 Sketch of the potential landscape defining the two levels, 1 and 2, separated by a barrier.
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The unbalance term e in this case depends only on the external potential produced
by the electron in the nearby dash: it will vary between a negative and a positive value,
depending on the position of the electron.
The occupancy of the first level – that is, of the dash side labeled with 1 – will be

given by the square modulus of the corresponding coefficient of the ground-state
eigenvector, which can be computed along with the eigenvalues. Such a quantity is
plotted in Figure 12.5 as a function of the unbalance e for different values of the
coupling energy t. It is apparent that, for low values of t (and therefore for an opaque
barrier), the electronmoves abruptly fromone level to the other, as the externalfield is
varied. Therefore, it is strongly localized even for very small values of such a field,
while for high values of t (and therefore for a transparent or inexistent barrier) a very
smooth transfer of the probability density from one level to the other are needed and
large values of the perturbing field are required to achieve some degree of localiza-
tion. Thus, the introduction of a barrier in the middle of the dash creates a sort of
bistability – that is, a strongly non-linear response to external perturbations, which is
at the heart of QCA operation and allows the regeneration of logic values. From the
wire of dashes with barriers of Figure 12.3, the next step is represented by joining two
adjacent dashes to form a square cell, which is the basis of the Notre Dame QCA
architecture. The square cell allows the creation of two-dimensional (2-D) arrays, as
shown in Figure 12.6, which can implement any combinatorial logic function. In an
isolated cell the two configurations or polarization states, with the electrons along one
or the other diagonal, are equally likely. However, if an external perturbation is
applied, or in the presence of a nearby cell with a fixed polarization, one of them will
be energetically favored. The two logic states, 1 and 0, can be associated with the two
possible polarization configurations, as shown in Figure 12.7, where the solid dots
represent the electrons. If a linear array of dots is created, enforcing the polarization
corresponding to a given logic state on the first cell will lead to the propagation of the
same polarization state along the whole chain, in a domino fashion. Such a linear
array is usually defined a �binary wire�, and can be used to propagate a logic variable

Figure 12.5 Occupancy of one of the levels of a two-level
system, as a function of the potential unbalance resulting from an
external applied electric field, for different values of the coupling
parameter t.
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across a circuit: here, the strength and, at the same time, the weakness of the QCA
architecture is noticed. Indeed, signal regeneration occurs during propagation along
the chain, as a result of the non-linear response of the cells, but the transfer of a logic
variable from one location in the circuit to a different locationmay require a relatively
large number of cells. In other words, there are no interconnects, but the number of
elementary devices needed to implement a given logic function may become much
larger than in a traditional architecture.
The basic gate in QCA logic is represented by the majority voting gate, which is

shown in Figure 12.8. Cells A, B and C are input cells, whose polarization state is
enforced from the outside (here and in the following such �driver� cells are
represented with a double boundary), while cell Y is the output cell, the polarization
of which represents the result of the calculation. On the basis of a full quantum
calculation or of simple considerations based on a classical electrostatic model, it is
possible to show that the logic value at the output will correspond to the majority
of the input values. Thus, for example, if A¼ 1, B¼ 0, C¼ 0, then Y¼ 0, or, if A¼ 1,
B¼ 0, C¼ 1, the output will be Y¼ 1. From the majority voting gate it is

Figure 12.6 Two-dimensional array of cells made up of two
adjacent dashes: this is the basis of the QCA architecture.

Figure 12.7 Basic configurations of a QCA cell with two electrons.
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straightforward to derive a two-input AND and OR gate: if A¼ 1, B and Cwill be the
inputs of anOR gate, while if A¼ 0, B andCwill represent the inputs of anANDgate.
In order to be able to create an arbitrary combinatorial network, there is also aneed for
the NOT gate: this is just slightly more complex, and can be implemented with the
layout shown in Figure 12.9 [15].
A generic logic function can thus be obtained with a 2-D array of cells: a number of

cells at the perimeter of the array will be used as input cells, by enforcing their
polarization condition with properly biased gates, and another group of perimetral

Figure 12.8 Layout of a majority voting gate.

Figure 12.9 Layout for a NOT gate in the QCA architecture.
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cellswill act as outputs.Once the input values have been enforced, the array is allowed
to evolve into the ground state and,when this has been reached, the state of the output
cells corresponds to the result of the computation.
As thenumber of cells in the array increases, its energy spectrum – that is, the set of

energies corresponding to all the possible configurations – becomes more complex,
with a large number of configurations that have energies very close to the actual
ground state. As a result, the evolution of the arraymay become stuck in one of these
configurations for a long time, thus leading to a very slow computation. Furthermore,
due to the appearance of states that are very close in energy to the ground state, the
maximum operating temperature decreases as the number of cells is increased. In
particular, it has been shown with entropy considerations [8] or by means of an
analyticalmodel [9] that, for the specific case of a binarywire, themaximumoperating
temperature falls logarithmically with the number of cells.

12.2.2
From the Ground-State Approach to the Clocked QCA Architecture

The above-mentioned problems severely limit the applicability of ground-state
computation to real-life situations, and make the evolution of a large QCA system
unreliable. To solve suchproblems, amodified architecturewas proposed by Lent and
coworkers [3], inspired, in its implementation with metal tunnel junctions, to the
parametron concept introduced by Korotkov [10]. The so-called �clocked QCA
architecture� derives from the concept of adiabatic switching [3]: based on the
adiabatic theorem [11], it is possible to show that if the Hamiltonian of a system
ismade to evolve slowly from one initial formHi to a final formHf, a particle starting
in the n-th eigenstate of Hi will be carried over into the n-th eigenstate of Hf. Thus,
starting with particles in the ground state of the system, they will never leave the
ground state during the evolution of the Hamiltonian, thereby preventing the
previously mentioned problems of trapping into metastable states.
To implement this concept of adiabatic switching, the confinement potential

defining the cell must be variable in time. In practice, the barriers separating the
dots are modulated by an external potential, representing the clock signal. When the
barriers are low, the cell is in the �null� state and has no polarization. In contrast,
when the barriers reach their maximumheight the cell is in the �locked� state and its
polarization cannot be modified as a result of the action of the nearby cells (the
electrons are prevented from tunneling between dots). It is only during the �active�
phase, when the barriers have an intermediate height, that the polarization state can
change according to the that of the nearby cells.
Attention should nowbe focused on the particular implementation of a clocked cell

that has been experimentally realized [12]. This consists of a six-dot cell as proposed
by Tóth and Lent [13], developed from the metal-island cells used in the first
experimental demonstration of QCA action [2]. The barriers are represented by
tunnel junctions obtained by including a very thin dielectric (usually created by
oxidation) between two metallic electrodes (usually aluminum), and the quantum
dots are replaced with metal islands. The six-island clocked cell is represented in
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Figure 12.10. Tunneling is possible only between the upper and the lower dot of each
half of the cell (it can be shown that this does not limit in anyway the logic operation of
the cell) and the barrier height between the active islands is controlled bymeans of the
potential applied to the central island. If the potential on the central island is low, then
the electron will be trapped there (null state). As the potential on the central island is
raised, a condition will be reached in which the electron can tunnel into one of the
active dots, the one that is favored at the time by the potential created by the nearby
cells (active state). Finally, as the potential on the central dot is further raised, the
electron will be trapped in the dot into which it has previously tunneled, even if the
polarization of the other cells is reversed (locked state).
Ideally, the computation should evolve with a cell in the locked state driving

the next cell that moves from the null state to the locked state, going through the
active state. When the state of a cell must be the result of that of more than one
neighboring cell (as in the case of the central cell of a majority voting gate), all the
cells acting on it should be at the same time in the locked state. The sequence of
clock phases would allow the information to travel along the circuit in a controlled
way, thus achieving a deterministic evolution and eliminating the uncertainty about
the time when the calculation is actually completed that plagues the ground-state
relaxation scheme. Furthermore, since the flux of data is steered by the clock, it
would also possible to have data pipelining: new input data could be fed into the
inputs of the array as soon as the previous data have left the first level of logic gates

Figure 12.10 Clocked cell for implementation with tunnel
junctions: tunneling between the dotsof eachhalf cell is controlled
by the voltages applied to the middle dots through the C3

capacitors.

12.2 The Quantum Cellular Automaton Concept j337



and moved to the second. Ideally, within this scheme each cell should be fed a
different clock phase with respect to its nearest neighbors, which would imply an
extremely complex wiring structure. Such a solution has been adopted in the
experiments performed so far to demonstrate the principle of operation of clocked
QCA logic [12]. However, in large-scale circuits it would forfeit one of the main
advantages of the QCA architecture – that is, the simplicity deriving from the lack of
interconnections. In order to address this problem, it has been proposed to divide
the overall QCA array into �clocking zones�: such regions consist of a number of
QCA cells and would be subject to the same clock phase and evolve together while
in the active state (similarly to a small array operating according to the ground-state
relaxation principle). They would then be locked all at the same time, in order to
drive the following clocking zone. This would reduce the complexity of the required
wiring, and has been proposed in particular for the implementation of QCA circuits
at the molecular scale, where it is impossible to provide different clock phases to
each molecule, as the wires needed for clocking would be much larger than the
molecules themselves! There are many difficulties involved, however, because each
clocking zone is affected by the problems typical of ground-state relaxation
(although on a smaller scale), and the clock distribution is still extremely challeng-
ing. For example, conducting nanowires have been suggested as a possible solution
to bring the clock signal to regions of a molecular QCA circuit, but achieving
uniformity in the clocking action of a nanowire on many molecular cells is certainly
a very challenging task.
Notwithstanding all of these difficulties, the clocked scheme appears to be the only

one capable of yielding a reasonably reliable QCA operation in realistic circuits, as
will be discussed in the following sections.

12.2.3
Cell Polarization

At this point it is necessary to provide a rigorous definition of cell polarization, in
order to be able to describe quantitatively the interaction between neighboring cells
and to determine whether cells with an occupancy of more than two electrons could
possibly be used. Indeed, according to the initial definition of cell polarization given
by the Notre Dame group, the operation of cells with more than two electrons would
not be possible. Their original definition of cell polarization was

P ¼ r1 þ r3 �r2 �r4
r1 þ r2 þr3 þr4

; ð12:4Þ

where ri is the charge in the i-th dot (dots are numbered counterclockwise starting
from the one in the upper right quadrant). With such an expression, as soon as
the number of electrons increases above two, full polarization can no longer be
achieved, as themaximumpossible value for the numerator is 2. There can be atmost
a difference of two electrons between the occupancy of one diagonal and that of the
other, since configurations with a larger difference would require an extremely large
external electric field (to overcome the electrostatic repulsion between electrons).
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Starting from the observation that a QCAcell is overall electrically neutral, because
of the presence of ionized donors, of the positive charge induced on the metal
electrodes, and of the screening from surface charges, Girlanda et al. [14] proposed a
different expression for the polarization of a cell, which is more representative of its
action upon the neighboring cells. Indeed, neutralization occurs over an extended
region of space; thus, although the global monopole component of the field due to a
cell is zero, there can be some effect on the neighboring cells associated with the total
number of electrons. However, in practical cases this turns out to be negligible
compared to the dipole component associatedwith the charge unbalance between the
two diagonals. The alternative expression for cell polarization introduced in Ref. [14]
reads

P ¼ r1 þ r3 �r2 �r4
2q

; ð12:5Þ

where q is the electron charge. Use of this expression is supported by semiclassical
electrostatic considerations and by detailed quantum simulations [14], and leads to
the conclusion that QCA action can be observed whenever the cell occupancy is of
4N þ 2 electrons, whereN is the integer. Thismeans that control of the occupancy of
the dots is less stringent than previously expected, but is still quite difficult.

12.3
Approaches to QCA Modeling

12.3.1
Hubbard-Like Hamiltonian

The first approach to QCA simulation was developed by the Notre Dame group [15],
based on an occupation number, Hubbard-like formalism.Within such an approach
the details of the electronic structure of each quantum dot are neglected, and a few
parameters are used to provide a description of the dots and their interaction.
Although based on a few phenomenological parameters, this technique has been
successful in providing a good basic understanding of the operation of QCA cells.
The occupation number Hamiltonian for a single, isolated cell reads

H0 ¼
X
i;s

E0;i; ni;s þ
X
i>j;s

t(b{i;sbi;s þ b{j;sbi;s)

þ
X
i

EQini;"ni;# þ
X

i>j;s;s0
VQ

ni;snj;s0

jR!i �R
!
jj
; ð12:6Þ

where E0,i is the ground-state energy of the i-th dot (assumed to be isolated), b{j;s and
bj;s are the creation and annihilation operators, respectively, for an electron in the j-th
dot with spins, nj,s is the number operator for electrons in the i-th dot with spins, t is
the tunneling energy between neighboring dots, VQ is equal to e2/(4pe) (e is the
electron charge and e is the dielectric permittivity), EQi is the on-site charging energy
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for the i-th dot [16], andR
!
i is the position of the i-th dot center. The tunneling energy t

cannot be computed directly, and must be evaluated with some approximation. A
commonly used approximation consists in assuming t to be equal to half of the level-
splitting resulting because of the presence of a barrier of finite height between the
dots. In the presence of a driver cell in a given polarization state, the above-written
Hamiltonian must be augmented with a term that expresses the electrostatic
contribution from such a cell:

Hint ¼
X
i2cell1

X
j2cell2

VQ
rj;2 � r�

jR!j;2 �R
!
i;1j

; ð12:7Þ

where rj,2 is the number of electrons in the j-th dot of the driver cell, r is the average
number of positive neutralizing charges per dot,R

!
j;2 andR

!
i;1 are the positions of the j-

th dot of the driver cell (cell 2) and of the i-th dot of the driven cell (cell 1), respectively.
Diagonalization of the total Hamiltonian can be performed easily using an

occupation number representation: |n1,", n1,#; n2,", n2,#; n3,", n3,#; n4,", n4,#i.
The dimension of the basis, considering only two-electron states, would be 256 but,

on the basis of spin considerations [17], the number of basis vectors required for the
determination of the ground state is just 16.
A representation of the complete Hamiltonian on such a basis consists in a sparse

matrix with only four non-zero off-diagonal elements in each row. Eigenvalues
and eigenvectors can be obtained numerically, and the ground state of the driven cell
will be

jy0i ¼
X16
i¼1

aijii; ð12:8Þ

where ai is the i-th element of the eigenvector, corresponding to the lowest
eigenvalue, and |ii is the i-th element of the basis used for the representation of
the Hamiltonian. The average charge in each dot is given by

ri ¼ hy0jni" þ ni#jy0i; ð12:9Þ

from which the cell polarization can then be computed. In Figure 12.11 the
polarization of the driven cell computed as a function of the polarization of the
driver cell is reported; that is, the cell-to-cell response function. Calculations have
beenperformed for a cell with four dots located at the vertices of a squarewith a 24 nm
side. The dots have a diameter of 16 nm, except for one, the diameter of which varies
between 15.94 and 16.06 nm, and the separation between the centers of the driver and
driven cells is 32 nm. Material parameters for GaAs have been considered, with an
effective mass m�¼ 0.067 m0 and a relative permittivity er¼ 12.9; furthermore the
tunneling energy t has been assumed to be 0.1� 10� 3 eV.
In the case of identical dots (all with the same 16-nm diameter), the response

function is symmetric, while just an extremely small variation in the diameter of a dot
leads to strong asymmetry and eventually to failure of operation, with the driven cell
always stuck in the same state for any value of the polarization of the driver cell. It
appears that such a sensitivity to geometric tolerances is a very serious practical

340j 12 Quantum Cellular Automata



problem, but cannot be fully gauged with the occupation-number Hamiltonian
approach, because it is not possible to directly relate the diameter of idealized
quantumdots to actual geometric quantities, such as the size of the gates defining the
quantum dots.
In order to be able to provide reliable estimates of the acceptable errors on actual

geometric parameters, a more realistic model is needed which takes into account the
detailed structure of the cell. To this purpose, the approach described in the following
subsection has been developed.

12.3.2
Configuration–Interaction

More traditional, iterative self-consistent approaches, such as theHartree technique or
techniques based on the local density functional approximation (LDA), perform very
poorly in the simulation of an active QCA cell, in particular in the region around zero
polarization. The main problem with iterative self-consistent methods is that, in the
application to QCA problem, they tend to become unstable, as a result of the strong
degeneracies and of the marked bistability of the system. One effective technique to
treat a realistic model for a QCA cell consists in configuration–interaction. This
method is very well known in the field of molecular chemistry [18], and has found
significant application also for treating semiconductor quantum dots [19, 20].
While, for example, the Hartree–Fock method consists in finding an optimized

Slater determinant representing the single-determinant solution for the many-body
Schr€odinger equation (i.e. the Slater determinant that minimizes the ground-state
energy), in the configuration–interaction picture the many-particle wave function is

Figure 12.11 Cell-to-cell response function for cells with a
separation of 32 nm, an interdot distance of 24 nm, and dots with
a diameter of 16 nm. The different curves correspond to an error
on the diameter of the lower left dot varying between � 0.06 nm
and 0.06 nm.
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expressed as a linear combination of Slater determinants. In principle, if the basis of
determinants were infinite, the solution would be exact; however, in practice a finite
basis must be considered, which introduces some degree of approximation, depend-
ing on the number of elements and on how good their choice is in terms of the actual
solution.
The application of configuration–interaction to the analysis of QCA cells is

presented in Ref. [21]: the Hamiltonian for a cell is written as

Ĥ ¼ � �h2

2m*
r2

1�
�h2

2m*
r2

2þV con(r
!
1)þV con(r

!
2)þVdriv(r

!
1)þVdriv(r

!
2)

þ 1
4pe

e2

jr!1� r!2j �
1
4pe

e2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jr!1� r!2j2þ (2z)2

q � 1
4pe

e2

2z
; ð12:10Þ

where h is the reduced Planck constant,m� is the electron effective mass, Vcon is the
bare confinement potential (due to the electrodes, the ionized donors, the charged
impurities, and the bandgap discontinuities), Vdriv is the Coulomb potential due to
the charge distribution in the neighboring driver cell, e is the electron charge, the last
two terms include the effects of the image charges (since, for simplicity, a Dirichlet
boundary condition is assumed at the surface and at an infinitely far away conducting
substrate), and z is the distance of the 2DEG from the surface of the heterostructure
where the boundary condition is enforced.
A matrix representation of this Hamiltonian is derived by computing the matrix

elements of Eq. (12.10) between the elements of the basis of Slater determinants, and
is then diagonalized, obtaining the ground-state energy as the lowest eigenvalue and
the ground-state wave function as a linear combination of the basis elements with
coefficients corresponding to the elements of the associated eigenvector.
This technique does not have convergence problems, as it is intrinsically a one-shot

method and allows the consideration of a realistic confinement potential, obtained
from a detailed numerical calculation. However, if the intention was to introduce
more realistic boundary conditions for the semiconductor surface, or in general to
provide a more refined treatment of the electrostatic problem, going beyond the
method of images, the problem would, computationally, be very intensive. This is
because, in order to compute the matrix elements of the Hamiltonian, the complete
Green�s function of the Poisson equation between each pair of points in the domain
would be needed.
If an occupancy of only two electrons per cell were to be considered, the actual two-

electron wave function is very close to the Slater determinant constructed from the
one-electron wave functions of the isolated dots. Therefore, the size of the basis
needed to obtain a good configuration–interaction solution is small, of the order of
100 determinants. Instead, if there are more than four electrons per cell (and thus
more than one electron per dot), the strong electron–electron interaction determines
a significant deformation of the wave functions and therefore a large number of basis
elements constructed from the single-electron orbitals is needed. For example, in the
case of a six-electron cell,more than 1000 determinants are necessary. As the number
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of electrons is raised, there is a combinatorial increase in the size of the basis, and
consequently the problem soon becomes intractable from a computational point of
view.
Notwithstanding the above-mentioned limitations on the way that Coulomb that

interaction can be included, and on the maximum number of electrons that can be
considered, configuration–interaction has been very successfully applied to the
simulation of QCA systems. In fact, it has allowed the demonstration that, for a
semiconductor implementation, an array of holes (defining the quantum dots) in a
depletiongateheldatconstantpotentialcannotpossiblybefabricatedwiththerequired
precision. Alternative gate arrangements, such as those shown in Figure 12.12, are
possible [21], andhavebeenused in the experimental demonstrationofQCAaction in
GaAs/AlGaAs heterostructure-based devices [22]. However, they imply severe tech-
nological difficulties and theneed for adjustment of individual gate voltages to correct
for geometrical imperfections and for the unintentional asymmetries introduced by
the presence of nearby cells [23].

12.3.3
Semi-Classical Models

Quantum models of QCA cells are needed to describe the bistable behavior of the
single cell, and also to provide information on the technological requirements needed
to obtain successful QCA operation. They are, however, too complex (from a
computational point of view) to be applied to the analysis of complete QCA circuits
consisting of a large number of cells. The time required to complete a simulation of a
circuitmade up of just a few tens of cells would be prohibitive. Therefore, amultiscale
approach is needed, which is structured in a way similar to that of traditional
microelectronics, where circuit portions of increasing complexity are treated with
models based on progressively more simplified physical models.
It should be noted that the effect at the core of QCA action is purely classical – that

is, it is the Coulomb interaction between electrons. As long as electrons are strongly
localized, they behave substantially as classical particles, and a semi-classical model,

Figure 12.12 Gate layout for the definition of a working QCA cell (all measures are in nanometers).
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based on the minimization of the electrostatic energy, can capture most of the
behavior of a QCA circuit.
If the only point of interest is to determine the ground-state configuration of an

array of QCA cells and in computing the energy separation DE between the first
excited state and the ground state, then a simple electrostatic model can be used.
The quantity DE is essential to determine the maximum operating temperature of
the circuit: it must be at least a few tens of kT (where k is the Boltzmann constant
and T is the absolute temperature); otherwise, the system will not remain stably in
the ground state. The basic electrostatic model developed in Ref. [9] relies on a cell
model in which the charge of the two electrons is neutralized either by positive
charges of value e/2 located in each dot, or by image charges located at a distance
from the dots and representing the effect of metal electrodes or of Fermi level
pinning at the semiconductor surface. Although a cell can be in the two config-
urations with the electrons aligned along one of the diagonals, other configurations
are also possible. However, in most cases they are not energetically favored. A more
complete model must also introduce such configurations, corresponding to the two
electrons occupying the dots along one of the four sides of the cell. While the
configurations with the electrons on the diagonals are associated with the logical
values 1 and 0, the other configurations do not correspond to any logical value and
are thus indicated with X in Figure 12.13, where all possible configurations are
represented.
The total electrostatic energy is given by [24]:

E ¼
X
i„j

qiqj
4pe0er rij

ð12:11Þ

If, for the sake of simplicity, the neutralizing charge is considered to be located
directly in each dot (in an amount e/2), the total charge in each dot can assume only
two values: either þ e/2 or � e/2, thereby leading to

qiqj ¼
1
4
e2sgn(qiqj) ð12:12Þ

If the distance between the dots is expressed in terms of the ratio R¼ d/a and of the
electron positions, the following can be written:

E ¼ e2

4a
1

4pe0er

X
i„j

sijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(nijRþ lij)2 þm2

ij

q ; ð12:13Þ

Figure 12.13 Possible configurations of a four-dot cell with two
electrons. The configurationsmarked with X do not correspond to
a well-defined logic state.
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where nij2 {0, . . ., Ncell � 1} is the separation, in terms of number of cells, between
the cell with dot i and the cell with dot j, sij2 {� 1, 1} is the sign of qiqj, lij2 {� 1, 0, 1}
andmij2 {0, 1}, is the position of dots i and j within the relative cells. The quantity lij
is equal to 0 if both the i and the j dots are on the left side or on the right side of the
cell, to � 1 if dot i is on the right side and dot j is on the left side, and to 1 if dot i is on
the left side and dot j is on the right. Analogously,mij is equal to 0 if both dots i and j
are on the top or on the bottom of a cell, to 1 if one dot is on the top and the other is on
the bottom.
The most direct approach consists of computing the energy associated with each

possible configuration by means of the direct evaluation of Eq. (12.13) and choosing
the configuration that corresponds to the minimum energy. With this procedure the
complete energy spectrum for the circuit is also obtained; that is, the energy values
corresponding to all possible configurations. However, such amethod soon becomes
prohibitively expensive from a computational point of view, as the number of
configurations to be considered is 6N, where N is the number of active cells (i.e.
of cellswhose polarization is not enforced from the outside, as in the case of the driver
cells). As the number of cells is increased, a simplified model can be used in which
only the two basic states of a cell are considered, thus reducing the total number of
configurations down to 2N. This does not introduce significant errors, as long as theX
states are unlikely (which is in general true), except for the case of intercell separation
equal to or smaller than the cell size, when X states with both electrons vertically
aligned may occur.
An example of application of the semi-classical simulation technique with six

states per cell is shown in Figure 12.14, where the maximum operating temperature
of a binary wire is reported as a function of the number of cells, for a 60%, 90% and
99%probability of obtaining the correct logical output, assuming an interdot distance
of 40 nm, an intercell separation of 100 nm and GaAsmaterial parameters. It should

Figure 12.14 Maximum operating temperature, as a function of
the number of cells, for a binarywiremade upofGaAs cells with an
interdot separation of 40 nm and an intercell separation of
100 nm. The maximum operating temperature has been
computed for a 99%, 90% and 66% probability of obtaining the
correct logical output.
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be noted that the probability of obtaining the correct logical output is in general larger
than the probability of being in the ground state, as there are also a number of excited
states in which the polarization of the output cell has the correct value.
It is apparent that, evenwith the simplificationdown to just two states per cell, large

circuits cannot be simulatedwith the semi-classical approach just described, because
of the exponential increase in the time required to perform a complete exploration of
the configuration space. This has led to the development of techniques based on an
incomplete, targeted exploration of the configuration space, such as that described in
the following subsection.

12.3.4
Simulated Annealing

The concept of simulated annealing derives from that of thermal annealing, whereby
a material is brought into a more crystalline and regular phase by heating it and
allowing it to cool slowly. Analogously, in simulated annealing the aim is to reach the
ground state of the system, starting from a generic state at a relatively high
temperature, and then to perform a Monte Carlo simulation in which at each step
an elementary transition within a cell (chosen at random) is accepted with a
probability P depending on the energy Eold of the system before the transition, and
on the energy Enew after the transition:

P ¼ 1 if Enew � Eold

exp[� (Enew �Eold)=kT ] if Enew>Eold

�
ð12:14Þ

It is apparent that, in this way, the evolution of the system is steered along a path of
decreasing energy, whilst at the same time trapping in a local minimum is prevented
in most cases by the non-zero probability of climbing to a higher energy configura-
tion. This procedure is iterated many times, gradually decreasing the temperature,
until convergence to a stable configuration is achieved [17].
The application of simulated annealing toQCAcircuits was originally proposed for

their operation [25], and has since been applied to their modeling [26]. This has
allowed the analysis of circuits with a number of cells of the order of 100 with limited
computational resources and with just a few hours of CPU time. With large circuits,
the simulated evolution of the circuitmay occasionally become stuck in a local energy
minimum, which would then be erroneously assumed as the ground state. The
probability of this happening can be minimized by performing the equivalent of
�thermal cycling�. Once a stable state has been reached, the temperature is raised
again, driving the circuit into an excited state, and a new annealing run is performed,
reaching a new stable state. If thewhole procedure is repeated several times, there is a
better chance of reaching the ground state. It is possible to show that the probability
P of the computational procedure stopping in the ground state is given by
P¼ 1 � (1 � P0)

m, where P0 is the probability of reaching the ground state without
cycling, and m is the number of cycles. With this technique it is possible to reliably
simulate QCA circuits with a few hundreds of cells.
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12.3.5
Existing Simulators

A number of simulators have been developed to study both the static and dynamic
behaviors of QCA circuits. One of the first available was AQUINAS (A Quantum
Interconnected Network Array Simulator, from the Notre Dame group), where cells
are modeled within a Hartree–Fock approximation and the time-dependent
Schr€odinger equation is solved with the Crank–Nickolson algorithm. Relatively large
systems can be handled, as a result of an approximation consisting in the represen-
tation of the state of a single cell with a simplified two-dimensional basis [27]. NASA
researchers have added to AQUINAS capabilities for the statistical analysis of data,
thus creatingTOMAS (TopologyOptimizationMethodology usingApplied Statistics)
AQUINAS [28].
A static simulator for the determination of the ground state of a QCAcircuit on the

basis of a classical electrostaticmodel has been developed by the group in Pisa, and is
currently available on the Phantoms Computational Hub (http://vonbiber.iet.unipi.
it). The simulator has been named QCAsim, and operates according to the approach
described in Section 12.3.3. In general, it can compute the ground-state configuration
of a generic array of cells via a complete exploration of the configuration space,
assuming for each cell six possible configurations for the two electrons. It is possible
to specify whether neutralization charges should be included and in which positions
(on the same plane as the electrons, on a different plane, as image charges, etc.).
The group in Pisa has also developed a dynamic simulator, MCDot (also available

on thePhantomsHUB). Thiswas conceived specifically for theQCA implementation
based on metal tunnel junctions, and is therefore based on the Orthodox Theory of
the Coulomb Blockade [29] with the addition of cotunneling effects treated to first
order in perturbation theory [30]. The operation of such a code will be described in
more detail in Section 12.4.3 while discussing limitations for the operating speed.
Although the code was originally developed for circuits with metallic tunnel junc-
tions, its range of applicability can be easily extended to different technologies,
extracting appropriate circuit parameters and defining an equivalent circuit. For
example, it has been successfully applied to the simulation of silicon-based QCA
cells [17]. To this purpose, linearized circuit parameters can be determined from
three-dimensional simulations around a bias point and then used in MCDot. The
most challenging part of the parameter extraction procedure is represented by the
capacitances and resistances of the tunneling junctions obtained by defining a
lithographic constriction in silicon wires [31]: the detailed geometry and the actual
distribution of dopants cannot be known exactly, and resort to experimental data is
often necessary.
Recently, another simulator has been developed at the University of Calgary,

QCADesigner (http://www.qcadesigner.ca). This uses a two-state model for the
representation of each cell, derived from the theory developed by the Notre Dame
group. QCADesigner is meant to be an actual CAD (computer-aided design) tool,
applicable to the design of generic QCA circuits and with the capability for testing
their operation with a targeted or exhaustive choice of input vectors.
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12.4
Challenges and Characteristics of QCA Technology

12.4.1
Operating Temperature

As mentioned previously, the maximum achievable operating temperature is one of
the main challenges in QCA technology. Indeed, the energy separation DE between
the first excited state and the ground state of the systemmust bemuch larger than the
thermal energy, if disruption of the operation as a result of thermal fluctuations is to
be prevented. Unfortunately, themagnitude of the dipole interaction between cells is
very small, of the order of millielectronvolts for cells with a size of a few tens of
nanometers, and is further reduced by the screening action of nearby conducting
electrodes and surfaces. This is why, with currently available technologies, the
operation of a QCA circuit is not conceivable at temperatures beyond 10–20K, and
has so far been demonstrated only in the 100mK range.
An increase in operating temperature requires an increase in the strength of

the dipole interaction between cells, which can be achieved by reducing the size of
the cell, by decreasing the dielectric permittivity of the material in which cells are
embedded, or by resorting to a new type of interaction. As far as the dielectric
permittivity is concerned, for semiconductor implementations silicon is more
promising than gallium arsenide, because silicon dots can be defined by etching
and be embedded in silicon oxide, which has a permittivity of 3.9 (much smaller than
that of gallium arsenide, which is about 12). In Figure 12.15 themaximum operating
temperature is plotted as a function of cell size for the silicon–silicon oxide and the
galliumarsenide–aluminumgalliumarsenidematerial systems.While for theGaAs/
AlGaAs system the variation of the permittivity between the two materials is small,
and can be neglected in approximate calculations, for silicon it is assumed that most
of the electric field lines go through silicon-oxide (which encompasses the dots on all
sides) and therefore its permittivity is used in the calculations. It is apparent that the

Figure 12.15 Maximum operating temperature as a function of
the interdot separation within the cell, for gallium arsenide and
silicon material systems.
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stronger electrostatic interaction in silicon dots makes them suitable for relatively
higher operating temperatures.
FromFigure 12.15 it is however clear that an extremely small feature size would be

needed to achieve operation at temperatures that are easily attainable.
An interaction that could allow QCA operation at room temperature is the one

betweennanomagnets characterized by a bistable behavior [17] (thiswill be discussed
further in the next section). The magnetic interaction can be made strong enough to
allow proper behavior of the circuit up to room temperature, but the achievable data
processing speed is probably very low, of the order of a few kilohertz. On the other
hand, a magnetic QCA circuit could exhibit an extremely reduced power dissipation,
which could make it of interest for specific applications where speed is not a major
issue, while keeping power consumption low is essential.

12.4.2
Fabrication Tolerances

The issue of fabrication tolerances has been introduced previously, and is probably
the major limitation of the QCA concept, particularly for its implementation with
semiconductor technologies. Detailed simulations [21] have shown that an approach
based on the creation of an array of cells with dots defined bymeans of openings in a
depletion gate cannot possibly lead to a working circuit. This is due to the fact that
even extremely small errors in the geometry of such holes are sufficient to perturb the
value of the confinement energy for the corresponding quantum dot to make it
permanently empty or permanently occupied, no matter what the occupancy of the
nearby dots is. Although shrinking the size of the cell the electrostatic interaction
energy is increased, the above-mentioned problem becomes even more serious, due
to the larger increase of the quantumconfinement energy. An evaluationwasmade of
the precision that could be achieved with state-of-the-art lithographic techniques and
compared with the requirements for proper operation of a QCA circuit [32]. An array
of square holes was obtained on a metal gate by means of electron beam lithography
(Figure 12.16), after which the contour of the holes was extracted from a scanning

Figure 12.16 Scanning electron microscope image of the �hole
array� that has been defined with state-of-the-art electron beam
lithography for the purpose of evaluating the achievable precision.
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electron microscope image and a solution of the Schr€odinger equation was per-
formed for the confinement potential obtained from each group of four holes
(corresponding to a cell). The results showed a significant variance for the values
of the confinement energy, as shown in Figure 12.17, where the ground-state energy
for single dots and for four-dot cells is reported as a function of the inverse area of the
holes defining them. From the almost linear dependence of the energy on the inverse
area, it can be deduced that the local irregularities on the contour do not play an
essential role, while the overall area is quite critical. It is clear that there is a dispersion
of about 4meV around the average value, while, from configuration–interaction
calculations, it is shown that the allowed dispersion would be only 3meV, more than
three orders of magnitude smaller.
Sensitivity to fabrication tolerances is ultimately the consequence of the same issue

preventing operation at higher temperatures – that is, the smallness of the electro-
static interaction between cells. Imperfections are expected to play a role also with
molecular-scale QCA circuits because, althoughmolecules are in principle identical,
once they are attached to a substrate any defects and stray charges from the substrate
will disrupt the symmetry of the cells.

12.4.3
Limitations for the Operating Speed

Themaximumoperating speed of QCAcircuits is ultimately limited by the dynamics
of the evolution toward the ground state (if the ground-state relaxation paradigm is
used), or by the tunneling rate between quantum dots. First, consider a non-clocked
circuit, such as that represented for the case of a binary wire in Figure 12.18. The
polarization state of the first cell is switched by inverting the bias voltages, and the
cells of the wire will follow; however, according to a time evolution thatmay be rather

Figure 12.17 Scattering plot of the ground-state energy of single
isolated quantum dots (closed circles) or of dots included in a cell
(open circles) as a function of the inverse hole area.
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complex and involved. In particular, the presence of states that are very close in energy
to the ground state, although corresponding to different configurations, will increase
the time required for settling.
It is possible to obtain estimates of the time required for completion of the

computation in a QCA array by performing simulations with a Monte Carlo
approach. A Monte Carlo simulator specifically devised for QCA circuits was
presented in Ref. [33]. This is based on the Orthodox Coulomb Blockade theory:
the transition rate between two configurations differing by the position of one
electron (which has tunneled through one of the junctions) and by a free energy
variation DE can be expressed as

G ¼ 1
e2RT

DE
1� exp �DE

kT

; ð12:15Þ

where RT is the tunneling resistance of the junction.
Such a quantity is computed for all possible transitions, after which one of the

transitions is chosen with a probability proportional to the corresponding rate. This
procedure is repeated for each elementary time step intowhich the simulation period
is divided, and the time-dependent currents in the branches of the circuit can be
calculated from the contribution of the electron transitions.
This simulator can be used for the analysis of both clocked and unclocked

circuits [17], as well as of a wide variety of single-electron circuits. By applying it
to a six-cell binary wire with capacitances of the order of a few attofarads (values that
are within the reach of lithographic technologies in the near future [33]), relaxation
times of the order of 0.1ms have been obtained; these are quite large, considering
the extremely advanced technology needed for the fabrication of such devices. The
reason for the slow operation is in the stochastic relaxation process, which brings the
system to the ground state through a rather irregular path in the configuration space.
TheMonte Carlo simulatorMCdot can also be applied to the simulation of clocked

QCA circuits. It has, for example, been used for the investigation of a clocked binary
wire, as represented in Figure 12.19. The capacitance values are of the order of a few
attofarads [33] and, at a temperature of 2.5 K, clock periods down to 0.1ms can be
achieved, as can be deduced fromFigure 12.20, where the probabilityPco of obtaining
the correct logical state is plotted as a function of the clock interval for the second

Figure 12.18 Equivalent circuit of a non-clocked binary wire; the
voltages applied at the left end enforce the polarization state of the
driver cell.
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(circles) and the last (squares) cells in the chain. As the tunneling resistances are
assumed to be 200 kW, the resulting RC constant is of the order of 10� 12 s. There is
therefore a difference of about five orders of magnitude between the RC time
constant of the circuit and the minimum clock period. This is due to a series of
reasons [17]: the average time an electron takes to tunnel through a 200-kW junction
with a 1.5-mV voltage is around 20 ps; furthermore the time during which the cell is
active is only about one-tenth of the actual ramp duration; the active time, to be
reasonably sure of regular operation, must be at least ten times the tunneling time; a
clock period is made up of four ramps; and the intercell coupling is about five times
smaller than the intracell coupling, which involves a further slow-down. Taken
together, all of these effects lead to the above-mentioned reduction of the speed byfive
orders ofmagnitudewith respect to theRC time constant, andmakeQCA technology
not very suitable for high-speed applications.
On the other hand, the relatively slow operation ofQCAcircuits further limits their

power dissipation, and in particular makes the power dissipated in capacitor
charging–discharging negligible, as will be discussed in the next subsection.

Figure 12.20 Probability (Pco) of correct logical output for the
second (circles) and the third (squares) cell in a clocked binary
wire as a function of the clock period. The RC constants of the
circuit are of the order of 10 ps.

Figure 12.19 Equivalent circuit of a clocked binary wire; the C4

capacitors are connected to voltage sources providing the bias
required for proper operation, while the C3 capacitors are
connected to the clock signals.
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12.4.4
Power Dissipation

One of the most attractive features of QCA circuits is represented by the limited
power dissipation, which results mainly from the fact that there is no net transfer of
charge across the whole circuit: electrons move only within the corresponding cell.
The energy dissipated can be computed by integrating over the Vi � Q plane [34]
(Figure 12.21), where Q is the charge transferred from the source, for each external
voltage source Vi and taking the algebraic sum of the results. The voltage V2 is varied
linearly until the unbalance is reversed: up to this point the charge variation
corresponds to charging of the equivalent capacitance seen by V2; then, some time
after the new bias condition has been established, the electrons in the cell will tunnel,
thus leading to a charge variation at constant voltage, which is represented by the
horizontal segment. It is this tunneling event that makes the switch operation
irreversible: without it, the area comprised between the two curves would be zero, as
the voltage would simply be reversed across an equivalent capacitor, without
changing its magnitude.
The energy dissipation depends on the voltage unbalance that is applied to the

input cells, and that is reversedwhen the input data change: the larger the unbalance,
the faster the switch, but the larger the dissipation, too. In the case of a single driven
cell, for a typical unbalance of a few millivolts the power dissipation for a single
switching event is about 10� 22 J [35]. When considering a binary wire, the energy
dissipated when the polarization of the driver cell is reversed, followed by all the
other cells, and then increases very slowly as the number of cells is increased: the
value for a six-cell wire is just 1% larger than that for a three-cell wire. This is due to
the fact that the external voltage sources that provide energy are directly connected
only to the driver cell, and the electrostatic action of the electrodes of the driver cell
decays rapidly when moving along the chain. This leads to a very marginal
contribution to the dissipated energy from the cells further away but, at the same

Figure 12.21 Representation of the voltages applied to a driver
cell as a function of the charge flowing in the leads: the area inside
the parallelogram corresponds to the work performed by the
voltage sources on the QCA circuit.
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time, is the fundamental reason for the above-mentioned slow and irregular
switching of a long chain.
So far, the energy loss associated with the capacitor charging process has not been

included. If the unbalance reversal were abrupt, such an energy losswould be (as well
known) equal to the electrostatic energy stored in the capacitor, and therefore it would
represent themain contribution to dissipation. However, due to the other limitations
in switching speed, there is no reason to perform such a switching with very steep
ramps. It transpires from calculations, applying the expressions typically used in
adiabatic logic [36], that the energy loss in capacitor charging performed with a speed
compatible with the response of the circuit is negligible with respect to that due to
electron tunneling in all practical cases [35].
For the case of clocked circuits the simulation is more complex and must be

performed over a complete clock cycle; the conclusion is however similar, as far as a
single cell is concerned: about 6� 10�22 J dissipated in a clock cycle for the above-
mentioned typical circuit parameters. In the clocked case, however, the dissipated
energy is supplied by the clock electrodes directly to each cell (or clocking zone, in the
case of groups of cells sharing the same clock phase), and therefore there is a linear
increase in the energy dissipation as the number of cells is increased, contrary towhat
happenswith the unclocked circuits. Indeed, with the clocked architecture there is an
improvement in terms of speed and regularity of operation, but the power consump-
tion in increased. Also in this case, it is possible to show that the contribution from
the energy loss associated with capacitor charging is negligible, because the clock
ramps can be much slower than the relevant time constants in the circuit.
Overall, the dissipation for a switching event of a single QCA cell is four orders of

magnitude smaller than that projected for an end-of-the-roadmapMOS transistor by
the ITRS Roadmap. However, the transistor operates at 300K, while the simulations
have been performed, for the clocked case, at 2.5 K. Cooling down to such a
temperature requires energy, which can be estimated on the basis of the efficiency
of a Carnot cycle refrigerator [37]. Inclusion of the energy lost for cooling reduces the
ratio of the energy dissipated in a transistor to that dissipated in a QCA cell by two
orders of magnitude. The advantage of the QCA cell still remains two orders of
magnitude, but a fair comparison would require a relatively large effort, as a larger
number ofQCAcells is in general needed than transistors in order to obtain the same
logic function. Furthermore, the energy savings that can be obtained in CMOS
adiabatic logic should also be taken into consideration.

12.5
Physical Implementations of the QCA Architecture

12.5.1
Implementation with Metallic Junctions

The implementation of QCA circuits with metal islands connected by tunnel
junctions was introduced in the previous sections. Tunnel junctions with extremely
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small area (and therefore very small capacitance) can be fabricated between slightly
overlapping electrodes, on top of a silicon oxide substrate, using the shadow mask
evaporation technique. The QCA array in this case corresponds to a single-electron
circuit, with tunnel junctions, capacitors, and voltage sources. From a technological
point of view, a circuit with metallic junctions is relatively simple to implement, but
has the major drawback, with currently available fabrication capabilities, of yielding
capacitances no smaller than a few hundred attofarads [17], thus making operation
possible only at temperatures of 100mK or lower.
With such a technique, several QCA circuits have been demonstrated by the Notre

Dame group: the basic driver cell-driven cell interaction [2], the operation of a clocked
cell [12], a clocked QCA latch [38], and power gain in a QCA chain [34].
The problems connected with the undesired influence of each electrode on the

proper balance of the cells via stray capacitances have been solved with a clever
experimental scheme, based on an initial evaluation of the capacitancematrix among
all electrodes. Once this is known, when the voltage of one electrode is varied, the
voltages applied to all the other electrodes can be corrected in such a way as to
compensate for the effects deriving from undesired capacitive couplings.
Although this technology has been very successful in the experimental demon-

stration ofQCAoperation, it appears very difficult to scale it down in order to increase
the operating temperature so that it can be applied to large-scale circuits.

12.5.2
Semiconductor-Based Implementation

There are two main semiconductor implementations of QCA technology that have
been attempted: one based on the Si/SiO2 material system, and the other on the
GaAs/AlGaAsmaterial system. As previously stated, silicon has the advantage of the
reduced permittivity of SiO2, which allows the operating temperature to be raised but
the fabrication of nanostructures in GaAs (defined by means of depletion gates) is
more developed and tested.
For the approach based on GaAs/AsGaAs, a high-mobility, two-dimensional

electron gas (2DEG) is formed at the heterointerface, and the quantum dots forming
a cell are obtained by means of electrostatic depletion performed with properly
shaped metal gates (Figure 12.22). In the experiments conducted to date, there is a
hint of QCA effect, but it has not been possible to obtain full cell operation due to the
too-small value of the capacitance coupling the upper with the lower dots across the
barrier created by the horizontal electrode.
As the 2DEG is a few tens of nanometers below the surface, it is not possible to

effectively define (at the 2DEG level) features that are significantly smaller; this also
implies that dots cannot be made very close to each other, which represents a
limitation on the maximum achievable interdot capacitance.
The advantage ofGaAs technology is that tunnel barriers betweendots can befinely

tuned (contrary to what happens with the silicon–silicon oxide material system; see
Section12.5.3) by adjusting thebias voltage applied to the split gatesdefining them. In
the cell represented in Figure 12.22, tunneling can occur between the top dots and
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between the bottom dots, but not between one of the top dots and one of the bottom
dots. This is not a problem, however, as the two configurations, with the electrons
alignedalongeitherdiagonal, canstillbeachieved,andthuscelloperation isunaltered.
A series of experiments has been performed on the prototypeGaAs cell, operating,

for example, the bottompart, while using one of the split gates in the top part as a non-
invasive charge detector [39, 40], to monitor the motion of electrons between the two
bottomdots. The outer quantumpoint contacts (QPC) in the bottompart are pinched
off, to guarantee that the total number of electrons remains constant. Therefore, as a
result of a variation of the voltage applied to the plunger gate of the dot at the bottom
left (the shorter gate in themiddle of the dot region), it is possible to observemotionof
an electron from one dot to the other: as the plunger gate becomesmore negative, an
electron is moved from left to right. It has been observed [39] that the motion of an
electron between the two bottom dots causes a shift of the Coulomb blockade peaks
relative to one of the upper dots by about 20% of the separation between two
consecutive peaks: this coupling is estimated to be sufficient to determine a reverse
motion of an electron between the upper dots (i.e. the basic QCA effect).
Thegate layoutusedfor thisexperimentcanalsobeappliedtotheimplementationof

abinarywire,butnot forgeneral logiccircuits,because lateralbranchingisnotpossible
due to the presence of the leads reaching each gate. It should also be pointed out that,
even for the implementation of a simple binary wire, a careful balancing procedure
wouldbeneeded,becauseeven thefinite lengthof thewiremaybesufficient tocreatea
fatal unbalance for all the cells, except for the one in the middle [23].
The other semiconductor implementation that has been attempted is based on

silicon dots embedded in silicon oxide. Asmentioned above, thismaterial systemhas

Figure 12.22 Scanning electron microscope image of the gate
layout used for the investigation of the feasibility of a QCA cell in
the GaAs/AlGaAs material system.
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the advantage of the lower permittivity of silicon oxide with respect to gallium
arsenide. However, although smaller feature sizes are achievable, control of the
tunnel barriers is quite difficult as they are obtained by lithographically defining a
narrower silicon region between two adjacent dots [31]. A prototype silicon QCA cell
was fabricated at the University of T€ubingen starting from a SOI (Silicon-On-
Insulator) substrate, defining the structure by means of electron-beam lithography
and reactive ion etching. The lithographically defined features are then further
shrunk bymeans of successive oxidations [41]. It can be seen in Figure 12.23 that the
tunneling junctions (between the two upper and the two lower dots) have been
obtained by creating a narrower region, with a cross-section small enough that it does
not allow propagation of electrons at the Fermi energy.
Such tunnel junctions are not easily controllable and, depending on the value of the

Fermi energy and on the distribution of charged impurities, they may contain
multiple barriers. However, it has been shown [17, 42] that, by properly tuning the
back-gate voltage and the bias voltages applied to the gates, it is possible to achieve a
condition in which both junctions contain a single barrier. Clear control of dot
occupancy bymeans of the external gates has been demonstrated, by monitoring the
conductance of the upper and lower double-dot systems. Aclear demonstration of the
QCA effect has not yet been possible due to the limited capacitive coupling between
the upper and the lower double dots. However, simulations have shown [17] that a
modified layout, with reduced spacing between the upper and the lower parts, should
allow the observation of cell operation at a temperature of 0.3 K (probably up to 1K),
which is definitely higher than that required for metal dots and for GaAs. Unfortu-
nately, also in this case, the basic layout used for the experiments should be
significantly modified to make it suitable for complex circuits.

12.5.3
Molecular QCA

Another possible approach to the implementation of QCA circuits, as pioneered by
Lent [4], is based on singlemolecules: this would satisfy the ultimateminiaturization
requirement (a single molecule for a single computational function) and possibly

Figure 12.23 Scanning electronmicroscope image of a prototype
QCA cell fabricated with the silicon/silicon oxide material system.
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reduce the precision constraints, exploiting the fact that molecules are identical by
construction. Furthermore, approaches to fabrication based on self-assembly could
be envisioned, which would significantly decrease fabrication costs.
The molecular QCA concept relies on molecules containing four (or possibly two)

sites where excess electrons can be located and which are separated by potential
barriers. It has been demonstrated that potential barriers do exist at the molecular
level and that they do lead to bistability effects [7]: a simple example is represented by a
methylene group (–CH2–) placed between two phenyl rings.
For the implementation of a complete cell, several candidate molecular structures

have been proposed, such as metallorganic mixed-valence compounds containing
four ruthenium atoms that represent the four dots. However, investigations are
continuing to determine whether sufficient coupling is achievable between cells,
because the screening action of the electronic clouds of the ligand atoms may
determine too large a suppression of the electrostatic interaction. Furthermore, the
problem of attaching the molecules to a substrate, in order to create properly
structured arrays, is still only partially solved. In particular, the presence of im-
perfections or unavoidable stray charges at the surface of the substrate may create
asymmetries preventing correct QCA operation, notwithstanding the identity of all
molecules.
A simple molecule that has been proposed by the Notre Dame group as a model

system for half of a cell is the so-calledAvirammolecule [43], inwhich the twodots are
represented by allyl groups at the ends of an alkane chain. Quantum chemistry
calculations have shown that some bistability effects can be obtained, as well as
sufficient electrostatic interaction between neighboring molecules, although, due to
the reactivity of the allyl groups and to the difficulty to attach this molecule to a
substrate, it does not seem a likely candidate for experiments.
Whilst overall themolecular approach seems themost appropriate solution for the

implementation of the QCA concept in the long term, many problems – some of
which are fundamental in nature – remain unsolved, such as finding a reliable way to
assemble molecular arrays, managing the effect of stray charges, and determining
whether the interplay of molecular sizes and screening effects will allow reasonably
high operating temperatures.

12.5.4
Nanomagnetic QCA

To date, implementations of the QCA concept have been considered that rely on an
electrostatic interaction between dots within a cell and between neighboring cells. It
is also possible, as mentioned in the introduction, to exploit other forms of interac-
tion,whichmay be less susceptible to the effects of temperature andof imperfections.
One such alternative solution is represented by nanomagnetic QCA circuits. The
concept is rather simple: an array of elongated single-domain dots obtained from
properly chosenmagneticmaterial will relax into an antiferromagnetic ordering, and
it will be possible to drive the evolution of the systemwith an external clock consisting
in an oscillating magnetic field that also supplies the energy needed for power gain
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along the circuit. The first experimental investigation into the possibility of propa-
gating the magnetic polarization along a chain of nanomagnets was performed by
Cowburn and Welland [44], who managed to show the operation of a chain of
magnetic nanodots.
The specific nanomagnetic approach to QCA circuits has been investigated

mainly by Csaba and Porod, who have determined that an energy difference
between the ground state and the first excited state of 150 kT at room temperature
can be achieved with elongated nanomagnets that are manufacturable with existing
technologies. However, there is also a relatively high barrier (100 kT) between the
two states, and therefore at room temperature the system would be stable in both
configurations. Thus, a pure ground-state relaxation scheme is not applicable, and
resort must be made to the above-mentioned oscillating clock field. Such a field is
used to turn the magnetic moments of all nanomagnets into a neutral state, from
which they can relax into the ground state (as long as they remain in the instanta-
neous ground state).
A chain with an even number of cells (including the driver cell) will act as an

inverter, as antiferromagnetic ordering is present. Thus, implementation of theNOT
gate is straightforward; the majority voting gate can be implemented [17] in a way
similar to that for electrostatically coupled QCA systems, with three binary wires
converging on a single cell, from which another binary wire representing the output
departs. Therefore, a generic combinatorial network can be realized in a way quite
similar to what has been seen for other QCA technologies.
Simulators for nanomagnetic QCA circuits have been developed by Csaba and

Porod [45], inwhich the completemicromagnetic equations are solvednumerically. It
has also been noticed that, for dot sizes below 100 nm, a significant simplification can
be used – the single-domain approximation – in which the magnetization condition
of the dots can be represented bymeans of single vectors instead of vectorfields. Such
an approximation is valid because magnetic dots below a size of 100 nm operate as
single domains. The equations governing the evolution of single domains can be
written as a system of ordinary differential equations andmay then be recast into the
form of a standard SPICE model. This allows efficient and easy simulation of
relatively complex architectures of nanomagnetic QCAs, and has made it possible
to show that logic signal restoration and power gain can be achieved, at the expense of
the external oscillating magnetic field.

12.5.5
Split-Current QCA

An alternative approach to QCA implementation has been proposed by Walus
et al. [46], who suggested a QCA cell in which tunneling of electrons between the
dots does not take place; rather, the interaction is between tunneling currents that
flow vertically through a double resonant tunneling diode structure. The cross-
section of the cell proposed by Walus et al. is shown in Figure 12.24: the lower
quantum well region of the double-resonant tunneling structure is partitioned into
four dots in the horizontal plane.
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Thecurrentflowsmainly through these fourdots, and theactual valueof thecurrent
through each dot is strongly dependent on the position of the alignment of the energy
levels in theupperand lowerGaAswells.Startingfromasituationwhere theupperand
lower levelsarealigned, theflowofcurrentwill createachargedensity that, in turn,will
perturb thepositionof the resonant levels in thenearbydots: the larger thecurrent, the
greater the induced level shift. Therefore, for an isolated cell, the rest conditionwill be
with currentflowingmainly through either pair of antipodal dots (i.e. the dots that are
furthest from each other), so that the resonant level shift is minimized. If another,
driver, cell is placed next to it, with a well-defined polarization, the same polarization
statewillbeobtained,asaresultofCoulombinteractionbetweendots.Thus,operation
similar to that of previously discussed electrostatically coupled cells will be achieved.
TheauthorsofRef. [46] suggest that clocking is alsopossible, by controlling thevoltage
applied in the vertical direction across the resonant tunneling structures.
Although interesting in principle, this approach forfeits one of the main advan-

tages of theQCA architecture, namely the potentially extremely low power consump-
tion, since non-zero currents flowing in the vertical direction through the resonant
tunneling diodes are always present, except for the �null� phase of the clock.

12.6
Outlook

TheQCA concept has been the subject of significant research activity throughout the
past decade, leading to results of general interest in the field of nanoelectronics. The
practical implementation of QCA circuits is, however, still elusive, because of a few
major problems connected with the weakness of the proposed cell-to-cell interaction
mechanisms and with the extreme sensitivity to fabrication tolerances. Novel
concepts are being explored, in particular aimed at the ultimate miniaturization,
with cells consisting of single molecules, or aimed at an increase of inter-cell
interaction, with cells made up of single-domain nanomagnets.

Figure 12.24 Cross-section of the split-current QCA cell, based on
four parallel double-resonant tunneling structures.
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It is possible that these will lead to applications in niche markets in which
extremely low power consumption is essential and high data processing speed is
not a requirement. On the basis of the limited achievable switching speed and of the
functional density not expected (if realistically evaluated) to bemuch higher than that
achievable with CMOS technology, it is unlikely that QCA circuits will find applica-
tion in large-scale integration. The QCA concept, however, can be at the basis of
applications that go beyond its original purpose, for example in the field ofmetrology,
where some of its weaknesses, such as the extreme sensitivity to external charges,
may become important assets.
Overall, in the – so far unsuccessful – quest for a technology capable of succeeding

CMOS, QCA have represented a very interesting diversion. Although such an
approach may be too bold in relation to existing and near-future technological
capabilities, it has contributed a wealth of novel understanding about the ultimate
limitations of computation at the nanoscale.
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13
Quantum Computation: Principles and Solid-State Concepts
Martin Weides and Edward Goldobin

. . . how can we simulate the quantummechanics? . . .Can you do it
with a new kind of computer - a quantum computer? It is not a
Turing machine, but a machine of a different kind. R. P. Feynman, 1982 [1]

13.1
Introduction to Quantum Computing

For half a century the conventional electronic information processing based on
Boolean logic andusing a vonNeumann-type architecture has been very successful in
solving many numerical problems, and its computational power is still increasing.
The termNeumann-type architecture describes a device, which implements a so-called
Turingmachine by a specifying sequential architectures of information processing. In
short, a Turing machine contains a program (software), a finite state control, a tape
(memory) and a read-write tape-head [2]. It can be proven that conventional
computers are equivalent to a Turing machine.
However, there are – and will continue to be – some restrictions for conventional

computation, as will be seen below. Most of today�s electronics is based on devices
with digital logics, apart from the very specialized analog computers, which can solve
for example differential equations up to a certain size. Both the feature size and
energy consumption per logic step of conventional computers have been much
reduced in the recent decades, andwill continue to do so for somemore years [3]. The
total energy dissipation per unit area is still increasing due to increasing packaging
density. Apower density of�100Wcm�2 can be regarded as a reasonable limit, given
by the thermal conductivity ofmaterials and the geometry for setting up temperature
gradients. Note that a common kitchen heating plate at full power has as a tenth of
this power density. This limit will be reached in a few decades.
If one day the energy dissipation per a single logic step is equal to kBT ln 2, where

kB¼ 1.38� 10�23 J K�1 is the Boltzmann constant and T the theoretical limiting
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value of temperature, the device has to use a so-called reversible logic (see Section
13.2). The implementation of reversible computing demands a precise control of the
physical dynamics of the computationmachine to prevent a partial dissipation of the
input information (i.e. energy) into the form of heat. One type of reversible computer
is the quantum computer which, by definition, relies on the time-reversible quantum
mechanics.
A quantum computer is a device for information processing that is based on

distinctively quantum mechanical phenomena, such as quantization of physical
quantities, superposition and entanglement of states, to perform operations on data.
The amount of data in a quantum computer is measured in quantum bits or qubits,
whereas a conventional digital computer uses binary digits, in short: bits. The
quantum computation relies on the quantum information carriers, which are single
quantities, whereas the conventional computer uses a huge number of information
carriers. In addition, the quantum devices may be much more powerful than the
conventional devices, as a different class of (quantum) algorithm exploiting quantum
parallelism can be implemented. Some specific problems cannot be solved efficiently
on classical computers because the computation time would be astronomically large.
However, they could be solved in reasonable time by quantum computers. This
emerging technology attracts much attention and effort, both from the scientific
community and industry, although the possibility of building such a device with a
large number (�10) of qubits is still not answered.
For a more detailed introduction to classical and quantum computation, the

interested reader is referred to a great selection of excellent textbooks such as, for
example, Feynman Lectures on Computation [2] and others [4, 5].

13.1.1
The Power of Quantum Computers

In recent years there has been a growing interest in quantum computation, as some
problems, which are practically intractable with classical algorithms based on digital
logic, can be solvedmuch faster bymassive parallelismprovided by the superposition
principle of quantum mechanics.
In theoretical computer science, all problems can be divided into several classes of

complexity, which represents the number of steps of the most efficient algorithm
needed to solve the problem. The classP consists of all problems that can be solved on
a Turingmachine in a time which is a polynomial function of the input size. The class
BPP (Bound-error, Probabilistic, Polynomial time) is solvable by a probabilistic Turing
machine inpolynomial time,with a given small (but non-zero) error probability for all
instances. It contains all problems that could be solved by a conventional computer
within a certain probability. It comprises all problems of P. The classNP consists of
all problems whose solutions can be verified in polynomial time, or equivalently,
whose solution can be found in polynomial time on a non-deterministic machine.
Interestingly, no proof for P 6¼NP – that is, whetherNP is the same set as P – has yet
been found. Thus, the possibility that P¼NP remains, although this is not believed
by many computer scientists.
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The class of problems that can be efficiently solved by quantum computers, called
BQP (bounded error, quantum, polynomial time), is a strict superset of BPP (see
Figure 13.1). For details on complexity classes, see Nielsen and Chuang [4].
Themost important problems from the BQP class that cannot be solved efficiently

by conventional computation (i.e. they do not belong to P or BPP class) but by
quantum computation, are summarized below.

13.1.1.1 Sorting and Searching of Databases (Grover�s Algorithm)
Quantum computers should be able to search unsorted databases of N elements in
� ffiffiffiffi

N
p

queries, as shown by Grover [6], rather than the linear classical search
algorithm which takes �N steps of a conventional machine (see Figure 13.2). This
speedup is considerable when N is getting large.

13.1.1.2 Factorizing of Large Numbers (Shor�s Algorithm)
A quantum algorithm for the factorization of large numbers was proposed by
Shor [7], who showed that quantum computers could factor large numbers into
their prime factors in a polynomial number of steps, compared to an exponential

Figure 13.1 Diagram of complexity classes. A quantum computer
can solve BQP (Bounded error, Quantum, Polynomial time)
problems, whereas digital logic can just solve problems from the
P (polynomial) class efficiently.

Figure 13.2 (In red): Factorization of a N digit number. (In blue):
searching an unsorted database of N elements. Time requested
for classical (dashed line) versus quantum (continuous line)
algorithm. Note the logarithmic scale of the ordinate.
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number of steps on classical computers (see Figure 13.2). The difficulty of prime
factorization is a cornerstone of modern public key cryptographic protocols. The
successful implementation of Shor�s algorithm may lead to a revolution in
cryptography.

13.1.1.3 Cryptography and Quantum Communication
Contrary to the classical bit, an arbitrary quantum state cannot be copied (no-cloning
theorem; see Section 13.3.4) andmay be used for secure communication bymeans of
quantum key distribution or quantum teleportation. By sharing an entangled pair
of qubits (so-called EPS-pair after a famous paper from Einstein, Podolski and
Rosen [8]), signals can be transmitted that cannot be eavesdropped upon without
leaving a trace; that is, performing a measurement and thereby destroying the
entangled state.
All of these three important challenges for quantum computations have been

implemented on NMR qubits or photons; that is, their feasibility has been proven
using a small set of qubits.

13.2
Types of Computation

Here, information theory and logic will be briefly reviewed.

13.2.1
Mathematical Definition of Information

From statistical thermodynamics it is known that the entropy S of a system is defined
as

S ¼ kBlnW

where W is the number of possible configurations or microscopic states. If an ideal
gas is considered in a given volume and compressed under isothermal (T¼const.)
conditions, themean translational kinetic energy of the gas is not changed.However,
its entropy is reduced, because fewer possible positions are available for the gas atoms
in the new volume. Conservation of the total energy leads to a dissipation of thermal
energy

DW ¼ TDS

to the outside thermal reservoir.
In information theory the situation is similar, the aim being to measure informa-

tion [9]. The numberW of possible configurations of a binary codewithm elements is

W ¼ 2m:

A stored bit can be in one of two states. If these states have the same probability (i.e.
W¼ 2), the minimum entropy associated with this bit is
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S ¼ kBlnW ¼ kBln2:

In case that the number of bits m is reduced during the computation process, for
example by logic gates with less output than input bits, the energy dissipation per lost
bit is given by

DW ¼ TDS ¼ kBT ln2:

This is the so-called Landauer principle [10], which states that erasure is not
thermodynamically reversible. Any loss of information inherently leads to a (mini-
mum) energy dissipation of this amount per reduced bit in the case of an isothermal
operation, as the entropy of the systems changes. In contrast, to prevent the thermal
energy destroying the stored information, the minimum power for storage of
information is kBT ln 2. The energy consumption in computation is closely linked to
the reversibility of the computation.

13.2.2
Irreversible Computation

In all switching elements with more input than output bits, a loss of information
occurs upon the information processing. For example, the Boolean function AND is
defined as

ð0; 0Þ! 0; ð0; 1Þ! 0; ð1; 0Þ! 0; ð1; 1Þ! 1 :

The 0 output of this conventional two-valued gate can be caused by three possible
input signal configurations. This type of computing is called irreversible.

13.2.3
Reversible Computation

Reversible computation needs to be based on switching elements which do not lose
information. An example is the NOT gate, which is a single bit in- and output

ð0Þ! ð1Þ; ð1Þ! ð0Þ
or the controlled NOT (CNOT) gate, which makes the XOR operation reversible
(x, y) ! (x, x XOR y):

ð0; 0Þ! ð0; 0Þ; ð0; 1Þ! ð0; 1Þ; ð1; 0Þ! ð1; 1Þ; ð1; 1Þ! ð1; 0Þ :
The input can always be deduced from the output.
Now, this should be considered from the physical point of view. The classical two-

state system is prepared and stored in the two stable states 0 or 1, respectively. It can
be characterized by a particle placed in a double-well potential (see Figure 13.3a). To
start the controlled reversible switching of a bit, somedefinite energymust be fed into
the system to overcome the energy barrier separating the two minima of the double
well potential. The energy is then available to perform a switching in an adjacent
minimumof the potential, and remains available for subsequent switching processes
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or to switch the system back into its original state. Thus, both forward- and backward-
switching processes have the same probabilities and the net speed of the computa-
tional process is zero. The flow of information must be determined by the gates and
an adequate feedback prevention must be built into the logic gates.

13.2.4
Information Carriers

In classical information-processing systems the information transfer is based on the
flow of particles, that is, electronic charges. A huge number of information carriers is
involved for fault-tolerant operations. The information processing itself can be done
by either reversible or irreversible logic gates.
Apure reversible information transfer could be implemented bymeans of discrete

stationary states of a microscopic system which interacts by fields to move the
information and to set the logic states. For example, the QuantumCellular Automata
(QCA) (see Chapter 12) are based on elementary cells with two stable states (0 or 1),
which can be toggled by fields emerging from neighboring cells. There is no flow of
charges or particles, as single atomistic entities (electrons, electron spin, small
molecules) solely change their position in a potential well. In principle, an ideal QCA
circuit would operate in the thermodynamic limit of information processing and at
the same time is still calculating with conventional Boolean logic.

13.3
Quantum Mechanics and Qubits

In quantum computation the information is represented by the quantum properties
of particles, so-called qubits, and its operations are devised and built by quantum
mechanisms. The information content of a single qubit is obtained by a measure-
ment process. An ideal quantummechanicalmeasurement of a single qubit can only
measure one degree of freedom, and returns either 0 or 1. The information encoded

Figure 13.3 Representation of information in (a) a classical
computer by a bit with two states (0, 1) and (b) a quantum
computer by a quantum-mechanical two-level systems. |0i, |1i
denote the two quantum states.
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in a quantum mechanical system is described by a vector in the Hilbert space. The
components of the Hilbert space vector denote probability amplitudes related to
the outcome of certain measurements. Physical pure states are unit-norm vectors in
the Hilbert space. Any observable of a system – that is, any quantity which can be
measured in a physical experiment – should be associated with a self-adjoint linear
operator. The measurable values are the eigenvalues of this operator and their
probability is related to the projection of the physical state on the respective subspace.
To keep the norm of the physical state fixed the operator should be unitary; that is, all
eigenvalues of the operator matrix are complex numbers having absolute value 1.
Shortly, the aim of this subchapter is to summarize the important features of

quantum mechanics. A good introduction can be found in various textbooks, for
example in Ref. [11].

. Quantization of states: The observable quantities do not vary continuously but
come in discrete quanta. In real systems they can be represented by electric charge,
spin, magnetic flux, phase of electromagnetic wave, chemical structure, and so on.

. Superposition of states: The linear combination of two ormore eigenstates results in
a quantum superposition. If the quantity is measured, the state will randomly
collapse onto one of the values in the superposition with a probability proportional
to the square of the amplitude of that eigenstate in the linear combination. This
superposition of states makes quantum computation qualitatively more powerful
than classical one, because if we have a|0i þ b|1i we simultaneously make
computations with |0i and |1i, roughly speaking.

. Entanglement of states: Two spatially separated and non-interacting quantum
systems (qubits) that have been interacting may have some locally inaccessible
information in common.An entangled state cannot bewritten as a direct product of
two states from two subsystem Hilbert spaces. The entanglement of states makes
quantum cryptography possible.

13.3.1
Bit versus Qubit

In a classical computer the information is encoded in a sequence of bits, having two
distinguishable and stable states, for example, as a particle placed in a double-well
potential, which are conventionally read as either a 0 or a 1 (Figure 13.3a). Apart from
some similaritieswith a classical bit the qubit is overall very different. As in case of the
bit, two distinguishable states – that is, different eigenstates of an operator – are
needed.For example, a spin 1

2particlehas twopossible states ("or#), or aphotoncanbe
polarizedeitherverticallyorhorizontally.Thestateofaqubitmaybeexpressedbybasis
states (or vectors) of the Hilbert space. The Dirac, or the so-called bra-ket, notation is
used to represent them. This means that the two logical basis states, so-called
eigenstates, are conventionallywritten as |0i and |1i (pronounced: �ket 0� and �ket 1�).
Unlikethebit (beingeither0or1) thequbit isnotnecessarily in the |0ior |1i state,but

it can be rather in a superposition of both states. A particle representing a qubit is
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described by a quantum-mechanical wave function and can tunnel under the barrier
which separates twowells (i.e. the two states). As a consequence, a quantum system in
a double-well potential has the two lowest energy states j0i ¼ 1ffiffiffi

2
p ðj"iþ j#iÞ and

j1i ¼ 1ffiffiffi
2

p ðj"i� j#iÞ. Here " and # are two classical states, like the states 0 and 1 in
the double-well potential (Figure 13.3a). In the ground state |0i the wave function is
symmetric, whereas for the first excited state |1i it is antisymmetric, Figure 13.3b). A
systemprepared ina superpositionstate exhibits coherentoscillationsbetween the two
wells, and themeasuring probability forfinding the particle in eachwell oscillateswith
frequency w ¼ D �h� 1, where D is the splitting of the lowest energy level (see
Figure 13.3b).

13.3.2
Qubit States

A pure qubit state is a linear superposition of both eigenstates. This means that the
qubit can be represented as a linear combination of |0i and |1i:

jyi ¼ aj0iþ bj1i; ð13:1Þ
where a and b are probability amplitudes and can, in general, be complex.
Whenmeasuring this qubit in the standard eigen-basis, the probability of outcome

|0i is |a|2 and of |1i is |b|2. Because the absolute squares of the amplitudes are equal to
probabilities, a and b must be constrained by the equation |a|2 þ |b|2¼ 1. The
Eq. (13.1) could be rewritten as

jyi ¼ jyðj; qÞi ¼ e�ij=2cos
q
2
j0iþ eij=2sin

q
2
j1i:

Figure 13.4 The qubit |yi¼a|0i þ b|1i is represented as point
(q,j) on a unit sphere, the so-called Bloch sphere. q and j are
defined by a¼ e�ij/2cos(q/2) and b¼ eijsin(q/2). |yi is
represented by the unit vector [cos(j)sin(q),sin(j)sin(q), cos(q)],
called the Bloch vector.
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The common phase factor resulting from the complex nature of a and b was
neglected. The state of a single qubit can be represented geometrically by a point on
the surface of the Bloch sphere (see Figure 13.4). A single qubit has two degrees of
freedomj, q. A classical bit can only be represented by twodiscrete values 0 or 1.Note
that the two complex numbers a, b in Eq. 13.1 in fact correspond to four numbers:
Re(a), Im(a), Re(b), Im(b). However, these numbers are not independent; they are
linked by the unity norm and the physical irrelevant common phase factor can be
neglected. Any two-level quantum physical system can be used as a qubit; for
example, the electron charge, polarization of photons, the spin of electrons or atoms
and the charge, flux or phase of Josephson junctions could be used for implementa-
tion of qubits.

13.3.3
Entanglement

The entanglement of qubits is a subtle non-local correlation that has no
classical analog. It allows a set of qubits to express a higher correlation than is
possible in classical systems. As an example, consider the two entangled qubits A
and B

jFi ¼ jfiAjyiB ¼ jfAyBi ¼ jfyi ¼ 1ffiffiffi
2

p ðj00iþ j11iÞ:

The first system is in state |fiA and the second in state |yiB. Both systems
have the two basis vectors |0i and |1i. When measuring state |Fi the outcomes
|00i and |11i have equal probabilities. It is impossible to attribute to either
system A or system B a definite pure state as their states are superposed with
one another. It is seen that if a 0 state is measured in A, then there will be an
obligatory 0 state when measuring B. So A and B are not independent, they are
entangled.
Entanglement allowsmultiple states to be acted on simultaneously, unlike classical

bits that can only have one value at a time.
A number of entangled qubits taken together is a qubit register, with basis states of

the form |x1x2. . .xni. An n-qubit register has a 2n dimensional space, being much
larger than a classical n-bit register.
Entanglement of states in quantum computing has been referred to as quantum

parallelism, as the state can be in a quantum superposition ofmany different classical
computational paths which can all proceed concurrently.

13.3.4
Physical State

The quantum Hamiltonian operator Ĥ generates the time evolution of quantum
states and applied to the state vector yields the observable corresponding to the total
energy of the system. The eigenvectors of Ĥ , denoted by |xi, provide an orthonormal
basis for the Hilbert space of the system. The equation

13.3 Quantum Mechanics and Qubits j371



Ĥjxi ¼ Exjxi:
yields the spectrum of allowed energy levels of the system, given by the set of
eigenvalues Ex. Since Ĥ is a Hermitian operator, the energy is always a real number.
The time evolution |y(t)i of quantum states is given by the time-dependent

Schr€odinger equation:

Ĥ jyðtÞi ¼ i�h
q
qt
jyðtÞi:

If Ĥ is independent of time this equation canbe integrated to obtain the state at any
time:

jyðtÞi ¼ exp � iĤ t
�h

� �
jyð0Þi;

where |y(0)i is the state at some initial time (t¼ 0).

13.3.4.1 Measurement
Ameasurement of a quantum state inevitably alters the system, as it projects the state
onto the basis states of the measuring operator. Only if the state is already the
eigenstate of the measuring operator then the state does not change. Thus, the
superposition of states collapse into one or the other eigenstate of the operator, defined
by the probabilities amplitudes. The precise amplitudes (a and b of a single qubit) can
be found bymultiple recreation of the superposition and subsequent measurements.

13.3.4.2 No-Cloning Theorem
Unlike the classical bit, of which multiple copies can be made, it is not possible to
make a copy (clone) of an unknown quantum state [12, 13]. This so-called no-cloning
theorem has profound implications for error correction of quantum computing as
well as quantum cryptography. For example, such as it prevents the use of classical
error correction techniques on quantum states, no backup copy of a state to correct
subsequent errors could be made. However, error correction in quantum computa-
tion is still possible (see Section 13.5 for details). The no-cloning theoremprotects the
uncertainty principle in quantummechanics, as the availability of several copies of an
unknown system, on which each dynamical variable could be measured separately
with arbitrary precision would bypass the Heisenberg uncertainty principle DxDp,
DEDt� h/2.

13.4
Operation Scheme

Quantum bits must be coupled and controlled by gates in order to process the
information. At the same time, they must be completely decoupled from external
influences such as thermal noise. It is only during well-defined periods that the
control, write and readout operations take place to prevent an untimely readout.
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13.4.1
Quantum Algorithms: Initialization, Execution and Termination

The operation scheme of quantum computation is depicted in Figure 13.5. To start an
quantum algorithm the qubit register must be initialized in some specified well-
defined state, for example by a dissipative process to the ground state |00. . .0i.
Then, the computation is done by an appropriate sequence of applied unitary

operations Û¼ expð� iĤt=�hÞ with Hamiltonian Ĥ to the qubits. The actual mecha-
nism – that is, electromagnetic waves, voltages or magnetic fields of well-defined
energy/amplitude and time t – depends strongly on the type of qubit. In each step of
the algorithm, the qubit vector is modified by multiplying it by a unitary matrix. The
components of the matrix are determined by the physics of the device. The unitary
character of the matrix ensures that the matrix is invertible, making the computation
reversible.
For a given algorithm the operations will always be done in exactly the same order.

Since there is no way to read the qubit state before the final destructive readout
measurement, there are no conditional statements such as �IF. . . THEN. . .�. How-
ever, there are conditional gate operations such as the controlled NOT (CNOT) gate.
After termination of the algorithm the qubit vector must be read out by measure-

ment. Quantum mechanics ensure that the measurement will destroy the qubit

Figure 13.5 Operation scheme of quantum computation. After
the system is prepared as a quantum register, controlled unitary
operations Û on single or entangled qubits are performed by gate
operations in a controlled manner Û ¼ expð� iĤ t=�hÞ (Ĥ :
Hamiltonian, t: time). The readout is done by projection onto
basis states, yielding probability distributed Boolean values.

13.4 Operation Scheme j373



vector by projection onto the eigenstate of the corresponding observable, and only a
probability distributed n-bit vector is obtained.
Even when neglecting the decoherence sources during the unitary transforma-

tions, the experimental readout schemes can never be perfectly efficient. Thus, it
should be possible to repeat the measurement to enhance the probability of the
obtained results by a majority polled output.

13.4.2
Quantum Gates

Once a quantum register is initialized the qubits must be manipulated in order to
process the information by quantum gates, just as in case of the classical logic gates
for conventional digital information processing. Quantum logic gates are repre-
sented by unitary matrices, as they are reversible, unlike many classical logic gates.
However, some universal classical logic gates, such as the Toffoli gate, also provide
reversibility, and can be directly mapped onto quantum logic gates. Mostly quantum
gates operate on spaces of one or two qubits, thus written as matrices the quantum
gates can be described by 2� 2 or 4� 4 matrices with orthonormal rows.
Examples of a single qubit operation are the Hadamard gate, which puts the

initialized qubit in superposition state, represented by the Hadamard matrix

ĤHadamard ¼ 1ffiffiffi
2

p 1 1
1 � 1

� �
;

and the CNOT gate for two qubit operations, defined as

ĤCNOT ¼
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

2
664

3
775 ¼ 1 0

0 X

� �
;

with 1 the identity matrix and X the first Pauli matrix.
Both, in classical and quantum computation, all possible operations can be

reduced to a finite set of universal gates, which can be used to construct the specific
algorithm of the information processing. To achieve universality for classical
reversible gates, three-bit operations are needed, whereas in the quantum regime
only one- and two-qubit gate operations are sufficient. This underlines the versatile
character of quantum logic.

13.5
Quantum Decoherence and Error Correction

Decoherence is themechanismbywhich the information encoded in the superposed
and entangled qubits register degrades over time. For example, dephasing caused by
fluctuations of the energy level of two quantummechanical states gives an additional
phase proportional to the energy change of the superposition states. With increasing
number of qubits the computation power, as well as the probability for decoherence,
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will increase, and the need for decoherence control becomes predominant. This
could be done by the implementing of quantum error correcting gates. In general,
the sources of error can be: (i) non-ideal gate operations; (ii) interaction with
environment causing relaxation or decay of phase coherence; and (iii) deviations
of the quantum system from an idealized model system.
In classical computers every bit of information canbe re-adjusted after every logical

step by using non-linear devices to re-set the information bit to the 0 or 1 state.
Contrary in a quantum system, no copy can be made of a qubit state without
projecting it onto one of its eigenstates and thus destroying the superposition state.
Quantum information processing attractedmuch attention after Shor�s surprising

discovery that quantum information stored in a superposition state can be protected
against decoherence. The single qubit is encoded in multiple qubits, followed by a
measurement yielding the type of error, if any,whichhappened on the quantumstate.
With this information the original state is recovered by applying a proper unitary
transformation to the system. This stimulated much research on quantum error
correction, and led to the demonstration that arbitrarily complicated computations
could be performed, provided that the error per operation is reduced below a certain
error threshold.
By repeated runs of the quantum algorithm and measurement of the output, the

correct value can be determined to a high probability. In brief, quantum computa-
tions are probabilistic.

13.6
Qubit Requirements

Di Vincenzo [14] listed criteria that any implementation for quantum computers
should fulfill to be considered as useful:

. A scalable physical system with well-characterized qubits. A quantum computer
consisting of a few qubits is not sufficient for useful computation.

. The ability to initialize the state of all qubits to a simple basis state.

. Relative long decoherence times tdec, much longer than the gate-operating time.
To observe quantum-coherent oscillations the requirement tdecD� h must be
fulfilled, and the fidelity loss per single quantum gate operation should be below
some criteria.

. A universal set of quantum gates is needed to control the quantum system.

. A qubit-specific measurement capability to perform a readout and to transfer the
information to conventional computers.

13.7
Candidates for Qubits

Various quantum mechanical two-level systems have been examined as potential
candidates for qubits. In this overview, the aim is to concentrate on the first system
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where the feasibility of quantum computation was demonstrated, and highlight
some potential solid-state systems. The solid-state technology is easily scalable and
can be integrated into conventional electric circuits. At the time ofwriting [15] there is
no notable clear favorite for quantum computing, because on one hand the known
systems must be improved, while on the other hand new promising candidates for
quantum computing hardware are continuously appearing.

13.7.1
Nuclear Magnetic Resonance (NMR)-Based Qubits

Atomic nuclei are relatively isolated from the environment and thus well protected
against decoherence. Their spins can be manipulated by properly chosen radio
frequency irradiation. Elementary quantum logic operationshave been carried out on
the spin 1

2 nuclei as qubits by using nuclear magnetic resonance (NMR) spectro-
scopy [16]. This system is restricted by the low polarization and the limited numbers
of resolvable qubits. The nuclei (see Figure 13.6) were inmolecules in a solution, and
a magnetic field defined the two energy-separated states of the nuclei. These
macroscopic samples with many nuclear qubits provide massive redundancy, as
eachmolecule serves as a single quantum computer. The qubits interact through the
electronic wave function of the molecule. Quantum calculations with up to seven
qubits have been demonstrated. For example, the Shor algorithm was implemented
to factorize the number 15 [17].

13.7.2
Advantages of Solid-State-Based Qubits

Large number of qubits could be assembled using existing solid-state technology.
The main drawback is that the accuracy of the devices is not as high as established
NMR-based qubits described above. Solid-state quantum computers encounter a
new set of problems, as the spatial inhomogeneity during processing causes
differences between nominally identical devices. Digital logic tolerates imperfection
by restoring a signal to its intended value, whereas quantum computing forsakes this

Figure 13.6 Onemolecule acts as seven-qubit system. The nuclei
of five fluorine and two carbon atoms in the molecule form seven
nuclear spin qubits (light gray), which are programmed by
radiofrequency pulses and can be detected by nuclear magnetic
resonance (NMR) spectroscopy [16].
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methodology. Until now the imprecision of conventional solid-state devices prevents
the storage of more than a few bits in a single device. A solid-state quantum
computing device should be cooled down to a few mK to prevent thermal noise,
caused for example, by phonons and destroying the coherent superposition of states.
The computations are performed by microwave pulses, that decrease the barrier

separating the two states and brings the system into quantum realm. Subsequent
pulses manipulate the Hamiltonian, viz. the probability weighting of the state vector
to perform useful operations.
The spread between qubit parameters could be compensated by individually

chosen biases, managed by a conventional computer. However, leaving the reduced
coherence time due to additional noise aside, this would complicate the layout of a
quantum computer, as at least one additional wire per qubit is needed.
Fortunately, it transpires that quantum error correction can even take care of error

caused by defective implementation of a quantum gate, in case that the error is not
larger than 10�4 per operation [18].

13.7.3
Kane Quantum Computer

In 1998, Kane [19] suggested imbedding a large number of nuclear spin qubits,made
up by isotopically pure 31P (nuclear spin 1/2) donor atoms, at a moderate depth in a
28Si (nuclear spin 0) crystal to build a quantum computer (see Figure 13.7). When
placed in a magnetic field, two distinguishable states for the spin 1/2 nuclei of the P
atoms appear. By a controllable overlap of the wave functions of electrons bound to
this atom in the deliberately doped semiconductor, some interaction may take place
between adjacent nuclear qubits. Voltages applied to electrodes (gate A) placed above
the phosphorus atoms can modify the strength of the electron–nuclear coupling.
Individual qubits are addressed by the A-gates to shift their energies in and out of
resonance with an external radiofrequency. The strength of the qubit–qubit coupling
by overlapping wavefunctions is controlled by electrodes placedmidway between the
P atoms (gate B). The operation principle is similar to the NMR-based qubits in a
macroscopic molecule solution, except that the nuclei are addressed by potentials
rather than by the radiofrequency pulses.

Figure 13.7 The Kane quantum computer: 31P in a 28Simatrix are
controlled by gate electrodes (A, B) placed above them [19].

13.7 Candidates for Qubits j377



13.7.4
Quantum Dot

Beside the nucleus, the spin and charge of electrons may also be used to construct a
double degenerate system.The electron spin-based qubits have the advantage that the
Hilbert space consists of only two spin states, which strongly suppresses the leakage
of quantum information into other states. In addition, the spin is less coupled to the
environment than the charge, which results in longer decoherence times.
Quantum dots of 5 to 50 nm are thin, semiconductingmultilayers on the substrate

surface, where confined electrons with discrete energy spectra appear. By using
Group III–Vcompound semiconductormaterials such asGaAs and InAs of different
lattice sizes, two-dimensional electron gas systemswith high electronmobility can be
constructed. To use these as qubits, their quantized electron number or spin is
utilized [20]. The switching of the quantum state can be achieved either by optical or
electrical means. In case of the spin-based quantum dot the electrons are localized in
electrostatically defined dots (see Figure 13.8). The coupling between the electron
spins is made via the exchange interaction, and the electron tunneling between the
dots is controlled by a gate-voltage (gate B in Figure 13.8).

13.7.5
Superconducting Qubits

Superconductivity is a macroscopic quantum mechanical state, in which electrons
with opposite spin and momenta form the so-called Cooper pairs and an energy gap
in the quasi-particle spectrum appears. The interaction between the electrons is
mediated by phonons. The superconducting qubits are based on Josephson junctions –
that is, two superconductors separated by a tunnel barrier. The supercurrent that

Figure 13.8 Scheme of spin-based quantum dots as a qubit
system. The coupling of spins of localized electrons is formed by
exchange interaction due to gate-voltage-controlled tunneling.
Two electrons are localized in the regions defined by the gates.
Single spin operations are performed by localmagnetic fields [20].
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crosses theweak link is the Josephson supercurrent. For details on superconductivity
and the Josephson effect, see Refs. [21, 22].
Until now, several possible systems differing by 2e have been described for

constructing a superconducting qubit. In the charge qubit a coherent state with a
well-defined charge of individual Cooper pairs is used, while the flux qubit employs
two degenerate magnetic flux states and the phase qubit is based on the phase
difference of superconducting wavefunctions in two electrodes for quantum com-
putation [23, 24].

13.7.5.1 Charge Qubits
The basis states of a charge qubit are two charge states. The qubit is formed by a tiny
�100-nm superconducting island – a Cooper pair box. Thus the charging electro-
static energy of a Cooper pair dominates in comparison with all other energies. An
external gate voltage controls the charge, and the operation can be performed by
controlling the applied gate voltages Vg and magnetic fields. A superconducting
reservoir, coupled by a Josephson junction to the Cooper pair box, supplies the
neutral reference charge level (see Figure 13.9). The state of the qubit is determined
by the number of Cooper pairs which have tunneled across the junction.
The readout is performed by a single-electron transistor attached to the island
(not shown). By applying a voltage to this transistor, the dissipative current through
the probe destroys the coherence of charge states and its charge can be measured
[25].

13.7.5.2 Flux Qubits
A flux qubit is formed by a superconducting loop (1mm size) interrupted by several
Josephson junctions with well-chosen parameters (c.f. Figure 13.10) [26]. To obtain a
double-well potential, as in Figure 13.10, either an externalfluxF0/2 or ap junction is
needed. By including a p junction [27–29] in the loop the persistent current,

Figure 13.9 The charge qubit is formed by a Cooper pair box
(CPB), separated from the superconducting reservoir (top) by a
Josephson tunnel junction [25]. The basis states |0i and |1i differ
by the number of excess Cooper pairs n on the CPB.
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generating themagneticflux,may spontaneously appear andflow continuously, even
in absence of an applied magnetic field [30]. The basis states of the qubit are defined
by the direction of the circulating current (clockwise or counter-clockwise). The
currents screen the intrinsic phase shift of p of the loop, such that the total flux
through the loop is equal to �F0/2, i.e. half a magnetic flux quanta. The two energy
levels corresponding to the two directions of circulating supercurrent are degenerate.
If the system is in the quantum mechanical regime (low temperature to suppress
thermal contributions) and the coupling between the two states (clockwise/counter-
clockwise current flow) is strong enough (viz. the barriers are low), the system can be
in the superposition of clockwise and counter clockwise states. This quiet qubit [31], is
expected to be robust to the decoherence by the environment because it is self-biased
by a p Josephson junction. Note that this flux-qubit device with a p junction is an
optimization of the earlier scheme, where the phase shift of p was generated by an
individual outer magnetic field of �F0/2 for each qubit [26].
The readout could by made by an additional superconducting loop with one

or two Josephson junctions (i.e. SQUID loop) that is inductively coupled to the
qubit.
To process the input and output of flux qubits an interface hardware based on the

rapid single flux quantum (RSFQ) circuits could be used. These well-developed
superconducting digital logics work by manipulating and transmitting a single flux
quanta. In fact, this logic overcomesmany problems of conventional CMOS-logics as
it has a very low power consumption, an operating frequency of several hundred
GHz, and is compatible with the flux qubit technology [32].

13.7.5.3 Fractional Flux Qubits
One variation of a flux p qubit is a fractional flux qubit. At the boundary between a 0
and a p coupled Josephson junction (i.e. a 0–p JJ) a spontaneous vortex of supercurrent

Figure 13.10 The basis states |0i and |1i of the flux qubit are
determined by the direction of a persistent current circulating in
three-junctions qubit [26]. The basis states |0i and |1i differ by the
direction of the current in the superconducting loop. The p-
Josephson junction (JJ) self-biases the qubit to the working point
and, thus, substitutes an external magnetic flux.
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may appear under certain circumstances. Depending on the length L of the junction,
the supercurrent carries a half-integer flux quantum F0/2 (called semifluxon) or
fractions of it. Figure 13.11 depicts the cross-section of a symmetric 0–p long JJ.
Classically, the semifluxonhas a degenerate ground state of either positive or negative
polarity, that corresponds to clockwise and counter-clockwise circulation of super-
current around the 0–p boundary. Themagnetic flux localized at the 0–p boundary is
F0/2 and represents two degenerate classical states [33].
0–p Josephson junctions with a spontaneous flux in the ground state are realized

with various technologies. The presence of spontaneous flux has been demonstrated
experimentally in d-wave superconductor-based ramp zigzag junctions [34], in long
Josephson 0–p junctions fabricated using the conventional Nb/Al-Al2O3/Nb tech-
nology with a pair of current injectors [35], in the so-called tricrystal grain-boundary
long junctions [36–38] or in SIFS Josephson junctions [39] with a step-like ferromag-
netic barrier. In the latter systems the Josephson phase is set to 0 or p by choosing a
proper F-layer thicknesses dF. The advantages of this system are that it can be
prepared in amultilayer geometry (allowing topologicalflexibility) and it can be easily
combined with the well-developed Nb/Al-Al2O3/Nb technology.
A single semifluxon ground state is double degenerate with basis flux states |"i, |#i.

It transpires that the energy barrier scales proportionally to the junction length L, and
the probability of tunneling between |"i and |#i decreases exponentially for increas-
ing L [40]. Hence, a single semifluxon will always be in the classical regime with
thermal activated tunneling for long junctions. As amodification, a junction of finite,
rather small length Lmay be considered. In this case, the barrier height is finite and
approaches zero when the junction length L ! 0. At this limit, the situation is not
really a semifluxon, as the fluxF present in the junction is much smaller thanF0/2.
A 0–p–0 Josephson junction (see Figure 13.12) has two antiparallel coupled

semifluxons for a distance a larger than the critical distance ac [40]. The ground
state of this system is either |"#i or |#"i. For symmetry reasons both states are
degenerate. The tunnel barrier can be made rather small, which results in a rather
strong coupling with appreciable energy level splitting due to the wave functions
overlap. Estimations show that this system can be mapped to a particle in a double-
well potential, and thus can be used as a qubit like other Josephson junctions-based

Figure 13.11 Sketch of a 0–p JJ with circulating supercurrent
around 0–p phase boundary. The magnetic flux is equal to half of
a flux quantum F0 (semifluxon).
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qubits. Thus, the 0–p–0 junctions are supposed to show the motion of a point-like
particle in a double-well potential, andmay be used as the basis cell of a fractional flux
qubit.

13.8
Perspectives

Today, quantum computer algorithms allow to solve some specific NP problems,
including factoring, sorting, calculating discrete logarithms, and simulating quan-
tumphysics.However, conventional computerswill still be needed for addressing the
quantum computer, for databases and for applications where either high computa-
tion power is not needed or sufficient coherence could not be provided, as in mobile
devices. Quantum computers could be used as coprocessors for specific tasks such as
en/decryption. The use of quantum computers may have several consequence, as
today�s data security algorithms could stay secure only if the keylength exceeds the
storage capacity of quantum computers. The simulations of quantum mechanics
might contribute to a variety of scientific and practical applications based on physics,
chemistry, biology, medicine and related fields.
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Introduction
Viola Vogel

1.1
Great Hopes and Expectations are Colliding with Wild Hype and Some Fantasies

What is nanomedicine? Will nanomedicine indeed help to cure major diseases and
live up to the great hopes and expectations? What innovations are on the horizon
and how can sound predictions be distinguished from wild hype and plain fantasy?
What are realistic timescales in which the public might benefit from their ongoing
investments?
When first exploring whether nanotechnology might reshape the future ways of

diagnosing and treating diseases, theNational Institutes ofHealth stated in the report
of their very first nanoscience and nanotechnology workshop in 2000 (http://www.
becon.nih.gov/nanotechsympreport.pdf. Bioengineering Consortium):

Every once in a while, a new field of science and technology emerges
that enables the development of a new generation of scientific and
technological approaches. Nanotechnology holds such promise.

Our macroscopic bodies and tissues are highly structured at smaller and smaller
length scales, with each length scale having its own secrets as to how life-supporting
tasks aremastered.Whilewe can still touch and feel our organs, they are all composed
of cells which are a little less than onemillion times smaller and only visible under the
light microscope (microscopic). Zooming further into the cell, about one thousand
times,wefind thenanoscalemolecularmachineries that drive and control the cellular
biochemistry, and thereby distinguish living systems from deadmatter. Faced with a
rest of new technologies that has enabled researchers to visualize and manipulate
atoms and molecules, as well as to engineer new materials and devices at this tiny
length scale [1], major think tanks have begun since the late 1990�s to evaluate the
future potential of nanotechnology [2], and later at the interface to medicine [3–11].
These efforts were paralleled by a rapid worldwide increase in funding and research
activities since2000.Theoffset of a gold rush into the �nano�, bywhich theworld of the
very small is currently discovered, will surely also lead to splendid new entrepre-
neurial opportunities. Progress impacting on human health came much faster than
expected.
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1.2
The First Medical Applications are Coming to the Patients� Bedside

The public most commonly associates nanomedicine with engineered nanoparticles
in the context of drug delivery devices or advanced medical imagine applications.
Novel is that the molecules which are coassembled into nanoparticles can nowadays
carry many different chemical functionalities. It has thereby become feasible to
integrate multiple tasks into drug delivery device, from targeting specific tissues to
releasing drugs, from enhancing contrast to probing their environment. How is this
all done? First of all, the nanoparticles are loadedwith drugs. The particlesmight then
carry molecules on their surfaces that bind with great specificity to complementary
molecules that are unique to cancers or to other diseased tissues, as reviewed later in
this volume [12, 13]. For example, by using antibody– antigen recognition such
engineered nanoparticles can be accumulated in the targeted tissues rather than
being distributed over the entire body. Local accumulation greatly enhances the
efficiency of drugs and reduces any unintended adverse side effects that might
otherwise harmother organs. The selectivity bywhich disease can be treated by using
engineered nanoparticles is thus in stark contrast to how conventional drugs operate;
as conventional drugs lack the capacity to target specific tissues, they are distributed
much more uniformly over the entire body, and must therefore be administered at
much higher doses. Beyond tissue targeting, the nanoparticles might further be
engineered to absorb therapeutic radiation, which might heat them up when they
have reached the diseased tissues to damage the local tissue, either by heat or by the
release of drugs [11, 12, 14]. Alternatively, the nanoparticlesmight hold on to drugs by
bonds that can be locally cleaved by enzymes or be broken by light or radiation,
thereby releasing the drug under the control of a physician (as reviewed elsewhere
in this volume [12, 13]). The goal here is to design new strategies to inflict damage
only to the aberrant cells, while leaving the surrounding tissues unharmed. This
multifunctional integration of many different diagnostic and therapeutic tasks in
single particles thereby enables applications that go far beyond those of conventional
drugs.
Engineered nanoparticles can also change the future of medical imaging, as they

enable us to combine structural imaging with spatially resolved diagnostics and
interventions. Only eight years after wondering whether nanotechnology will revo-
lutionize medicine, the US National Cancer Institute (NCI) stated that [15]:

Nanodevices are used in detecting cancer at its earliest stages,
pinpointing its location within the body, delivering anticancer drugs
specifically to malignant cells, and determining if these drugs are
killing malignant cells.

Increasingly sophisticated medical imaging technologies continue to revolution-
izemedicine. X-ray imaging, which was later complemented by ultrasound, positron
emission tomography (PET) and magnetic resonance imaging (MRI), opened the
possibility to visualize nonintrusively first bones, and then the inner organs, of our
bodies. The objectives now are to obtain images of the structure of organs, at much
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higher resolution, together with spatially resolved biochemical information which is
reflective of how well cells and organs function. This includes probing noninvasively
whether certain organs produce the hormones and enzymes at normal rates, and
whether other metabolic activities might deviate from the norm. Major advances are
about to come from the usage of nanoparticles that are engineered to serve both, as
drug delivery systems and to enhance the contrast in ultrasound, PET and MRI
images (for a review, see Ref. [16] and elsewhere in this volume [12, 13]). Enhancing
the contrast and spatial resolution of images will enable the detection of cancers and
other structural abnormalities of organs at much earlier stages, which in turn will
enhance the chances of an effective therapy. Such multitasking approaches might
also one day substitute for a variety of surgical interventions. Today, many books and
articles have been published discussing the various medical applications of such
engineered nanoparticles, while the pharmaceutical industry continues to invest
heavily in their development (for reviews, see Refs [6, 15–22]).

1.3
Major Advances in Medicine Have Always been Driven by New Technologies

During the past few decades, the deciphering of the molecular origins of many
diseases has had a most profound impact on improving human health. One
historical step was the deciphering of the first protein structure in 1958 [23]. This
opened a new era in medicinal chemistry, as drugs could since then be designed in
a rational manner – that is, drugs that fit tightly into essential binding pockets
thereby regulating protein and DNA functions. The invention of how to harness
DNA polymerase in order to amplify genetic material in the test tube – which we
now know as the polymerase chain reaction (PCR) [24] – then opened the field of
molecular biology during the 1980s. PCR also enabled targeted genetic alterations
of cells to identify the functional roles of many proteins, and this in turn led to the
discovery that cell signaling pathways of many interacting proteins existed, and
could be altered by diseases. The explosion of knowledge into how cell behavior is
controlled by biochemical factors opened the door to target drugs to very specific
players in cell signaling pathways. This also led to a host of new biotechnology start-
up companies, the first of which became profitable only around 2000.
The next major breakthrough came with the solving of the human genome in

2001 [25–29]. Access to a complete genetic inventory of more than 30 000 proteins
in our body, combined with high-resolution structures for many of them, enables a
far more systematic search for correlations between genetic abnormalities and
diseases. Finally, various diseases could for the first time be traced to inherited
point mutations of proteins. In achieving this, much insight was gained into the
regulatory roles of these proteins in cell signaling and disease development [30].
This includes recognizing genetic predispositions to various cancers [31], as well as
to inherited syndromes where larger sets of seemingly uncorrelated symptoms
could finally be explained by the malfunctioning of particular proteins or cell
signaling pathways [32–38], including ion channel diseases [39–42].
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1.4
Nanotechnologies Foster an Explosion of New Quantitative Information How
Biological Nanosystems Work

Far less noticed by the general public are the next approaching waves of medical
innovations, made possible by an explosion of new quantitative information how
biological systems work.
The ultimate goal is to achieve an understanding of all the structural and dynamic

processes by which the molecular players work with each other in living cells and
coregulate cellular functions. Driven by the many technologies that have emerged
from the physical, chemical, biological and engineering sciences, to visualize (see
elsewhere in this volume [43, 44]) and manipulate the nanoworld, numerous
discoveries are currently being made (as highlighted in later chapters
[43–51]). These findings result from the new capabilities to create, analyze and
manipulate nanostructures, as well as to probe their nanochemistry, nanomechanics
and other properties within living and manmade systems. New technologies will
continuously be developed that can interrogate biological samples with unprece-
dented temporal and spatial resolution [52]. Novel computational technologies have,
furthermore, been developed to simulate cellular machineries in action with atomic
precision [53]. New engineering design principles and technologies will be derived
from deciphering how natural systems are engineered and how they master all the
complex tasks that enable life. Take the naturalmachineries apart, and then learn how
to reassemble their components (as exemplified here in Chapter 8 for molecular
motors [48]).
How effectively will these novel insights into the biological nanoworld are

recognized in their clinical significance, and translated into addressing grand
medical challenges? This defines the time that it takes for the emergence of a next
generation of diagnostic and therapeutic tools. As these insights change the way we
think about the inner workings of cells and cell-made materials, totally new ways of
treating diseases will emerge. As described in detail elsewhere in this volume, new
developments are already under way of how to probe and control cellular activities
[45, 47, 49–51, 54, 55]. This implicates the emergence of newmethodologies of how to
correct tissue and organ malfunctions. Clearly, we need to know exactly how each
disease is associated with defects in the cellular machinery before medication can be
rationally designed to effectively cure them.
Since every one of the new (nano)analytical techniques has the potency of

revealing something never seen before, a plethora of opportunities can be
envisioned. Their realization, however, hinges on the scientists� ability to recog-
nize the physiological and medical relevance of their discoveries. This can best be
accomplished in the framework of interdisciplinary efforts aimed at learning from
each other what the new technologies can provide, and how this knowledge can be
effectively translated to address major clinical challenges. Exploring exactly how
these novel insights into the nanoworld will impact medicine has been the goal of
many recent workshops [3–11, 56–58]). This stimulated the creation of the NIH
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Roadmap Initiative in Nanomedicine [57, 58], and is the major focus of this
volume.

1.5
Insights Gained from Quantifying how the Cellular Machinery Works will lead
to Totally New Ways of Diagnosing and Treating Disease

Which are some of the central medical fields that will be impacted? Despite these
stunning scientific advances, and the successful suppression or even eradication of a
varietyof infectiousdiseasesduringthepast100years, thegoalhasnotyetbeenreached
of having medication at hand to truly cure many of the diseases that currently kill the
largest fraction of humans per year, including cancers, cardiovascular diseases and
AIDS. Much of the current medication against these diseases fights symptoms or
inhibits their progression, often inflicting considerable side effects. Unfortunately,
however, much of themedication can slow down but it cannot reverse disease progres-
sion in anymajor way – all of which contributes to healthcare becoming unaffordable,
even in the richest nations of the world. For instance, intense cancer research over the
past decades has revealed that the malignancy of cancer cells progresses with the
gradual accumulationofgenetic alterations [12, 50,59–65].Yet, little remainsknownas
to how cancer stem cells form, in the first place, and about the basicmechanisms that
trigger the initiation of their differentiation into more malignant cancer cells after
having remained dormant, sometimes for decades [66–69]. While much has been
learned in the past about the molecular players and their interactions, the above-
mentioned shortcomings in translating certain advances inmolecular and cell biology
intomoreeffectivemedicationreflectsubstantialgapsinourknowledgeofhowall these
componentswithinthecellsworkintheframeworkofanintegratedsystem.Howcanso
many molecular players be tightly coordinated in a crowded cellular environment to
generate predictable cell and tissue responses?Whilst lipidmembranes create barriers
that enclose the inner volumes of cells and control which molecules enter and leave
(among other tasks), it is the proteins that are the �workhorses� that enable most cell
functions. In fact, someproteins functionasmotors that ultimately allow cells tomove,
as discussed in different contexts in the following chapters [46, 48, 50]. Other proteins
transcribe and translate genetic information, and efforts to visualize these in cells have
beensummarizedinChapter6 [45].Yetothersetsofproteinsare responsiblefor thecell
signaling through which all metabolic functions are enabled, orchestrated and regu-
lated. But what are the underlying rules by which they play and interact together to
regulate diverse cell functions? How do cells sense their environments, integrate that
information, and translate it to ultimately adjust their metabolic functions if needed?
Can this knowledge help to develop interventions which could possibly reverse
pathogenic cells such that they performed their normal tasks again? Deciphering how
all of these processes are regulatedby the physical andbiochemicalmicroenvironment
of cells is key to addressingvarious biomedical challengeswithnewperceptions, and is
described as one of the major foci in this volume. But, how can this be accomplished?
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1.6
Engineering Cell Functions with Nanoscale Precision

The engineering of nanoenvironments, nanoprobes and nanomanipulators,
together with novelmodalities to visualize phenomena at this tiny scale, have already
led to the discovery of many unexpected mechanisms of how cellular nanoparts
function, and how they cooperate synergistically when integrated into larger complex
systems [43, 46–51]. Today, nanotechnology tools are particularly well suited to
explore and quantify the physical aspects of biology, thereby complementing the tool
chests of biochemists, molecular biologists and geneticists. Such nanotechnology
approaches could already reveal that not only biochemical factors but alsomechanical
aspects as well as the micro- and nanoscale features of a cell�s microenvironment,
play pivotal roles in regulating their fate. The insights and implications thereof are
described in chapters 9 to 14 [47, 49–51].
These discoveries are particularly relevant sincemost of our biomedical knowledge

of how cells function has been derived in the past from the study of cells cultured
on flat polymer surfaces (Petri dishes or on multi-welled plates). Cells in a more
tissue-like environment, however, often show a vastly different behavior [70–75] (and
chapters 9 to 14). With a still poorly understood cell signaling response system, cells
in tissues thus �see� and �feel� an environment that is poorly mimicked by the
common cell culturing conditions or scaffolds used in tissue engineering. Nano-
technologies will thus be pivotal to deciphering how cells sense and integrate a broad
set of cues that regulate cell fate, from the moment that a sperm fertilizes an egg, to
sustained, normal tissue functions.Moreover, these dependenciesmust be known in
order to develop far more efficient drugs and treatment methods. However, ulti-
mately it is the combination of many different technologies – some of which may
originate from the physical sciences and others from biology – that must be
combined to understand and quantify biology. Unfortunately, today an insufficient
number of research workers are trained to perform these tasks [76].

1.7
Advancing Regenerative Medicine Therapies

Virtually any disease that results frommalfunctioning, damaged or failing tissuesmay
be potentially cured through regenerativemedicine therapies, aswas recently stated in
thefirst NIH report onRegenerativeMedicine [4]. But, howwill nanotechnologymake
a difference? The repair – or ultimately replacement – of diseased organs, from larger
bone segments to the spinal cord, or from the kidneys to the heart, still poses major
challenges as discussed in chapters 9 to 14 [47, 49, 50, 54, 55, 77]. The current need for
organ transplants surpasses theavailability of suitable donororgansby at least anorder
of magnitude, and the patients who finally receive an organ transplant must receive
immune suppressant drugs for the rest of their life. Thus, one goal will be to apply the
mounting insights into how cells work, and how their functions are controlled by
matrix interactions, to design alternate therapies that stimulate regenerative healing
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processes of previously irreparable organs. In a most promising approach, some
molecules have been designed that can self-assemble in the body into provisional
matrices [55]. If these are injected shortly after injury, they help to repair spinal cord
injuries and heart tissues damaged by an infarction. And if such strategies do not
work, then another possibility might be to seed the patient�s cells or stem cells into
engineered biohybridmatrices to grow simple tissues ex vivo – that is, in the laboratory
– and later implant them to support or regenerate failing organ functions [51, 54]. This
could provide new ways of treating diabetes, liver and kidney failures, cardiovascular
andmany other diseases, or of replacing or repairing organs damaged in accidents or
removed during surgery. Learning how to control the differentiation of stem cells in
engineered matrices is therefore central to advancing our technical abilities in tissue
engineering and regenerative medicine, and the challenges ahead as discussed in
chapters 9 to 14 [50, 51, 54]. Nanofibers therebymimicmuch better thefibrous nature
of extracellular matrices [54], and the nanoscale patterning of ligands can control cell
activation [49], including the activation of cells that play central roles in the immune
response system (for a review, see [49]). In summary, the insights derivedwith thehelp
of nanotechnology will enable the engineering of tissue-mimetic scaffolds that better
control and regulate tissue function and repair. Improving human health will thus
critically hinge upon translating nanotechnology-derived insights about cellular and
tissue functions into novel diagnostic and therapeutic technologies.

1.8
Many More Relevant Medical Fields Will be Innovated by Nanotechnologies

Whilst the major focus of this volume is to outline the biomedical implications
derived from revealing the underpinningmechanisms of how human cells function,
it should also be mentioned that fascinating developments that are prone to alter
medicine are beingmade in equally relevant other biomedical sectors. Futureways to
treat infection will change when the underpinning mechanisms of how microbial
systems function are deciphered, and how they interact with our cells and tissues.
Many beautiful discoveries have already been made that will help us for example to
interferemore effectively with the sophisticatedmachinery that bacteria have evolved
to target, adhere and infect cells and tissues. Nanotechnology tools have revealed
much about the function of the nano-engines that bacteria and other microbes have
evolved for their movement [78–80], how bacteria adhere to surfaces [81–83], and
how microbes infect other organisms [81–85]. Equally important when combating
infection is an ability to exploit micro- and nanofabricated tools in order to under-
stand the language by which microorganisms communicate with each other [86, 87]
andhow their innermachineries function [88–90]. A satisfyingunderstanding of how
amachineworks can only be reachedwhenwe are capable of reassembling it from its
components. It is thus crucial to learn how thesemachineries can be reassembled ex
vivo, potentially even in nonbiological environments, as this should open the door to
many technical andmedical applications [84, 91–93]. Today, we have only just started
along the route to combining the natural and synthetic worlds, with the community
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seeking how bacteria might be used as �delivery men� for nanocargoes [94], or in
manmade devices to move fluids and objects [95, 96].
Finally, microfabricated devices with integrated nanosensors, nanomonitors and

nanoreporters – all of which are intrinsic to a technology sector enabled by (micro/
nano)biotechnology–will surely also lead to changes inmedical practice. In the case of
chemotherapies andmany other drugs, it is well known that theymay functionwell in
somepatients, but fail inothers. It is feasable that this �one-size-fits-all� approachmight
soon be replaced by a more patient-specific system. Personalized medicine refers to the
use of genetic and other screeningmethods to determine the unique predisposition of
a patient to a disease, and the likelihood of them responding to particular drugs and
treatments [30, 97–100]. Cheap diagnostic systems that can automatically conduct
measurements on small gas or fluid volumes, such as human breath or blood, will
furthermore enable patients to be tested rapidly, without the need to send samples to
costly medical laboratories. Needless to say, portable integrated technologies that will
allow the testing and treatment of patients on the spot (point-of-care) will save many
lives, and are urgently needed to improve humanhealth in the ThirdWorld [101–104].
Faced withmajor challenges in human healthcare, an understanding what each of

themanynanotechnologies cando – andhow they each can best contribute to address
the major challenges ahead – is crucial to drive innovation forwards. An improved
awareness of how new technologies will help to unravel underpinning mechanisms
of disease is crucial to setting realistic expectations and timescales, as well as to
prepare for the innovations to come.
Since ultimately, thriving towards providing access to efficient and affordable

healthcare, by improving upon technology, is not just an intellectual luxury, but our
responsibility.
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From In Vivo Ultrasound and MRI Imaging to Therapy: Contrast
Agents Based on Target-Specific Nanoparticles
Kirk D.Wallace, Michael S. Hughes, Jon N.Marsh, Shelton D. Caruthers, Gregory M. Lanza,
and Samuel A. Wickline

2.1
Introduction

Advances and recent developments in the scientific areas of genomics andmolecular
biology have created an unprecedented opportunity to identify clinical pathology
in pre-disease states. Building on these advances, the field of molecular imaging
has emerged, leveraging the sensitivity and specificity of molecular markers
together with advanced noninvasive imaging modalities to enable and expand the
role of noninvasive diagnostic imaging.However, the detection of small aggregates of
precancerous cells and their biochemical signatures remains an elusive target that is
often beyond the resolution and sensitivity of conventional magnetic resonance and
acoustic imaging techniques. The identification of thesemolecularmarkers requires
target-specific probes, a robust signal amplification strategy, and sensitive high-
resolution imaging modalities.
Currently, several nanoparticle or microparticle systems are under development

for targeted diagnostic imaging and drug delivery [1]. Perfluorocarbon (PFC)
nanoparticles represent a unique platform technology, which may be applied to
multiple clinically relevant imaging modalities. They exploit many of the key
principles employed by other imaging agents. Ligand-directed, lipid-encapsulated
PFC nanoparticles (with a nominal diameter of 250 nm) have inherent physico-
chemical properties which provide acoustic contrast when the agent is bound to a
surface layer. The high surface area of the nanoparticle accommodates 100 to 500
targeting molecules (or ligands), which impart high avidity and provides the agent
with a robust �stick and stay� quality (Figure 2.1). The incorporation of large payloads
of lipid-anchored gadolinium chelate conjugates further extends the utility of the
agent to detect sparse concentrations of cell-surface biochemical markers with mag-
netic resonance imaging (MRI) [2]. Moreover, for MRI the high fluorine signal
from the nanoparticle core allows the noninvasive quantification of ligand-bound
particles, which enables clinicians to confirm tissue concentrations of drugs when
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the functionality of the nanoparticles is extended to include targeted therapy
(Figure 2.2). The detection of sparse concentrations of cell-surface biochemical
markers is also possible with ultrasound [3]; however, novel signal processing is
required for this application [4–6].

2.2
Active versus Passive Approaches to Contrast Agent Targeting

The passive targeting of a contrast agent is achieved by exploiting the body�s inherent
defense mechanisms for the clearance of foreign particles. Macrophages of the
macrophage phagocytic system are responsible for the removal of most of these
contrast agents from the circulation; these are produced, in size-dependent fashion,

Figure 2.2 Paradigm for targeted liquid perfluorocarbon-based
nanoparticle contrast agent. This example has a payload of Gd3þ

chelates and monoclonal antibodies. The platform is extremely
versatile, applicable to almost any imaging modality, and capable
of carrying other payloads such as drugs or genes.

Figure 2.1 Scanning electron microscopy images (original
magnification, �30 000) of (a) a control fibrin clot and (b) fibrin-
targeted paramagnetic nanoparticles bound to the clot surface.
Arrows in (a) indicate a fibrin fibril; arrows in (b) indicate fibrin-
specific nanoparticle-bound fibrin epitopes.
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from the lung, spleen, liver and bonemarrow. Phagocytosis and accumulationwithin
specific sites can be enhanced by biologic tagging (i.e. opsonization) with blood
proteins such as immunoglobulins, complement proteins or nonimmune serum
factors. In general, sequestration in the liver appears to be complement-mediated,
while the spleen removes foreign particulate matter via antibody Fc receptors [8].
This natural process of nondirected and nonspecific uptake of particles is generally
referred to as �passive targeting� (e.g. Feridex in the liver, or iron oxide in the sentinel
lymph nodes [9]).
Distinguished from passive contrast agents, targeted (i.e. �ligand-directed�) con-

trast agents are designed to enhance specific pathological tissue that otherwisemight
be difficult to distinguish from the surrounding normal tissues. Here, an extensive
array of ligands can be utilized, including monoclonal antibodies and fragments,
peptides, polysaccharides, aptamers and drugs. These ligandsmay be attached either
covalently (i.e. by direct conjugation) or noncovalently (i.e. by indirect conjugation) to
the contrast agent. Engineered surface modifications, such as the incorporation of
polyethylene glycol (PEG), are used to delay or avoid the rapid systemic removal of the
agents, such that ligand-to-target binding is allowed to occur.
The effectiveness of this concept of contrast agent targeting is demonstrated

with the application of paramagnetic MRI contrast agents. Paramagnetic agents
influence only those protons in their immediate vicinity, and removal of these
contrast agents by the macrophage phagocytic system during passive targeting may
decrease their effectiveness via two mechanisms: (i) an accumulation of contrast
agent in specific organs that are distal to region of interest; and (ii) endocytosis,
which further decreases their exposure to free water protons. By targeting the
contrast agent, the paramagnetic ions can be brought in close proximity to the region
of interest with sufficient accumulation to overcome the partial dilution effect that
plagues some MRI contrast agents. Its efficacy is further enhanced with some
targeting platforms by delivering multiple contrast ions per particle [2].

2.3
Principles of Magnetic Resonance Contrast Agents

The fundamental physics underpinning MRI is grounded in the quantummechani-
cal magnetic properties of the atomic nucleus. All atomic nuclei have a fundamental
property known as the nuclear magnetic momentum or spin quantum number. Individ-
ual protons and neutrons are fermions that possess an intrinsic angularmomentum,
or �spin�, quantized with a value of 1/2 [10, 11].
The overall spin of a nucleus (a composite fermion) is determined by the numbers

of neutrons and protons. In nuclei with even numbers of protons and an even
numbers of neutrons, these nucleons pair up to result in a net spin of zero. Nuclei
with an odd number of protons or neutronswill have a nonzero net spinwhich, when
placed in a strong magnetic field (with magnitude B0), will have an associated net
magnetic moment,~m, that will orient either with (�parallel�) or against (�anti-parallel�)
the direction of B0. For a nucleus with a net spin of 1/2 (e.g. 1H), this results in two
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possible spin states with an energy of separation DE¼ hgB0/2p (where h¼ 6.626
� 10�34 J s is Planck�s constant and g is the gyromagnetic ratio, which for hydrogen is
equal to 42.58MHzT�1).
For a given population of nuclei in a static magnetic field, an equilibrium exists,

described by Maxwell–Boltzmann statistics, in which only a slight majority of nuclei
are oriented in the �parallel� position (i.e. a lower energy state); however, this small
difference in spin distribution results in a net magnetization that is perceptible.
Absorption of the appropriately tuned radiofrequency (RF) radiation by the nuclei
can alter the equilibrium distribution of �anti-parallel� states. On amacroscopic level,
this is equivalent to tilting the netmagnetization away from the direction of themain
magnetic field (B0). Once the RF energy is removed, decay to the previous lower
energy state takes place and occurs in two distinct and independent processes known
as longitudinal relaxation (T1) and transverse relaxation (T2). The relaxation times,
T1 and T2, as well as the proton density of the nuclei of interest, determine the signal
intensity for various types of tissue in MRI.
Magnetic resonancecontrast agents functionbyaccelerating the longitudinaland/or

transverse relaxation rates. Themost commonly used nontargetedMRcontrast agents
are paramagnetic ions (e.g. gadoliniumchelates), and these predominantly shortenT1
relaxation to result in a bright signal onT1-weighted images. Themechanismbywhich
paramagnetic ions affect T1 relaxation depends upon close nuclear interaction with
protons (1H) in water molecules (H2O). Therefore, T1 agents only influence protons
proximate to themselves and are highly dependent on local water flux [12].
Superparamagnetic and ferromagnetic compounds have a high magnetic suscep-

tibility, andwhenplaced in amagneticfield (B0) they concentrate thefield; this results
in a large local net positive magnetization [13]. This large magnetic susceptibility
heterogeneity induces spin dephasing in tissue and results in a loss of the T2-
weighted signal. In contrast to T1 contrast agents, superparamagnetic agents disturb
the magnetic field and have a net effect far beyond their immediate vicinity.

2.3.1
Mathematics of Signal Contrast

To elucidate the source of image contrast, let us assume that two adjacent tissue
types (A and B) manifest identical longitudinal (T1) and transverse (T2) relaxation
times prior to nanoparticle binding, but only one tissue (say, type B) expresses the
molecular epitope of interest that binds the targeted paramagnetic nanoparticles.
The bound paramagnetic nanoparticles affect the relaxation times in the targeted
tissue according to the following equations [14]:

1
T1B

¼ 1
T1A

þ r1PhNPi ð2:1Þ
1
T2B

¼ 1
T2A

þ r2PhNPi ð2:2Þ

where T1B and T2B are the observed relaxation times after the nanoparticle binding,
T1A and T2A are the original relaxation times, r1P and r2P are the particle-based
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relaxivities, and hNPi represents the average nanoparticle concentration within the
imaging voxel. For the purpose of this example, the assumption ismade that targeted
binding does not affect particle relaxivity (i.e. r1p and r2p are constant).
The contrast-to-noise ratio (CNR) between the two tissues for a given sequence is

calculated as the absolute difference between their signal intensities. If IA and IB

represent the signal intensities of tissue A and B respectively, and N is the expected
level of noise in the resulting image, the CNR ratio is given by:

CNR ¼ IA�IB
N

ð2:3Þ

For a spin echo pulse sequence, the signal intensity of each tissue is related to the
chosen scan parameters (echo time, TE, and repetition time, TR) as well as its
magnetic properties (T1 and T2), which change due to binding of the contrast agent,
and is described with the following relationships for tissues A and B [15]:

IA ¼ kAð1�2e�ðTR�TE=2Þ=T1A þ e�TR=T1AÞe�TE=T2A ð2:4Þ

IB ¼ kBð1�2e�ðTR�TE=2Þ=T1B þ e�TR=T1BÞe�TE=T2B ð2:5Þ
The constants kA and kB incorporate factors such as proton density, RF excitation

and coil sensitivity. As these tissues are assumed identical, except for binding of the
contrast agent, kA and kB are identical except for relative coil sensitivity to the
positional differences between the two tissues for this simulation. Substituting
Equations (2.4) and (2.5) into Equation (2.3) and optimizing the resulting equation
for TR provides a relationship between the T1 values for the two tissues and the
repetition time that will create the highest CNR [15].

TRopt ¼ T1AT1B

T1B�T1A
log

kAT1B

kBT1A

� �
ð2:6Þ

With use of the field-dependent input parameters specified, model predictions
for the minimum concentration of contrast agent required to generate visually
apparent contrast between the two tissues may easily be determined [16]. As a point
of reference, visually apparent contrast is typically defined as a CNR� 5 : 1 [17].

2.3.2
Perfluorocarbon Nanoparticles for Enhancing Magnetic Resonance Contrast

For use as aT1-weighted paramagnetic contrast agent, perfluorocarbon nanoparticles
can be functionalized by surface incorporation of homing ligands and more than
50 000 gadolinium chelates (Gd3þ ) per particle [7]. In addition, all of the paramag-
netic ions are present in the outer aqueous phase to achieve maximum relaxivity
of T1 [18]. The result is a perfluorocarbon nanoparticle that is capable of overcoming
the diluting partial volume effects that plague most magnetic resonance contrast
agents [19]. The efficiency of an magnetic resonance contrast agent can be described
by its relaxivity (mM�1 s�1), which is simply calculated as the change in relaxation
rate (1/T1 or 1/T2) divided by the concentration of the contrast agent. The relaxivity
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of Gd3þ in saline (4.5mM�1 s�1) [20] is lower when compared to Gd3þ bound to the
surface of a PFC nanoparticle (33.7mM�1 s�1) [18] at a field strength of 1.5 Tesla.
Considering that each nanoparticle carries approximately 50 000 to 100 000 Gd3þ ,
the �particle� relaxivity has been measured at over 2 000 000mM�1 s�1 [18]. The high
level of relaxivity achieved using this paramagnetic liquid PFC nanoparticle
allows for the detection and quantification of nanoparticle concentrations as low as
100 picomolar, with a CNR of 5 : 1 [16].

2.3.3
Perfluorocarbon Nanoparticles for Fluorine (19F) Imaging and Spectroscopy

The intensity of a magnetic resonance signal is directly proportional to the gyromag-
netic ratio (g) and the number of nuclei in the volume of interest [21]. Although
there are seven medically relevant nuclei, the 1H proton is the most commonly
imaged nuclei in clinical practice because of its high g and natural abundance.
The isotopes, their g-values, natural abundance and relative sensitivity compared to
1H with a constant field are listed in Table 2.1. With a gyromagnetic ratio second
only to 1H and a natural abundance of 100%, 19F is an attractive nucleus for
MRI [22]. Its sensitivity is 83% (when compared to 1H) at a constant field strength
and with an equivalent number of nuclei. In biological tissue, low 19F concentrations
(in the range of micromoles) makes MRI impractical at clinically relevant field
strengths without 19F-specific contrast agents [23]. Perfluorocarbon nanoparticles
are 98% perfluorocarbon by volume, which for perfluoro-octylbromide (1.98 gml�1,
498.97 gmol�1) equates to an approximately 100M concentration offluorinewithin a
nanoparticle. The paucity of endogenous fluorine in biological tissue allows the use
of exogenous PFC nanoparticles as an effective 19F MR contrast agent, without
any interference from significant background signal. When combined with local
drug delivery, detection of the 19F signal serves as a highly specific marker for the
presence of nanoparticles that would permit the quantitative assessment of drug
dosing.

19F has seven outer-shell electrons rather than a single electron (as is the case for
hydrogen); as a result, the range and sensitivity to the details of the local environment
of chemical shifts are much higher for fluorine than hydrogen. Consequently,

Table 2.1 Medically relevant MRI nuclei.

Isotope g (MHzT�1) Natural abundance (%) Relative sensitivity

1H 42.58 99.98 1.00
19F 40.05 100 0.83
23Na 11.26 100 0.093
31P 17.24 100 0.066
13C 10.71 1.11 0.015
2H 6.54 0.015 0.0097
15N 3.08 4.31 0.0010
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distinct spectra from different PFC species can be obtained and utilized for
simultaneous targeting of multiple biochemical markers.
For use as a clinically applicable contrast agent, the biocompatibility of PFC

nanoparticles must be considered. Liquid PFCs were first developed for use as a
blood substitute [24], and no toxicity, carcinogenicity, mutagenicity or teratogenic
effects have been reported for pure fluorocarbons within the 460 to 520 molecular-
weight range. Perfluorocarbons, which inert biologically, are removed via the
macrophage phagocytic system and excreted primarily through the lungs and in
small amounts through the skin, as a consequence of their high vapor pressure
relative to their mass [25]. The tissue half-lives of PFCs range from 4 days for
perfluoro-octylbromide up to 65 days for perfluorotripropylamine. The prolonged
systemic half-life of PFC nanoparticles, in conjunction with the local concentrating
effect produced by ligand-directed binding, permits 19F spectroscopy and imaging
studies to be conducted at clinically relevant magnetic field strengths.

2.3.4
Fibrin-Imaging for the Detection of Unstable Plaque and Thrombus

Of the over 720 000 cardiac-related deaths that occur each year in the United States,
approximately 63% are classified as sudden cardiac death [26]. Unfortunately, for the
majority of patients, this is the first and only symptom of their atherosclerotic
heart disease [27]. Atherosclerosis manifests initially as a fatty streak but, without
proper treatment, it can progress to a vulnerable plaque that is characterized by a large
lipid core, a thin fibrous cap and macrophage infiltrates [28]. These vulnerable
plaques are prone to rupture, which can lead to thrombosis, vascular occlusion and
subsequent myocardial infarction [29] or stroke. Routine angiography is the most
commonmethod of diagnosing atherosclerotic heart disease, with the identification
of high-grade lesions (>70% stenosis) being referred for immediate therapeutic
intervention. Ironically, most ruptured plaques originate from coronary lesions
classified as nonstenotic [28]. Even nuclear and ultrasound-based stress tests are
only designed to detect flow-limiting lesions. Because the most common source of
thromboembolism comes from atherosclerotic plaques with 50–60% stenosis [30],
diagnosis by traditional techniques remains elusive. In addition, there appears to be a
�window of opportunity� that exists between the detection of a vulnerable or ruptured
plaque and acute myocardial infarction (measured in a few days to months) [31],
when intervention could prove to be beneficial.
The acoustic enhancement of thrombi using fibrin-targeted nanoparticles was

first demonstrated in vitro as well as in vivo in a canine model at frequencies typically
used in clinical transcutaneous scanning [32]. The detection of thrombi was later
expanded to MRI in a study by Flacke et al. [7] Fibrin clots were targeted in vitro with
paramagnetic nanoparticles and imaged using typical low-resolution T1-weighted
proton imaging protocols with a field strength of 1.5 Tesla. Low-resolution images
show the effect of increasing the amount ofGd3þ incorporated in thenanoparticles: a
higher gadolinium loading results in brighter T1 signals from the fibrin-bound PFC
nanoparticles (Figure 2.3). In the same study, in vivo MR images were obtained of
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fibrin clots in the external jugular vein of dogs. Enhancement with fibrin-targeted
PFC nanoparticles produced a high signal intensity in treated clots (1780� 327),
whereas the control clot exhibited a signal intensity (815� 41) similar to that of the
adjacent muscle (768� 47).
This method was extended to the detection of ruptured plaque in human carotid

artery endarterectomy specimens resected from a symptomatic patient (Figure 2.4).
Fibrin depositions (�hot spots�) were localized tomicrofissures in the shoulders of the
ruptured plaque in the targeted vessel (where fibrin was deposited), but this was not
appreciated in the control. Further investigation towards the molecular imaging of
small quantities offibrin in ruptured plaquemay someday detect this silent pathology
sooner in order to pre-empt stroke or myocardial infarction.

Figure 2.4 Color-enhancedmagnetic resonance imaging of fibrin-
targeted and control carotid endarterectomy specimens, revealing
contrast enhancement (white) of a small fibrin deposit on a
symptomatic ruptured plaque. The black area shows a calcium
deposit. Three-dimensional, fat-suppressed, T1-weighted fast
gradient echo.

Figure 2.3 Low-resolution images (three-dimensional, T1-
weighted) of control and fibrin-targeted clot with paramagnetic
nanoparticles presenting a homogeneous, T1-weighted
enhancement.
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The high fluorine content of fibrin-targeted PFC nanoparticles, as well as the lack
of background signal, can also be exploited for 19F MRI and spectroscopy. In a recent
study conducted by Morawski et al., several methods were described for quantifying
the number of nanoparticles bound to a fibrin clot using the 19F signal [16]. First,
fibrin-targeted paramagnetic perfluoro-crown-ether nanoparticles and trichlorofluor-
omethane 19F spectra were obtained (Figure 2.5a). The relative crown ether signal
intensity (with respect to the trichlorofluoromethane peak) from known emulsion
volumes provided a calibration curve for nanoparticle quantification (Figure 2.5b).
The perfluorocarbon (crown ether) nanoparticles then were mixed in titrated
ratios with fibrin-targeted nanoparticles containing safflower oil and bound to
plasma clots in vitro. As the competing amount of nonsignaling safflower-oil agent
was increased, there was a linear decrease in the 19F and Gd3þ signal. The number
of bound nanoparticles was calculated from the 19F signal and the calibration curve
described above, and compared with mass of Gd3þ as determined by neutron
activation analysis. As expected, there was excellent agreement between measured
Gd3þ mass and number of bound nanoparticles (calculated from the 19F signal)
(Figure 2.5c).
In addition, clots were treated with fibrin-targeted nanoparticles containing either

of two distinct PFC cores: crown ether and perfluoro-octyl bromide (PFOB) [33].
These exhibited two distinct 19F spectra at a field strength of 4.7 Tesla, and the signal
from the sample was highly related to the ratio of PFOB and crown ether emulsion
applied. These findings demonstrated the possibility of simultaneous imaging
and quantification of two separate populations of nanoparticles, and hence two
distinct biomarkers.
These quantification techniques were applied to the analysis of human carotid

endarterectomy samples (see Figure 2.6). An optical image of the carotid reveals
extensive plaques, wall thickening and luminal irregularities. Multislice 19F images
showed high levels of signal enhancement along the luminal surface due to the
binding of targeted paramagnetic nanoparticles to fibrin deposits (not shown in
Figure 2.6). The 19F projection images of the artery, taken over approximately 5min,
showed an asymmetric distribution offibrin-targetednanoparticles around the vessel
wall, corroborating the signal enhancement observed with 1H MRI. Concomitant
visualization of 1H and 19F images would permit the visualization of anatomical and
pathological information in a single image. In theory, the atherosclerotic plaque
burden could be visualized with paramagnetic PFC contrast-enhanced 1H images,
while 19F could be used localize identify plaques with high levels of fibrin and thus
prone to rupture.

2.3.5
Detection of Angiogenesis and Vascular Injury

As described previously, ligand-directed PFC nanoparticles are well suited to the
detection of very sparse biomarkers, such as integrins involved in the process of
angiogenesis [12, 33, 34]. Although angiogenesis is a critical physiological process in
wound healing, inflammation and organ development, it also contributes to the
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Figure 2.5 (a) Representative spectrum, taken
at a field strength of 4.7 T, showing crown
ether emulsion (�90 ppm) and trichloro-
fluoromethane (0 ppm) references; (b) The
calibration curve for the crown ether emulsion
has a slope of 28.06 with an R2 of 0.9968; (c)
Number of bound nanoparticles (mean� SE) as

calculated from 19F spectroscopy versus the
mass of total gadolinium (Gd3þ ) in the sample
as determined by neutron activation analysis,
showing excellent agreement as independent
measures of fibrin-targeted nanoparticles
binding to clots. The linear regression line has an
R2 of 0.9997.
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pathology of many disease processes such as diabetic retinopathy, rheumatoid
arthritis, cancer and atherosclerosis. The process of angiogenesis depends on the
adhesive interactions of vascular cells, and the integrin anb3 has been identified as
playing a vital role in angiogenic vascular tissue. The functions of integrin anb3
includes vascular cell apoptosis (i.e. cell death), smoothmuscle cell (SMC)migration
and proliferation, and vascular remodeling [35]. The integrin is expressed on the
luminal surface of activated endothelial cells, but not on mature quiescent cells.
These findings support the fact that the role of anb3 in pathological conditions
characterized by neovascularization may be an important diagnostic and therapeutic
target. In fact, the use of a monoclonal antibody against anb3 has demonstrated an
inhibition of angiogenesis, without affecting mature vessels [36]. Although anb3
integrins are expressed on other mature cells, such as SMCs, tissue macrophages,
and on neovascular tissues in gut and developing bone, the PFC-based nanoparticles
are too large to escape the normal vasculature and bind in sufficient quantities to
create a detectable signal.
Perfluorocarbonnanoparticles have been developed to detect the sparse expression

of the anb3 integrin on the neovasculature, and to deliver anti-angiogenic
therapy (Figure 2.7) [37]. This approach has been used to visualize tumor-related
angiogenesis in New Zealand White rabbits bearing Vx-2 tumors (<1.0 cm) using a
1.5 Tesla field [38]. MRI signals monitored at 2 h post-injection of anb3-targeted
nanoparticles showed an enhancement of 126%, predominantly in an asymmetrical
distribution along the tumor border. These results were consistent with the immu-
nohistochemical staining results. Moreover, in vivo competitive blocking with anb3-
targeted nonparamagnetic nanoparticles resulted in a decreased signal enhancement
to a level attributable to local extravasation.
In a similar study, athymic nude mice bearing human melanoma tumors

(C32, ATCC; 33mm3) were injected with anb3-targeted PFC nanoparticles
and imaged at 2 h [39]. MR enhancement was apparent within 30min and had
increased by 173% at 2 h (Figure 2.8). Again, MRI results were correlated with

Figure 2.6 (a) Optical image of a 5mm cross-section of a human
carotid endarterectomy sample. The section showed moderate
lumenal narrowing, and several atherosclerotic lesions; (b) A 19F
projection image acquired at 4.7 T through the entire carotid artery
sample, showing a high signal along the lumen due to
nanoparticles bound to fibrin; (c) Concentration map of bound
nanoparticles in the carotid sample.
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histological results. In both studies, in vivo competitive blocking with anb3-targeted
nonparamagnetic nanoparticles showed a 50% decrease of signal enhancement.
These findings demonstrated the high specificity achievable with anb3-targeted
nanoparticles.

Figure 2.8 (a) T1-weighted MR image (axial view) of an athymic
nude mouse before injection of paramagnetic anb3-targeted
nanoparticles. The arrow indicates a C-32 tumor that is difficult to
detect. The reference (Ref) is Gd3þ in a 10ml syringe; (b)
Enlarged section of an MR image showing T1-weighted signal
enhancement of angiogenic vasculature of early tumors over 2 h,
as detected by anb3-targeted nanoparticles.

Figure 2.7 Schematic depicting the anb3 targeting aspect and the
Gd3þ component that are incorporated into the lipid shell of the
liquid perfluorocarbon nanoparticle agent.

30j 2 From In Vivo Ultrasound and MRI Imaging to Therapy



2.4
Perfluorocarbon Nanoparticles as an Ultrasound Contrast Agent

Using the bubbles produced by agitating saline, Gramiak and Shah introduced the
concept of an ultrasonic contrast agent in 1968 [40]. Today, commercially available
ultrasound contrast agents are based on gas-filled encapsulated microbubbles
(average diameter 2–5mm) that transiently enhance the blood pool signal, which
is otherwise weakly echogenic. When insonified by an ultrasound wave, microbub-
bles improve the gray scale images and Doppler signal via three distinct mechan-
isms [41–43]. First, at lower acoustic power, microbubbles are highly efficient
scatterers due to their large differences in acoustic impedance (Z¼rc, where r is
the mass density and c is the speed of sound) compared to the surrounding tissue
or blood [44]. With increasing acoustic energies, microbubbles begin nonlinear
oscillations and emit harmonics of the fundamental (incident) frequency, thus
behaving as a source of sound, rather than as a passive reflector [44, 46]. As biological
tissue does not display this degree of harmonics, the contrast signal can be exploited
to preferentially image microbubbles and improve signal-to-noise ratios (SNRs).
At even higher acoustic power, the destruction of microbubbles occurs allowing

the release of free gas bubbles. Although not desirable for most forms of imaging,
this results in a strong but transient scattering effect and provides the most sensitive
detection of microbubbles. To emphasize these strong echogenic properties, it has
been shown that even one microbubble can be detected with medical ultrasound
systems [47]. Interestingly, the destruction and cavitation of microbubbles by ultra-
sound waves have been shown to facilitate drug delivery by �sonoporating� mem-
branes and allowing drugs and gene therapy to enter the cell [48, 49]. When this
process occurs in capillary beds, the permeability increases allowing a subset of
particles access to surrounding tissue for further drug deposition [50].
The wide use of microbubbles in everyday clinical applications highlight its

effectiveness as a blood pool agent [45]. For example, microbubbles enhance the
blood–tissue boundary of the left ventricular cavity, allowing for better diagnostic
yield in resting as well as stress echocardiograms [51]. Improved Doppler signals are
beneficial in the diagnosis of valvular stenosis and regurgitation [52]. Additionally,
microbubbles are removed from the circulation via the macrophage phagocytic
system and accumulate in the liver and spleen – that is, passive targeting. This
mechanism can be employed for the detection of focal liver lesions and malignan-
cies [48, 53]. When used as targeted contrast agents, microbubbles have been
conjugated with ligands for a variety of vascular biomarkers including integrins
expressed during angiogenesis, the glycoprotein IIb/IIIa receptor on activated
platelets in clots, and L-selectin for the selective enhancement of peripheral lymph
nodes, in vivo [54–56]. One disadvantage associated with the targeting of micro-
bubbles is the �tethering� of these particles to a surface. This interaction with a solid
structure limits the ability of insonified microbubbles to oscillate, and dampens its
echogenicity.
Unlike microbubble formulations that are naturally echogenic, liquid PFC nano-

particles have a weaker inherent acoustic reflectivity, and suspensions of them
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have been shown to exhibit backscattering levels 30 dB below that of whole blood [57].
However, when collective deposition occur on the surfaces of tissues or a cell in
a layering effect, these particles create a local acoustic impedance mismatch
that produces a strong ultrasound signal, without any concomitant increase in the
background level [58]. The echogenicity of nanoparticles does not depend upon the
generation of harmonics, and therefore is not affected by binding with molecular
epitopes. Due to their small size and inherent in vivo stability, PFC nanoparticle
emulsions have a long circulatory half-life compared tomicrobubble contrast agents.
This is accomplished without modification of their outer lipid surfaces with PEG or
the incorporation of polymerized lipids, which may detract from the targeting
efficacy. Acquired data have suggested that the PFC nanoparticles remain bound
to the tissues for up to 24 h. In additionally, nongaseous PFOB-filled nanoparticles
neither easily deform nor cavitate with ultrasound imaging.
The successful detection of cancer in vivo depends on a variety of factors when

using molecularly targeted contrast agents. The number of epitopes to which the
ligand can bind must be sufficient to allow enough of the contrast agent to
accumulate for detection, while the ligand specificity must be maintained to ensure
that nonspecific binding remains negligible. As stated above, the background signal
from unbound, circulating contrast agent is low enough (or even absent) so as to not
interfere with the assessment of bound, targeted agent. Previous studies have already
demonstrated the use of high-frequency ultrasound in epitope-rich pathologies,
such as fibrin in thrombus, where targeted PFC nanoparticles can act as a suitable
molecular imaging agent by modifying the acoustic impedance on the surface to
which they bind in a configuration that is well-approximated by a reflective layer [59].
However, at lower frequencies and for sparse molecular epitopes, in the typically
tortuous vascular bed associated with the advancing front of a growing tumor, the
clear delineation between nontargeted normal tissue and angiogenic vessels
remains a challenge. The imaging technology itself must be highly sensitive and
capable of detecting and/or quantifying the level of contrast agent bound to the
pathological tissue. In clinical ultrasonic imaging, the sensitivity of detection
depends on a physical difference in the way sound interacts with a surface covered
by targeted contrast agent versus one that is not. The data presented below show that,
in many cases, the sensitivity of this determination can be improved by applying
novel and specific signal-processing techniques based on thermodynamic or infor-
mation-theoretic analogues.
Site-targeted nanoparticle contrast agents, when bound to the appropriate receptor,

must be detected in the presence of bright echoes returned from the surrounding
tissue. One approach to the challenge of detecting the acoustic signature of site-
specific contrast is through the use of novel signal receivers (i.e. mathematical
operations that reduce an entire RF waveform, or a portion of it, to a single number)
based on information-theoretic quantities, such as Shannon entropy (H), or its
counterpart for continuous signal (Hf). These receivers have been shown to be
sensitive to diffuse, low-amplitude features of the signal that often are obscured by
noise, or else are lost in large specular echoes and, hence, not usually perceivable
by a human observer [60–64].
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Although entropy-based techniques have a long history in image processing for
image enhancement and the post-processing of reconstructed images, the approach
we take is different in that entropy is used directly as the quantity defining the pixel
values in the image. Specifically, images are reconstructed by computing the entropy
(or a limiting form of it:Hf) of segments of the individual RF A-lines that comprise
a typical medical image by applying a �moving window� or �box-car� analysis. The
computation of an entropy value for each location within an image is therefore
possible, and the results can be superimposed over the conventional grayscale image
as a parametric map.

2.4.1
Entropy-Based Approach

Radiofrequency data are obtained by sampling a continuous function y¼ f(t).
For an 8-bit digitizer, the sampled waveform is quantized into 256 (28) different
levels. If we compute the probability, pk of the kth digitizer value appearing in the
digital waveform, then we may compute the Shannon entropy of the resultant
probability distribution

H�
X255
k¼0

pk logðpkÞ: ð2:7Þ

While this quantity has demonstrated utility for signal characterization [60], it also
has the undesirable feature that it depends critically on the attributes of the digitizer
used to acquire the data. This dependence may be removed by taking the limit
where the sampling rate and dynamic range are taken to infinity [61, 62]. In that case,
the probabilities, pk, are replaced by density function,wf(y), of the signal f(t).While the
Shannon entropyHS becomes infinite in this limit, we may extract a finite portion of
it, called Hf, that is also useful for signal characterization.
This well-behaved quantity can be expressed as

Hf ¼
ðfmax

fmin
wf ðyÞ log wf ðyÞdy: ð2:8Þ

This quantity has been shown to be very sensitive to local changes in backscattered
ultrasound that arise from the accumulation of targeted nanoparticles in the acoustic
field of view [4–6, 57, 65]. In contrast to most methods used to construct medical
images, thewaveform f(t) does not directly enter the expression used to compute pixel
values. Instead, the density function of the waveform is used.

2.4.2
The Density Function wf(y)

The density function wf(y) corresponds to the density functions that are the primary
mathematical objects in statistical signal processing and the description from which
othermathematical quantities are subsequently derived (e.g.mean values, variances,
covariances) [66–68]. In that setting, the density function constitutes the most
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fundamental unit of information that the experimentalist has about a measured
variable. It is important to note that the density functionwf(y)may be used to compute
not only the entropy Hf but also the signal energy Ef, and hence all conventional
energy-based signal analysis may be placed within this same mathematical
framework.
Without loss of generality, we may adopt the convention that the domain of f(t)

is over the unit interval [0,1], then wf(y), the density function of f(t), can be defined
by the basic integral relationship

ð1
0
fðf ðtÞÞdt ¼

ðfmax

fmin
fðyÞ wf ðyÞdy ð2:9Þ

for any continuous function f(y). This should be compared with the expression
for the expectation value of a function f of a random variable X with density pX(x),
which is given byð

fðxÞpX ðxÞdx;

which explains why wf(y) is referred to as the density function for f(t) [69]. If we chose
f(x)¼ x2, then

ð1
0
f ðtÞ2dt ¼

ð fmax

fmin
y2wf ðyÞdy; ð2:10Þ

an expression which represents the signal energy.
Many applications of either probability or information theory to signal processing

proceed, usually very early in the discussion, by an a priori assumption of a specific
underlying density function [70–72]. In contrast, the analysis steps detailed for Hf

begin with the measured time-domain waveform data and proceed to calculate the
density functions without imposing any additional assumptions.

2.4.3
Ultrasound in a Precancerous Animal Model

The capabilities of entropy-based signal processing for the acoustic detection
of nanoparticles targeted to neovasculature has been demonstrated in several animal
models [5, 6, 57]. One relevant example was obtained using the transgenic
K14-HPV16 mouse [6]. This animal model contains human papilloma virus
(HPV)-16 oncoproteins driven by a keratin promoter, so that lesions develop in the
skin. Typically, the ears exhibit squamous metaplasia, a precancerous condition,
associated with abundant neovasculature that expresses the anb3 integrin. Eight of
these transgenic mice [73, 74] were treated intravenously with 1.0mg kg�1 of either
anb3 integrin-targeted nanoparticles (n¼ 4) or untargeted nanoparticles (n¼ 4), and
subsequently imaged subsequently using a research ultrasound system (Vevo 660;
Visualsonics, Toronto, Canada). Imaging was accomplished with the mouse ears
positioned in the focal zone of a 40MHz single-element �wobbler� sector-scan
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transducer, with an F-number of 2 (diameter 3mm, focal length 6mm). Radio-
frequency ultrasonic backscatter waveforms corresponding to a region 80mm
wide� 30mm deep, were digitized at time points 0, 15, 30 and 60min after
administration of the nanoparticle contrast agent. All of these RF data were
processed off-line to reconstruct images using information theoretic (entropy-based)
and conventional (energy-based) receivers. Image segmentation was performed
automatically using the threshold, which excluded 93% of the area under the
composite histogram for all data sets. The mean value of segmented pixels was
computed at each time point post injection.
A diagram depicting the placement of transducer, gel standoff and mouse ear is

shown in the left side of Figure 2.9, together with a representative B-mode grayscale
image (i.e. logarithm of the analytic signal magnitude). The labels indicate the
location of the skin (top of image insert), the structural cartilage in the middle of
the ear, and a short distance below this, the echo from the skin at the bottom of the
ear. To the right of this ultrasound image, is an histological view of a HPV mouse
ear that has been magnified 20-fold to permit a better assessment of the thickness
and architecture of the sites where the anb3 integrin-targeted nanoparticle might
attach (red by b3 staining). Both, the skin and tumor are both visible in the image.
On either side of the cartilage (center band in image), extending to the dermal–e-
pidermal junction, is the stroma, which is filled with neoangiogenic microvessels.
These microvessels are also decorated with targeted anb3 nanoparticles, as indicated
by the fluorescent image (labeled, upper right of Figure 2.9) of a bisected ear from
an anb3-injected K14-HPV16 transgenic mouse. It is in this region that the
anb3-targeted nanoparticles are expected to accumulate, as indicated by the presence
of red b3 stain in the magnified image of an immunohistological specimen also
shown in the image.

Figure 2.9 Close-up of transducer, standoff and B-mode image of
ear, with an enlarged histological view showing the location of the
binding sites, and a fluorescent image from the same anatomical
region. This shows that the anb3-targeted nanoparticles
accumulate in this portion of the mouse ear.
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2.4.3.1 Image Analysis
For this study, in which the same portion of the anatomy was imaged at successive
intervals, the objective was to quantify changes in image features as a function
of time. The first step in this process was the creation of a composite image from the
images obtained at 0 through 60min. Next, an estimate of the probability density
function (PDF) of this composite image was computed by normalizing the pixel
value histogram to have unit area. It must be emphasized that this function
is not related to the density functions wf(y) as were defined in Equation (2.8). Rather,
it is a calculational device used to objectively segment Hf and log[Ef ] images into
�enhanced� and �unenhanced� regions. A typical histogram is shown in Figure 2.10.
The first, larger maxima, corresponds to the relatively homogeneous gray back-
ground visible in most Hf images, while the smaller peak corresponds to tissue
interfaces, which appear also as bright features in grayscale B-mode images, such as
that shown in the inset of Figure 2.9 [76].
Several different methods of image segmentation based on the PDF were

investigated. In all of these a specific value, or threshold, in the histogram was
chosen and the images divided into two regions: (i) those having pixel values above
the threshold (considered to be unenhanced); and (ii) those having pixel values below
(referred to subsequently as enhanced pixels). The PDF of all composite images
exhibited a two- peak structure with a large and small peak. Thresholds were set at
the second minimum, and at the half-way point between the large and small peaks.
The full width at half maximum (FWHM) was also computed, and thresholds set at:
4.5, 3.5, 3.25, 3, 2.75 and 2.5 FWHM below the large peak. Thresholds were also set
at points such that 97, 95, 93, 90, 87 and 80% of the pixel values were above
the threshold. After selection of a threshold value, regions of interest (ROI) were

Figure 2.10 A histogram from the compositeHf images acquired
at 0, 15, 30, 45 and 60min post injection. The histogram has two
peaks; these have been characteristically observed in several
studies using different equipment and animal models. The 93%
threshold level used is indicated by the arrow.

36j 2 From In Vivo Ultrasound and MRI Imaging to Therapy



selected using NIH ImageJ (http://rsb.info.nih.gov/ij/), and the mean value of the
pixels lying below the threshold were computed for each of the images acquired at 0,
15, 30, 45 and 60min post injection. The mean value at zero minutes was subtracted
from the values obtained for all subsequent times, to obtain a sequence of changes
in receiver output as a function of time post injection. This was done for all four
animals injected with targeted nanoparticles, and also for the four control animals.
The sequences of relative changes were then averaged over the targeted and control
groups to obtain a sequence of time points for change in receiver output for both
groups of animals. The threshold of 93% was finally chosen as it produced the
smallest p-value (0.00 043) for a t-test comparing themean values of theROIat 15min
as compared to 60min. The corresponding p-value for the control group was 0.27.
The average change, with time after injection, of the mean value of the enhanced

regions ofHf images obtained from all eight of the animals reported in the study are
compared in Figure 2.11a [6]. As these data show, the mean value, or enhancements,
obtained in the targeted group increased steadily with time. After 30min the mean

Figure 2.11 Plots of average enhancement obtained by analysis of
Hf images from (a) four HPV mice injected with anb3-targeted
nanoparticles, and (b) four HPV mice injected with nontargeted
nanoparticles.
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value of enhancement was measurably different from baseline values (p < 0.005).
Moreover, the values at 15 and 60min were also statistically different (p < 0.005).
The corresponding results obtained from control animals that were injected with
nontargeted nanoparticles are shown in Figure 2.11b. There was no discernible
trend in the group, and the last three time points were not statistically different
from zero. A comparison of the enhancement measured at 15 and 60min yielded
a p-value �0.27. The enhancement in Hf observed after 60min for representative
instances of targeted and nontargeted nanoparticles is shown in Figure 2.12.
These images were generated by overlaying a 93% thresholded version of the Hf

using a look-up table (LUT) on top of the conventional grayscale B-mode image.
For comparison, and to illustrate the potential value of the entropy-based analysis,

the corresponding results obtained using the log[Ef ] analysis are shown in
Figure 2.13a for same data used to generate Figure 2.11. These data were obtained
by computing the mean value of pixels lying below the 93% threshold at each time
point (0, 15, 30, 45 and 60min) for each animal (four injected with targeted
nanoparticles, and four with nontargeted nanoparticles), as discussed above. Unlike
the entropy case, the values at 15 and 60minwere not statistically different (p¼ 0.10).
Figure 2.13b shows the corresponding result obtained from the control group
of animals that were injected with nontargeted nanoparticles. There was no discern-
ible trend in the group, and the last three time points were not statistically different
from zero.

2.4.4
Targeting of MDA-435 Tumors

In a separate investigation, nascent MDA 435 tumors implanted in athymic nude
mice reproducibly stimulated neovascular growth and the expresses ion of anb3
integrin [75]. Human MDA 435 cancer cells were implanted, by injection, in the left
hindquarters of athymic nudemice between 10 and 22 days prior to acquisition of the
data. Figure 2.14 shows an immunohistologically stained (b3 staining) section of an
excised MDA 435 tumor. b3 expression, a marker for avb3-integrin, was found in

Figure 2.12 Cropped images of transverse cross-sections of HPV
mouse ear showing of Hf-enhanced conventional images
comparing the effects of targeting (right column) versus
nontargeted (left column) both at 0min (top row) and 60min
(bottom row) after injection.
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abundance (red regions), although not exclusively, between the skin and the tumor
capsule. The close proximity of these binding sites to the skin–transducer interface is
one of the primary obstacles that must be overcome by any quantitative detection
scheme intended to determine the extent of this region. Accordingly, the acoustic
portion of the experiment was designed to maximize system sensitivity near this
interface. This was carried out in order to maximize the opportunity to detect
nanoparticles targeted towards angiogenic neovasculature. It also provided a strin-
gent test of the Hf entropy-based metric�s ability to separate signals near the
confounding skin–tissue interface, which was one of the primary goals of this study.
Nine animals were injected with targeted nanoparticles, and seven with non-

targeted nanoparticles to serve as controls. Each mouse was preanesthesitized
with ketamine, after which an intravenous catheter was inserted into the right
jugular vein to permit the injection of nanoparticles (either anb3-targeted or un-
targeted). Themouse was then placed on a heated platformmaintained at 37 �C, and
anesthesia administered continually with isoflurane gas through a nose cone.

Figure 2.13 Plots of average enhancement obtained by analysis of
log [Ef ] images from (a) fourHPVmice injectedwithanb3-targeted
nanoparticles and (b) four control HPV mice given nontargeted
nanoparticles.
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Subsequently, the mouse was injected with 0.030ml of nanoparticle emulsion
(equivalent to a whole-body dose of 1mg kg�1 body mass). Ultrasound data were
then acquired at 0, 15, 30, 60 and 120min intervals.
No evidence of change was observed between the zero-minute and 120-min

conventional grayscale B-mode images, while there was a slight (but nonsignificant)
change with the color LUT (Figure 2.15). The lower part of Figure 2.15 shows images
reconstructed from the same raw RF data, again, with a grayscale LUT in the top
row and color LUT in the bottom row. Significant changes in the size of the brightest
(red) region, located between the skin–tumor capsule boundary, were observed as
expected. Unlike the conventional B-mode processing case, here the Hf processed
data showed the region to comprise pixel values far brighter than the mean pixel
value that occurred in the rest of the image.
A loss of spatial resolution between skin and tumor capsule was also observable in

the image, as expected; this resulted from the smoothing effect of the moving
window analysis. In view of this smoothing, which tends to reduce the variations in
magnitude of a function, it was somewhat surprising that the image showed a greater
separation between the background and enhanced regions. From the images, it could
also be seen that the magnitude of values in the region between the skin and the
tumor boundary increased with post-injection time. Moreover, the shape and
location of the regions were consistent with a brightening effect due to an accumula-
tion of nanoparticles in the angiogenic neovasculature [77, 78].
The data in Figure 2.16 compare the change in mean value of the 3% thresholded

region (i.e. enhancement) for the B-mode images (logarithm of signal envelope) as a
function of time post injection for controls versus targeted. The plots show that the
conventional B-mode images cannot be used to distinguish between 0 and 120min
post injection.
Corresponding results, obtained using entropy imaging, are shown in Figure 2.17,

using the same vertical and horizontal scales as in Figure 2.16, for ease of compari-
son. The plots show that only the entropy-based receiver was able to distinguish
between 0 and 120min post injection (paired t-test produces p < 0.05). Moreover,

Figure 2.14 A histological specimen extracted
from a MDA 435 mouse model, magnified
20-fold, to permit a better assessment of the
thickness and architecture of the sites (red by
b3 staining) where anb3-targeted nanoparticle
might attach. The skin and tumor are both visible

in the image. The close proximity of
neovasculature to the skin–transducer
interface is one of the primary obstacles
that must be overcome by any quantitative
detection scheme intended to determine the
extent of this region.
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the mean values increased in an approximately linear fashion versus time. The plot
of control experiments showed there was no significant change in enhancement
with time in these animals. However, a careful visual inspection of the image
sequence revealed measurable changes in tumor shape and position that most
likely were induced by respiration and relaxation of the animal over the 2-h
experiment.

Figure 2.15 A comparison of 0-min and 120-min
(post-injection) images obtained from
conventional energy-based signal processing
(upper part of figure) and the entropy-based
Hf metrics (lower part of figure). Grayscale
images of before and after data are presented
for both types of signal processing. No change is
evident in the B-mode images, and at most
there is a slight change in the images. However,
the application of a color look-up table (LUT)
to the images revealed more detail.

The same color LUT mapping was applied to
both B-mode images to facilitate comparisons.
The calibration bar of the mapping is shown to
the right of the images in both cases. The images
show a greater change with time and a greater
separation of the neovascular region from the
rest of the image than the B-mode images.
Replication of this experiment in nine animals
showed the change to be statistically significant
only for the Hf-processed images.
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2.4.5
In Vivo Tumor Imaging at Clinical Frequencies

A separate ultrasound study utilizing targeted nanoparticles was designed to
assess the feasibility of image-based angiogenic neovasculature using backscattered

Figure 2.16 Quantitative comparison of enhancement and B-
mode images obtained using targeted nanoparticles. No
significant changes were observed with either untargeted or
targeted nanoparticles. All plots have vertical units of nepers, as
the image analysis was performed on noise-scaled or normalized
images (which are unitless). As explained in the text, this does not
alter the quantitative conclusion presented in these plots.

Figure 2.17 Quantitative comparison of enhancement for a
thermodynamic receiver (Hf) obtained using targeted and
untargeted nanoparticles. Only the targeted nanoparticles
produced a significant change in enhancement (p< 0.05).
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ultrasound in the frequency range between 7 and 15MHz [79]. These investigators
employed a liquid–PFCnanoparticle conjugation of ananb3 peptidomimetic to target
the expression ofanb3 in Vx-2 tumors implanted in the hindquarters of NewZealand
White rabbits (n¼ 9). Anesthesia was administered continually with isoflurane
gas, the model was injected with a whole-body dose of 0.66ml kg�1 of nanoparticle
emulsion, after which the ultrasound data were acquired at 0, 15, 30, 60 and 120min.
Six control rabbits were also imaged using the same methodology, but were not
injected with nanoparticles. Beam-formed RF data were acquired using a modified
research version of a clinical ultrasound system (Philips HDI-5000). Data were
analyzed for all rabbits at all times post injection, using three different techniques:
(i) conventional grayscale; (ii)Hf (an entropy-based quantity); and (iii) log[Ef ] (i.e. the
logarithm of the signal energy, Ef). Representative image data are shown in
Figure 2.18, depicting the tumor in cross-section. A paired t-test comparing Hf

image enhancement obtained at 0 and 120min for the rabbits injected with targeted
nanoparticles indicated a significant difference (p < 0.005). For control rabbits there
was no significant difference between 0 and 120min (p¼ 0.54). Conventional
grayscale imaging at the fundamental frequency and log[Ef ] imaging failed to detect
a coherent signal, and did not show any systematic pattern of signal change.

2.5
Contact-Facilitated Drug Delivery and Radiation Forces

2.5.1
Primary and Secondary Radiation Forces

Acoustic radiation force is a phenomenon associated with the propagation of acoustic
waves through a dissipativemedium. It is caused by a transfer ofmomentumfrom the
wave to the medium, arising either from absorption or reflection of the wave [80, 81].
For particles suspended in a liquid medium, these forces manifest themselves in
two ways. The first way, which is referred to as the primary radiation force, tends to
accelerate the suspended particles away from the source. The second way, referred to
as the secondary force, is an interparticle force that can be completely attractive, if the
particles lie in contours perpendicular to the incident field and can be completely
repulsive if theparticles are oriented parallel to the incidentfield.One very useful form
for these primary and interparticle (secondary) forces is given by [82]

Fprimary ¼ V0P2
A

4r0c20
k sinð2kÞf r

r0

� �
ð2:11Þ

where

f
r
r0

� �
¼ r0c20

rc2
� 5r�2r0

3rþr0
; ð2:12Þ

Here, V0 is the sphere volume, PA is the acoustic pressure amplitude, r and r0 are
the sphere and fluid densities, respectively, and c and c0 are the sound velocity in the
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sphere and fluid, respectively. The interparticle force given by

Fi:p: ¼ xr�4f ðqÞ ð2:13Þ
where

x ¼ 2p
3
ðr�r0Þ2

r0
a3b3u20; ð2:14Þ

and a, b are the sphere radii, r is their separation distance, and u0 is the velocity
amplitude of the suspending medium.
The action of these forces in vivo is to concentrate the suspended nanoparticles and

push them away from the acoustic source (i.e. away from the center of arterial flow
and onto the capillary wall), as shown in Figure 2.19. This effect increases the
potential to increase their therapeutic efficacy.

2.5.2
In Vitro Results

Besides detecting sparse epitopes for noninvasive imaging, PFC nanoparticles are
capable of specifically and locally delivering drugs and other therapeutic agents
through a novel process known as contact-facilitated drug delivery [12]. The direct
transfer of lipids and drugs from the nanoparticles� surfactant layer to the cell
membrane of the targeted cell is usually a slow and inefficient process. However,
through ligand-directed targeting this process can be accelerated by minimizing the
separation of the lipids and surfaces, and increasing the frequency and duration

Figure 2.18 Images produced from beam-
formed RF acquired from a rabbit injected with
anb3-targeted nanoparticles. The three rows
show composite images formed by the
application of three different signal processing
techniques: Hf, log[Ef ] signal receiver (both
applied with a moving window), and

conventional image processing. Each composite
image is comprised of five sub-images
reconstructed from beam-formed RF acquired at
0, 15, 30, 60 and 120min post injection, as
indicated by the labels. Only the Hf composite
image showed any evidence of change after
injection (black arrows).
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of the lipid–surface interactions (see Figures 2.20 and 2.21). Spatial localization
(via high-resolution 19F-enhanced MRI) and quantification of the nanoparticles
(via 19F spectroscopy) permits the local therapeutic concentrations to be estimated.
Thus, PFC nanoparticles can be used for detection, therapy and treatment
monitoring.
As an example, in vitro vascular smooth muscle cells were treated with tissue

factor-targeted PFC nanoparticles containing 0, 0.2 or 2.0mol% doxorubicin or
paclitaxel, or an equivalent amount of drug in buffer solution alone [83]. After
targeting for only for 30min, proliferation was inhibited for three days, while in vitro
dissolution studies revealed that the nanoparticles� drug release persisted for
more than one week. High-resolution MRI with a 4.7 Tesla field strength showed
that the image intensity of the targeted vascular smooth muscle cells was twofold
higher compared to nontargeted cells. In addition, the fluorine signal amplitude
at 4.7 Tesla was unaffected by the presence of surface gadolinium, and was linearly

Figure 2.20 Schematic representation illustrating contact-
facilitated drug delivery. The phospholipids and drugs within the
nanoparticles surface-exchange with the lipids of the target
membrane through a convection process, rather thandiffusion, as
is common among other targeted systems.

Figure 2.19 Still images of C32 melanoma cells
with nanoparticles before, during and after
insonification. These show primary and
secondary radiation forces acting on the
perfluorocarbon nanoparticles. The direction of
acoustic insonification, as indicated by the arrow
in the center panel, is the same in all three cases.
Left panel: pre-insonification; the particles are
arranged randomly. Center panel: during
insonification, the particles line up on an axis
perpendicular to the direction of insonification
and move away from the source. Right panel:

after insonification, the particle configuration is
re-randomized by Brownian motion. During
ultrasound exposure, the alignment of
nanoparticles relative to the acoustic field
(arrow) demonstrates conclusively that acoustic
radiation forces (primary and secondary)
influence the nanoparticles. This mechanism
was observed to be a reversible and safe process;
after ultrasound treatment the nanoparticles
were no longer aligned, but had been neither
destroyed nor altered.
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correlated to the PFC concentrations which, by direct inference could be related to
the nanoparticles� number.

2.6
Conclusions

Targeted liquid PFC nanoparticles represent an extremely versatile platform which
has been successfully employed in conjunction with ultrasound, single positron-
emission tomography and MRI. These nanoparticles are capable of aiding in the
detection of sparse biomarkers, such as integrins in angiogenesis, as well as high-
density epitopes such as fibrin. They are unique in that they can be used to diagnose,
treat and monitory therapy in a one-step process. Hence, their ongoing and future
impact in the fields of cardiology and oncology are predicted to be substantial.
The field of engineered contrast agents continues to grow steadily and advance in

line with the rapid developments in nanotechnology. At research centers worldwide,
multidisciplinary teams have been assembled which combine expertise in the areas
of physics, chemistry, biology, engineering and medicine, to focus on the challenges
of creating this next generation of agents. Today, this field is progressing along a path
that embraces the prediction summarized within the oft-quoted title of Richard
Feynman�s presentation, on the world of the nano-scale, to the American Physical
Society on December 29th 1959: �There�s plenty of room at the bottom.�

Figure 2.21 In vitro targeting of fluoroscein isothiocyanate
(FITC)-labeled nanoparticles (white arrows) targeted to
anb3 integrin expressed by C-32 melanoma cells. This illustrates
the delivery of FITC-labeled surfactant lipids into target cell
membranes (yellow arrows).

46j 2 From In Vivo Ultrasound and MRI Imaging to Therapy



The potential for significant contributions to paradigms of patient care have
been reinforced in recent years via specific funding mechanisms from granting
agencies, such as the US National Institutes of Health (NIH) initiatives creating the
Programs of Excellence in Nanotechnology (NHLBI-PEN) and the Centers of Cancer
Nanotechnology Excellence (NCI-CCNE). Currently, a number of agents are moving
towards clinical trials under this aegis. In order to gain acceptance, the approval
process by the US Food and Drug Administration is typically on the order of four to
eight years for imaging agents (slightly longer for therapeutics). At the time of this
writing, some agents have already advanced to Phase 1 and 2 clinical trials, and
several new biotechnology start-up companies have also been launched that are
devoted to the same goal.
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3
Nanoparticles for Cancer Detection and Therapy
Biana Godin, Rita E. Serda, Jason Sakamoto, Paolo Decuzzi, and Mauro Ferrari

3.1
Introduction

3.1.1
Cancer Physiology and Associated Biological Barriers

Cancer is a major public health problem in developed countries, accounting for
nearly one-fourth of deaths in the United States, exceeded only by heart diseases.
According to a 2008 report by the American Cancer Society, estimated numbers for
US cancer cases are 745 and 692 thousands for men and women, respectively [1, 2],
with the lifetime probability of developing cancer higher in men (45%) than in
women (38%). Cancer is a general term used to define any disease characterized by
the uncontrolled proliferation of abnormal cells. Due to a widely used generalization
of the condition, it is easy to overlook the fact that cancer is not a single disease, but
rather a conglomerate ofmany diseases. During the past five decades, the complexity
of cancer has been renderedmore tangible by a large body of knowledge accumulated
on the common principles of pathogenesis. It is now clear that cancer is a complex
ailment caused by accumulation of multiple molecular alterations in the genetic
material.
The disease can be divided into two broad categories of hematological malignan-

cies (which affect circulating cells) and solid tumors. Solid tumors can be considered
as an organ, and are divisible into threemain subcompartments: vascular; interstitial;
and cellular [3, 4]. Each of these subcompartments accounts for several biological
barriers (or �biobarriers�) that a therapeutic agent should bypass to treat the disease
effectively [5, 6]. Later in this section, we will describe the tumor compartments as
well as related and other intrinsic �biobarriers�, which severely impede the localiza-
tion of chemicals, biomolecules and particulate systems at their intended site of
action. Biobarriers are sequential in nature, and therefore the probability of an active
agent of reaching its therapeutic goal is the interrelated result of the individual
probabilities of overcoming each one of the challenges it faces [7, 8].
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The tumor vasculature is extremely heterogeneous, with necrotic and hemor-
rhagic areas neighboring regions with a dense vascular network formed as a result
of angiogenesis triggered to sustain a sufficient supply of oxygen and nutrients
necessary for tumor growth and progression [5, 9]. Tumor blood vessels are
architecturally and structurally different from their normal counterparts. The
vascular networks that are formed in response to tumor growth are not organized
into definitive venules, arterioles and capillaries – as for the normal circulation –

but rather share chaotic features of all of them. Furthermore, the blood flow
in tumor vessels is irregular, sluggish, and sometimes oscillating. Angiogenic
vessels possess several abnormal features such as a comparatively high percentage
of proliferating endothelial cells, an insufficient number of pericytes, an enhanced
tortuosity, and the formation of an atypical basal membrane. As a result, tumor
vasculature is more permeable, with the pore cut-off size ranging from 380 to
780 nm in different tumor models [10, 11]. The hemoglobin in the erythrocytes
is �oxygen-starved�, which makes the microenvironment profoundly hypoxic.
The tumor environment is also nutrient-deficient (e.g. glucose), acidic (owing
to lactate production from anaerobic glycolysis), and under oxidative stress [3, 9].
Although the molecular controls of the above abnormalities are not fully eluci-
dated, these may be attributed to the imbalanced expression and function of
angiogenic factors. Various mediators can affect angiogenesis as well as vascular
permeability. Among these are vascular endothelial growth factor (VEGF), nitric
oxide, prostaglandins and bradykinin. Macromolecules can traverse through
neoplastic vessels using one of the following pathways: vasculature fenestrations;
interendothelial junctions; transendothelial channels (open gaps); and vesicular
vacuolar organelles [9]. The tumor vasculature, in being formed de novo during the
angiogenic process, possesses a number of characteristic markers which are not
seen on the surface of normal blood vessels, and can serve as therapeutic targets
(these will be discussed later).
The interstitial compartment of solid tumors is mainly composed of a collagen and

elastic fiber, crosslinked structure. Interstitial fluid and high-molecular-weight
gelling constituents, such as hyaluronate and proteoglycans, are interdispersed
within the above network. The characteristic feature of the interstitium, which
distinguishes it from the majority of normal tissues, is the intrinsic high pressure
resulting from the absence of an anatomically well-defined and operating lymphatic
network, as well as an apparent convective interstitial fluid flow. These parameters
present additional biobarriers towards the penetration of a therapeutic agent into the
cancer cells, as the transport of an anticancer molecule or nanovector in this tumor
subcompartment will be governed by physiological (pressure) and physico-chemical
(charge, lipophilicity, composition, structure) properties of the interstitium and the
agent itself [4, 5].
The cellular subcompartment accounts for the actual cancerous cell mass. The

barriers directly related to the cellular compartment are generally categorized in
terms of alterations in the biochemical mechanisms within the malignant cells
making them resistant to anticancer medications. Among these biochemical shifts
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are the P-glycoprotein efflux system, which is responsible for multidrug resistance
and the impaired structure of specific enzymes (i.e. topoisomerase). Moreover, in
order to efficiently treat the disease, a cytotoxic agent should be able to cross the
cytoplasmic and nuclear membranes – a far from trivial deed for basic drugs that are
ionizable within an acidic tumor environment [12, 13].
Asmentioned above, following their administration, therapeutic agents encounter

a multiplicity of biological barriers that adversely impact their ability to reach the
intended target at the desired concentrations [5–8, 14]. This problem is considerably
decoupled from the ability of agents to recognize and selectively bind to the target,
that is, by the use of antibodies, aptamers or ligands. In other words, despite their
high specificity these agents invariably present with concentrations at target sites that
are vastly inferior to what is expected on the basis ofmolecular recognition alone. The
biodistribution profiles for conventional chemotherapeutic agents are evenly ad-
verse, if not worse, leading to a plethora of unwanted toxicities and collateral effects at
the expense of the therapeutic action (i.e. a decreased �therapeutic index�). The
reticuloendothelial system (RES), which comprises immune cells and organs such as
the liver and spleen, presents an important physiological biobarrier, causing an
efficient clearance of the agent from the bloodstream.Other barriers of epithelial and
endothelial nature, for example the blood–brain barrier, are based on tight-junctions,
which significantly limit the paracellular transport of agents that owe theirmolecular
discrimination to severalmechanisms andproteins (occludin, claudin, desmosomes,
zonula occludens).
To summarize, some of the most challenging biobarriers as the main cause for

tumor resistance to therapeutic intervention, include physiological noncellular and
cellular barriers, such as the RES, epithelial/endothelial membranes and drug
extrusion mechanisms, and biophysical barriers, which include interstitial pressure
gradients, transport across the extracellular matrix (ECM), and the expression and
density of specific tumor receptors.

3.1.2
Currently Used Anticancer Agents

Since the pathology of cancer involves the dysregulation of endogenous and fre-
quently essential cellular processes, the treatment of malignancies is extremely
challenging. The vast majority of presently used therapeutics utilize the fact that
cancer cells replicate faster thanmost healthy cells. Thus,most of these agents do not
differentiate greatly between normal and tumor cells, thereby causing systemic
toxicity and adverse side effects. More selective agents – which include monoclonal
antibodies and anti-angiogenic agents – are now available, and the efficiency of
these medications is still under evaluation in various types of tumor. Since cancer
arising from certain tissues – including the mammary and prostate glands – may
be inhibited or stimulated by appropriate changes in hormone balance, several
malignancies may also respond to hormonal therapy. Various groups of anticancer
therapeutics are exemplified below.
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3.1.2.1 Chemotherapy
Chemotherapy, or the use of chemical agents to destroy cancer cells, is a mainstay
in the treatment of malignancies. The modern era of cancer chemotherapy was
launched during the 1940s, with the discovery by Louis S. Goodman and Alfred
Gilman of nitrogen mustard, a chemical warfare agent, as an effective treatment for
blood malignancies [15, 16].
Through a variety of mechanisms, chemotherapy affects cell division, DNA

synthesis, or induces apoptosis. Consequently, more aggressive tumors with high
growth fractions are more sensitive to chemotherapy, as a larger proportion of the
targeted cells are undergoing cell division at any one time.Achemotherapy agentmay
function in only one phase (G1, S, G2 and M) of the cell cycle (when it is called cell
cycle-specific), or be active in all phases (cell cycle-nonspecific). The majority of
chemotherapeutic drugs can be categorized as alkylating agents (e.g. cisplatin,
carboplatin, mechlorethamine, cyclophosphamide, chlorambucil), antimetabolites
(e.g. azathioprine, mercaptopurine), anthracyclines (daunorubicin, doxorubicin,
epirubicin, idarubicin, valrubicin), plant alkaloids (vinca alkaloids and taxanes) and
topoisomerase inhibitors (irinotecan, topotecan, amsacrine, etoposide) [17–19].
The lack of any great selectivity by chemotherapeutic agents between cancer and

normal cells is apparent when considering the adverse effect profiles of most
chemotherapy drugs [18, 19]. Hair follicles, skin and the cells that line the gastroin-
testinal tract are some of the fastest growing cells in the human body, and therefore
are most sensitive to the effects of chemotherapy. It is for this reason that patients
may experience hair loss, rashes and diarrhea, respectively. As these agents do not
possess favorable pharmacokinetic profiles to localize specifically into the tumor
tissue, they become evenly distributed throughout the body, with resultant adverse
side effects and other toxic reactions that greatly limit their dosage.

3.1.2.2 Anti-Angiogenic Therapeutics
The publication of Judah Folkman�s imaginative hypothesis in 1971 launched the
current research area of anti-angiogenic therapy for cancer [20], although more
than three decades elapsed before the Food and Drug Administration (FDA)
approved the first anti-angiogenic drug, bevacizumab (a humanized monoclonal
antibody directed against VEGF) [21, 22]. The first clinical trials with this agent,
when used in combination with standard chemotherapy, resulted in an enhanced
survival of metastatic colorectal cancer and advanced non-small-cell lung can-
cers [23, 24]. Another group of anti-angiogenic therapeutics, also approved by the
FDA, is based on small-molecule receptor tyrosine kinase inhibitors (RTKIs)
which target VEGF receptors, platelet-derived growth factor (PDGF) and other
tyrosine kinase-dependent receptors [25]. Examples of agents in this group are
sorafenib and sunitinib; these orally administered medications have been shown
to be effective in the treatment of metastatic renal cell cancer and hepatocellular
carcinoma, when used as monotherapy [26–28]. When used as monotherapy, the
survival benefits of these treatments are relatively modest (usually measured in
months). Additionally, the treatments are also costly [29] and have toxic side
effects [30–34].
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3.1.2.3 Immunotherapy
While tumor cells are ultimately derived from normal progenitor cells, transforma-
tion to a malignant phenotype is often accompanied by changes in antigenicity.
Antibodies are amazingly selective, possessing the natural ability to produce a
cytotoxic effect on target cells. The immune system was first appreciated over 50
years ago for its ability to recognize malignant cells and defend against cancer, when
Pressman and Korngold [35] showed that antibodies could distinguish efficiently
between normal and tumor tissues. These results were confirmed by Burnet [36]
during the 1960s, who also showed that neoplasms are actually formed only when
lymphocytes lose the capability of differentiating between normal and malignant
cells. These studies grounded the foundation for modern monoclonal antibody
(mAb) -based cancer therapy. The expression of tumor-associated antigens can arise
due to a variety of mechanisms, including alterations in glycosylation patterns [37],
the expression of virally encoded genes [38], chromosomal translocations [39], or
an overexpression of cellular oncogenes [40, 41]. The first challenge in the develop-
ment of efficient mAb-based therapeutics is the detection of an appropriate and
specific tumor-associated antigen. Some examples of mAbs used for cancer therapy
are given below.
Hematologic malignancies, which possess fewer barriers capable of preventing

mAbs from accessing their target antigens, are well suited for mAb therapy.
Following intravenous injection and distribution throughout the vascular space,
therapeutic antibodies may easily access their targets on the surface of blood
malignant cells. Many of these B- and T-cell surface antigens, such as CD20, CD22,
CD25, CD33 or CD52, are expressed only on a particular family of hematopoietic
cells [42, 43]. These antigens are also expressed at high levels on the surface of various
populations of malignant cells, but not on normal tissues or hematopoietic progeni-
tor cells. The chimeric antibodywhich binds to CD20B lymphocyte surface antigens,
rituxan (rituximab; Genentech) was among the first of the mAbs to receive FDA
approval for the treatment of nonHodgkin�s lymphoma [44]. Alemtuzumab, which
recognizes CD52 antigens present on normal B and T lymphocytes (Campath-1; Ilex
Oncology) has also received FDA approval for the treatment of patients suffering
from chronic lymphocytic leukemia.
The successful treatment of solid tumors with mAb therapeutics has proved to be

more elusive compared to hematological malignancies, although some significant
therapeutic benefits have been achieved. The failure of mAbs in the treatment of
these malignancies is primarily attributable to an insufficient level of injected mAb
that actually reaches its target within a tumor mass. The results of several studies
using radiolabeled mAbs have suggested that only a very small percentage of the
original injected antibody dose (0.01–0.1%g�1 tumor tissue) is able to ever reach
target antigens within a solid tumor [45–47]. These low in vivo concentrations are due
to the series of biobarriers (see above) that an intravenously administered mAb
encounters en route to its specific antigens on the surface of cancer cells. Herceptin
(trastuzumab; Genentech) is a humanized antibody marketed for the treatment
of metastatic breast cancer. This mAb recognizes an extracellular epitope of the
HER-2 protein, which is highly overexpressed in approximately 25–30% of invasive
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breast tumors [40, 41]. It is noteworthy that HER-2 expression on breast cancer cells
can be as high as 100-fold in comparison to normal breast epithelial cells. Clinical
trials with herceptin have shown it to be well tolerated, both as a single agent for
second- or third-line therapy or in combination with chemotherapeutic agents as a
first line of therapy. A combination therapy resulted in a 25% improvement in overall
survival among patients with HER-2-overexpressing tumors that are refractory to
other forms of treatment [48, 49].
The levels of prostate-specific membrane antigen (PSMA), a transmembrane

protein expressed primarily on the plasmamembrane of prostatic epithelial cells [50],
are elevated in virtually all cases of prostatic adenocarcinoma, with maximum
expression levels observed in metastatic disease and androgen-independent tu-
mors [50–53]. Due to this behavior, PSMA has become an important biomarker for
prostate cancer, and antibodies to PSMA are currently being developed for the
diagnosis and imaging of recurrent and metastatic prostate cancer, as well as for the
therapeutic management of malignant disease [53–56].
Another mAb used for the treatment of colorectal cancer is elecolomab (panorex;

GlaxoSmith-Kline), the anti-epithelial cellular adhesionmolecule. Today, many other
immunotherapeutics are being used in the clinic or are undergoing various stages of
clinical trials. Beyond their pronounced therapeutic potential, these agents can be
efficiently combined with nanovectors to enhance targeting of the latter to cancer
tissues.

3.1.2.4 Issues and Challenges
As mentioned above, currently used conventional cancer therapies have several
drawbacks that result in a pronounced toxicity and poor treatment efficacy. On the
other hand, current diagnostic techniques do not allow for the competent detection of
various malignancies, and do not reflect the vast clinical heterogeneity of the
condition. Targeted approaches will ultimately increase the treatment efficiency,
while decreasing toxicity to normal cells and tissues; thus, specific drug delivery in
cancer treatment is of prime importance. As opposed to cancers of the blood, solid
malignancies possess several unique characteristics, such as extensive blood vessel
growth (angiogenesis), damaged vascular architecture and enhanced permeability,
and impaired lymphatic flow and drainage. All of the above can serve as effective
therapeutic targeting mechanisms, as well as for the passive homing of agents into
the tumor tissue by means of various delivery systems.
To summarize, current issues and unmet needs in translational oncology include:

. Improved strategies for early cancer diagnostics and imaging.

. Advanced technologies to overcome the toxicity and adverse effects of chemother-
apeutic agents.

. An accumulation of new knowledge on cancer biology, allowing for the design of
more efficient therapeutics for more aggressive and lethal cancer phenotypes.

Progress in the above listed fields will sculpt the major cornerstones for a yet-
to-come �personalized� tumor therapy and early and predictive diagnosis of the
disease.
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Later in this chapter we will describe the currently available and under-
development carriers and vectors from a �nano-toolbox�, and critically discuss the
benefits andweaknesses of these systems for the design of specific, personalized and
targetedmedications. The benefits of rational design of the nanovectors to efficiently
negotiate biobarriers and various aspects of a preclinical characterization for the
nanoscale systems will be argued.

3.2
Nanotechnology for Cancer Applications: Basic Definitions and Rationale for Use

Nanoscience involves investigations to learn new behaviors and properties of
materials on a submicron scale. Various important functions of living organisms
and biological processes take place at the nanoscale. As an example, a typical protein
such as hemoglobin, which carries oxygen through the bloodstream, is 5 nm (i.e.five-
billionths of a meter) in diameter, while gamma-globulin accounts for a diameter of
about 10 nm. For a comparison, the diameter of an erythrocyte – the smallest cell in
the human body – ranges from 5 to 7mm.
Research on the nanoscale has been amissing dimensional link, among an atomic

scale which provides the basics for chemistry and physics, andmicro-scale technolo-
gies, such as electronics. This issue was addressed by a Nobel Laureate Richard
Feynman inhis legendary lecture, �There is a plenty roomin thebottom,� in1959 [57].
Almost four decades later, Richard Smalley, who received his Nobel Prize in 1996 for
the discovery of the foundational in nanoscience and nanotechnology carbon-60
molecules, said �. . .human health has always been determined on the nanometer
scale; this is where the structure and properties of the machines of life work in every
one of the cells in every living thing.� Nowadays, nanotechnology is a rapidly growing
multidisciplinary field involving support from scientists in academia, industry and
regulatory as well as federal sectors. As an example, the National Nanotechnology
Initiative (NNI) program was established in 2001 to coordinate Federal Nanotech-
nology Research and Development [58]. The 2009 budget request provides US$ 1.5
billion for the NNI, with major investment in nanotechnology research and devel-
opment over the past decade, reflecting a broad support of the US Congress for this
program.Nanotechnology can offer impressive resolutions, when applied tomedical
challenges such as cancer, diabetes, Parkinson�s or Alzheimer�s disease, cardiovas-
cular problems and inflammatory or infectious diseases.
Nanotechnology is more than simply throwing together a batch of nanoscale

materials – it requires the ability tomanipulate and control them in a useful way. The
definition of nanotechnology pertains to synthetic and engineerable objects which
are nanoscale in dimensions, or have critical functioning components of such a size,
and that therefore possess special emergent properties [59]. This is a general and
operational definition involving the following interrelated constituents: nanoscale
dimensions of the whole system or its vital components; man-made nature; and the
unique characteristics of newmaterial that arise due to its nanoscopic size, with each
element in this three-part description being equally essential for an object to be
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defined as �nanotechnological�. Another vital component in this definition is that the
unique features and emerging properties of the nanomaterial must be backed up by
the correct mechanism of action (e.g. mathematical modeling). Other definitions of
nanotechnology can be found in the literature and, according to some agencies, the
word �nanoscale� should be interpreted to encompass the range of 1 to 100 nm. For
example, the National Cancer Institute defines nanotechnology as

�The field of research that deals with the engineering and creation of
things from materials that are less than 100 nanometers (one-
billionth of a meter) in size, especially single atoms or molecules.�

Nanotechnology has already occupied its niche for quite a few years in medicine,
being known as �nanomedicine�, particularly in oncology [60–62]. The most studied
and commercially available drug-delivery nanoparticle is the liposome, with lipo-
somal doxorubicin having been granted FDA approval since 1996 for use against
Kaposi�s sarcoma. Later, it was also approved for use in metastatic breast cancer and
recurrent ovarian cancer. Cancer-related issues of nanomedicine are supported by
major funding programs; for example in 2005, the National Cancer Institute
launched a US$ 144 million Alliance for Nanotechnology in Cancer.
The use of nanoparticles as carriers for therapeutic and imaging contrast agents is

based on the simultaneous, anticipated advantages of drug localization at cancer
lesions, and the ability to circumvent the biological barriers encountered between the
point of administration and the projected target. Although physical localization at the
tumor site is frequently defined as �targeting� among the drug-delivery community,
this termhas a different scientific connotation, referring to the preferential activity of
the agent on tumor-associated biological pathways. Due to this discrepancy, we will
here use the term �targeting� only when referring to the specific recognition between
particles and the lesion (e.g., due to the presence of mAb on the particle�s surface),
while referring to passive concentration governed by physical laws as �localization� or
�direction�.
A �nanovector � is a nanoscale particle or system having nanoscale components

for the delivery of therapeutic or contrast agent. Currently used and investigated
nanovectors can be generally organized into threemain categories or �generations� as
shown schematically in Figure 3.1 [6, 8, 63]:

. The first generation (Figure 3.1a) comprises a delivery system that homes into the
action site governed by passive mechanisms. In the case of liposomes as a
nanovector, the mode of tumor localization is based on the enhanced permeation
and retention (EPR) effect, which drives the system to localize into tumor through
fenestrations in the adjacent neovasculature. Some of these carriers are surface-
modified with a stealth layer [e.g. polyethylene glycol (PEG)] which prevents their
uptakeby theRES,andthussubstantiallyprolongs theparticles� circulation time [63].

. The second generation in this classification is thus defined as having specific
additional functionalities on each individual particle, allowing for molecular
recognition of target tissue (Figure 3.1b), or for the active or triggered release of
the payload at the disease site. The best examples of thefirst subclass of nanovectors
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in this category are antibody-targeted nanoparticles, such as mAb-conjugated
liposomes [64–69].

. Third-generation nanovectors, such as multistage agents, are capable of more
complex functionswhich enable sequential overcomingofmultiple biobarriers. An
example is the time-controlled release of multiple payloads of active nanoparticles,
negotiating different biological barriers and with different subcellular targets [7].

Later in this chapter we will focus on each of the three generations of nano-
vectors, discussing the �pros� and �cons�, and presenting various examples of these
technologies.

3.3
First-Generation Nanovectors and their History of Clinical Use

Today, the first-generation nanovectors that passively localize into tumor sites
represents the only generation of nanomedicines broadly represented in the clinical
situation. These systems are generally designed to achieve long circulation times for
therapeutics and an enhanced accumulation of the drug into the target tissue. This is
achieved through a pronounced extravasation of the carrier-associated therapeutic
agent into the interstitial fluid at the tumor site, exploiting the locally increased
vascular permeability, the EPR effect (Figure 3.2). An additional physiological factor
which contributes to the EPR effect is that of impaired lymphatic function impeding
clearance of the nanocarriers from their site of action [69–71]. The localization in this
case is driven only by the particles� nanodimensions, and is not related to any specific
recognition of the tumor or neovascular targets.
In order to prolong their circulation time, these systems are generally decorated on

their surface by a �stealth� layer (e.g. PEG) which prevents their uptake by phagocytic
blood cells and organs of the RES system [63, 72, 73]. The most pronounced

Figure 3.1 (a) First-generation nanovectors
(e.g. clinical liposomes) comprise a container
and an active principle, and localize in the tumor
by enhanced permeation and retention (EPR),
or the enhanced permeability of the tumor
neovasculature; (b) Second-generation
nanovectors further possess the ability to
targeting their therapeutic action via antibodies

and other biomolecules, remote activation, or
responsiveness to environment; (c) Third-
generation nanovectors (e.g. multistage agents)
are capable of more complex functions, such
as time-controlled deployment of multiple
waves of active nanoparticles, deployed across
different biological barriers and with different
subcellular targets.
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representatives of this generation in clinical use are liposomes, which are the leaders
among nanocarriers used in clinics. These self-assembling structures, which were
first discovered byBangham in 1965 [74], are composedof one or several lipid bilayers
surrounding an aqueous core. This structure imparts an ability to encapsulate
molecules that possess different degrees of lipophilicity; lipophilic and amphiphilic
drugs will be localized in the bilayers while water-soluble molecules will concentrate
into the hydrophilic core. The first drug to benefit from being encapsulated within
this delivery system was doxorubicin. As of today, various companies market
doxorubicin liposomal formulations, but Myocet (non-PEGylated liposomes) and
Doxil (PEGylated liposomes) were among thefirst systems in clinical use [71, 75]. The
pronounced advantages of liposomally encapsulated doxorubicin can be illustrated in
its pharmacokinetic performance: an elimination half-life for the free drug is only
0.2 h, but this increases to 2.5 and 55 h, respectively, when non-PEGylated and
PEGylated liposomal formulations are administered. Moreover, the area under the
time–plasma concentration profile (the AUC), which indicates the bioavailability of
an agent following its administration, is increased 11- and 200-fold for Myocet and
Doxil, respectively, compared to the free drug [76]. Encapsulation into the liposomal
carrier also causes a significant reduction in themost significant adverse side effect of
doxorubicin, namely cardiotoxicity, as demonstrated in clinical trials [71, 75–77].

Figure 3.2 Mechanism of passive tumor targeting by enhanced permeation and retention (EPR).
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Liposomal doxorubicin is currently approved for the treatment of various malignan-
cies, including Kaposi�s sarcoma, metastatic breast cancer, advanced ovarian cancer
andmultiplemyeloma.Other liposomal drugswhich are either currently inuse or are
being evaluated in clinical trials include non-PEGylated liposomal daunorubicin
(DaunoXome) and vincristine (Onco-TCS), PEGylated liposomal cisplatin (SPI-77)
and lurtotecan (OSI-211) [78, 79].
Other systems in this category include metal nanoparticles for use in diagnostics,

albumin paclitaxel nanoparticles approved for use in metastatic breast cancer, and
drug–polymer constructs.
Nanoscale particles can act as contrast agents for all radiological imaging ap-

proaches. Iron-oxide particles provide a T2-mode negative contrast for magnetic
resonance imaging (MRI), while gold nanoparticles can be used to enhance the
contrast in X-ray and computed tomography (CT) imaging, in a manner which is
essentially proportional to their atomic number. Mechanical impendence disparity
is the origin for the contrast in ultrasound imaging provided by the materials that
are either more rigid (metals, ceramics) or much softer (microbubbles) than the
surrounding tissue. The very existence of better contrast agents can drive the
development of new imaging modalities. The emergence of nanocrystalline quan-
tum dots has generated great interest in novel optical imaging technologies. The
architecture and composition of quantum dots provide tunable emission properties
that resist photobleaching. By concentrating preferentially at tumor sites following an
EPR mechanism, nanoparticles which comprise a contrast material can provide an
enhanced definition of anatomical contours and location, as well as the extent of
disease. In addition, if coupled with a biological recognition moiety they can further
offer molecular distribution information for the diagnostician [78].
Albumin-bound paclitaxel (Abraxane) was granted FDA approval in 2005. Pacli-

taxel is a highly lipophilic molecule that was previously formulated for injection with
Cremophor, a toxic surfactant, under the trade name Taxol�. In a multicenter Phase
II clinical trial involving 4400 women with metastatic breast cancer, Abraxane
(30-min infusion, 260mgm�2) was proven to be more beneficial in terms of
treatment efficiency and reduction in side effects than the free drug (3-h infusion,
175mgm�2) [80]. Albumin-bound methotrexate is currently being evaluated in the
clinical situation.
Although the next group to be discussed does not have a particulate nature, these

agents – drug–polymeric cleavable constructs – have also been considered as
nanoengineered objects. In 1975, Ringdorf proposed a new concept of drug–polymer
constructs that could be conjugated by using a linker with a certain degree of
selectivity, and which would be stable in blood but cleaved in an acidic or
enzymatic environment of a tumor site, or within an acidic intracellular compart-
ment (e.g. endosomes) [81]. Some 20 years later, in 1994, doxorubicin conjugated
to poly(N-(2-(hydroxypropyl)methacrylamide) (PHPMA), through an enzymatically
cleavable tetrapeptide spacer (GFLG), was the first polymeric construct to enter
clinical trials [70, 78]. This system significantly improved the therapeutic index
of the drug, as indicated by a 45-fold higher maximum tolerated dose of the
drug–polymer conjugate when compared to doxorubicin alone [82].
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Other examples in this subcategory include PEG-L-asparaginase for lymphoblastic
leukemia, PSMA-bound neocarcinostatin (which has been approved in Japan for the
treatment of liver cancer), and PLGA-conjugated paclitaxel, which is currently
undergoing Phase III evaluation for ovarian and non-small-cell lung cancer. In
addition to such conventional polymer–drug, polymer–protein and protein–drug
conjugates, several novel types of polymeric nanomedicines have also recently
entered clinical trials, including cationic polyplexes for DNA and small interfering
RNA (siRNA) delivery, dendrimers and polymeric micelles [71, 78, 79, 83].

3.4
Second-Generation Nanovectors: Achieving Multiple Functionality at the Single
Particle Level

As defined above, the second generation of nanoparticles has specific additional
functionalities on each individual particle, thus allowing for the molecular recogni-
tion of target tissues or for the active or triggered release of a payload at the disease
site. The best examples of the targetingmoieties utilized for homing thefirst subclass
of nanovectors in this category (e.g. liposomes and other nanoparticles) are anti-
bodies [64, 83–88]. Another example is the targeting through folate-receptors over-
expressed on the membrane of some cancer cells.
Currently, a variety of targeting moieties besides antibodies are under investiga-

tion worldwide. These include ligands, aptamers and small peptides binding to
specific target cell-surface markers or surface markers expressed in the disease
microenvironment [89, 90].
By using active targeting, ligands can be attached to drugs to act as homing

devices for binding to receptor structures expressed at the target site. Antibody–drug
conjugates targeted to, for example, CD20, CD25 and CD33, which are (over)
expressed in non-Hodgkin�s lymphoma, T-cell lymphoma and acute myeloid leuke-
mia, respectively, have been successfully used to deliver radionuclides (Zevalin),
immunotoxins (Ontak) and antitumor antibiotics (Mylotarg) more selectively to
tumor cells. Three platforms – immunoconstructs, immunoliposomes and immu-
nopolymers – that utilize immune functional groups for targeting are presented
schematically in Figure 3.3 [83].
A still unresolved question when targeting the solid tumor is the choice between

high or low binding affinity of the ligand for its antigen or receptor.When the binding
affinity is high, there is some evidence that the penetration of targeted therapeutics
into a solid tumor is decreased due to the �binding-site barrier�. In this case the
targeted therapeutics binds strongly to the first targets encountered, but fails to
diffuse further into the tumor. On the other hand, for targets in which most of the
cells are readily accessible to the delivery system – for example, tumor vasculature and
certain hematological malignancies – a high binding affinity might be desirable.
Another recently reported new system achieves targeting and detection based on

PEGylated gold nanoparticles and surface-enhanced Raman scattering (SERS)
(Figure 3.4a) [91]. These pegylated SERS nanoparticles have a significantly higher
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fluorescent intensity than quantum dots, with light emission in the near-infrared
window, which is very appropriate for in vivo imaging. When conjugated to tumor-
targeting ligands such as single-chain variable fragment (ScFv) antibodies, the
conjugated nanoparticles were able to target tumor biomarkers such as epidermal

Figure 3.3 (a) Examples of targeted therapeutics
constructs. Immunoconstructs are formed by
the linking of antibodies, antibody fragments or
nonantibody ligands to therapeutic molecules,
such as toxins (immunotoxins), radioisotopes
(radioimmunotherapy), drugs
(immunoconjugates) or enzymes (ADEPT).
Drug release, if required (immunotoxins and
immunoconjugates), occurs through
intracellular degradation of the peptide linker;
(b) Immunoliposomes are formed by the
attachment of multivalent arrays of antibodies,
antibody fragments or nonantibody ligands to
the liposome surface or, as in the example, to the

terminus of hydrophilic polymers, such as
polyethylene glycol (PEG), which are grafted at
the liposome surface. The liposomes contain up
to several million molecules of the therapeutic,
the release of which occurs gradually by
diffusion down its concentration gradient;
(c) Immunopolymers are formed by linking both
therapeutic agents and targeting ligands to
separate sites on water-soluble, biodegradable
polymers, such as hydroxypropylmethacrylamide
(HPMA), with the use of appropriate degradable
spacers to allow for drug release.
ADEPT¼ antibody-directed enzyme–prodrug
therapy; LTT¼ ligand-targeted therapeutic [83].
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growth factor (EGF) receptor on human cancer cells and in xenograft tumormodels,
with a 10-fold higher accumulation for targeted particles (see Figure 3.4b).
The nanovectors in the second subclass of this generation include responsive

systems, such as pH-sensitive polymers or those activated by the disease site-specific
enzymes, as well as a diverse group of remotely activated vectors. Among the most

Figure 3.4 (a) Preparation of targeted SERS
nanoparticles by using a mixture of SH-PEG and
a heterofunctional PEG (SH-PEG-COOH).
Covalent conjugation of an endothelial growth
factor receptor (EGFR)-antibody fragment
occurs at the exposed terminal of the
heterofunctional PEG; (b) SERS spectra obtained
from EGFR-positive cancer cells (Tu686) and
EGFR-negative cancer cells (human non-small-
cell lung carcinoma NCI-H520), together with
control data and the standard tag spectrum. All
spectra were taken in cell suspension with 785-

nm laser excitation, and were corrected by
subtracting the spectra of nanotag-stained cells
by the spectra of unprocessed cells. The Raman
reporter molecule is diethylthiatricarbocyanine
(DTTC), and its distinct spectral signatures
are indicated by wave numbers (cm�1);
(c) Biodistribution data of targeted and
nontargeted gold nanoparticles in major organs
at 5 h after injection, measured using inductively
coupled plasma-mass spectrometry (ICP-MS).
Reproduced with permission from Ref. [91].
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interesting examples here are goldnanoshells that are activated bynear-infrared light,
or iron oxide nanoparticles triggered by oscillating magnetic fields [92, 93]. Other
techniques used to remotely activate the second-generation particulates include
ultrasound and radiofrequency (RF) [94–96]. Linking nanoshells to antibodies that
recognize cancer cells enables these novel systems to seek out their cancerous targets
prior to applying near-infrared light to heat them up. For example, in amousemodel
of prostate cancer, nanoparticles activated with 20-fluoropyrimidine RNA aptamers
that recognized the extracellular domain of the PSMA, and loaded with docetaxel as a
cytostatic drug, were used for targeting and destroying cancer cells [97, 98]. Another
new approach is based on the coupling of nanoparticles to siRNA, used to silence
specific genes responsible for malignancies. By using targeted nanoparticles, it was
shown that the delivered siRNA can slow the growth of tumors in mice, without
eliciting the side effects often associated with cancer therapies. Although the
representatives of the second generation have not yet been approved by FDA, there
are today numerous ongoing clinical trials involving targeted nanovectors, especially
in cancer applications.

3.5
Third-Generation Nanoparticles: Achieving Collaborative Interactions Among
Different Nanoparticle Families

The fundamental basis for the administration of drugs is to achieve a favorable
therapeutic outcome in the treatment of amedical condition or disease, withminimal
detrimental side effects. So far, we have described in detail the first- and second-
generation nanoparticle therapeutic strategies. Although each generation has dem-
onstrated incremental improvements relative to conventional intravenously admin-
istered chemotherapies, �blockbuster� drug status has yet to be achieved by any
nanobased construct. The second-generation nanoparticles offered new degrees of
sophistication compared to their predecessors by employing additional complexities
such as targeting moieties, remote activation, and environmentally sensitive com-
ponents. However, these improvements predominantly represent simply a progres-
sive evolution of the first-generation vectors; these subtle, yet augmenting, particle
improvements do not fully address the primary challenge – or set of challenges –
presented in the form of sequential biological barriers that continue to impair the
efficacy of first- and second-generation nanoparticulates. This fundamental problem
has given rise to a nanoparticle paradigm shift with the emergence of a third
generation of particle that is specifically engineered to avoid biological barriers and
to codeliver multiple nanovector payloads with tumor specificity.
The human body presents a robust bodily defense system that is extremely

effective in preventing injected chemicals, biomolecules, nanoparticles and any
other foreign agent(s) of therapeutic action from reaching their intended destina-
tions. In addition to these natural biologic defenses, tumor-associated obstacles also
exist. As a demonstration of the efficacy of these combined biological barriers, it has
been calculated that only one out of every 100 000 molecules of drug successfully

3.5 Third-Generation Nanoparticles: Achieving Collaborative Interactions j65



reaches the intended site, permitting the overwhelming majority of the highly toxic,
nondiscriminating, systemically disbursed poison to manifest in a number of
undesirable side effects associated with cancer chemotherapy. This familiar scenario
was quantitated in a study of Kaposi�s sarcoma study that showed the percentage
concentration of doxorubicin in Kaposi�s sarcoma lesions to be �0.001% [99].
This therapeutic phenomenon does not appear to be a tumor-specific challenge,
however, and is therefore applicable to the lion�s share of malignancies and tumor
types [5, 100–102].
Some of the above-mentioned and most notable challenges include physiological

barriers (i.e. the RES, epithelial/endothelial membranes, cellular drug extrusion
mechanisms) and biophysical barriers (i.e. interstitial pressure gradients, transport
across the ECM, expression and density of specific tumor receptors, and ionic
molecular pumps). Biobarriers are sequential in nature, and therefore the probability
of reaching the therapeutic objective is the product of individual probabilities of
overcoming each and every one of them [8]. The requirement for a therapeutic agent to
be provided with a sufficient collection of weaponry to conquer all barriers, yet still be
small enough for safe vascular injection, is the major challenge faced by nanotech-
nology [14].Once injected, nanoscale drugdelivery systems (or �nanovectors�) are ideal
candidates for the time-honored problem of optimizing the therapeutic index for
treatment – that is, to maximize efficacy, while reducing adverse side effects.
The ideal injected chemotherapeutic strategy is envisioned to be capable of

navigating through the vasculature after intravenous administration, to reach the
desired tumor site at full concentration, and to selectively kill cancer cells with a
cocktail of agents with minimal harmful side effects. Third-generation nanoparticle
strategies represent the first wave of next-generation nanotherapeutics that are
specifically equipped to address biological barriers to improve payload delivery at
the tumor site. By definition, third-generation nanoparticles have the ability to
perform a time sequence of functions which involve the cooperative coordination
of multiple nanoparticles and/or nanocomponents. This novel generation of
nanotherapeutics is exemplified through the employment of multiple nanobased
products that synergistically provide distinct functionalities. In this chapter, the
nanocomponents will include any engineered or artificially synthesized nanopro-
ducts, including peptides, oligonucleotides (e.g. thioaptamers, siRNA) and phage
with targeting peptides. Naturally existing biological molecules, such as antibodies,
will be excluded from this designation, despite their ability to be synthesized.
Third-generation approaches have been developed to address the numerous

challenges responsible for reducing the chemotherapeutic efficacy of earlier strate-
gies. For example, surface modification of the exterior of nanoparticles with
PEG has proven to be effective in increasing the circulation time within the
bloodstream; however, this preservation tactic proves detrimental to the biological
recognition and targeting ability of the nanovector [103]. In order to avoid such
paradoxical approaches of employing debilitating improvements to therapeutic
delivery systems, many research groups are combining multiple nanotechnologies
to exploit the additive contributions of the constituent components. One example of
third-generationnanoparticles is the biologically activemolecular networks known as

66j 3 Nanoparticles for Cancer Detection and Therapy



�nanoshuttles�. These self-assemblies of gold nanoparticles within a bacteriophage
matrix combine the hyperthermic response to near-infrared radiation of the goldwith
the biological targeting capabilities of the 4C-RGD sequence presented by the
phage [104]. The nanoshuttles also collectively accommodate enhancedfluorescence,
dark-field microscopy and surface-enhanced Raman scattering detection.
The next example of third-generation nanoparticles is the disease-inspired approach

of the �nanocell�. Newly emerging chemotherapeutic models utilize combinational
therapies that are intended to inhibit tumorneovasculaturegrowthandkill cancer cells.
The coadministration of anti-angiogenic agents with conventional cytotoxic agents is a
novel concept, but this practice has faced two critical problems. First, it has been shown
that anti-angiogenic agents are capable of depleting blood flow to the tumor by
interrupting new vessel growth. Unfortunately, however, this shutdown of tumor
blood vessels has resulted in the prevention of chemotherapeutic agents from reaching
the tumor site at sufficient concentrations. Furthermore, the decreased blood flow
elicits intra-tumoral hypoxia which in turn increases the expression of hypoxia-
inducible factor-1a (HIF1-a). HIF1-a overexpression is correlated to increased tumor
invasiveness and chemotherapy resistance [105]. By using the same combinatorial
chemotherapy approach, researchers have developed a nested nanoparticle construct
that comprises a lipid-based nanoparticle enveloping a polymeric nanoparticle core
called a �nanocell�. Here, a conventional chemotherapeutic drug (doxorubicin) is
conjugated to a polymer core and an anti-angiogenic agent (combretastatin) is then
trapped within the lipid envelope. When the nanocells are accumulated within the
tumor through the EPR effect, the sequential time release of the anti-angiogenic agent,
followed by the cytotoxic drug, causes an initial disruption of tumor vascular growth
andeffectively traps thedrug-conjugatednanoparticle corewithin the tumor toallowan
eventual delivery of the cancer cell-killing agent.
Thefinal example of third-generationnanoparticle technology utilizes amultistage

approach that addresses many biological barriers experienced by an injec therapy.
Currently, research groups are developing nanoporous silicon microparticles that
utilize their unique particle size, shape and other physical characteristics in concert
with active tumor biological targeting moieties to efficiently deliver payloads of
nanoparticles to the tumor site. The ability to deliver a therapeutic agent to a tumor is
analogous to the lunar voyage embarked upon by the Apollo 11 crew. This epic feat
was not achieved simply by piloting a single vehicle to the moon and back; instead, it
required a sequential execution of numerous steps, which included three stages of
the Saturn V rocket to escape the Earth�s atmosphere, a lunar module to descend and
ascend to and from the lunar landscape, and finally a command module for re-entry
and splashdown back to Earth. Similarmission-critical issuesmust also be addressed
in a sequential manner when developing drug delivery systems to fight cancer.
The multistage drug delivery system is predicated upon a Stage 1 nanoporous

silicon microparticle that is specifically designed (through mathematical modeling)
to exhibit superior margination and adhesion properties during its negotiation
through the systemic blood flow en route to the tumor site. Particle characteristics
such as size, shape, porosity and charge can be exquisitely controlled with precise
reproducibility through semiconductor fabrication techniques. In addition to its
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favorable physical characteristics, the Stage 1 particle can be surface-treatedwith such
modifications as PEG for RES avoidance and also equipped with biologically active
targetingmoieties (e.g. aptamers, peptides, phage, antibodies) to enhance the tumor-
targeting specificity. This approach decouples the challenges of: (i) transporting
therapeutic agents to the tumor-associated vasculature; and (ii) delivering thera-
peutic agents to cancer cells. The Stage 1 particles shoulder the burden of efficiently
transporting a nanoparticle payload to the tumor site within the nanoporous
structures of its interior (Figure 3.5). The nanoparticles called Stage 2 particles,
generically represent any nanovector construct within the approximate diameter
range of 5 to 100 nm. The Stage 1 particles have demonstrated the ability to rapidly
load (within seconds) and gradually release (within hours) multiple nanoparticles
(i.e. single-walled carbon nanotubes and quantum dots) during in vitro experiments,
with complete biodegradation within 24–48 h, depending on the pore density [106].
Furthermore, unpublished preliminary data have demonstrated the ability to deliver
liposomes and other nanovectors, as well as indications of the successful in vivo
delivery of Stage 2 nanoparticles to tumor masses in xenograft murine models.
The multistage drug delivery system is emblematic of third-generation nanopar-

ticle technology, since the strategy combines numerous nanocomponents to deliver
multiple nanovectors to a tumor lesion. The Stage 1 particle is rationally designed to
have a hemispherical shape to enhance particle margination within blood vessels,
and to increase particle/endothelium interaction tomaximize theprobability of active
tumor targeting and adhesion [107]. In addition to improved hemodynamic physical
properties and active biological targeting by utilizing nanocomponents such as
aptamers and phage, the Stage 1 particle can also present with specific surface

Figure 3.5 Multistage nanovectors. Stage 1
nanoporous silicon microparticles are
engineered to exhibit an enhanced ability to
marginate within blood vessels and adhere to
tumor-associated endothelium. Once
positioned at the tumor site, the Stage 1 particle

can release its nanoparticle payload to achieve
the desired therapeutic effect, prior to complete
biodegradation of the carrier particle. The
therapeutic outcome can be determined by
selection of the nanoparticles loaded within the
nanoporous structure of the Stage 1 particle.
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modifications in order to avoid RES uptake and exhibit degradation rates predeter-
mined by nanopore density. Upon tumor recognition and vascular adhesion, a series
of nanoparticle payloadsmay be released in a sequential order predicated upon Stage
1 particle degradation rates and payload conjugation strategies (e.g. environmentally
sensitive crosslinking techniques, pH, temperature, enzymatic triggers). The versa-
tility of this platform nanovector multistage delivery particle allows for a multiplicity
of applications. Depending upon the nanoparticle �cocktail� loaded within the Stage 1
particle, this third-generation nanoparticle system can provide for the delivery not
only of cytotoxic drugs but also of remotely activated hyperthermic nanoparticles,
contrast agents and future nanoparticle technologies.

3.6
Nanovector Mathematics and Engineering

Third-generation particles are transported by the blood flow and interact with the
blood vessel walls, both specifically – through the formation of stable ligand–receptor
bonds – and nonspecifically, by means of short-ranged van der Waals, electrostatic
and steric interactions. If suitable conditions are met in terms of a sufficiently high
expression of vascular receptors and sufficiently low hydrodynamic shear stresses at
the wall, particles may adhere firmly to the blood vessel walls and control cell uptake,
either by avoiding or favoring, based on their final objective. Such an intravascular
�journey� can be broken down into three fundamental events which form the
cornerstone of the rational design, namely: the margination dynamics; the firm
adhesion; and the control of internalization. The rational design of particles has the
aim of identifying the dominating governing parameters in each of the above-cited
events in order to propose the optimal design strategy as a function of the biological
target (diseased cell or environment).
In physiology, the term �margination� is conventionally used to describe the lateral

drift of leukocytes and platelets from the core of the blood vessels towards the
endothelial walls. This event is of fundamental importance as it allows an intimate
contact between the circulating cells and the vesselwalls, and in the caseof leukocytes it
is required for diapedesis. Similarly, the rational particle design should aim at
generating a marginating particle, that can spontaneouslymove preferentially in close
proximity to the blood vessel walls. Accumulating the particles in close proximity to the
blood vessel walls is highly desirable both in vascular targeting and when the delivery
strategy relies on the EPR approach. This occurs for two main reasons:

. The particles can �sense� the vessel walls for biological and biophysical diversities,
as for instance the overexpression of specific vascular markers (vascular targeting)
or the presence of sufficiently large fenestrations through which they extravasate
(EPR-based strategy).

. The particles can more easily leave the larger blood vessels in favor of the smaller
ones, thus accumulating in larger numbers within the microcirculation
(Figure 3.6) [108].
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While leukocyte and platelet margination is an active process requiring an interac-
tion with red blood cells (RBCs) and the dilatation of inflamed vessels with blood flow
reduction [109], particle margination can only be achieved by proper rational design.
It should benoted that theRBCs – themost abundant blood-borne cell population –

have a behavior opposite to margination, with an accumulation that occurs prefer-
entially within the core of the vessels. This has long been described by Fahraeus and
Lindqvist [110], and is referred to as the plasma skimming effect. An immediate
consequence of this phenomenon is the formation of a �cell-free layer� in the
proximity of the wall, which varies in thickness with the size of the channel
and mean blood velocity. For example, it may be as large as few tens of microns
in arterioles (�100mm in diameter) and a few microns in capillaries (�10mm in
diameter [111]). Particles designed to marginate should accumulate and move in a
cell-free layer, which is also characterized by an almost linear laminar flow.
The motion of spherical particles in a linear laminar flow has been described by

Goldmann et al. [112], who showed that the exerted hydrodynamic forces grow with
the particle radius, and that no lateral drift would be observed unless an external
forces such as gravitational or magnetic, or short-ranged van der Waals and
electrostatic interactions were applied [113]. In other words, a neutrally buoyant
spherical particle moving in close proximity to a wall can drift laterally only if an
external force is applied. Here, it is important to recall that the gravitational force has
been shown to be relevant even for submicrometer polystyrene beads (relative density
to water of 0.05 g cm�3), and that margination dynamics can be effectively controlled
in horizontal channels by changing the size of the nonbuoyant nanoparticles [114].
On the other hand, nonspherical particles exhibit more complex motions with
tumbling and rolling that can be exploited to control their margination dynamics,
without any need for lateral external forces. The longitudinal (drag) and lateral (lift)
forces, as well as the torque exerted by the flowing blood, depend on the size, shape
and orientation of the particle to the stream direction, and change over time as the
particle is transported. Considering an ellipsoidal particle with an aspect ratio of 2
(Figure 3.7a) in a linear laminarflow, the particle trajectory and its separation distance
from the wall are shown in Figure 3.7b. Clearly, the particle motion is very complex,

Figure 3.6 Marginating particles can more likely �sense� the vessel
walls for biological and biophysical diversity andmore easily leave the
vascular compartments through openings along the endothelium.
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with periodic oscillations towards and away from the wall. Overall, however, the
particle would approach the wall and interact with its surface.
For nonspherical particles, it has been shown that the lateral drifting velocity is

directly related to their aspect ratio [115, 116], with a maximum between the two
extremes: a sphere, with aspect ratio unity, and a disk, with aspect ratio infinity.
More recently, in vitro experiments have been conducted using spherical, discoidal

and quasi-hemispherical particles with the same weight injected into a parallel plate
flow chamber under controlled hydrodynamic conditions [117]. The experiments
have shown that discoidal particles tend tomarginatemore than quasi-hemispherical
and more than spherical particles in a gravitational field. Notably, these observations
neglect the interaction of the particles with blood cells, in particular RBCs. However,
this is a reasonable assumption as long as the particles are sufficiently smaller than
RBCs and tend to accumulate within the cell-free layer.
Therefore, with regards to what concerns the design of marginating particles their

size and shape, their geometric properties are of fundamental importance.
The marginating particle moving in close proximity to the blood vessels can

interact both specifically and nonspecifically with the endothelial cells, and eventually
adhere firmly to it. Firm and stable adhesion is ensured as long as the dislodging
forces (hydrodynamic forces and any other force acting to release the particle from

Figure 3.7 (a) An ellipsoidal particle transported within a linear
laminar flow at a distance d froma rigidwall, as it would be in close
proximity to the vessel walls; (b) The trajectory of the ellipsoidal
particle with its characteristic oscillatory motion, and its
separation distance from the wall reducing with time.
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the target cell) are balanced by specific ligand–receptor interactions and nonspecific
adhesion forces arising at the cell–particle interface (Figure 3.8).
The strength of adhesion must be expressed in terms of an adhesion probability

factor, Pa, defined as the probability of having at least one ligand–receptor bond
formed under the action of the dislodging forces. The probability of adhesion is
decreased as the shear stress at the blood vessel wall mS and as the characteristic size
of the particle increase; and grows as the surface density of ligand molecules ml

distributed over the particle surface and of receptormoleculesmr expressed at the cell
membrane increases. However, for a fixed volume particle – that is to say, for a fixed
payload – oblate particles with an aspect ratio g larger than unity would have a larger
strength of adhesion having fixed all other parameters [118]. Interestingly, for each
particle shape, a characteristic size can be identified for which the probability of
adhesion has a maximum, as shown in Figure 3.9. For small particles, the hydrody-
namic forces are small but the area of interaction at the particle–cell interface is also
smaller, leading consequently to a small number of ligand–receptor bonds involved
which cannotwithstand even a small dislodging force. For large particles, the number

Figure 3.9 Variation of the normalized adhesive probability factor
(P) with the volume V of the particle for different values of the
aspect ratio g [118].

Figure 3.8 The longitudinal (drag) force (F) and the torque (T)
exerted over a particle adhering to a cell layer under flow.
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of ligand–receptor bonds that can be formed grows, but the hydrodynamic forces
grow even more. The optimal size for adhesion – that is, the size for which Pa has a
maximum – falls between these two limiting conditions.
As an example, when considering a capillary with a shear stress at the wall of

mS¼ 1 Pa and a surface density of receptors mr¼ 100mm2, the optimal radius for a
spherical particlewould be about 500 nmwith a total volumeof 0.05mm3,whereas the
optimal volume for an oblate spheroidal particle with an aspect ratio g ¼ 2 would be
more than 50 times larger (3.5mm2) [118].
In particle adhesion, rational design should focus on the shape of the particle and

the type and surface density of ligand molecules decorating the particle surface.
Once the particle has adhered to the target cell, it should be internalized if the aim

is to release drugs or therapeutic agentswithin the cytosol or at the nuclear level (gene
delivery). Alternatively, it should resist internalization if the target cell is used just as a
docking site (vascular targeting) from which are released second-stage particles. The
internalization rate is affected by the geometry of the particle and the ligand–receptor
bonds involved.
Freund and colleagues [119] developed a mathematical model for receptor-

mediated endocytosis based on an energetic analysis. This showed that a threshold
particle radius Rth exists, below which endocytosis could never occur and, that an
optimal particle radiusRopt exists, slightly larger thanRth, for which internalization is
favored with the maximum internalization rate, thus confirming (in theory) the
above-cited experimental observations. This analysis was then generalized to
account for the contribution of the surface physico-chemical properties that may
dramatically affect the internalization process, changing significantly bothRopt and
Rth (Figure 3.10), as shown by Decuzzi and Ferrari [114].

Figure 3.10 The optimal radiusRopt and the wrapping time tw as a
function of the nonspecific parameter F, growing with the
repulsive nonspecific interaction at the cell–particle interface.
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Amore recent theoreticalmodel has been developed byDecuzzi and Ferrari for the
receptor-mediated endocytosis of nonspherical particles [120]. This shows how
elongated particles laying parallel to the cell membrane are less prone to internaliza-
tion compared to spherical particles or particles laying normal to the cell membrane.
The results show clearly how particle size and shape can be used to control the
internalization process effectively, and that particles that deviate slightly from the
spherical shape are more easily internalized compared to elongated particles that
deviate severely from the classical spherical shape.
Even in the case of particle internalization, a judicious combination of surface

physico-chemical properties and particle geometry would lead to a particle with
optimized internalization rates, depending on the final biological applications.
Finally, a mathematical model has been recently developed [121] that allows one to

predict the adhesive and endocytotic performances of particulate systems based on
three different categories of governing parameters: (i) geometric (radius of the
particle); (ii) biophysical (ligand-to-receptor surface density ratio; nonspecific inter-
action parameter; hydrodynamic force parameter); and (iii) biological (ligand–
receptor binding affinity). This finding has led to the definition of Design Maps
through which the three different states of the particulate system can be predicted:
(i) no adhesion at the blood vessel walls; (ii) firm adhesion with no internalization by
the endothelial cells; or (iii) firm adhesion and internalization (Figure 3.11) [121].

Figure 3.11 A typical design map showing areas for no adhesion;
adhesion and no endocytosis; and adhesion and
endocytosis [121].
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3.7
The Biology, Chemistry and Physics of Nanovector Characterization

The small size, unique physico-chemical properties, and biological activity of
nanoparticles create the need for extensive characterization prior to their use in
biomedical applications. The National Cancer Institute has established the Nano-
technology Characterization Laboratory (NCL) to standardize and perform pre-
clinical characterizations of nanomaterials designed for cancer therapeutics and
diagnostics [122]. The objectives of the NCL are to speed the development of
nanotechnology-based products for cancer patients, while reducing the risk to
inventors, as well as encouraging private-sector investment. A further aim is to
establish an analytical cascade of protocols for nanomaterial characterization.
Challenges to creating standardized characterization techniques include the wide
variety of materials used to construct nanomedicines. Thus, the characterization
strategy is broad and includes physico-chemical characterization, sterility and
pyrogenicity assessment, biodistribution (absorption, distribution, metabolism,
excretion) and toxicity, both in vitro and in vivo in animal models [123]. An
examination of the biological and functional characteristics of multicomponent/
combinatorial platforms is also addressed.
NCL�s standardized analytical cascade includes tests for preclinical toxicology,

pharmacology and efficacy. The protocols include assays for physical attributes;
in vitro testing for toxicity or biocompatibility; and in vivo testing for safety, efficacy
and toxicokinetic properties in animal models (Figure 3.12).

Figure 3.12 Preclinical characterization of nanoparticles
involves physico-chemical, in vitro and in vivo characterization.
The list includes assays outlined by the National
Cancer Institute Nanotechnology Characterization
Laboratory.
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3.7.1
Physical Characterization

Physical characterization includes assays for particle size, size distribution, molecular
weight, density, surface area, porosity, solubility, surface charge density, purity, sterility,
surface chemistry and stability. The mean particle size – that is, the hydrodynamic
diameter – is determined by batch-mode dynamic light scattering (DLS) in aqueous
suspensions. Care must be taken with these measurements, because they can be
affected by other parameters. For example, precautions include the cleaning of cuvettes
with filtered, demineralized water; media filtering with 0.1mm pore size membranes
and pre-rinsing cuvettes multiple times; scattering contributions by media in the
absence of analyte; optimized sample concentration; and filtering samples in conjunc-
tion with loading into the cuvette. The sample concentration should be optimized to
avoid signal-to-noise ratio (SNR) deterioration at low concentration and particle
interactions and scattering effects at high concentration. Another precaution is to
add only small amounts of monovalent electrolyte in order to avoid salt effects on the
electrical double-layer surrounding the particles in the media. Again, concentration
optimization is necessary for optimal measurements. In order to evaluate instrument
performance, latex size standards are commercially available. When analyzing these
data, the absolute viscosity and refractive index for the suspendingmedia is required to
calculate the hydrodynamic diameter.

3.7.2
In Vitro Testing

In vitro testing includes the assessment of sterility, targeting, in vitro immunology
and toxicity testing. Sterility testing for contaminates includes monitoring for the
presence of endotoxins, bacteria, yeast, molds and mycoplasm. As an example, the
LAL (limulus amoebocyte lysate) assay is commonly used to test for the presence of
bacterial endotoxin. Although standard immunological in vitro assays exist, the
preclinical immunotoxicity testing of nanoparticles has been hampered due to
interference by the nanoparticles within the assay. Whilst a variety of mechanisms
of interference exists, the most common occurrences are light absorbance by
nanoparticles (which interfere with colorimetric methods) and the catalytic proper-
ties of nanoparticles creating false-positive effects in enzyme assays [122].
In vitro targeting assays measure cell binding and the internalization of particles

(Figure 3.13). This is particularly relevant for drug delivery systems, as the route of
internalization dictates the subcellular localization of nanoparticles. As an example,
caveolar-mediated uptake leads to nanoparticles being localized into organelles with a
nonacidic pH [124], whereas clathrin-mediated uptake favors their lysosomal en-
trapment [125], the latter leading to drug degradation. The uptake of larger particles
(typically>500 nm) generally occurs by phagocytosis [126, 127]. Phagosomes typically
fuse with endosomes, leading to lysosomal accumulation [126]. Common targeting
assays include confocalmicroscopy, transmission and scanning electronmicroscopy,
flow cytometric analysis and quantitative assessment assays (e.g. the BCA protein

76j 3 Nanoparticles for Cancer Detection and Therapy



assay to assess PLGA uptake [128]). Both, fluorescence microscopy and flow cyto-
metry rely on the attachment of fluorescent probes to the nanoparticle; alternatively,
the latter techniquemay rely on changes in light scattering caused by the presence of
internalized nanoparticles [127]. Controls are always essential to ensure that any
intracellular fluorescence is not due to the uptake of dye that might have been
released from the particles [128]. Factors affecting nanoparticle uptake include
nanoparticle concentration, incubation time, nanoparticle size and shape and culture
media.
For multicomponent systems, targeting may be difficult to access in vitro, espe-

cially for systems composed of nested particles, where each particle is targeting a
specific and discrete population. Additional problems arise due to themodification of
particles with imaging agents. For example, the conjugation of fluorescent probes to
the surface of particles alters the surface charge density of the particle, and may also
mask the binding of ligands on the particle surface. This in turn alters the ability of
particles to bind to the cell-surface receptors that are responsible for their uptake. In
vitro targeting assays also need to emphasize the impact of serum opsonization on
particle uptake [127]. Serum components are signals for immune cells, and may
either activate cells or serve as bridges attaching particles to cells. For example,
antibodies found in serum may bind to particles and mediate their uptake via Fc
receptors found on specific cell populations. The end result is dramatic, however, and
may even completely alter which cell populations are able to internalize the particles.
To date, research investigations have shown that nanoparticles can stimulate and/or

suppress the immune response [129]. Compatibility with the immune system is affec-
ted to a large degree by the surface chemistry. The cellular interaction of nanoparticles
is dependent on either their direct binding to surface receptors or binding through the
absorption of serum components to particles and their subsequent interaction with
cell receptors [127]. Blood-contact properties of the nanomaterial and cell-based assays
are used to determine the immunological compatibility of the device.
The blood-contact properties of nanoparticles are characterized by plasma protein

binding, hemolysis, platelet aggregation, coagulation and complement activation.

Figure 3.13 Pseudocolored scanning electron microscopy
image of an endothelial cell internalizing a nanoporous silicon
particle.
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. Plasma protein binding is achieved using two-dimensional gel electrophoresis,
with individual proteins being evaluated bymass spectrometry. A drawback here is
the need for 1mg of nanoparticles to complete the assay.

. Hemolysis is assayed by a quantitative colorimetric determination of hemoglobin
in whole blood, with the end result expressed as percentage hemolysis.

. Platelet aggregation is expressed as the percentage of active platelets per sample
compared to a control baseline sample determined using a Z2 Coulter counter for
the analysis of platelet-rich plasma.

. Multiple tests are used to assess the effect of nanoparticles on plasma coagulation,
including prothrombin time.

. Complement activation is measured initially by the qualitative determination of
total complement activation byWestern blot. Anti-C3 specific antibodies recognize
both native C3 and its cleaved product, which is a common product of all three
complement activation pathways. Positive results elicit additional assays aimed at
determining the specific complement activation pathway.

In vitro immunology assays also include cell-based assays including colony-
forming units-granular macrophages (CFU-GM), leukocyte proliferation, macro-
phage/neutrophil function and cytotoxic activity of natural killer (NK) cells. The effect
of nanoparticles on the proliferation and differentiation of murine bone marrow
hematopoietic stem cells (HSC) is monitored by measuring the number of colony
forming units (CFU) in the presence and absence of nanoparticles. The effect of
nanoparticles on lymphocyte proliferation is determined in similar manner. The
ability of nanoparticles to either induce or suppress proliferation is measured and
compared to control induction by phytohemaglutinin.Macrophage/neutrophil func-
tion ismeasured by the analysis of phagocytosis, cytokine induction, chemotaxis and
oxidative burst. Similar to earlier targeting studies, nanoparticle internalization is
measured, but with respect to classical phagocytic cells rather than to the target
populations. A current phagocytosis assay utilizes luminol-dependent chemilumi-
nescence, although alternative detection dyes must be used for nanoparticles that
interfere with measurements. Cytokine production induced by nanoparticles is
measured using white blood cells isolated from human blood. Following particle
incubation, the cell culture supernatants are collected and analyzed for the presence
of cytokines, using cytometry beads. The chemoattractant capacity of nanoparticles is
measured used a cell migration assay; here, cell migration through a 3mm filter
towards test nanoparticles is quantitated using a fluorescent dye. The final measure
of macrophage activation is a measure of nitric oxide production using the Greiss
reagent. NK-mediated cytotoxicity can be measured by radioactive release assays, in
which labeled target cells release radioactivity upon cytolysis byNK cells. A new label-
free assay known as �xCELLigence� (available from Roche) is used to measure the
electrical impedance of cells attached to the bottom of a microtiter plate containing
cell sensor arrays. In this system, any changes in cell morphology, number, size or
attachment are detected in real time.

78j 3 Nanoparticles for Cancer Detection and Therapy



3.7.2.1 In Vitro Toxicity Testing
Standard assays for toxicity assess oxidative stress, necrosis, apoptosis andmetabolic
stability. Oxidative stress is quantified as a measure of glutathione (GSH) reduction,
lipid peroxidation and reactive oxygen species (ROS) in cells treated with nanopar-
ticles. These are measured using colorimetric and fluorescence assays. Cytotoxicity
can be measured by using two assays: reduction of 3-(4,5-dimethyl-2-thiazolyl)-2,5-
diphenyl-2H-tetrazolium bromide (MTT); and lactate dehydrogenase (LDH) release.
The degree of caspase-3 activation is also used as a measure of cytotoxicity as it is an
indicator of apoptosis. Assays for metabolic stability include cytochrome P450
(CYP450) and glucuronidation.

3.7.3
In Vivo Animal Testing

The final category of assays relies on in vivo animal testing. Under this umbrella are
included disposition studies, immunotoxicity, dose-range-dependent toxicity and
efficacy. The initial disposition of nanoparticles is dependent upon tissue distribu-
tion, clearance, half-life and systemic exposure. In the NCL regime, immunotoxicity
ismeasured as a 28-day screen and by immunogenicity testing (repeat-dosing). Dose-
dependent toxicity can be evaluated by monitoring blood chemistry, hematology,
histopathology and gross pathology. Depending on the nature of the delivery system,
the efficacy is measured either by imaging or by therapeutic impact.
One possible route of nanoparticle exposurewithin thework environment is that of

inhalation, which in turn creates a need for additional studies that include animal
inhalation and intratracheal instillation assays [130, 131]. These additional studies
also illicit the need for even more characterization studies, such as determining the
dispersion properties of nanoparticles. Hence, new methods to determine not only
hazard and risk assessments but also therapeutic efficacy continue to be developed
as new areas of concern arise. The careful characterization and optimized bioengi-
neering of both nanoparticles and microparticles represent key contributors to the
generation of nanomedical devices with optimal delivery and cellular interaction
features.

3.8
A Compendium of Unresolved Issues

Unresolved issues and opportunities live in symbiosis. Programmatically, we wel-
come even the most daunting challenges, as their mere identification as such – not a
simple task in most cases, and invariably one that requires the right timing and
knowledge maturation – frequently happens when solutions are conceivable, or well
within the reach of the scientific community.With this essentially positive outlookwe
will list in this section some questions that appear daunting at this time, but are
starting to present themselveswithfiner detail and resolution, indicating in ourmind
that readers in a few years, if any, will find them to be essentially resolved, and the
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value of this section, if any, to be basically that of amessage in a bottle across the seas
of time – and reading patience.

1. The key issue for all systemically administered drugs (nanotechnological, biolog-
ical, and chemotherapeutical alike) is the management of biological barriers.
Biological targeting is always helpful, under the assumption that a sufficient
amount of the bioactive agent successfully navigates the sequential presentation
of biological barriers. This is a very stringent and daunting assumption –

essentially the success stories of the pharmaceutical world correspond to the
largely serendipitous negotiation of a subset of biological barriers, for a given
indication, and in a sufficiently large subset of the population. The third-genera-
tion nanosystems described above are but a first step toward the development of a
general, modular system that can systematically address the biological barriers in
their sequential totality. We certainly expect that novel generations, and refine-
ments of nanovector generations 1–3 will be developed, to provide a general
solution to the chief problem of biobarriers and biodistribution-by-design.

2. There is no expectation that any single, present or future biobarrier management
vectoring system will be applicable to all, or even to most. Personalization of
treatment is the focus of great emphasis worldwide – with overwhelming bias
toward personalization by way of molecular biology. The vectoring problem, on
the other hand, is a combination of biology, physics, engineering, mathematics,
and chemistry – with substantial prevalence of the non-biological components of
vector design. The evolution of nanotechnologies makes it conceivable, that
personalization of treatment will develop as combination of biological methods,
and vector design based on non-biological sciences. Foundational elements of
mathematics-based methods of rational design of vectors were disclosed in the
preceding chapters. The missing link to personalized therapy at this time is
the refinement of imaging technologies that can be used to identify the char-
acteristics of the target pathologies – lesion-by-lesion, at any given time, and with
the expectation that a time evolution will occur – providing the basis for the
synthesis of personalized vectors, which may then carry bioactive agents that
may be further personalized for added therapeutic optimization. The word
�personalization� does not begin to capture the substance of this proposition;
perhaps �individualization� is a better term,with the understanding that treatment
would individualize at the lesion level (or deeper) in a time-dynamic fashion,
rather than at the much coarser level of a individual patient at a given time.

3. Hippocrates left no doubt that safety is first and foremost. The conjoined twin of
personalized treatment by biodistribution design is the adverse collateral event
by drug concentration at unintended location. Safety – and the regulatory approval
pathways that are intended to ensure it – in a more advanced sense that the current
observation of macroscopic damage requires an accurate determination of the
biodistribution of the administered agents. This would be an ideal objective for
all drugs, to be sure, but arguably an impossible one in general. Here is where a
challenge turns intoanopportunity for thenanomedicine:Theabilityofnanovectors
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to be or carry active agents of therapy, while at the same time be or carry contrast
agents that allow the tracking and monitoring of their biodistribution in real time
provides the nanopharmaceutical worldwith a unique advantage. Alas reality at this
timesmilesmuch less than this visionwould entail: Ingeneral it proves verydifficult
at this time to comprise or conjugate nanovectors with contrast agents or nuclear
tracers in a manner that is stable in-vivo. Forming a construct that will not separate
in their components once systemically administered is a difficult general conjuga-
tion chemistry proposition. Less than total success at it means that what is being
tracked may be the label rather than the vector or the drug. The problem becomes
combinatorially more complex with increasing numbers of nanovector compo-
nents.Another facet of the sameproblemis that frequently theconjugationof labels,
contrast agents or tracers dramatically alters biodistribution with respect to the
construct that is intended for therapeutic applications. One strategic recommenda-
tion that naturally emerges for the immediate future is to prioritize nanovectors that
are themselves easily traceable with current radiological imaging modalities.

4. Again in common with all drugs, the development and clinical deployment of
nanomedicines would greatly benefit from the development of methods for the
determination of toxicity and efficacy indicators from non-invasive or minimally
invasive procedures such as blood draws. Serum or plasma proteomics and
peptidomics are a promising direction toward this elusive goal. The challenge-
turned-into-competitive advantage for nanomedicine is in the ability of nanovec-
tors to carry reporters of location and interaction, which can be released into the
blood stream and collected therefrom, to provide indications of toxicity and
therapeutic effect.

5. Individualization by rational design of carriers together with biological optimiza-
tion of drug – both informedby imaging and biological profiling – are a dimension
of progress toward optimal therapeutic index for all. Another dimension is in the
time dynamics of release: the right drug at the right place at the right time is the
final objective. With their exquisite control of size, shape, surface chemistry and
overall deign parameters, nanovectors are outstanding candidates for controlled
release by implanted (nano)devices or (nano)materials; yet another case of
challenge turned opportunity, and of synergistic application of multiple nano-
technologies to form a higher generation nanosystem.

6. The last andperhapsmost important challenge ahead – and awide, extraordinarily
exciting prairie of opportunities for rides of discovery – is the generation of novel
biological hypotheses.With the higher-order nanotechnologies in development, it
is possible to reach subcellular target A with nanoparticle species X at time T, and
in the same cell and from the same platform then reach subcellular target B with
nanoparticle species Y at subsequent time T0. What therapeutic advantages that
may bring, for the possible combinations of A, B, X, Y, T and T0 (and extensions-
by-induction of the concept) is absolutely impossible to fathom at this time. There
is basically little is any science on it – and of course that is the case, since the
technology that permits the validating experiment is in its infancy at this time. The
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growth of the infantmust be accompanied by the co-development of the biological
sciences that frame the missing hypotheses and turn their investigation into
science. We respectfully suggest that this would change the course of medicine.
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4
Electron Cryomicroscopy of Molecular Nanomachines and Cells
Matthew L. Baker, Michael P. Marsh, and Wah Chiu

4.1
Introduction

Genome-sequencing projects continue to provide complete genetic descriptions
of an ever-increasing number of model organisms [1–4]. Based on our current
knowledge, it has been estimated that life depends on 200–300 core biological
processes [5]. Individual gene products rarely function independently; to the contrary,
large multicomponent protein assemblies are more often responsible for complex
cellular functions. These assemblies are often dynamic and, inmany cases, transient.
As such, these assemblies are often termed �molecular nanomachines�, capable of
carrying out a wide range of functions through often specific and highly intricate
interactions [6–10].
Equally as complex as the nanomachines themselves, the individual components

can adopt a wide variety of morphologies, functions and interactions. In addressing
these complexities, structural genomics seeks to provide a description of all
protein folds, where a fold is defined as the three-dimensional (3-D) structure of
protein that relates the spatial arrangements and connectivity of secondary
structure elements, such as a-helices and b-sheets. As such, the protein fold
represents the basic �building block� of much larger and more complex assemblies
that carry out biochemical and cellular processes. To date, more than 51 000
individual protein structures are known [11]; however, far fewer unique folds are
recognized.
It is generally accepted that the primary structure of a protein – the amino acid

sequence – dictates its 3-D structure, or fold. As such, proteins with a similar primary
sequence likely assume similar folds. However, the converse is not necessarily true;
proteins with vastly dissimilar sequences can assume similar folds. Nonetheless, the
protein fold is ultimately responsible for the necessary 3-D environment for protein
function and intermolecular and intramolecular interactions. The description of
these folds – and, in particular, their interactions within cellular complexes – is
therefore paramount to the understanding of all molecular nanomachines and
biological processes.
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Electron cryomicroscopy (cryo-EM) is an emerging methodology that is particu-
larly well suited for studying molecular nanomachines at near-native or chemically
defined conditions. Cryo-EM can be used to study nanomachines of various sizes,
shapes and symmetries, including two-dimensional (2-D) arrays, helical arrays and
single particles [12].With recent advances, cryo-EM can now not only reveal the gross
morphology of these nanomachines but also provide highly detailed models of
protein folds approaching atomic resolutions [13–17]. In this chapter, we will present
the methodology of single-particle cryo-EM, as well as its potential biomedical
applications and future prospects.
Complementary to structural studies of nanomachines with cryo-EM, the appli-

cation of cryo-tomography (cryo-ET) can depict the locations and low-resolution
structures of nanomachines in a 3-D cellular environment. The power of cryo-ET
comes from its unique ability to observe directly biological nanomachines in situ,
without the need for isolation and purification. This approach has the potential to
capture the structural diversity of nanomachines in their milieu of interacting
partners and surrounding cellular context.

4.2
Structure Determination of Nanomachines and Cells

Figure 4.1 shows a series of typical steps in imaging nanomachines using cryo-EM or
cryo-ET. The first steps are common to both techniques; biochemical preparation,
specimen preservation via rapid freezing; and imaging the frozen, hydrated speci-
mens by low-dose electron microscopy. Although the subsequent steps differ for the
two techniques, they both include image processing to generate a 3-D reconstruction,
interpreting the 3-D volume density together with other biological data and archiving
the densitymaps andmodels. In this chapterwewill not address how to performeach
of the aforementioned mentioned steps, as numerous technical reports and books
exist that describe them in detail [12, 18]. Rather, we will briefly summarize these
steps and their applications to a few examples of molecular nanomachines and cells.

4.2.1
Experimental Procedures in Cryo-EM and Cryo-ET

In principle, most of these steps are rather straightforward, and the length of time
taken to start from a highly purified nanomachine to obtaining a complete structure
can range from a few days to months. However, as with any experimental method,
various hurdles may be encountered that require further optimization before a
reliable structure can be determined.

4.2.1.1 Specimen Preparation for Nanomachines and Cells
Specimen preparation is a critical step in single-particle cryo-EM, which necessarily
requires high conformational uniformity while preserving functional activities.
In X-ray crystallography, crystallization is a selective process through which only
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molecules of the same conformations nucleate and crystallize to form a diffracting
object. In addition to chemical purification, crystallization also forces the molecules
into specific, uniform spatial organization such that diffraction data can be averaged
from over billions of molecules in identical conformations. However, cryo-EM
experiments image one set of molecules at a time, regardless of their conformations,
and thus possibly represents an ensemble of conformations of the molecules in a
single micrograph. In order to obtain the highest possible resolution structures by
cryo-EM, it is still necessary to computationally average fromseveral hundreds to tens
of thousands of a conformationally homogeneous set of particle images recorded in
multiple micrographs. Nevertheless, computational methods are being developed to
sort out images of particles with different conformations.
The nature of cryo-ET experiments differs substantially from single-particle

cryo-EM experiments, and the resolution of the reconstructions is much lower.
In contrast to the cryo-EM approach, where images of many conformationally

Figure 4.1 The experimental pipeline for cryo-
imaging experiments. (a) The first steps of the
experiment – specimen preparation, specimen
freezing and microcopy – are common to both
cryo-EM and cryo-ET; (b) The subsequent steps

diverge and differ between the two types of
experiments. For cryo-EM, these steps are
illustrated with examples of the biological
nanomachine GroEL. For cryo-ET, they are
illustrated with a cell, the human platelet.
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uniform particles are merged to yield a 3-D model, cryo-ETmerges many images of
the same specimen target, collected at different angles. With this approach, a
reconstruction can be computed from the images of a single cell or nanomachine,
and so conformational uniformity is not an issue in the most general case. The
merging of whole cells or organelles such as single particles is not a reasonable goal,
as uniformity cannever realistically be expected; however, some subcelluar structures
may be sufficiently uniform in conformation to warrant merging and averaging
from the 3-D tomogram. Below, we consider such an example when discussing the
bacterial flagella motor.

4.2.1.2 Cryo-Specimen Preservation
Following biochemical isolation and purification, the first step in a cryo-imaging
experiment is to embed a biochemically purified nanomachine or cell under well-
defined chemical conditions in ice on a cryo-EM grid [19]. This freezing process is
extremely quick in order to prevent the formation of crystalline ice, and thusproduces
a matrix of vitreous ice in which the water molecules remain relatively unordered.
The spread of the nanomachines on the grid should be neither too crowded, such that
they would contact each other, nor too dilute as to only have a few nanomachines
recorded in eachmicrograph. For cryo-EM, it is preferable to have the nanomachines
situated in random orientations to allow sufficient angular sampling needed for
the subsequent 3-D reconstruction procedure. The ideal thickness of the embedding
ice is slightly greater than the size of the nanomachine or cell. Excessive ice thickness
is detrimental because it diminishes the signal-to-noise ratio (SNR) of the images that
can be acquired. Ice that is too shallow can be a problem for cryo-ET experiments,
whereby flattening of the specimen can occur. The capillary forces of the solvent, in
the fluid phase just prior to vitrification, can compress the sample; this has been
reported in vesicles [20] as well as real cells where a 1mm-thick cell can be reduced to
600 nm [21, 22].
Some specimens are very easy to prepare, while others are more difficult, which

necessarily means optimization of the specimen preparation is a trial-and-error
process. In general, this step – the preparation of the frozen, hydrated specimens,
preserved in vitreous ice with an optimal ice thickness – is often a bottleneck.
Analogous to the crystallization process in X-ray crystallography, there is no foolproof
recipe for optimal specimen preservation. However, a computer-driven freezing
apparatus has made this step more reproducible and tractable in finding optimal
conditions for freezing a given specimen [23].
In principle, the frozen, hydrated specimens represent native conformations as

they are maintained in an aqueous buffer. Fixation of the nanomachines in a specific
orientation can occur prior to freezing. Specimen freezing can also be coordinated
with a time-resolved chemicalmixing reaction; prototype apparatuses have been built
to perform such a time-resolved reaction [24, 25]. It is conceivable that a more
sophisticated instrument can be built to allow all sorts of chemical reactions,
including those that can be light-activated. Such an approach would allow cryo-EM
to follow the structure variations in a chemical process with a temporal resolution of
milliseconds [25].
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4.2.1.3 Low-Dose Imaging
Once the sample has been frozen, the entire cryo-EM grid can be inserted into the
electron cryo-microscope and imaged with electrons ranging from 100 to 400 keV.
Electrons at these energies will damage the molecules during imaging [12]. There-
fore, low-dose imaging is necessary to minimize the damage to the specimen
before the image is recorded. To maintain the frozen, hydrated specimen in vitreous
ice inside the electronmicroscope vacuum, the specimen is kept at low temperature,
typically at or below liquid nitrogen temperature. If the specimen temperature is
higher than �160 �C, the vitreous ice undergoes a phase transition to crystalline ice
and denatures the nanomachines [19].
Froma radiation damage perspective, the advantages anddisadvantages of keeping

biological specimens at different low temperatures have been studied [26–28]. High-
quality images have been obtained using liquid helium temperature, and have
resulted in high-resolution structures of 2-D crystals [29, 30], helical arrays [31,
32] and single particles [13, 14] where protein backbone traces were feasible. Imaging
specimens at liquid nitrogen temperature has also been used successfully for the
similar high-resolution structure determination of a broad spectrum of speci-
mens [15, 17, 33, 34]. In the case of cellular cryo-ET, it has been suggested that
liquid nitrogen is a preferred temperature [27, 35] because of a significant loss of
contrast at liquid helium temperature [36].

4.2.1.4 Image Acquisition
Data collection differs significantly for cryo-EMand cryo-ET. For cryo-EM, images of a
field containing multiple, randomly oriented specimens are recorded. Individual
particles are recorded only once because of the radiation damage constraints for
obtaining the highest possible resolution information. For cryo-ET, a series of images
of the same specimen is acquired as the stage is iteratively tilted over an interval
spanning approximately 130�. A typical tilt-series might include one image collected
every 2� between �65� and þ 65�. The resolution of the tomographic data is much
lower because of the effects of cumulative radiation damage to the specimen
throughout the data collection.
For cryo-EM and cryo-ETexperiments, images have been traditionally collected on

photographic film and subsequently digitized using a high-resolution film scanner.
Recent advances in CCD cameras for electron microscopes have made direct digital
recording feasible [37–39]. With a modern electron microscope equipped with
specialized software for low-dose imaging, data collection is relatively simple and
can be either partially or fully automated [40–43].

4.2.2
Computational Procedures in Cryo-EM and Cryo-ET

The recorded image of a nanomachine is essentially a projection (2-D) of its
mass density along the path of the irradiating electrons. In order to retrieve its
3-D structure, the particle must be sampled in different angular views [44]. For cryo-
ET, this sampling is carried out systematically whereby each image in the tilt-series
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constitutes a separate angular view. With cryo-EM, the varied orientation of
particles in the ice naturally provides an angular distribution of views. The number
of views required for the reconstruction is proportional to the diameter of the
particle and is inversely proportional to the desired resolution [45]. Because of
the noisy nature of the image and the uneven angular distribution (in the
case of cryo-EM) of the views, the actual number of the particles used to calculate
a reconstruction at a certain resolution is much higher than the theoretical
minimum [46, 47]. Ideally, the particles embedded in the vitreous ice are
oriented randomly. However in some cases, the particles tend to assume a
preferred orientation with respect to the surface of the embedding ice. This can
often be overcome by varying the buffer or solvent by adding a small amount of
detergent.

4.2.2.1 Image Processing and Reconstruction
During the image-processing phase, individual specimen images are aligned with
respect to each other and then combined to form a 3-D density map [18, 48, 49].
For cryo-EM studies, the image processing is an iterative process. Several image-
processing packages are available for single-particle cryo-EM, such as EMAN [50],
SPIDER [51], IMAGIC [52] and Frealign [53]; these aremulti-step procedures that can
generally be broken into the following steps: (i) identify the locations of each particle;
(ii) determine and correct the contrast transfer function anddamping function for the
particle images; (iii) classify the images according to their conformational identity
and orientation parameters; and (iv) average the particle images in each classes and
3-D reconstruct to produce the final 3-D map. The specimen classification, particle
averaging and reconstruction of the density map are iterated using the previous
iteration as a reference. Iteration of these steps continues until no improvement in
the 3-D density maps is made over the previous cycle of refinement. The final
resolution of the map is typically assessed by a parameter referred to as Fourier shell
correlation (FSC), in which two maps derived from two independent sets of image
data are compared [54]. The FSCessentiallymeasures a similarity and reproducibility
of two structures in Fourier space; the final resolution is often determined using the
0.5 criterion.
Alignment and reconstruction differ for cryo-ET experiments. For cryo-ET,

the nominal angular assignment is known for each image because the tilt-angle of
the stage was recorded for each image of the tilt-series. Higher-precision angular
assignments must be determined for reconstruction. Alignment processing is
frequently simplified by including gold particles in the specimen; these particles
have a strong contrast, even under low-dose imaging conditions, and serve as
landmarks for registering images with respect to each other [55–57]. Once
aligned, the images are then recombined directly by a reconstruction algorithm
such as weighted back-projection [58, 59]. Many academically developed processing
packages are available that will compute the alignment and reconstruction [60–63].
Although there is no community-accepted convention for assessing the resolution
of tomographic reconstructions, a number of statistical approaches have been
proposed [64].
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4.2.2.2 Structure Analysis and Data Mining
In order to analyze the cryo-EM density maps of large, complex nanomachines, a
number of tools have been developed that range from feature detection to domain
localization. Perhaps the most well-developed set of tools for the analysis of cryo-EM
density maps are those aimed at fitting known crystal or NMR structures to density
maps. These tools range from simple rigid-body fitting to complex and dynamic
flexiblefittingalgorithms(forreviews,seeRefs [65,66]).Regardless,eachof thesetools
requires that the structures of a known domain or closely related domain are known.
Recent studies have also shown that cryo-EM density is sufficient for discriminat-

ing goodmodels from a gallery of potential structures [67, 68]. In particular, cryo-EM
density has been incorporated as a scoring function in a constrained homology
modeling approach [69]. As with the aforementioned fitting routines, this approach
relies on the availability of a known structure from which a sequence/structure
alignment is produced. In the case where a suitable structural template is not known,
a constrained ab initiomodeling approach has also been developed in which the cryo-
EM density can be used directly to screen a large gallery of potential models [67].
While no structural template is needed, this approach is restricted to relatively small
(<200 amino acids), single-domain proteins.
At subnanometer resolutions, secondary structure elements become visible;

a-helices appear as long density rods, while b-sheets appear as thin surfaces [70–73].
By using a variety of feature detection and computational geometry algorithms,
secondary structure elements can be reliably identified and quantified [71, 72, 74,
75]. The spatial descriptionof such elements has beenusednot only to describe protein
structure, but also to infer structure and functionof individual proteindomains [70, 76].
Until recently, the resolution of cryo-EM density necessitated the use of the

aforementioned approaches for understanding macromolecular structure and func-
tion. Several cryo-EM structures have now achieved resolutions better than 4.5 Å
resolution, at which point the pitch ofa-helices, separation of b-strands, aswell as the
densities that connect them, can be seen unambiguously with no reference to crystal
structure [13, 14, 17]. In addition to these features, many of the bulky side chains
could also be seen. However, it should be noted that these structures still do not have
the resolution to utilize standard X-ray crystallographic methods for model construc-
tion. However, several de novomodels have now been constructed directly from these
high-resolution cryo-EM density maps using mostly manual assignment and visual-
ization tools [13, 14, 17].
The annotation of cryo-ET maps is a different process because the goals of

tomographic imaging are substantially different. Rather than trying to determine
high-resolution protein structures, cryo-ETexperiments are often focused on how the
components of cells or nanomachines are spatially organized. Segmentation is a
process by which the salient features of the reconstruction of an individual cell or
nanomachine are traced. A segmented map hides the noisy data and highlights the
structural findings. Tools for segmentation of tomograms include the academic
IMOD package [60] and the commercial package Amira (Mercury Systems, Chelms-
ford, MA, USA). Unfortunately, this is a laborious manual process for which no
suitable general-purpose automated routine has been advanced (for a review, see
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Ref. [77]).Manual segmentation is applied by annotating one cell or nanomachine at a
time. As a research study might require the annotation of many cells or nanoma-
chines, this can drastically increase the time required to annotate the results. In cases
where there are uniform nanomachines (e.g. ribosomes) present, these can be
computationally identified, extracted and merged to improve the resolution (for a
review, see Ref. [78]).

4.2.3
Data Archival

The result of a cryo-EM experiment is typically a 3-D density map with multiple
domains and/or models used to annotate the structure and function of the
molecular nanomachine. In reaching this model, multiple intermediate data sets
and image processing workflows are produced. Databases, such as EMEN [79] and
others [80, 81], function on a laboratory scale and can house thefinal 3-D densitymaps
andmodel, aswell as theoriginal specimen images andall of the intermediate data and
processes. The final density map, models and associated metadata can also be
deposited in public repositories such as the electron microscopy databank (EMDB)
and theprotein databank (PDB) [82]. Individual cryo-EMstructures are easily retrieved
through accession numbers or IDs directly from publicly accessible websites.

4.3
Biological Examples

Cryo-EM is a powerful technique in that it can be used to image a wide variety of
specimens under an equally wide array of conditions. Despite the lack of atomic
resolution, these structures can provide unprecedented views of the structure and
function ofmolecular nanomachines. In the following sections, we describe two very
different samples, and how cryo-EMhas provided uswith a unique glimpse into their
organization. It should also be noted that each of these samples are complex
nanomachines that undergo dynamic structural and functional processes in carrying
out their intended functions.
The resolution of cryo-EM models is considerably better than that of cryo-ET

models, mainly because the heterogeneous cryo-ET particles are rarely suitable for
averaging. Even when they are, the averagemay be the sum of tens to hundreds from
extracted tomograms rather than the thousands to millions of asymmetric units in a
single-particle reconstruction that contribute to a cryo-EM model. Despite the lower
resolution, tremendous insight may still be gained from the cellular context, as
evidenced by the two cryo-ET examples presented here.
Both, cryo-EM and cryo-ET offer unique views of nanomachines, and as such

integrating the two approaches can generate multiresolution models where a
tomogram establishes a low-resolution survey of a cell, and the individual machines
in that model are the product of cryo-EM studies. This integrated approached is
demonstrated in our last example.
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4.3.1
Skeletal Muscle Calcium Release Channel

Ryanodine receptor (RyR1) is a 2.3MDa homotetramer that regulates the release of
Ca2þ from the sarcoplasmic reticulum to initiate muscle contraction (for a review,
see Ref. [49]). Figure 4.2a shows the 9.6Å resolution cryo-EM density map of RyR1
reconstructed from �28 000 particle images (Figure 4.2b) [83]. In this map, the
structural organization, including the transmembrane and cytoplasmic regions for
each monomer, as well as domains within individual monomers can be clearly seen.
A structural analysis of the RyR1map using SSEHunter [71] revealed 41a-helices,

36 in the cytoplasmic region and five in the transmembrane region, as well as seven
b-sheets in the cytoplasmic region of a RyR1 monomeric subunit (Figure 4.2c).
Interestingly, a kinked inner, pore-lining helix and a pore helix in the transmembrane
region bears a remarkable similarity to those of the MthK channel [84]. b-Sheets
located in the constricted part that connect the transmembrane and cytoplasmic
regions have been seen in the crystal structures of inward rectifier Kþ channels
(Kir channels) [85, 86] and a cyclic nucleotide-modulated (HCN2) channel [87]. In Kir
channels, this b-sheet has been proposed to form part of the cytoplasmic pore, which
is connected to the inner pore. Therefore, this region in the RyR1 may play a role in
regulating the ions by interacting with cellular regulators which are yet to be
determined.
While there is no crystal structure from any domain or region of RyR1, a

homologous domain from the IP3 receptor is known. Using the aforementioned
cryo-EM constrained homology modeling approach [69], it was possible to derive
three protein folds, based on the ligand-binding suppressor and IP3-binding core
domains from the type 1 IP3 receptor, for the N-terminal portion (residues 12–565) of
the RyR1 primary sequence [88] (Figure 4.2d). Interestingly, these models were
localized to a region at the four corners of the RyR1 tetramer, a region that has also
been implicated to interact with the dihydropyridine receptor (DHPR) during the

Figure 4.2 RyR1 at 9.6 Å resolution [88]. RyR1 at
9.6 Å resolution. The side and top views shown in
(a) were reconstructed from �28 000 individual
particle images. The four subunits are annotated
in different colors; (b) A representative view of
the particle images; (c) The spatial dispositions
of the a-helices (cylinders) and b-sheets (orange
planes) in two of the homotetrameric subunits;

(d) The three N-terminal models for RyR1 are
shown fitted to the cryo-EM density. Model 1 is
shown in cyan (residues Q12-S207), model 2 in
yellow (residues G216-T407), and model 3 in red
(residues A408-Y565). Models 2 and 3 are based
on the aforementioned IP3-binding core domain,
while model 1 is based on the ligand-binding
suppressor domain.
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excitation–contraction coupling of the muscle [89–91]. Also of interest, several
disease-related mutations in RyR1 occur within this region. As such, imaging of
RyR1 with cryo-EM coupled to structural analysis has resulted into insight into the
channels function and role in muscle contraction.

4.3.2
Bacteriophage Epsilon15

Epsilon15 is a 700Å wide, 22MDa nanomachine that infects Salmonella
(Figure 4.3a) [92]. An icosahedral protein shell surrounds its dsDNA genome; at
one vertex a large tail assembly protrudes from this shell. Without imposing any
symmetry, a reconstruction of the native virion revealed at �20Å resolution all the
molecular components of the virus, including the portal vertex (Figure 4.3b) [92].
When icosahedral symmetry was imposed during the reconstruction (effectively
increasing the number of particle images, as there are 60 asymmetric units per
particle), features of the nonicosahedral components such as the portal vertex were
averaged out, but the icosahedral position shell proteins could be seen at a finer detail
(4.5 Å resolution) [13]. In this high-resolution map, a complete annotation of the
capsid components was possible.
While �4.5 Å resolution is generally insufficient to construct a model by X-ray

crystallographic standards, the aforementioned de novomodel building tools for cryo-
EM density maps make it possible with the existence of large a-helices which can be

Figure 4.3 Bacteriophage epsilon15. (a) A 300-
kV electron image of the phage particles
embedded in vitreous ice; (b) A cut-away view of
the 20Å asymmetric reconstruction of
epsilon15 [92] shows themolecular components
of the portal vertex, the capsid shell protein and
the viral DNA. The different molecular

components are annotated in different colors;
(c) 4.5 Å resolution structure [13], showing the
backbone model of the Gp7 and the density of
Gp10; (d) Side-chain density in the cryo-EMmap;
(e) A zoomed-in view of the capsid showing one
gp10 spanning across four gp7 molecules,
functioning as a �molecular stapler�.
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used to anchor the sequence-to-structure assignment. Gp7, a 420-amino acid protein
that makes up the majority of the icosahedral capsid shell, was identified in the
reconstruction and shown to have eight a-helices (>2.5 turns) and three b-sheets.
Using these features, a complete de novomodelwas constructed (Figure 4.3c) to reveal
a structure similar to that of the HK97 major capsid protein [93], despite the lack of
detectable sequence similarity. In addition to the detection of a common fold, side-
chain density could also be visualized in several regions throughout the map
(Figure 4.3d).
Construction of the Gp7 model clearly revealed the presence of a previously

undetected capsid protein. Biochemical analysis of the capsid later confirmed this
protein to be Gp10 (12 kDa). In analyzing the sequence of this protein, potential
structural homology to the PDZ domains [94] was identified. Taken together with
the location of this protein of the capsid surface (along the icosahedral twofold
symmetry axes), this small protein most likely acts like a molecular staple,
bridging four adjacent gp10 molecules and thus assuring stability in the mature
capsid (Figure 4.3e).

4.3.3
Bacterial Flagellum

The bacterial flagellum is an intricate biological nanomachine that transduces
chemical energy into mechanical energy. The flagellar motor is a complicated
assembly of approximately 25 unique polypeptide components that, when assembled
correctly and operating under the proper electrochemical gradient, drives the rotary
motor at speeds of nearly 300Hz (for a review, see Ref. [95]). Models of the flagellar
motor have been advanced through both single-particle and helical cryo-EM studies
of the purified complexes from various spirochetes [96–98]. Cryo-ET has been used to
complement thesemodels; the in situperspective derived from tomograms can reveal
components of the structure that may be – and if fact, are – lost in the isolation and
purification steps.
Recent studies have utilized cryo-ET to examine in situ the structure of the motor

and the greater flagellar apparatus from the spirochete Treponema primitia. In their
first report, Jensen and coworkers presented the structural details of themotor [99] in
which 20 flagellar motors were computationally isolated from their positions in the
cryo-ET reconstructions of 15 intact cells (each cell has two flagella, but not all
tomograms captured both). Thesemotorswere subsequentlymerged to yield a�70Å
resolution model (Figure 4.4a). Like man-made motors, the flagellar motor consists
of a rod attached to a rotor that rotates amidst an array of stationary stators; purified
flagellar complexes lacked the stators altogether. This tomography-derivedmodelwas
the first reconstruction to integrate the full motor with the stators, revealing the
stators� 16-fold symmetry and their position with respect to the membrane. Besides
accounting for the stator density, this model also revealed unexpected density above
the stators in the peptidoglycan layer, including a new component termed the P-collar
(Figure 4.4b). The P-collar and new findings about stator geometry raise new
questions about the motor�s mechanistic details.
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A subsequent cryo-ET study conducted by Jensen and coworkers revealed a
plethora of novel structures in the Treponema cell, including outer-membrane bowls,
polar fibrils, a polar cone and a surface hook arcade that sometimes tracks with the
cellular position of flagella (Figure 4.4c and d) [100]. These findings beg new
questions as to how, and if, these features relate to flagellar function. More
importantly, two distinct periplasmic layers in T. primitia were revealed; this
observation, when combined with video observations by light microscopy, affirms
the rolling cylinder model of motility over the competing gyration model. The
importance of this motility mechanism is underscored by the association between
motility and pathogenicity in spirochetes such as those that cause Lyme disease and
syphilis (for a review, see Ref. [101]).

4.3.4
Proteomic Atlas

Traditional cellular biology studies are frequently limited by carrying out experiments
in vitro or investigating only fractions of cells. It is an obvious and tremendous

Figure 4.4 Cryo-ET findings on the flagellar
motor and cellular features of spirochete
Treponema primitia. (a) A cutaway surface
rendering of the flagellar motor computed by
averaging together 20 motors computationally
isolated from tomograms. Novel findings
included the surprising connectivity between the
stator and other components of the motor,
marked by yellow arrows; (b) Schematic of the
motor organization as revealed through the

analysis of the structure shown in (a). The
position and geometry of the stator and the
existence of the P-collar weremissed by previous
studies that examined biochemically purified
flagellar motors; (c) Surface rendering of a T.
primitia cell, showing many novel cellular
structures, including surface bowls (magenta),
the surface hook arcade (yellow) and tip fibrils
(orange); the flagella are shown in green and red.
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advantage to integrate the structures and processes of all of the cellular space,
enabling investigators to comprehend cells in toto. Today, Baumeister and colleagues
continue tomake strides towards this goal of visualizing a complete cell with all of its
major nanomachines. Early proof-of-concept studies have shown that it is possible to
identify and differentiate large complexes in the tomograms of synthetic cells [20].
Moreover, recent advances in data processing suggest that even similar assemblies
with subtle differences in mass, such as GroEL and GroEL-GroES, can be differenti-
ated [102]. The first application of mapping nanomachines in a cell showed that the
total spatial distribution of ribosomes through an entire cell could be directly
observed in the spirochete Spiroplasma melliferum (Figure 4.5) [103].
The archaebacteria Thermoplasma acidophilum is a relatively simple cell with only

approximately 1507 open reading frames (ORFs) comprising considerably fewer
subcellular assemblies [104]. As such, it is an attractive cryo-ET target formapping the
3-D position of all major nanomachines – the �proteomic atlas� – which, ultimately,
will reveal unprecedented detail about the 3-D organization of protein–protein
networks [105].

4.4
Future Prospects

Today, single-particle cryo-EM has reached the turning point where it is now possible
to resolve relatively high-resolution structures of molecular nanomachines under
conditions not generally possible with other high-resolution structure determination
techniques. Due to the intrinsic nature of the cryo-EM experiment, it can also
produceunique andbiologically important information, evenwhen ahigh-resolution

Figure 4.5 A map of ribosome location in the
spirochete Spiroplasma melliferum. (a) The 0
(projection, an unprocessed cryo-ET image,
showing a spirochete cell; (b) A slice of the
reconstruction, which shows higher density at
positions occupied by ribosomes; (c) A surface

rendering of the reconstruction which has been
filtered and segmented. High confidence
ribosome matches are colored green;
intermediate confidence matches are colored
yellow.
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structure is already known. Cryo-EM structures of both the ribosome [106] and
GroEL [14, 107, 108] have provided significant insight into structural and functional
mechanisms, despite being extensively studied using X-ray crystallography.
One obvious challenge for cryo-EM is the pursuit of higher resolution (i.e. close to

or better than 3.0Å), at which point full, all-atommodels could be constructed.On the
other hand, cryo-EM is not aimed solely at high resolution. Rather, it offers the ability
to resolve domains and/or components that are highlyflexible at lower resolutions, as
well as samples with multiple conformational states [108]. With further develop-
ments in the image-processing routines, both high-resolution structure determina-
tion and �computational purification� of samples [108] will further allow for the
exploration of complex molecular nanomachines in greater detail.
As with cryo-EM, improvements in data collection and image processing will allow

cryo-ET to achieve more accurate and higher-resolution reconstructions of large
nanomachines and cells. However – as alluded to in the proteomic atlas – the real
strength of cryo-ET is its power to integrate known atomic structures and cryo-EM
reconstructions to provide a complete model of in vivo protein function [105, 109].
Such integration will ultimately establish a true spatial and temporal view of
functional nanomachines within the cell, which can systematically be investigated
in either healthy or diseased states. In addition, there is a trend towards the
integration of live cell observations made by light microscopy, followed by cryo-ET
observations of the same specimens (e.g. [110]). Such hybrid approaches require not
only new instrumentation to make sequential observations practical but also the
computational tools to integrate the data. These integrated cellular views promise to
enhance our understanding of cell structure and function relationships in normal
and diseased states at higher spatial and temporal resolutions.
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5
Pushing Optical Microscopy to the Limit:
From Single-Molecule Fluorescence Microscopy to Label-Free
Detection and Tracking of Biological Nano-Objects
Philipp Kukura, Alois Renn, and Vahid Sandoghdar

5.1
Introduction

The fundamental goal of microscopic imaging is to visualize and identify small
objects and to observe their motion. Many techniques based on a wide variety of
approaches, including X-ray scattering, scanning probemicroscopy, electron diffrac-
tion and various optical implementations, have been developed over the past century
to improve upon the fundamental limitations of traditional opticalmicroscopy.While
each approach has its specific advantages, none by itself can provide a solution to all
demands regarding spatial and temporal resolution, sensitivity and in vivo imaging
capability, as are often desired in biologically motivated studies.
The ultimate resolution would allow one to detect, localize and visualize single

molecules, or even atoms. Obtaining structural snapshots at molecular and atomic
resolution has become routinely available through X-ray crystallographic techniques.
Especially from a biological perspective, such detailed images of molecular
and supramolecular structures regularly provide unique insights into their function
[1–4]. Comparable resolution is attainable with scanning probe techniques such as
scanning tunneling microscopy (STM) or atomic force microscopy (AFM) [5, 6].
While the former is generally limited to nonbiological samples,many biological AFM
studies have been reported during the past decades [7, 8]. These experiments have
been very informative, both due to their resolution and their ability to apply minute
forces on single molecules or nano-objects. Various implementations of electron
microscopy have also greatly contributed to biological imaging, due to its ability to
provide spatial resolution in the nanometer region, thereby bridging the gap between
the ultra high-resolution techniques mentioned above and standard optical imaging
approaches [9].
Despite the many successes of these techniques, they all lack an ability to perform

real-time, in vivo imaging. X-ray scattering experiments require high-quality crystals,
which makes studies inside biological media intrinsically impossible. Scanning
probe techniques are, by definition, limited to the study of surfaces and are relatively
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slow, with acquisition rates rarely exceeding a few Hertz. Electron microscopy
requires a vacuum and sometimes metal-coating or cryogenic conditions for
high-resolution images, thusmaking it difficult to perform studies under biologically
relevant conditions.
As a consequence, the method of choice for real-time, in vivo biological imaging

has remained optical microscopy, despite its comparatively low resolution. The
optical microscope was invented about 400 years ago, and improvements in resolu-
tion to about 200 nm had already taken place by the end of the nineteenth century,
through advances in lens design.However, this is a factor of 100 larger than the size of
single molecules or proteins that define the ultimately desired resolution, and
represents the diffraction limit established by Abbe during the 1880s. Throughout
most of the twentieth century, this fundamental limit prevented the optical micro-
scope from opening our eyes to the molecular structure of matter. Nevertheless,
numerous recent advances have been made to improve the resolution and, in
particular, the contrast of images. In general, these contrast techniques can be
divided into two categories, namely linear and nonlinear.

5.1.1
Linear Contrast Mechanisms

The central challenge in visualizing small objects is to distinguish their signals from
background scattering, or from reflections that may be caused by other objects or the
optics inside the microscope. One possible solution to this problem is provided by
dark-field microscopy, which was first reported by Lister in 1830. Here, the design is
optimized to reduce all unwanted light to aminimumby preventing the illumination
light from reaching the detector [10, 11]. To achieve this, the illumination light is
shaped such that it can be removed before detection through the use of an aperture.
In general, there are two approaches to achieve dark-field illumination; these are
illustrated schematically in Figure 5.1a and b. In Figure 5.1a, the illumination light is
modified in such a way as to provide an intense ring of light, for example through the
use of a coin-like object blocking all but the outer ring of the incident light. The
illumination light can be then removed by an aperture after the sample. In this way,
only the light that is scattered by objects of interest, and whose path is thereby
deviated, can reach the detector. The other approach, shown inFigure 5.1b, is referred
to as total internal reflection microscopy (TIRM) [12]. Here, the illumination is
incident on the sample at a steep angle, and is fully reflected at the interface between
the glass coverslip and the sample (e.g. water). There, an �evanescent� region is
created, where the light decays exponentially as it enters into the sample. When a
particle is placed into this region it scatters energy out of the evanescent part of the
beam into the objective. Thus, light will only reach the detector from scatterers that
are locatedwithin 100 nmof the sample–substrate interface. This technique has been
mostly used to detect very weak signals such as those frommetallic nanoparticles, or
to obtain surface-specific images [13, 14].
Another approach tominimize unwanted light is provided by confocalmicroscopy,

which first appeared during the early 1960s (Figure 5.1c) [15, 16]. In contrast to the

114j 5 Pushing Optical Microscopy to the Limit: From Single-Molecule Fluorescence Microscopy



previous techniques, where the light from a relatively large sample area is collected
(�20� 20mm), only light from the focal region of the objective is allowed to reach the
detector, thereby considerably reducing the background light. This is achieved
through the use of a pinhole that is placed in the confocal plane of the objective.
The size of the pinhole is usually chosen so as to match the size of the image of
the focal spot. Collecting light in this fashion leads to optical sectioning – that is, the
ability to provide three-dimensional (3-D) information by moving the focus in the
z-direction through the sample. Themajor disadvantage of this approach is the need
to scan the sample with respect to the illumination, which leads to relatively slow
acquisition times.
An alternative for improving the contrast is to exploit the phase of the illumination

light. Differential interference contrast (DIC) microscopy, which was introduced
during the mid-1950s, takes advantage of slight differences in the refractive index of
the specimen to generate additional information about the composition of the
sample [17, 18]. For instance, the refractive index of water differs from that of lipids,
so areas with a high water content will generate a different signal than those
consisting mostly of organic material. The approach splits the illumination light

Figure 5.1 Illustration of themajor linear contrastmechanisms in
optical microscopy. (a) Dark-field illumination; (b) Total internal
reflection microscopy (TIRM); (c) Confocal microscopy;
(d) Fluorescence microscopy.
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into two slightly displaced beams (<1mm) at the focus that are recombined before
detection. If the two beams travel through material with different indices of
refraction, the phase of one relative to the other will change, and this will lead to
a small degree of destructive interference after recombination of the twobeams. Such
areas will thus appear dark, while areas where the sample is homogeneous will
appear bright.
So far, we have been only concerned with improving the contrast using scattered

light. A different but powerful method is to use fluorescence as a contrast mecha-
nism. The first such reports emerged during the early twentieth century, when
ultra-violet light was used for the first time in microscopes. However, the break-
through occurred during the 1950s, when the application of fluorescence labeling
for the detection of antigens was demonstrated [19]. Rather than detecting the
scattering of incident light, the illumination light is used to excite molecules,
causing them to fluoresce. The advantage of this approach is that the excitation light
can be reduced by many orders of magnitude by the use of appropriate filters, as the
fluorescence is usually red-shifted in energy (Figure 5.1d). One can then observe
the species of interest virtually against zero background because the only photons
that can reach the detector must be due to fluorescence emission. Such contrast is
virtually unachievable with scattering techniques, even when dark-field illumination
is employed, because the background scattering cannot be extinguished to such a
high degree. The major sources of contrast are biological autofluorescence, specific
labeling of the objects of interest with fluorescent dye molecules, or use of the
cellular expression system itself to produce fluorescent proteins [20]. Fluorescence
can also be used to introduce specificity by spectrally �coding� the sample. Examples
are fluorescence recovery after photobleaching (FRAP) for studying fluidity [21],
fluorescence lifetime imaging [22] or simply simultaneous labeling with different
fluorophores.
The spectral resolution of fluorescence is, however, rather poor because the

emission is usually very broad in energy. Techniques based on vibrational spectros-
copy on the other hand, where the resonances are orders of magnitude sharper,
provide a much more unique molecular fingerprint, but at the expense of much-
reduced signal intensities. In particular, Raman and infrared microscopy yield
information about the composition of the sample, without the need for any
label [23]. The experimental set-up is very similar to that used for fluorescence
microscopy, but is focused on detecting vibrational resonances rather than fluores-
cence emission. As a matter of fact, Raman experiments can only be successful
when the background fluorescence is reduced to a minimum, because the cross-
sections for Raman scattering are orders of magnitudes smaller than that of
fluorescence. On the upside, every species has a unique Raman spectrum and
can thus be identified without the need for any label. Because these experiments
must be performed in a confocal arrangement to achieve a sufficiently high photon
flux, they provide highly specific and spatially resolved information, even inside
cells. The downside is that the intrinsically low Raman cross-sections require large
illumination powers, and this might be problematic for live cell imaging, for
reasons of phototoxicity.
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5.1.2
Nonlinear Contrast Mechanisms

The recent availability of high-power laser sources producing ultrashort pulses on the
order of a hundred femtoseconds (10�13 s) or less at high pulse powers (>mJ) has
opened up completely new areas in microscopy. When such short and intense pulses
are focused to a diffraction-limited spot, peak powers of terawatts per cm2 and above
can be achieved. At such high peak powers, nonlinear effects that involve the
simultaneous interaction of multiple photons with the sample become observable.
The main microscopy-related application that has emerged from this technological
jump is that of two-photon imaging [24]. Here, rather than exciting a fluorophore with a
single resonantphoton, for example at 400nm, twooff-resonantphotons at 800 nmare
used toproduce the sameexcitation.Althoughnonresonant two-photoncross-sections
are negligible compared to their one-photon counterparts (10�50 versus 10�16 cm2),
thehighpeakpowers coupledwithhighpulse repetition rates on the orderof 100MHz
can compensate for these dramatically lowered cross-sections. Themajor advantage of
this technique is that optical sectioning comes for free, because the high peak
intensities are only produced at the focus of the illuminating beam, making confocal
pinholes superfluous. Despite the fact that biological tissue is generally transparent in
the near-infrared region, sample heating and the rapid destruction of two-photon
fluorophores cannot be avoided due to the necessarily high peak intensities used.
Another prominent example of nonlinear microscopy is based on coherent anti-

Stokes Raman scattering (CARS) [25], which is the nonlinear equivalent of Raman
microscopy. Here, three incident photons are required to produce a single Raman
shifted photon.Additional techniques based on second and third harmonic generation
microscopies have also appeared [26, 27]. Finally, a very interesting recent development
has been discussed in the context of RESOLFT (reversible saturable optically linear
fluorescencetransitions).Here,anonlinearprocesssuchasstimulatedemissionisused
todepletethefluorescencetoasubdiffraction-limitedspot.Asaresult, theactualvolume
fromwhich fluorescent photons are emitted is considerably reduced beyond l/50 [28].
In this chapter, we will focus our attention on pushing both the sensitivity and

resolution limits of state-of-the-art linearmicroscopic techniques. In particular, we will
discuss the capabilities and limitations of single-molecule detection in the light of
biological applications. After covering the fundamental aspects of resolution, we will
outline recent advances in the detection and tracking of nonfluorescent nano-objects.
Scattering based labels showmuch promise in eliminating many of the limitations of
fluorescencemicroscopy.Yet,bygoingastepfurther,wewillshowhowthese techniques
can be used to detect and follow the motion of unlabeled biological nanoparticles.

5.2
Single-Molecule Fluorescence Detection: Techniques and Applications

The fundamental question that arises from the previous discussion of current optical
imagingmethods is:Why is it so difficult,first to �see� singlemolecules, and second to
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achieve molecular resolution with optical microscopes? The former is particularly
baffling because the fluorescence of single ions trapped in vacuum can be observed
with the naked eye, as was shown 20 years ago [29].

5.2.1
Single Molecules: Light Sources with Ticks

To understand the intricacies of detecting single molecules in biological environ-
ments, it is useful to ask why it is so easy to observe single ions trapped in a
vacuum. The answer is simply – the absence of any background. In a vacuum, the
emitter is alone, with no other objects or molecules nearby that can either scatter
the excitation light or fluoresce upon excitation. In this scenario, single-molecule
detection simply becomes an issue of having a good enough detector (curiously, the
human eye is one of the best light detectors available, being able to detect single
photons with almost 70% efficiency [30]). However, the number of photons that
any single molecule can emit via fluorescence is strictly limited by its intrinsic
photophysics, and cannot be increased at will simply by raising the illumination
power.
To understand this concept, it is useful to consider the dynamics that follow

the absorption of a single photon by a single molecule. Population of the first
excited electronic state is followed by an excited state decay which can take place
via two major pathways: nonradiative and radiative decay. The former refers in this
simple case to a transition from theexcited to theground state,without the emissionof
a photon. The excess energy is usually deposited in vibrational degrees of freedom,
either of themolecule itself or of the surroundings. In the latter case, the energy is lost
through the emission of a photon which is typically lower in energy (red-shifted) than
the excitation photon due to the Stokes shift. To generate as many detectable photons
per unit time as possible for a given excitation power, one requires: (i) a large
absorption cross-section; and (ii) a high fluorescence quantum yield – that is, an
efficient conversion of absorbed into emitted photons.
The former requirement brings with it a radiative lifetime on the order of

nanoseconds, which can be related to the fundamental considerations of absorption
and emission. This limits the total number of emitted photons, irrespective of the
total incoming photon flux, because a single absorption–emission cycle takes about
10 ns. Thus, even in ideal circumstances no single molecule can emit more than 108

photons per second. The restricted collection properties of objectives, imperfect
transmission and reflectivity of optics and limited quantum efficiencies of detectors
result in typical effective collection efficiencies of <10%. The corresponding count
rates on the order of a fewmillion counts per second can indeedbe observed in single-
molecule experiments at cryogenic temperatures [31]. Under ambient conditions,
which are of relevance for biological investigations, photobleaching puts a limit on
the applied excitation intensities. The cause of this bleaching is often the generation
and further excitation of triplet states that are accessed through intersystem crossing
from the first excited singlet state. Despite the low quantum efficiency of the process
(<1%), excitation powersmust be chosen at the kWcm�2 level in order to avoid rapid
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photobleaching. At these incident light levels, the observed count rates are below 105

photons per second [32].
Photobleaching is also the reason why single molecules usually emit a total of

105–107 photons before turning dark. The most likely cause of this �sudden death� is
triplet–triplet annihilation with molecular oxygen, which is a particular problem in
biological environments. The highly reactive singlet oxygen that is generated attacks
the dye and oxidizes it, greatly altering its electronic properties and thereby rendering
it dark to the excitation photons [33, 34]. To make matters worse, triplet state
formation is thought to be the main cause of phototoxicity [35, 36]. This situation
can be improved somewhat by deoxygenating the system, or by using oxygen
scavengers for in vitro experiments in solution [37].

5.2.2
The Signal-to-Noise Ratio Challenge

In addition to the saturation properties of single molecules discussed above, another
difficulty arises from the fact that single molecules cannot be excited very efficiently.
Even large single-molecule absorption cross-sections are only on the order of
10�16 cm2, compared to focal areas that are no smaller than �10�9 cm2. Therefore,
only one in 107 photons that passes through the focus will cause electronic excitation
of the molecule. What makes the situation even more problematic, is the fact that
a typical focal volume contains on the order of 109 molecules. So, even if only one in
103 molecules emits a single fluorescence photon per second, the total emission
background alreadymatches themaximum fluorescence from the singlemolecule of
about 106 photons, even at low temperatures.
As a consequence, initial attempts to detect single molecules used absorption [38],

although these were swiftly followed by fluorescence detection [39]. The early studies
were performed at cryogenic temperatures, where absorption cross-sections become
large so that the saturation regime can be reached at much lower incident powers.
At room temperature, however, the task appeared hopeless in the light of the
numbers above. One possibility to improve this situation was to develop a technique
that is: (i) only surface-sensitive; and (ii) somehow produces a much smaller
excitation area. Scanning near-field optical microscopy (SNOM) provides exactly
these properties [40, 41]. Here, the light is not focused as in a standard optical
microscope, but rather is coupled into a metallized and sharpened tip of an optical
fiber equipped with a subwavelength exit hole (<50 nm). The tip is then brought
within tens of nanometers of the surface to be studied and scanned laterally. In this
way, only molecules that are on the surface are excited by the evanescent field at the
tip�s aperture, and only in an area that is comparable to the aperture. Therefore,
the number of molecules that can contribute to the background signal becomes
considerably smaller compared to the confocal arrangement, making the detection
of single molecules much more probable. Indeed, the first room-temperature
observation of single molecules was achieved using SNOM [42].
The rather difficult experimental set-up necessary for performing SNOM, along

with the limitations to study surfaces, motivated the development of far-field
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single-molecule methods for biological studies. It was quickly realized that far-field
methods are capable of generatingmuch larger single-molecule signals than SNOM,
with much-reduced experimental demands. Therefore, far-field detection has
become the method of choice for detecting single molecules in biological environ-
ments [43, 44]. This advance was facilitated by the development of low autofluor-
escence microscope objectives and immersion oils, as well as improved excitation
light rejection through the use of dielectric filters and highly efficient single photon
detectors such as avalanche photodiodes. Today, single-molecule detection has
become an almost standard technique in biology, chemistry and physics [45].
Single-molecule techniques have been used to directly observe the motion and
function of single biological nano-objects such as enzymes, viruses ormotor proteins
in real time [37, 46, 47].

5.2.3
High-Precision Localization and Tracking of Single Emitters

In the previous section, we discussed the difficulties and current solutions to
detecting single molecules. However, we are still faced with the problem, that single
molecules are much smaller (�1 nm) than the best possible resolution of an optical
microscope (�200 nm), which is linked to the wave nature of light [48]. The crucial
point is that the image of a point-like emitter is itself not infinitely small but rather
appears as an Airy diffraction image (Figure 5.2a), with the ripples originating from
the diffraction at the edges of a circular objective, for example. Because these
patterns, which are also known as the point spread functions (PSFs), are caused
by the lens, the smaller the aperture of the lens the wider the PSF and the lower the
resolution, and vice versa. Here, it is useful to define the term numerical aperture,
NA¼ nsin(j), where j is defined as the half collection angle of the objective.
Therefore, the larger the NA, the higher the resolution of the microscope. The
distance from the central maximum to the first minimum is given by dmin¼ 0.61
/NA for a circular aperture, where l is the wavelength of light and is a common
measure of resolution also known as Rayleigh�s limit (Figure 5.2b).

Figure 5.2 Point spread functions and their importance in
determining resolution. (a) Surface plot of a typical Airy diffraction
pattern; (b) Schematic representation of Rayleigh�s criterion. The
two graphs represent slices through the 2-D Airy function
shown in (a).
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Despite the fact that a single molecule smaller than 1 nm yields an image with a
diameter of several hundred nanometers, it is possible to determine its location to
within a few nanometers. This can be achieved by fitting the data to the theoretical
PSF. Thus, the precision of this fit is only limited by the signal-to-noise ratio (SNR)
of the acquired Gaussian profile, while the fit tolerance provides the uncertainty in
x and y of the emitter�s center [49]. To illustrate this, we have acquired confocal
images of single rhodamine-labeled GM1 receptors adhered onto an acid-cleaned
coverslip (Figure 5.3a). The observed single-step bleaching in Figure 5.3b for the
spot highlighted in Figure 5.3a confirms that the image stems from a single
molecule. The emission pattern (Figure 5.3c) and the corresponding Gaussian fit
(Figure 5.3d) to the highlighted molecule result in a lateral localization accuracy of
10 nm. The high accuracy is due to the fact that all the information in two
dimensions can be used for the fit. To illustrate this, three slices and the
corresponding fits along the x axis of the spot are shown in Figure 5.3e–g. The
center position fluctuates by >20 nm for these three fits due to the limited SNR.
A two-dimensional fit, however, provides much higher accuracy, because one
effectively fits all slices in every possible direction simultaneously. This approach
has been employed in several recent investigations, including the study of lipid
diffusion inside supported membrane bilayers [50], and of the mechanism of the
molecular motor kinesin stepping along microtubules [51]. While the former study
showed a maximum localization accuracy of �40 nm, the latter state-of-the-art
measurements succeeded in realizing molecular resolution (�1.5 nm) with
sub-second time resolution.
As can be seen from the previous discussion, the localization accuracy is critically

dependent on the SNR with which the PSF can be measured. The limitation arises
from the finite number of detectable photons per molecule. The longer the
integration time, the higher the accuracy but also the lower the time resolution.
As a rule of thumb, a SNR of 10 is required for a localization accuracy of �10 nm,
which translates into roughly a time resolution on the order of several to tens of
milliseconds [49, 52]. This makes tracking beyond video rates difficult if the object
is to remain visible against the background, especially for in vivo imaging [47].
In addition, the total tracking time is limited to a few seconds because of
photobleaching. These issues can only be addressed by using labels with no
limitations on the number of emitted photons and on photostability. Nevertheless,
single molecules have been used successfully to track individual biological
nano-objects in real time. An excellent example is given in Figure 5.4, where
single adenoviruses were labeled with single dye molecules and then observed
before, during and after cell entry [47].
Inorganic quantum dots have become popular as labels in fluorescence microsco-

py because of their brightness and extreme photostability [53]. Their inherent toxicity
is commonly deactivated through the use of protecting layers, and they have been
used successfully in intracellular and in vivo studies [54]. A major disadvantage of
these labels is that, so far, their emission switches off intermittently at unpredictable
times and for unknown durations, a process known as photoblinking. In addition,
once passivated, they can become as large as 15–20 nm.
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Figure 5.3 High-precision localization of single
emitters. (a) Confocal fluorescence scan of a
glass coverslip coated with single dye-labeled
GM1 receptors. Pixel dwell time: 1ms;
illumination intensity: �1 kWcm�2; total
acquisition time: 10 s; (b) Detector counts as a
function of time for the molecule highlighted in
(a). The single-step bleaching demonstrates

single-molecule sensitivity; (c) Surface plot of the
fluorescence collected during the scan from the
highlighted molecule; (d) Two-dimensional
Gaussian fit to (c); (e–g) Three slices along the x-
axis of the fluorescence spot (red) accompanied
by the corresponding 1-D Gaussian fits (blue,
dotted).
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5.2.4
Getting Around the Rayleigh Limit: Colocalization of Multiple Emitters

While it may be possible to localize a single emitter with a precision comparable to
its size, the fundamental problem defined by Rayleigh�s criterion remains if
identical objects that are separated by less than half the wavelength of light are
to be resolved. This leaves a large gap between the achievable (�200 nm) and the
desiredmolecular resolution (�1 nm). Several approaches have been explored over
the past decades, many of which have closed this gap partially and are described in
detail [55]. Here, we will focus on concepts that are particularly suited toward the
study of single emitters.
One approach is based on the idea that if one emitter could be observedwithout the

other, then the location of each could be pinpointed with high precision by using the
methodology outlined above. One way to achieve this task would be to image
spectrally orthogonal emitters, as demonstrated by Weiss and coworkers [56],
through the use of two inorganic quantum dots fluorescing at different wavelengths.
Each of the emitters can be observed independently by separating the emission of the
two with a dichroic mirror. Unfortunately, this multicolor colocalization can only be
applied to a few particles because fluorescence emission is generally broad, and it is
not realistic to use more than two or three emitters simultaneously.
Rather than differentiating between emitters spectrally, another optionwould be to

do this temporally. An early implementation of this approach involved the stepwise
photobleaching of individual emitters, as demonstrated by Selvin et al. [57].Here, two
emitters (m1 and m2) are imaged continuously. The integrated intensity of the
emission of both molecules as a function of time shows a two-step behavior due to

Figure 5.4 Single virus tracking. The various trajectories describe
different stages of the infection pathway such as diffusion in
solution (1, 2), penetration of the cell membrane (3), diffusion in
the cytoplasm (3, 4), penetration of the nuclear envelope (4) and
diffusion in the nucleoplasm (5). Adapted from Ref. [47].
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photobleaching, such as that shown in Figure 5.5a. After the first bleaching event,
only m2 is visible, and this can now be localized with high precision (as described
previously). Subtracting the contribution of m2 from the initial image, where both
emitters are present, results in an image representative ofm1 (Figure 5.5b)which can
again be localized with high precision. Thus, it is possible to determine the positions
of several emitters with near-molecular resolution (down to 1.5 nm). This technique
is extremely useful and precise for imaging fairly simple samples containing few
fluorophores. However, for general applications such as those required for in vivo
imaging where many labels are present, it quickly reaches its limit.
This barrier has recently been lifted by a recent approach proposed by Betzig and

coworkers [58] and by Zhuang and colleagues [59], based on photoswitchable
fluorophores. These methods have been named PALM (photoactivated localization
microscopy) and STORM (stochastic optical reconstructionmicroscopy), respectively.
Here, the problem of multiple fluorophores emitting simultaneously is eliminated
by initially illuminating the sample in the near-UV (405 nm) at low light levels. This
causes a small and stochastically distributed fraction of the total molecules to
convert photochemically into an active state. Illumination of the sample in the
yellow region (561 nm) then causes the photoactivated molecules to fluoresce.

Figure 5.5 Subdiffraction localization through stepwise
photobleaching. (a) Summed emission intensity showing clear
two-step photobleaching; (b) Schematic representation of the
localization procedure. Adapted from Ref. [57].
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By observing andfitting the emission pattern from each of thesemolecules, they can
be localized with high precision. Those molecules are subsequently bleached and
the process is repeated until the entire sample has been imaged. The resulting
images are of spectacular clarity and resolution, especially when compared to
standard confocal images, such as in Figure 5.6a–d. The main disadvantage of
this approach is currently the low time resolution required by the stochastic
activation of a small number of emitters and the reliance on the destruction of
the activated signal.
The highest spatial resolution in three dimensions has been achieved at cryogenic

temperatures, taking advantage of spectral selectivity [60]. When cooled to a few
Kelvin, the absorption and emission from single molecules becomes extremely
narrow and highly sensitive to their local environment. Singlemolecules can then be
excited individually and therefore localized with nanometer precision. Whilst, in

Figure 5.6 Near-molecular resolution using
photoactivated localization microscopy (PALM).
Comparison between summed molecule TIRF
(a) and PALM (b) images from a thin,
cryoprepared section of a fixed cell. An
enlargement of the large boxed region in (b)

reveals smaller associated membranes (c). The
inset shows highly localized (10 nm) molecules.
An enlargement of the smaller box in (c) shows
the distribution of individual molecules within
the membrane (d). Adapted from Ref. [58].
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principle, this approach should be extendable to biological studies, none has so far
been reported due to the high degree of experimental complexity compared to room-
temperature studies.
One of the most successful and widespread approaches to achieve spatial

information far below the Rayleigh limit involves taking advantage of fluorescence
resonance energy transfer (FRET). The principle of this approach is depicted
schematically in Figure 5.7. It uses two chromophores, a donor (D) and an acceptor
(A), with overlapping absorption and emission bands (Figure 5.7b). When the two
emitters are well separated, excitation of the donor will lead to observable emission
only from the donor. However, when the two fluorophores are brought into close
proximity of each other, the excitation energy originally placed in the donor is
efficiently transferred to the acceptor due to the overlapping absorption and
emission bands through F€orster energy transfer (Figure 5.7c). This indirect
excitation of the acceptor leads to fluorescence emission of the acceptor (i.e. far
red-shifted compared to that of the donor). Commonly, the emission channels of
both the donor and the acceptor are monitored simultaneously by the use of
appropriate beam splitters. Thus, a dynamic system where the distance of the two

Figure 5.7 Fluorescence resonance energy
transfer (FRET). (a) When a donor (D) and an
acceptor (A) molecule with overlapping
emission and absorption bands (b) are brought
into close proximity, energy from the donor is
transferred to the acceptor. In this case, red-

shifted emission from the acceptor is observed;
(c)When the twomolecules are separated, donor
fluorescence dominates; (d) The distance
between the two molecules can be determined
with high precision in the 2–8 nm range from the
donor to acceptor emission ratio.
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labels changes with time, for example due to conformational changes of a protein,
will exhibit alternating emission from donor and acceptor [61]. The strong distance-
dependence (R6) of energy transfer efficiency makes FRET an excellent molecular
ruler on the sub-10 nm length scale (Figure 5.7d).

5.3
Detection of Non-Fluorescent Single Nano-Objects

Despite the amazing capabilities of microscopy using single-molecule labels, two
major limitations have become apparent. First, the total number of detectable
photons is limited due to photobleaching, thus restricting the total observation
times to a few seconds. Second, the saturation properties of singlemolecules limit the
photon count rates to around 105 s�1 or less. The requirement for a total of �100
detected photons for reasonable localization [52] results in amaximal time resolution
on the order of milliseconds.
Many of the difficulties described above can be eliminated through the use of

scattering rather than fluorescence as a contrast mechanism. Here, there is no limit
on the number of detected photons because the amount of scattered photons
depends only on the incident light level. As a result, an unlimited time resolution is
theoretically possible. In addition, because a scattering object acts like a tiny
�mirror�, neither bleaching nor blinking is an issue, providing indefinitely long
unlimited observation times without dark periods. These advantages have led to the
emergence of gold nanoparticles in biological applications with reported time
resolutions down to �25ms [62]. The downside associated with the use of gold
nanoparticles as optical labels is the strong size dependence of the scattering cross-
section, which results in a minimum label size on the order of�30 nm in dark-field
detection [14, 63]. The fact that many biological nanoparticles of interest are either
comparable (e.g. viruses) or much smaller (proteins) in size than this has restricted
the applicability of these labels. In particular, such large labels may strongly perturb
the motion of the entity under study.

5.3.1
The Difficulty of Detecting Small Particles Through Light Scattering

The ultimate goal is to detect a single molecule-sized scatterer, as this would
combine the advantages of scattering detection and theminimal perturbation of the
system. The question becomes: why is it so difficult to detect an object such as a
1 nm gold nanoparticle?
In many ways, the origin of this problem is very similar to that discussed earlier

for single molecules. If a single-molecule-sized gold particle could be trapped in
a vacuum, the light scattered by the particle could be observed by the naked eye. In a
realistic environment, however, background scatteringwill easily overwhelm the tiny
signal generated by the gold particle. For single-moleculefluorescence, one is limited
by the maximum photon emission rate, background fluorescence and a small
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absorption cross-section. For scattering detection, the situation is evenworse because
every object in the focal volume scatters light and the spectral selectivity available in
fluorescence detection is lost, making low background measurements a true chal-
lenge.There are two possible sol utions to this problem: (i) the number of background
scatterers from the focal volume is minimized; or (ii) the scattering signal from the
particles of interest is somehow increased. The former has been the traditional
approach to detecting small gold nanoparticles through dark-field or total internal
reflection microscopy [14]. In this case, the scattered light intensity depends on the
square of the polarizability of the particle which, in the electrostatic approximation,
can be written as [64]:

aðlÞ ¼ pd3

2
ep�em
ep þ 2em

for a spherical particle of diameter d and dielectric constant ep inside a medium of
dielectric constant em. It easily follows, that the scattering intensity scales to the sixth
power with the particle size; a 5 nmparticle will therefore scatter light amillion times
less efficiently than a 50 nm particle! As a consequence, the signal from scatterers
smaller than 30 nm drops below the background, even when a dark-field approach is
used [14, 63].
Metallic nanoparticles such as those composed of gold or silver exhibit a so-called

�plasmon resonance�. As can be seen in the equation, such a resonance causes the
denominator to approach zero in the specific case of ep(l) ! �2em(l), and therefore
makes the scattering amplitude large. For spherical gold nanoparticles, this
resonance occurs conveniently in the visible region of the spectrum at�530 nm [65].
For biological nanoparticles, the scattering cross-sections are roughly a factor of three
smaller than for gold because of the missing plasmon resonance [66].
To circumvent these difficulties, two approaches have emerged recently that allow

the detection of gold nanoparticles down to 5 nm. One method involves taking
advantage of the absorption of gold nanoparticles, which scales linearly with particle
volume and therefore with the third power of the particle diameter. The resulting
drop in the sensitivity of signal on the particle size has been utilized both in direct
absorption measurements [67] and in the observation of a change in the refractive
index through heating of the surrounding medium caused by the absorption of
radiation [68]. We will focus here on an alternative method that measures the
electric field directly, thereby achieving d3 sensitivity without the need to heat
the sample [69–71]. As we will show, this approach also brings with it the unique
advantage of being able to detect biological nanoparticles without any labels.

5.3.2
Interferometric Detection of Gold Nanoparticles

To illustrate our approach, it is useful to consider the simple experimental set-up
shown in Figure 5.8.Here, the incident laser beam is focused onto the sample, which
in the simplest case consists of gold nanoparticles on a glass coverslip. As detection
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occurs in the epi-direction, we are interested in the light returning through the
microscope objective. The detector will therefore see the incident light (Ei) reflected
at the interface between the glass and the medium. The reflected field reads
Er¼ rEi(exp(�ip/2)) where r is the field reflectivity and p/2 denotes the Gouy phase
of the reflected focused beam. In addition, light scattered by the particle can
be written as Es¼ sEi¼ |s|exp(ij)Ei at the detector, where s is proportional to the
particle polarizability and therefore to d3. Here, f signifies the phase change on
scattering. The intensity, ID, measured at the detector is thus

ID ¼ jEr þEsj2 ¼ jEij2ðr2 þ s2�jrjjsj sin fÞ:
We can use this equation to illustrate some of the factors discussed above. Dark-

field or total internal reflection detection are designed in such a way that r ! 0 and
therefore only the scattering term, s2, is detected. This signal drops very rapidly below
the background level (|rEi|

2) for particles <30 nm. In this case, the nature of the
observed signal depends on the relative magnitudes of the three terms in the above
equation. For large particles, the scattering term, s2, dominates and the particles
appear bright against the background (Figure 5.9). As the particle size decreases,
s2 becomes negligible compared to the other two terms, and only the reflection and
interference terms contribute to the detected intensity. The particles appear dark
against the background due to the destructive interference between the scattered and
the reflected beams caused by a�p/2Gouy phase shift of the reflected incident beam
(Figure 5.10a and b) [71]. The change-over frombright to dark occurs according to the
relative magnitudes of the scattering and interference terms, and therefore occurs

Figure 5.8 Simplified experimental set-up for the interferometric
detectionof nonfluorescent nanoparticles. The incident light,Ei, is
reflected at the glass/water interface (Er) and collected along with
the scattered light from the particle, Es, by the microscope
objective. A portion of this light then passes through the beam
splitter and reaches the detector.
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Figure 5.9 Confocal scan of 100 nm gold nanoparticles.

Figure 5.10 Interferometric images of gold nanoparticles spin-
coated onto glass coverslips. (a) 20 nm; (b) 10 nm; (c) 5 nm
diameter. Representative particle cross-sections, as well as
intensity histograms, are provided in each case. Total acquisition
time in each case¼ 10 s; incident power¼ 2mW.
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earlier for larger r: for example, at 40 nm for air as the surrounding medium, 30 nm
for water, and 15 nm for oil that is index-matched fairly well to the glass coverslip.

5.3.2.1 Is it Possible to Detect Molecule-Sized Labels?
To explore the theoretical sensitivity limitations, it is useful to consider theorigin of the
true noise background that limits the detection sensitivity. This is governedmostly by
the noise of the light source itself and the noise of the detector. Both will result in
fluctuations in the detected reflected intensity, r, which is themajor contributor to the
overall detected signal at the detector. Other potential noise sources such asmechani-
cal instabilities of the microscope or beam-pointing instability of the light source are
comparatively small and easily corrected for in post-acquisition image processing.
An incident power of 1mW on the sample will yield �3mWof light reaching the

detector, taking into account the reflectivity of the glass–water interface and losses
due to the limited transmission of optics such as the microscope objective. The ideal
detectors for such light intensities are photodiodes, which produce a corresponding
photocurrent of 1mA. The shot noise limit for this photocurrent is on the order of
500 fAHz�1/2, which is about an order of magnitude above the noise of available
amplifiers with 107 V/A gain, suggesting that shot noise-limited detection is possible.
At this amplification and a realistic detection bandwidth for mechanical scanning
of 1 kHz, the electronic shot noise amounts to �1.5� 10�5 rms, which is a factor of
�300 below the magnitude of the signal observed for 5 nm gold particles. A factor
of three reduction in size on the other hand, which would lead to molecular sized
labels on the order of 1.3 nm, brings with it a factor of 27 reduction in signal intensity.
Thus, such molecular-sized labels should be observable with a SNR of 10 at kHz
bandwidths with localization accuracies down to 10 nm!
The previous discussion has shown that neither shot noise nor detector noise limit

the detectability of such small labels. One other critical noise source remains: the
light source itself. Lasers used in confocal microscopes show optical noise on
the order of a small percentage over a wide frequency range. Even state-of-the-art,
solid-state, diode-pumped lasers rarely perform better than 0.1%. However, external
stabilization using optical fibers, acousto-optic modulators and feedback loops has
been shown to reduce laser noise froma small percentage to�5� 10�5 rmswith kHz
bandwidth [72], which is comparable to the electronic shot noise calculated above. In
addition, the use of single-mode fibers in this stabilization scheme significantly
reduces the effects of beam-pointing and mode instabilities, further contributing to
the overall stability of the system.Given these simple calculations, it becomes evident
that the rapid detection of molecular-sized gold scatterers should be possible. We are
currently pursuing such experiments.
All of the images presented in Figure 5.10 have been obtained by scanning the

sample across the focus using a piezo translation stage that requires 1–10 s per image.
By using scanningmirrors rather than a piezo stage, we have shown previously that it
is possible to detect 20 nm particles with up to MHz bandwidths – three orders of
magnitude above what is possible using single molecules as labels [73]. In addition,
rather than scanning the focus across the surface, the use of a feedback loop enables
one to lock the focus to a particle and follow itsmovements rapidly. The feedback loop
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is fed by the signal recorded on a four-quadrant detector, where the movement of the
particle inside the focus leads to changes in themeasured differential voltages. Using
the same detector and amplifier combination above, which provide MHz detection
bandwidths, the shot noise increases to�5� 10�4 withmW incident powers. In this
way, the tracking of labels as small as 5 nmwithMHz bandwidths should be possible.
The sensitivity limitations of the technique are illustrated in Figure 5.10c, which

shows a confocal image of 5 nmparticles spin-coated on a glass coverslip and covered
by water. As can be seen in the image, the particles are visible against the background
with a signal contrast on the order of 3� 10�3. The distribution width of the signal
intensities is in agreement with themanufacturer�s specifications with regards to the
size of the gold particles, confirming that we are indeed observing single particles.
A close inspection of Figure 5.10b and c reveals the presence of a rather �noisy�

background as the size of the particles and thus their signal magnitude decreases.
However, these features are not noise, as they are perfectly reproducible in sequential
images. Rather, these patterns are due to the surface roughness of the glass coverslips
used. Indeed, AFMmeasurements have shown that the surface roughness amounts
to a fewnanometers over a fewmicrons. The reproducibility of suchnanometer-sized
surface roughness demonstrates the excellent sensitivity of this technique to
nonmetallic species.

5.3.2.2 The Needle in the Haystack: Finding and Identifying Gold
So far, we have been concerned mostly with detecting and tracking the smallest
possible gold nanoparticles. An interesting point to address is how such small
labels can be detected in the presence of much larger scatterers, for example in
intracellular imaging. Fortunately, gold nanoparticles have a type of �built-in
identification card� in the form of a plasmon resonance in the visible region of
the electromagnetic spectrum (Figure5.11a).Asaresult,oneobtainsroughly twice the
scattering intensity in the green (532nm) compared to the blue (488nm) or red
(>560nm) regions. This wavelength-dependent scattering intensity is in contrast to
the constituents of typical biological samples, where the scattering should be roughly
identical for both wavelengths.
To demonstrate the possibility of using this interesting feature of gold nanopar-

ticles, we have labeled microtubules with 40 nm gold particles and obtained
scattering images simultaneously in the blue and green (Figure 5.11b and c). In
the two images, both the nanoparticles and the microtubule are clearly visible.
However, when the two images are subtracted from each other (Figure 5.11d), the
microtubule disappears while the particles remain. One can thus use this form of
differential spectral contrast to ensure that the observed particles are indeed the gold
labels of interest and not other scatterers [69].

5.3.3
Combining Scattering and Fluorescence Detection: A Long-Range Nanoscopic Ruler

As yet, we have discussed the advantages and disadvantages of fluorescence and
scattering as labels only in biological imaging applications. Now, we present an
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example where the combination of the two leads to a potentially useful technique.
It has been shown previously that nanostructures brought into close vicinity of single
emitters can cause enhancement of luminescence and Raman scattering [75]. We
have shown recently that a single gold nanoparticle can enhance the fluorescence of a
single molecule and the decay rate of its excited state by a factor of 20 [76].
Furthermore, we demonstrated that this strong fluorescence modification is a
function of the particle–emitter separation with nanometer sensitivity.
The mechanism of this effect can be intuitively explained as the near-field

interaction of the molecular dipole moment, with its image dipole induced in the
goldnanoparticle. The dipole–dipole character of this interaction gives rise to a strong
distance-dependence much in the same way as in FRET (see also Figure 5.10).
However, in this case the interaction range drops much more softly than the 1/r6

dependence observed in FRET. Thus, the modification of the fluorescence lifetime
close to a nanoparticle can be used as a nanoscopic ruler for distances larger than that
of FRET (>10 nm).
To demonstrate this, we have performed studies of systems where a single

molecule is linked to a gold nanoparticle with DNA double strands of differing
lengths [77]. The techniques of single-molecule detection and microscopy of gold
nanoparticles were combined to locate such molecule–particle pairs. The corre-
sponding confocal scans of single functionalized gold nanoparticles of 15 nm

Figure 5.11 Identification of gold scatterers
through spectral difference. (a) Plasmon
resonance for a 40 nm gold particle;
(b) Interferometric image of microtubules
labeled with individual 40 nm gold particles
acquired at 532 nm; (c) Identical image acquired

simultaneously at 488 nm; (d) Subtraction of the
blue from the green image. Themicrotubule with
approximately identical scattering cross-sections
at the two wavelengths disappears, while the
gold particles remain visible.
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diameter are shown in Figure 5.12a (scattering) and b (fluorescence). As can be seen
in the figure, only a fraction of the gold particles contains a fluorescent marker.
Figure 5.12c demonstrates the dependence of fluorescence lifetime on linker length.
In the absence of a gold nanoparticle, the fluorescence lifetime of the molecule
was �3 ns, but this was reduced to about 0.6 ns for a 15 nm-long DNA linker
consisting of 44 base pairs. The interaction length and its slope can be tuned by
choosing the particle size and emission wavelength of the dye molecule. The
precision of such a nanoscopic ruler is on the order of 1 nm, and is limited by
the accuracy with which the fluorescence lifetime can be determined [77].

5.3.4
Label-Free Detection of Biological Nano-Objects

Although we have focused mostly on gold as a scattering label, the previous
discussion has also shown that interferometric detection is extremely sensitive to
virtually any type of scatterer. This is demonstrated on the one hand by the

Figure 5.12 Combining scattering and
fluorescence detection for a nanoscopic ruler.
(a) Scattering image of single 15 nm gold
particles functionalized with a single dye
molecule via a DNA linker; (b) Simultaneously
acquired fluorescence image. The arrows in (a)
indicate gold particles that are functionalized
with fluorescent markers; (c) Single-molecule

fluorescence lifetime dependence on linker
length. The dashed and dashed-dotted curves
display the calculated fluorescence lifetime for
the molecular dipole oriented radially or
tangentially with respect to the goldnanoparticle.
The solid curve shows the weighted average of
the two orientations.
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observation of nanometer surface roughness on glass coverslips, and on the other
hand by the visibility of individual microtubules which are hollow shells of only
24 nm diameter. These results suggest that it may be possible to detect biological
nano-objects without the need for any label. Such detection brings with it the
aforementioned advantages of scattering detection, but more importantly eliminates
any outside perturbation on the systemwhichmay be introduced by labels;moreover,
it eliminates the need for labeling chemistry.
To illustrate the capabilities of the technique in this respect, we have obtained

scattering images of unlabeled Simian virus 40 (SV40) virions bound to microscope
coverslips. SV40 is a small, 45 nm-diameter, tumor-virus consisting of an outer
protein shell of 720 copies of the VP1 protein, with a 5000 base-pair DNA-genome
in its core (Figure 5.13a) [78]. As can be seen from the image in Figure 5.13b,

Figure 5.13 Label-free detection of biological
nanoparticles. (a) Structure of the SV40 virus as
determined from X-ray crystallography;
(b) Interferometric images of SV40 adhered to
glass and (c) on a supported membrane bilayer;
(d) Virus-like particles on a supported

membrane bilayer; (e) Simultaneous scattering
and fluorescence images of single SV40 viruses
labeled with multiple atto-565 fluorophores. The
inset shows a cross-section of the particle for
both images. Scale bars¼ 1mm.
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a 45 nm virus shows roughly the same scattering intensity as a 20 nm gold
particle (�3� 10�2). The difference in the observed scattering intensity is due to
the lacking plasmon resonance of the virus, and thereby to a reduced polarizability.
To test the applicability of this approach in a biologically relevant environment, we
have also obtained images of SV40 virions bound to supported lipid bilayer
membranes (Figure 5.13c) [66]. Prior to addition of the virus, the membranes
showed a homogeneous background signal and few detectable spots caused by
unfused vesicles. Within seconds of adding the virus to the solution, Gaussian
spots appeared in the image, corresponding to single viruses binding to GM1
pentasaccharide receptors that had been added to the membrane. The signal
intensity was comparable to that of viruses bound to the glass coverslips
(2.6� 10�2). To confirm the validity of the interpretation, we performed two further
experiments. First, we acquired images of SV40 virus-like particles, which
are identical to the virions, except that the DNA core had been removed. As might
be expected, due to the reduced amount of material, the observed signal intensity
was lower compared to the viruses at 0.75� 10�2 (Figure 5.13d). Second, we
checked our images by simultaneously acquiring fluorescence and scattering
images of fluorescence-labeled SV40 viruses on a supported membrane bilayer
(Figure 5.13e). As can be seen in the figure, the two images corresponded perfectly.
The inset shows a slice along the virus, demonstrating the complementary nature of
the two signals.
In addition, we have performed consecutive confocal scans to investigate diffusion

of the virus on the membrane. The trace of the viral motion is superimposed on the
image in Figure 5.14a. Computational analysis of the trajectories yielded linearmean
square displacement plots, as would be expected for particles undergoing Brownian
motion (Figure 5.14b), and exhibited a diffusion constant (D) of 0.0088� 0.0004
mm2 s�1. Thesefirst results demonstrate the power of the interferometric detection of
nano-objects, and its potential for the long-term tracking of unlabelled biological
entities. The requirement for this is of course a well-defined sample where unwanted
scattering has been eliminated, as in the case of the membrane studies presented
here.

Figure 5.14 Label-free tracking of a single virus diffusing on a
supportedmembrane bilayer. (a)Motion of the viruswith 1 s time-
resolution acquired over 50 s; (b) Corresponding mean square
displacement as deduced from the observed motion in (a),
indicating Brownian motion.
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5.4
Summary and Outlook

We have discussed the capabilities and limitations of single-molecule fluorescence
microscopy, with particular attention being paid to the critical parameters in
biological imaging such as the SNR, time resolution and observation time. We
have seen that, by detecting and localizing individual fluorescent molecules in a
sample, the resolution in optical microscopy can be pushed down to the 1–10 nm
regime. The resolution limit in this method is dictated by the noise of the
fluorescence signal, and therefore, by the number of photons recorded from each
emitter. Currently, problems such as photobleaching and photoblinking prevent an
arbitrarily high resolution being achieved in realistic systems. Any efforts to
suppress or minimize photobleaching are, therefore, of utmost importance to the
future of high-resolution optical microscopy. One interesting possibility is to
perform single-molecule detection at cryogenic temperatures where photochem-
istry is slowed tremendously.
For some imaging and real-time in vivo tracking applications, a very promising

solution is offered by metallic nanoparticles as alternative labels. The lack of
saturation, photobleaching and blinking in light scattering makes such labels ideal
candidates to avoidmany of the pitfalls of single-molecule spectroscopy. In particular,
we have shown how recent advances in the interferometric detection of single gold
nanoparticles enable the observation of such labels with sizes down to 5 nm. The
ability to illuminate the sample at high power, without saturating the signal, allows a
faster integration time and thus amuch improved tracking speed, tomore than three
orders of magnitude above what is possible in single-molecule applications. Finally,
we have shown how this interferometric detection technique can be used to observe
dielectric objects without the need for any labels. Specifically, we have demonstrated
label-free detection and the tracking of single SV40 viruses diffusing on artificial lipid
bilayer membranes.
The 1990s were witness to a fantastic revival of optical microscopy for high-

resolution imaging. Moreover, advances in laser spectroscopy, scanning micros-
copy, detector technology and photophysics have made it possible to interrogate
matter at the single-molecule level, using light in vitro and even in vivo. In particular,
various techniques have shown that the Rayleigh limit can be tackled for specific
applications, and have demonstrated optical resolution at the 1–2 nm level. These
improvements provide exciting new tools to study awealth of biological questions at
the subcellular level with a spatial resolution more than tenfold higher than can be
achievedwith conventional confocalmicroscopy. In other words, the resolution gap
between opticalmicroscopy and electronmicroscopy has beenmademuch smaller.
However, what is especially valuable is that this high optical resolution provides a
major opportunity to open our eyes to the real-time life processes that occurwithin a
functioning cell.
The road to the optical visualization of every single molecule in the sample, along

with its trajectory in the time domain, remains long. However, if the rapid progress
made during the past twodecades continues thenwewill have good reason to feel that
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this chapter will soon become somewhat of an �antique�. In fact, since the first
concept of this chapter, video rate fluorescence imaging with a focal spot of
approximately 60 nm in living cells has been achieved using RESOLFT, and this
has resulted in some impressive images of synaptic vesicle movement [79]. Further-
more, the initial 2-D studies with PALMand STORMhave now been extended to 3-D
imaging with a lateral resolution of 20–30 nm and an axial resolution of
50–60 nm [80]. Finally, single-molecule detection has been successfully extended to
the investigation of single labels, such as semiconductor quantum dots, in absorption
at room temperature. This will surely open the way to optical nanoscopy without a
need for efficient fluorescent labels [74].
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6
Nanostructured Probes for In Vivo Gene Detection
Gang Bao, Phillip Santangelo, Nitin Nitin, and Won Jong Rhee

6.1
Introduction

The ability to image specific RNAs in living cells in real time can provide essential
information on RNA synthesis, processing, transport and localization, as well as on
the dynamics of RNA expression and localization in response to external stimuli.
Such an ability will also offer unprecedented opportunities for advancement in
molecular biology, disease pathophysiology, drug discovery andmedical diagnostics.
Over the past decade or so, an increasing amount of evidence has come to light
suggesting that RNA molecules have a wide range of functions in living cells, from
physically conveying and interpreting genetic information, to essential catalytic roles,
to providing structural support for molecular machines, and to gene silencing.
These functions are realized through control of the expression level and stability,
both temporally and spatially, of specific RNAs in a cell. Therefore, determining the
dynamics and localization of RNA molecules in living cells will significantly impact
on the molecular biology and medicine.
Many in vitro methods have been developed to provide a relative (mostly semi-

quantitative) measure of gene expression level within a cell population, by using
purified DNA or RNA obtained from cell lysates. These methods include the
polymerase chain reaction (PCR) [1], Northern hybridization (or Northern blot-
ting) [2], expressed sequence tag (EST) [3], serial analysis of gene expression
(SAGE) [4], differential display [5] and DNA microarrays [6]. These technologies,
combined with the rapidly increasing availability of genomic data for numerous
biological entities, present exciting possibilities for the understanding of human
health and disease. For example, pathogenic and carcinogenic sequences are
increasingly being used as clinical markers for diseased states. However, the use
of in vitro methods to detect and identify foreign or mutated nucleic acids is often
difficult in a clinical setting, due to the low abundance of diseased cells in blood,
sputum and stool samples. Further, these methods cannot reveal the spatial and
temporal variation of RNA within a single cell.
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Labeled linear oligonucleotide (ODN) probes have been used to study intracellular
mRNAvia in situhybridization (ISH) [7], inwhich cells arefixed and permeabilized to
increase the probe delivery efficiency. Unbound probes are removed by washing to
reduce the background and achieve specificity [8]. In order to enhance the signal level,
multiple probes targeting the same mRNA can be used [7], although fixation agents
and other supporting chemicals can have a considerable effect on the signal level [9]
and possibly also on the integrity of certain organelles, such as mitochondria.
Thus, the fixation of cells (by using either crosslinking or denaturing agents) and
theuse of proteases in ISHassaysmay prevent an accurate description of intracellular
mRNA localization frombeingobtained. It is also difficult to obtain a dynamic picture
of gene expression in cells using ISH methods.
Of particular interest is the fluorescence imaging of specific messenger RNAs

(mRNAs) – in terms of both their expression level and subcellular localization – in
living cells. As shown schematically in Figure 6.1, for eukaryotic cells a pre-mRNA
molecule is synthesized in the cell nucleus. After processing (including splicing and
polyadenylation), the mature mRNAs are transported from the cell nucleus to the
cytoplasm, and often are localized at specific sites. ThemRNAs are then translated by

Figure 6.1 ThemRNA life cycle. Messenger RNA
(mRNA) encoding the chemical �blueprint� for
a protein is synthesized (transcribed) from a
DNA template, and the pre-mRNA is processed
(spliced) to produce amaturemRNA; this is then
transported to specific locations in the cell

cytoplasm. The coding information carried by
mRNA is used by the ribosomes to produce
proteins (translation). After a certain time the
message is degraded. mRNAs are almost always
complexed with RNA-binding proteins to form
ribonucleoprotein (RNP) molecules.
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ribosomes to produce specific proteins, and then degraded by RNases after a certain
period of time. The limited lifetime of mRNA enables a cell to alter its protein
synthesis rapidly, and in response to its changingneeds.During the entire life cycle of
an mRNA, it is always complexed with RNA-binding proteins to form a ribonucleo-
protein (RNP). This has significant implications for the live-cell imaging of mRNAs
(as discussed below).
To detect RNAmolecules in living cells, with not only high specificity but also high

sensitivity and signal-to-background ratio, it is important that the probes recognize
RNA targetswith high specificity, convert target recognition directly into ameasurable
signal, and differentiate between true and false-positive signals. This is especially
important for low-abundance genes and clinical samples containing only a small
number of diseased cells. It is also important for the probes to quantify low gene
expression levels with great accuracy, and have fast kinetics in tracking alterations
in gene expression in real time. For detecting genetic alterations such as mutations,
insertions and deletions, the ability to recognize single nucleotide polymorphisms
(SNPs) is essential. In order to achieve this optimal performance, it is necessary to
have a good understanding of the structure–function relationship of the probes,
the probe stability and the RNA target accessibility in living cells. It is also necessary
to achieve an efficient cellular delivery of probes, with minimal probe degradation.
In the following sections we will review the fluorescent probes that are most often

used for RNA detection, and discuss the critical issues in live-cell RNA detection,
including probe design, target accessibility, the cellular delivery of probes, as well as
detection sensitivity, specificity and signal-to-background ratio. Emphasis is placed
on the design and application of molecular beacons, although some of the issues are
common to other oligonucleotide probes.

6.2
Fluorescent Probes for Live-Cell RNA Detection

Several classes of molecular probes have been developed for RNA detection in living
cells, including: (i) tagged linearODNprobes; (ii) oligonucleotide hairpinprobes; and
(iii) probes using fluorescent proteins as reporter. Although probes composed of
full-length RNAs (mRNA or nuclear RNA) tagged with a fluorescent or radioactive
reporter have beenused to study the intracellular localization ofRNA [10–12], they are
not discussed here as they cannot be used to measure the expression level of specific
RNAs in living cells.

6.2.1
Tagged Linear ODN Probes

Single fluorescently labeled linear oligonucleotide probes have been developed for
RNA tracking and localization studies in living cells [13–15]. Although these probes
may recognize specific endogenous RNA transcripts in living cells via Watson–Crick
base pairing, and thus reveal subcellular RNA localization, this approach lacks the

6.2 Fluorescent Probes for Live-Cell RNA Detection j145



ability to distinguish background from true signal, as both bound probes (i.e. those
hybridized to RNA target) and unbound probes give a fluorescence signal. Such an
approach might also lack detection specificity, as a partial match between the probe
and target sequences could induce probe hybridization toRNAmolecules ofmultiple
genes. A novel way to increase the signal-to-noise ratio (SNR) and improve detection
specificity is to use two linear probes with a fluorescence resonance energy transfer
(FRET) pair of (donor and acceptor) fluorophores [13]. However, the dual-linear
probe approach may still have a high background signal due to direct excitation of
the acceptor and emission detection of the donor fluorescence. Further, it is
difficult for linear probes to distinguish targets that differ by a few bases as the
difference in free energy of the two hybrids (with and without mismatch) is
typically rather small. This limits the application of linear ODNprobes in biological
and disease studies.

6.2.2
ODN Hairpin Probes

Hairpin nucleic acid probes have the potential to be highly sensitive and specific in
live-cell RNAdetection.As shown inFigure 6.2a andb, one class of suchprobes is that
of �molecular beacons�; these are dual-labeled oligonucleotide probes with a fluor-
ophore at one end and a quencher at the other end [16]. They are designed to form a
stem–loop hairpin structure in the absence of a complementary target, so that the
fluorescence of the fluorophore is quenched. Hybridization with the target nucleic
acid opens the hairpin and physically separates the fluorophore from quencher,
allowing a fluorescence signal to be emitted upon excitation (Figure 6.2b). Under
optimal conditions, the fluorescence intensity of molecular beacons can increase
more than 200-fold upon binding to their targets [16], and this enables them to
function as sensitive probes with a high signal-to-background ratio. The stem–loop
hairpin structure provides an adjustable energy penalty for hairpin opening which
improves probe specificity [17, 18]. The ability to transduce target recognition directly
into a fluorescence signal with a high signal-to-background ratio, coupled with an
improved specificity, has allowed molecular beacons to enjoy a wide range of
biological and biomedical applications. These include multiple analyte detection,
real-time enzymatic cleavage assaying, cancer cell detection, real-time monitoring
of PCR, genotyping and mutation detection, viral infection studies and mRNA
detection in living cells [14, 19–32].
As illustrated in Figure 6.2a, a conventional molecular beacon has four essential

components: loop, stem, fluorophore (dye) and quencher. The loop usually consists
of 15–25 nucleotides and is selected to have a unique target sequence and proper
melting temperature. The stem, which is formed by two complementary short-arm
sequences, is typically four to six bases long and chosen to be independent of the
target sequence (Figure 6.2a).
A novel design of hairpin probes is the wavelength-shifting molecular beacon, which

canfluoresce ina varietyofdifferent colors [33].As shown inFigure6.2c, in thisdesign,
a molecular beacon contains two fluorophores (dyes): a first fluorophore that absorbs
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Figure 6.2 Illustrations of molecular beacon
designs. (a) Molecular beacons are stem–loop
hairpin oligonucleotide probes labeled with a
reporter fluorophore at one end and a quencher
molecule at the other end; (b) Conventional
molecular beacons are designed such that the
short complementary arms of the stem are
independent of the target sequence;

(c) Wavelength-shifting molecular beacons
contain two fluorophores: one absorbs in the
wavelength range of the monochromatic light
source, and the other emits light at the desired
emission wavelength due to FRET; (d) Shared-
stem molecular beacons are designed such that
one arm of the stem participates in both stem
formation and target hybridization.
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strongly in the wavelength range of the monochromatic light source, and a second
fluorophore that emits at the desired emission wavelength due to fluorescence
resonance energy transfer from the first fluorophore to the second fluorophore. It
has been shown that wavelength-shiftingmolecular beacons are substantially brighter
than conventional molecular beacons, which contain a fluorophore that cannot
efficiently absorb energy from the available monochromatic light source.
One major advantage of the stem–loop hairpin probes is that they can recognize

their targets with higher specificity than can linear ODN probes. The results of
solution studies [17, 18] have suggested that, by usingmolecular beacons it is possible
to discriminate between targets that differ by a single nucleotide. In contrast to
current techniques for detecting SNPs – which are often labor-intensive and time-
consuming – molecular beacons may provide a simple and promising tool for
detecting SNPs in disease diagnosis.
The basic features of molecular beacon versus fluorescence in situ hybridization

(FISH) are compared in Figure 6.3. Specifically, molecular beacons are dual-labeled
hairpin probes of 15–25 nt,while FISHprobes are dye-labeled linear oligonucleotides
of 40–50 nt. The molecular beacon-based approach has the advantage of detecting
RNA in live cells, without the need for cell fixation and washing. However, it does
requires the cellular delivery of probes and has a low target accessibility (this is
discussed below). The advantage of FISH assays is the ease of probe design due to
a better target accessibility. Although FISH assays can be used to image the
localization of mRNA in fixed cells, they rely on stringent washing to achieve signal
specificity, and do not have the ability to image the dynamics of gene expression in
living cells.
In the conventional molecular beacon design, the stem sequence is typically

independent of the target sequence (see Figure 6.2b), although sometimes two end
bases of the probe sequence, each adjacent to one arm sequence of the stem, could
be complementary with each other, thus forming part of the stem (the light blue
base of the stem shown in Figure 6.2a). Molecular beacons can also be designed
such that all the bases of one arm of the stem (to which a fluorophore is conjugated)
are complementary to the target sequence, thus participating in both stem forma-
tion and target hybridization (shared-stem molecular beacons) [34] (Figure 6.2d).
The advantage of this shared-stem design is to help fix the position of the
fluorophore that is attached to the stem arm, limiting its degree-of-freedom of
motion, and increasing the FRET in the dual-FRET molecular beacon design (as
discussed below).
A dual-FRETmolecular beacon approach was developed [26–28] to overcome the

difficult that, in live-cell RNA detection, molecular beacons are often degraded by
nucleases or open due to nonspecific interaction with hairpin-binding proteins,
causing a significant amount of false-positive signal. In this dual-probe design, a
pair of molecular beacons labeled with a donor and an acceptor fluorophore,
respectively are employed (Figure 6.4). The probe sequences are chosen such that
this pair ofmolecular beacons hybridizes to adjacent regions on a single RNA target
(Figure 6.4). As FRET is very sensitive to the distance between donor and acceptor
fluorophores, and typically occurs when the donor and acceptor fluorophores are
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within �10 nm, the FRET signal is generated by the donor and acceptor beacons
only if both probes are bound to the same RNA target. Thus, the sensitized
emission of the acceptor fluorophore upon donor excitation serves as a positive
signal in the FRET-based detection assay; this can be differentiated from non-FRET
false-positive signals due to probe degradation andnonspecific probe opening. This
approach combines the low background signal and high specificity of molecular

Figure 6.3 Comparison of molecular beacon and FISH approaches.
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beacons with the ability of FRET assays in differentiating between true target
recognition and false-positive signals, leading to an enhanced ability to quantify
RNA expression in living cells [28].

6.2.3
Fluorescent Protein-Based Probes

In addition to oligonucleotide probes, tagged RNA-binding proteins such as those
with green fluorescent protein (GFP) tags have been used to detect mRNA in live
cells [35]. One limitation here is that it requires the identification of a unique protein,
which only binds to the specific mRNA of interest. To address this issue, a coat
protein of the RNA bacteriophage MS2 was tagged with GFP, after which a RNA
sequence corresponding to several MS2 binding sites was introduced to the mRNA
of interest. This allowed for the specific targeting of the nanos mRNA in live
Drosophila eggs [36]. The GFP-MS2 approach has been used to track the localization
and dynamics of RNA in living cells with single-molecule sensitivity [37, 38].
However, as unbound GFP-tagged MS2 proteins also produce a fluorescence signal,
the background signal in the GFP-MS2 approach could be high, leading to a low
signal-to-background ratio in live-cell imaging of RNA.
An interesting fluorescent protein-based approach that overcomes this problem

is to utilize the fluorescent protein complementation [39, 40]. In this method (split-
GFP), a RNA-binding protein is dissected into two fragments, which are respec-
tively fused to the split fragments of afluorescent protein. Binding of the two tagged
fragments of the RNA-binding protein to adjacent sites on the same mRNA
molecule (or two parts of an aptamer sequence inserted to the mRNA sequence)
brings the two halves of the fluorescent protein together, thus reconstituting the
fluorescent protein and restoring fluorescence [40]. Alternatively, two RNA-binding
proteins that bind specifically to adjacent sites on the samemRNAmolecule can be

Figure 6.4 A schematic showing the concept of
dual-FRET molecular beacons. Hybridization of
the donor and acceptor molecular beacons to
adjacent regions on the same mRNA target
results in FRET between donor and acceptor

fluorophores upondonor excitation. By detecting
the FRET signal, fluorescence signals due to
probe/target binding can be readily
distinguished from that due tomolecular beacon
degradation and nonspecific interactions.
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tagged with the split fragments of a fluorescent protein, such that their binding to
the target mRNA results in the restoration of fluorescence [39]. The advantage of
this novel approach is that the background signal is low; there is no fluorescence
signal unless the RNA-binding proteins (or protein fragments) are bound to the
targetmRNA. The split-GFPmethod, however,may have difficulties in tracking the
dynamics of RNA expression in real time, as reconstitution of the fluorescent
protein from the split fragments typically takes 2–4 h, during which time the RNA
expression levelmay change. Transfection efficiencymay also be amajor concern in
the GFP-based approaches, in that usually only a small percentage of the cells
express the fluorescent proteins following transfection. This limits the application
of the split-GFP methods in detecting diseased cells using mRNA as a biomarker
for the disease.

6.3
Probe Design and Structure–Function Relationships

6.3.1
Target Specificity

There are three major design issues of molecular beacons: probe sequence; hairpin
structure; and fluorophore/quencher selection. In general, the probe sequence is
selected to ensure specificity, and to have good target accessibility. The hairpin
structure, aswell as the probe and stem sequences, are determined to have the proper
melting temperature, while the fluorophore–quencher pair should produce a high
signal-to-background ratio. To ensure specificity, for each gene to target, it is possible
to use the NCBI BLAST [41] or similar software to select multiple target sequences
of 15–25 bases that are unique to the target RNA. As the melting temperature of the
molecular beacons affects both the signal-to-background ratio and detection speci-
ficity (especially for mutation detection), it is often necessary to select the target
sequence with a balanced G-C content, and to adjust the loop and stem lengths and
the stem sequence of the molecular beacon to realize the optimal melting tempera-
ture. In particular, it is necessary to understand the effect ofmolecular beacon design
on melting temperature so that, at 37 �C, single-base mismatches in target mRNAs
can be differentiated. This is also a general issue for detection specificity in that, for
any specific probe sequence selected, there might be multiple genes in the mamma-
lian genome that have sequences which differ from the probe sequence by only a few
bases. Therefore, it is important to design the molecular beacons so that only the
specific target RNA would produce a strong signal.
Several approaches can be taken to validate the signal specificity. For example,

one could either upregulate or downregulate the expression level of a specific RNA,
quantify the level using RT-PCR, and then compare the PCR result with that of
molecular beacon-based imaging of the same RNA in living cells. However, com-
plications may arise when the approach used to change the RNA expression level in
living cells has an effect onmultiple genes, as thiswould lead to some ambiguity, even
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when the PCR and beacon results match. It is possible that the best way to down-
regulate the level of a specific mRNA in live cells is to use small interfering RNA
(siRNA) treatment, which typically leads to a >80% reduction of the specific mRNA
level. As the effect of siRNA treatment varies depending on the specific probe used,
the siRNA delivery method, cell type and optimization of the protocol (i.e. probe
design and delivery method/conditions) is often needed.

6.3.2
Molecular Beacon Structure–Function Relationships

The loop, stem lengths and sequences are critical design parameters for molecular
beacons, since at any given temperature they largely control the fraction ofmolecular
beacons that are bound to the target [17, 18]. In many applications, the choices of the
probe sequence are limited by target-specific considerations, such as the sequence
surrounding a single nucleotide polymorphism (SNP) of interest. However, the
probe and stem lengths, and stem sequence, can be adjusted to optimize the
performance (i.e. specificity, hybridization rate and signal-to-background ratio) of
a molecular beacon for a specific application [17, 34].
In order to demonstrate the effect of molecular beacon structure on its melting

behavior, the melting temperature for molecular beacons with various stem–loop
structures is displayed in Figure 6.5a. In general, themelting temperature was found
to increase with probe length, but appeared to plateau at a length of�20 nucleotides.
The stem length of the molecular beacon was also found to have a major influence
on the melting temperature of the molecular beacon–target duplexes.
While both the stability of the hairpin probe and its ability to discriminate targets

over a wider range of temperatures increase with increasing stem length, it is
accompanied by a decrease in the hybridization on-rate constant (see Figure 6.5b).

Figure 6.5 Structure–function relationships of molecular
beacons. (a) Melting temperatures for molecular beacons with
different structures in the presence of target; (b) The rate constant
of hybridization k1 (on-rate constant) for molecular beacons with
various probe and stem lengths hybridized to their
complementary targets.
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For example, molecular beacons with a four-base stem had an on-rate constant up to
100-fold higher than didmolecular beaconswith a six-base stem.Changing the probe
length of amolecular beaconmay also influence the rate of hybridization, as shown in
Figure 6.5b.
The results of thermodynamic and kinetic studies showed that, if the stem length

was too large then it would be difficult for the beacon to open on hybridization. But, if
the stem length was too small, then a large fraction of beaconsmight open due to the
thermal force. Likewise, and relative to the stem length, whilst a longer probe might
lead to a lower dissociation constant, itmight also reduce the specificity, as the relative
free energy change due to a one basemismatchwould be smaller. A long probe length
may also lead to coiled conformations of the beacons, resulting in reduced kinetic
rates. Consequently, the stem and probe lengths must be carefully chosen in order
to optimize both hybridization kinetics and molecular beacon specificity [17, 34].
In general, molecular beacons with longer stem lengths have an improved ability to
discriminate between wild-type and mutant targets in solution, over a broader range
of temperatures. This effect can be attributed to the enhanced stability of the
molecular beacon stem–loop structure and the resulting smaller free energy differ-
ence between closed (unbound) molecular beacons and molecular beacon–target
duplexes, which generates a condition where a single-base mismatch reduces the
energetic preference of probe–target binding. Longer stem lengths, however, are
accompanied by a reduced probe–target hybridization kinetic rate. On a similar note,
molecular beaconswith short stemshave faster hybridization kinetics but suffer from
lower signal-to-background ratios compared tomolecular beaconswith longer stems.

6.3.3
Target Accessibility

One critical issue in molecular beacon design is target accessibility, as is the case
for most oligonucleotide probes for live-cell RNA detection. It is well known that a
functional mRNA molecule in a living cell is always associated with RNA-binding
proteins, thus forming a RNP. An mRNA molecule also often has double-stranded
portions and forms secondary (folded) structures (Figure 6.6). Therefore, when
designing a molecular beacon it is necessary to avoid targeting mRNA sequences
that are double-stranded, or occupied by RNA-binding proteins, for otherwise the
probe will have to penetrate into the RNA double strand or compete with the RNA-
binding protein in order to hybridize to the target. In fact, molecular beacons
designed to target a specific mRNA often show no signal when delivered to living
cells. One difficulty in molecular beacon design is that, although predictions of
mRNA secondary structure can be made using software such as Beacon Designer
(www.premierbiosoft.com) and mfold (http://www.bioinfo.rpi.edu/applications/
mfold/old/dna/), theymay be inaccurate due to limitations of the biophysicalmodels
used, and the limited understanding of protein–RNA interaction. Therefore, for each
gene to be targeted it may be necessary to selectmultiple unique sequences along the
target RNA, and then to design, synthesize and test the corresponding molecular
beacons in living cells in order to select the best target sequence.
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In aiming to reveal the possible molecular beacon design rules, the accessibility of
BMP-4mRNAwas studiedusingdifferent beacondesigns [42]. Specifically,molecular
beacons were designed to target the start codon and termination codon regions, the
siRNA and anti-sense oligonucleotide probe sites (which were identified previously)
and also the sites that were chosen at random. All of the target sequences are unique
to BMP-4 mRNA. Of the eight molecular beacons designed to target BMP-4 mRNA,
only two were found to produce a strong signal: one which targeted the start codon
region, and one which targeted the termination codon region. It was also found that,
even for a molecular beacon which functioned well, shifting its targeting sequence
by only a few bases towards the 30 or 50 ends caused a significant reduction in the
fluorescence signal from beacons in a live-cell assay. This indicated that the target
accessibility was quite sensitive to the location of the targeting sequence. These
results, together with molecular beacons validated previously, suggest that the start
and termination codon regions and the exon–exon junctions aremore accessible than
other locations in an mRNA.

6.3.4
Fluorophores and Quenchers

With a correct backbone synthesis and fluorophore/quencher conjugation, a molec-
ular beacon can – in theory – be labeled with any desired reporter–quencher pair.

Figure 6.6 A schematic illustration of a segment of the target
mRNAwith a double-stranded portion and RNA-binding proteins.
Amolecular beaconmust penetrate into themRNA double strand
or compete with the RNA-binding protein(s) in order to hybridize
to the target.
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However, the correct selection of the reporter and quencher could also improve the
signal-to-background ratio and multiplexing capabilities. The selection of a fluor-
ophore label for a molecular beacon as reporter is normally less critical than for the
hairpin probe design, as many conventional dyes can yield satisfactory results.
However, the correct selection may yield additional benefits such as an improved
signal-to-background ratio and multiplexing capabilities. As each molecular beacon
utilizes only one fluorophore, it is possible to use multiple molecular beacons in the
same assay, assuming that the fluorophores are chosen with minimal emission
overlap [19]. Molecular beacons can even be labeled simultaneously with two
fluorophores – that is with �wavelength shifting� reporter dyes (see Figure 6.2c),
allowing multiple reporter dye sets to be excited by the same monochromatic light
source but to fluoresce in a variety of colors [33]. Clearly, multicolor fluorescence
detection of different beacon/target duplexesmay in time become a powerful tool for
the simultaneous detection of multiple genes.
For dual-FRETmolecular beacons (see Figure 6.4), the donorfluorophores typically

emit at shorter wavelengths compared with the acceptor. Energy transfer then occurs
as a result of long-range dipole–dipole interactions between the donor and acceptor.
The efficiency of such energy transfer depends on the extent of the spectral overlap
of the emission spectrum of the donor with the absorption spectrum of the acceptor,
the quantum yield of the donor, the relative orientation of the donor and acceptor
transition dipoles [43], and the distance between the donor and acceptor molecules
(usually four to five bases). In selecting the donor and acceptor fluorophores so as to
create a high signal-to-background ratio, it is important to optimize the above
parameters, and to avoid direct excitation of the acceptor fluorophore at the donor
excitation wavelength. It is also important to minimize donor emission detection at
the acceptor emission detectionwavelength. Examples of FRETdye pairs include Cy3
(donor) with Cy5 (acceptor), TMR (donor) with Texas Red (acceptor), and fluorescein
(FAM) (donor) with Cy3 (acceptor).
By contrast, it is relatively straightforward to select the quencher molecules.

Organic quencher molecules such as dabcyl, BHQ2 (blackhole quencher II)
(Biosearch Tech), BHQ3 (Biosearch Tech) and Iowa Black (IDT) can all effectively
quench a wide range of fluorophores by both FRET and the formation of an exciton
complex between the fluorophore and the quencher [44].

6.4
Cellular Delivery of Nanoprobes

One of themost critical aspects ofmeasuring the intracellular level of RNAmolecules
using synthetic probes is the ability to deliver the probes into cells via the plasma
membrane,which itself is quite lipophilic and restricts the transport of large, charged
molecules. Thus, the plasmamembrane serves as a very robust barrier to polyanionic
molecules such as hairpin oligonucleotides. Further, even if the probes enter the cells
successfully, the efficiency of delivery in an imaging assay should be defined not
only by howmany probes enter the cell, or howmany cells have probes internalized,
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but also by how many probes remain functioning inside the cells. This is a different
situation from both antisense and gene delivery applications, where the reduction
in level of protein expression is the final metric used to define efficiency or success.
For measuring RNA molecules (including mRNA and rRNA) in the cytoplasm,
a large amount of the probe should remain in the cytoplasm.
Existing cellular delivery techniques can be divided into two categories, namely

endocytic and nonendocytic. Endocytic delivery typically employs cationic and poly-
cationic molecules such as liposomes and dendrimers, whereas nonendocytic
methods include microinjection and the use of cell-penetrating peptides (CPPs) or
streptolysin O (SLO). Probe delivery via the endocytic pathway typically takes 2–4 h.
It has been reported that ODNprobes internalized via endocytosis are predominantly
trapped inside endosomes and lysosomes, where they are degraded by the action of
cytoplasmic nucleases [45]. Consequently, only 0.01% to 10% of the probes remain
functioning after having escaped from endosomes and lysosomes [46].
Oligonucleotide probes (including molecular beacons) have been delivered into

cells via microinjection [47]. In most cases, the ODNs were accumulated rapidly in
the cell nucleus and prevented the probes from targeting mRNAs in the cell
cytoplasm. The depletion of intracellular ATP or lowering the temperature from
37 to 4 �C did not have any significant effect on ODN nuclear accumulation, thus
ruling out any active, motor protein-driven transport [47]. It is unclear if the rapid
transport of ODNprobes to the nucleus is due to electrostatic interaction, or is driven
by amicroinjection-inducedflow, or the triggering of a signaling pathway. There is no
fundamental biological reason why ODN probes should accumulate in the cell
nucleus, but to prevent such accumulation streptavidin (60 kDa) molecules were
conjugated to linear ODN probes via biotin [13]. After being microinjected into the
cells, the dual-FRET linear probes could hybridize to the same mRNA target in the
cytoplasm, resulting in a FRETsignal.More recently, it was shown that when transfer
RNA (tRNA) transcripts were attached to molecular beacons with a 20-O-methyl
backbone and injected into the nucleus of HeLa cells, the probes were exported into
the cytoplasm. Yet, when these constructs were introduced into the cytoplasm,
they remained cytoplasmic [48]. However, even without the problem of unwanted
nuclear accumulation, microinjection is an inefficient process for delivering probes
into a large number of cells.
Another nonendocytic delivery method is that of toxin-based cell membrane

permeabilization. For example, SLO is a pore-forming bacterial toxin that has been
used as a simple and rapid means of introducing oligonucleotides into eukaryotic
cells [49–51]. SLO binds as a monomer to cholesterol and oligomerizes into a ring-
shaped structure to form pores of approximately 25–30 nm in diameter, allowing the
influx of both ions and macromolecules. It was found that SLO-based permeabiliza-
tion could achieve an intracellular concentration of ODNs which was approximately
10-fold that achieved with electroporation or liposomal-based delivery. As cholesterol
composition varies with cell type, however, the permeabilization protocol must be
optimized for each cell type by varying the temperature, incubation time, cell number
and SLO concentration. One essential feature of toxin-based permeabilization is that
it is reversible. This can be achieved by introducing oligonucleotides with SLO under
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serum-free conditions and then removing the mixture and adding normal media
with the serum [50, 52].
Cell-penetrating peptides have also been used to introduce proteins, nucleic acids

and other biomolecules into living cells [53–55]. Included among the family of
peptides with membrane-translocating activity are antennapedia, HSV-1 VP22 and
the HIV-1 Tat peptide. To date, the most widely used peptides are HIV-1 Tat peptide
and its derivatives, due to their small sizes and high delivery efficiencies. The Tat
peptide is rich in cationic amino acids (especially arginine, which is very common in
many CPPs); however, the exact mechanism of CPP-induced membrane transloca-
tion remains elusive.
A wide variety of cargos have been delivered to living cells, both in cell culture

and in tissues, using CPPs [56, 57]. For example, Allinquant et al. [58] linked the
antennapedia peptide to the 50 end of DNA oligonucleotides (with biotin on the
30 end) and incubated both peptide-linked ODNs and ODNs alone (as control) with
cells. By detecting biotin via a streptavidin–alkaline phosphatase amplification,
the peptide-linked ODNs were shown to be internalized very efficiently into all cell
compartments compared to control ODNs. Moreover, no indication of endocytosis
was found. Similar results were obtained by Troy et al. [59], with a 100-fold increase in
antisense delivery efficiency when the ODNs were linked to antennapedia peptides.
Recently, Tat peptides were conjugated tomolecular beacons using different linkages
(Figure 6.7); the resultant peptide-linked molecular beacons were delivered into
living cells to target glyceraldehyde phosphate dehydrogenase (GAPDH) and survivin
mRNAs [29]. It was shown that, at relatively low concentrations, peptide-linked
molecular beacons were internalized into living cells within 30min, with near-100%
efficiency. Further, peptide-based delivery did not interfere with either specific
targeting by, or hybridization-induced florescence of, the probes. In addition, the
peptide-linked molecular beacons were seen to possess self-delivery, targeting and
reporting functions. In contrast, the liposome-based (Oligofectamine) or dendrimer-
based (Superfect) delivery of molecular beacons required 3–4 h and resulted in a
punctate fluorescence signal in the cytoplasmic vesicles and a high background in

Figure 6.7 A schematic of peptide-linked
molecular beacons. (a) A peptide-linked
molecular beacon using the thiol–maleimide
linkage in which the quencher arm of the
molecular beacon stem is modified by adding
a thiol group which can react with a maleimide
group placed to the C terminus of the peptide to
form a direct, stable linkage; (b) A peptide-linked

molecular beacon with a cleavable disulfide
bridge inwhich the peptide ismodified by adding
a cysteine residue at the C terminus; the cysteine
then forms a disulfide bridge with the thiol-
modifiedmolecular beacon. This disulfide bridge
design allows the peptide to be cleaved from the
molecular beacon by the reducing environment
of the cytoplasm.

6.4 Cellular Delivery of Nanoprobes j157



both the cytoplasm and nucleus of cells [29]. These results showed clearly that the
cellular delivery of molecular beacons using a peptide-based approach is far more
effective than conventional transfection methods.

6.5
Living Cell RNA Detection Using Nanostructured Probes

Sensitive gene detection in living cells presents a significant challenge. In addition to
issues of target accessibility, detection specificity and probe delivery (as discussed
above), the achievement of a high detection sensitivity and a high signal-
to-background ratio requires not only careful design of the probes and advanced
fluorescence microscopy imaging, but also a better understanding of RNA biology
and probe–target interactions. It is likely that different applications have different
requirements on the properties of probes. For example, the rapid determination of
RNA expression level and localization requires fast probe/target hybridization
kinetics, whereas the long-term monitoring of gene expression dynamics requires
probes with a high intracellular stability.
To demonstrate the capability of molecular beacons in the sensitive detection of

specific endogenous mRNAs in living cells, dual-FRET molecular beacons were
designed to detect K-ras and survivin mRNAs in HDF and MIAPaCa-2 cells,
respectively [28]. K-ras is one of the most frequently mutated genes in human
cancers [60]. A member of the G-protein family, K-ras is involved in transducing
growth-promoting signals from the cell surface. Survivin, one of the inhibitor of
apoptosis proteins (IAPs), is normally expressed during fetal development but not in
most normal adult tissues [61], and thus can be used as a tumor biomarker for several
types of cancer. Each FRET probe pair consisted of two molecular beacons – one
labeled with a donor fluorophore (Cy3, donor beacon) and a second labeled with
an acceptor fluorophore (Cy5, acceptor beacon). These molecular beacons were
designed to hybridize to adjacent regions on an mRNA target so that the two
fluorophores lay within the FRET range (�6 nm) when probe/target hybridization
occurred for both beacons. BHQ-2 and BHQ-3 were used as quenchers for the donor
and acceptor molecular beacons, respectively. One pair of molecular beacons targets
a segment of the wild-type K-ras gene, the codon 12 mutations of which are involved
in the pathogenesis ofmany cancers. A negative control dual-FRETmolecular beacon
pair was also designed (�randombeacon pair�), the specific 16-base target sequence of
which was selected using random walking, and thus had no exact match in the
mammalian genome. It was found that detection of the FRET signal significantly
reduced false-positives, leading to sensitive imaging of K-ras and survivin mRNAs in
live HDF and MIAPaCa-2 cells. For example, FRET detection gave a ratio of 2.25 of
K-ras mRNA expression in stimulated versus unstimulated HDF cells, which was
comparable to a ratio of 1.95 using RT-PCR but contrasted to the single-beacon result
of 1.2. The detection of survivin mRNA also indicated that, compared to the single-
beacon approach, dual-FRET molecular beacons gave a lower background signal,
which in turn led to a higher signal-to-background ratio [28].
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6.5.1
Biological Significance

An intriguing discovery in detecting K-ras and survivin mRNAs using dual-FRET
molecular beacons is the clear and detailed mRNA localization in living cells [28].
To demonstrate this point, a fluorescence image of K-rasmRNA in stimulated HDF
cells is shown in Figure 6.8a, indicating an intriguing filamentous localization
pattern. The localization pattern of K-ras mRNA was further studied and found to
be colocalizedwithmitochondria inside liveHDFcells [62]. As K-ras proteins interact
with proteins such as Bcl-2 in the mitochondria to mediate both anti-apoptotic and
pro-apoptotic pathways, it seems that cells localize certain mRNAs where the
corresponding proteins can easily bind to their partners.
The survivin mRNA, however, is localized in MIAPaCa-2 cell very differently.

As shown in Figure 6.8b, in which the fluorescence image was superimposed with
a white-light image of the cells, the survivin mRNAs seemed to localize in a
nonsymmetrical pattern within MIAPaCa-2 cells, often to one side of the nucleus
of the cell. These mRNA localization patterns raise many interesting biological
questions. For example, how aremRNAs transported to their destination, and how is
the destination recognized? Also, to which subcellular organelle might the mRNAs
be colocalized? And what is the biological implication of mRNA localization?
Although mRNA localization in living cells is believed to be closely related to the
post-transcriptional regulation of gene expression, much remains to be seen if such
localization indeed targets a protein to its site of function by producing the protein
�right on the spot�.

Figure 6.8 mRNA localization in HDF and MIAPaCa-2 cells.
(a) Fluorescence images of K-rasmRNA in stimulated HDF cells.
Note the filamentous K-ras mRNA localization pattern; (b) A
fluorescence image of survivin mRNA localization in MIAPaCa-2
cells. Note that survivin mRNAs are often localized to one side of
the nucleus of the MIAPaCa-2 cells.
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The transport and localization of oskar mRNA in Drosophila melanogaster oocytes
has also been visualized [26]. In these studies, molecular beacons with a 20-O-methyl
backbone were delivered into cells using microinjection, and the migration of oskar
mRNA was tracked in real time, from the nurse cells where it is produced to the
posterior cortex of the oocyte where it is localized. Clearly, the direct visualization of
specific mRNAs in living cells with molecular beacons will provide important
insights into the intracellular trafficking and localization of RNA molecules.
As another example of targeting specific genes in living cells, molecular beacons

were used to detect the viral genome and characterize the spreading of bovine
respiratory syncytial virus (bRSV) in living cells [63]. It was found that a molecular
beacon signal could be detected in single living cells infected by bRSV with high
detection sensitivity, and the signal revealed a connected, highly three-dimensional,
amorphous inclusion-body structure not seen in fixed cells. Figure 6.9 shows the
molecular beacon signal indicating the spreading of viral infection at days 1, 3, 5 and

Figure 6.9 Live-cell fluorescence imaging of
the genome of bovine respiratory syncytial
virus (bRSV) using molecular beacons, showing
the spreading of infection in host cells at days
1, 3, 5 and 7 post-infection (PI). Primary bovine
turbinate cells were infected by a clinical

isolate of bRSV, CA-1, with a viral titer of
2� 103.6 TCID50ml�1. Molecular beacons were
designed to target several repeated sequences of
the gene-end-intergenic-gene-start signal within
the bRSV genome, with a SNR of 50–200.
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7 post-infection, and demonstrates the ability of molecular beacons to monitor and
quantify – in real time – the viral infection process.Molecular beacons were also used
to image the viral genomic RNA (vRNA) of human RSV (hRSV) in live Vero cells,
revealing the dynamics of filamentous virion egress, and providing an insight as to
how viral filaments bud from the plasma membrane of the host cell [64].

6.6
Engineering Challenges in New Probe Development

Nanostructured molecular probes such as molecular beacons have the potential to
enjoy a wide range of applications that require the sensitive detection of genomic
sequences. For example, molecular beacons can be used as a tool for the detection
of single-stranded nucleic acids in homogeneous in vitro assays [65, 66]. Surface-
immobilized molecular beacons used in microarray assays allow for the high-
throughput parallel detection of nucleic acid targets, while avoiding the difficulties
associated with PCR-based labeling [65, 67]. Another novel application of molecular
beacons is the detection of double-stranded DNA targets using PNA �openers� that
form triplexes with the DNA strands [68]. Further, proteins can be detected by
synthesizing an �aptamer molecular beacon� [69, 70] which, upon binding to a
protein, undergoes a conformational change that results in the restoration of
fluorescence.
The most exciting application of nanostructured oligonucleotide probes, however,

is that of living cell gene detection. As demonstrated, molecular beacons can detect
endogenous mRNA in living cells with high specificity, sensitivity and signal-
to-background ratio, and thus have the potential to provide a powerful tool for both
laboratory and clinical studies of gene expression in vivo. For example, molecular
beacons can be used in high-throughput cell-based assays to quantify and monitor
the dose-dependent changes of specific mRNA expression in response to different
drug leads. The ability of molecular beacons to detect and quantify the expression of
specific genes in living cells will also facilitate disease studies, such as viral infection
detection and cancer diagnosis.
A number of challenges exist in the detection and quantification of RNA expres-

sion in living cells. In addition to the issues of probe design and target accessibility,
quantifying gene expression in living cells in terms of mRNA copy-number per cell
poses a significant challenge. For example, it is necessary to distinguish between true
and background signals, to determine the fraction of mRNA molecules hybridized
with probes, and to quantify the possible self-quenching effect of the reporter,
especially when mRNA is highly localized. As the fluorescence intensity of the
reportermay be altered by the intracellular environment, it is also necessary to create
an internal control by, for example, injecting fluorescently labeled oligonucleotides
with known quantity into the same cells and obtaining the corresponding fluores-
cence intensity. Furthermore, unlike RT-PCR studies –where the mRNA expression
is averaged over a large number of cells (usually >106) – in the optical imaging of
mRNA expression in living cells only a relatively small number of cells (typically
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<1000) are observed. Therefore, the average copy number per cell may change with
the total number of cells observed due to the (often large) cell-to-cell variation of
mRNA expression.
Another issue in living cell gene detection using hairpin ODN probes is the

possible effect of probes on normal cell function, including protein expression.
As has been revealed in antisense therapy research, the complementary pairing of
a short segment of an exogenous oligonucleotide to mRNA can have a profound
impact on protein expression levels, and even cell fate. For example, tight binding of
the probe to the translation start sitemay blockmRNA translation. Binding of a DNA
probe to mRNA can also trigger RNase H-mediated mRNA degradation. However,
the probability of eliciting antisense effectswith hairpin probesmay be very lowwhen
low concentrations of probes (<200 nM) are used for mRNA detection, in contrast to
the high concentrations (typically 20mM; [51]) employed in antisense experiments.
Further, it generally takes 4 h before any noticeable antisense effect occurs, whereas
the visualization of mRNA with hairpin probes requires less than 2 h after delivery.
However, it is important to carry out a systematic study of the possible antisense
effects, especially for molecular beacons with a 20-O-methyl backbone, which may
also trigger unwanted RNA interference.
As a new approach for in vivo gene detection, nanostructured probes can be further

developed to have an enhanced sensitivity and a wider range of applications. For
example, it is likely that hairpin ODN probes with quantum dot as the fluorophore
will have a better ability to track the transport of individual mRNAs from the cell
nucleus to the cytoplasm. Hairpin ODN probes with a near-infrared (NIR) dye as the
reporter, combined with peptide-based delivery, have the potential to detect specific
RNAs in tissue samples, animals or evenhumans. It is also possible to use lanthanide
chelate as the donor in a dual-FRET probe assay and to perform time-resolved
measurements to dramatically increase the SNR, thus achieving high sensitivity
while detecting low-abundance genes. Although very challenging, the development
of these and other nanostructured ODN probes will significantly enhance our ability
to image, track and quantify gene expression in vivo, and provide a powerful tool for
basic and clinical studies of human health and disease.
There aremany possibilities for nanostructured probes to become clinical tools for

disease detection and diagnosis. For example, molecular beacons could be used to
perform cell-based early cancer detection using clinical samples such as blood, saliva
and other bodyfluids. In this case, cells in the clinical sample are separated, while the
molecular beacons designed to target specific cancer genes are delivered to the cell
cytoplasm for detecting mRNAs of the cancer biomarker genes. Cancer cells having
a high level of the target mRNAs (e.g. survivin) or mRNAs with specific mutations
that cause cancer (e.g. K-ras codon 12 mutations) would show high levels of
fluorescence signal, whereas normal cells would show just a low background signal.
This would allow cancer cells to be distinguished from normal cells. When using
this approach, the target mRNAs would not be diluted compared to approaches
using a cell lysate, such as PCR. Thus, molecular beacon-based assays have the
potential for the positive identification of cancer cells in a clinical sample, with high
specificity and sensitivity. It might also be possible to detect cancer cells in vivo
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by using NIR-dye-labeled molecular beacons in combination with endoscopy.
Nanostructured probes could also be used for the cell-based detection of other
diseases. As illustrated above, well-designed molecular beacons can rapidly detect
viral infection in living cells, with high specificity and sensitivity. Another possibility
might be to analyze the vulnerability of atherosclerotic plaques by designing
nanostructured probes to image biomarkers (mRNAs or proteins) of vulnerable
plaques in blood samples. Although there remain significant challenges, imaging
methods using nanostructured probes possess a truly great potential to become a
powerful clinical tool for disease detection and diagnosis.
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7
High-Content Analysis of Cytoskeleton Functions
by Fluorescent Speckle Microscopy
Kathryn T. Applegate, Ge Yang, and Gaudenz Danuser

7.1
Introduction

In 1949, Linus Pauling observed that hemoglobin in patients with sickle cell anemia
is structurally different from that in healthy individuals [1]. This seminal discovery of
a �molecular disease� overturned a century-old notion that all diseases were caused by
structural problems at the cellular level. Today, we know that disease can arise from
aberrations in the expression, regulation or structure of a single molecule. Frequently,
such aberrations interfere with one or more of the cell�s basic morphological ac-
tivities, including cell division, morphogenesis and maintenance in different tissue
environments, or cell migration.
The advent of molecular pathology precipitated the rise of molecular biology and

genomics, which in turn jump-started other large-scale �-omics� fields. In parallel,
sophisticated imaging, quantitative image analysis and bioinformatics approaches
were developed. Thesemethods have enabled a quantum leap in our knowledge base
about the molecular underpinnings of life, and what goes wrong during disease.
Much has already been translated to the clinic. For example, mutation and gene
expression profiles can be used to prescribe targeted drugs to breast cancer
patients [2], and in the US many states have adopted metabolic screening programs
to test newborns for a growing number of disorders [3].
Yet on the whole, the genomic era has failed to yield the �goldmine of personalized

interventions� that it first promised. Drug development pipelines rely heavily on
high-throughput screens to identify compounds that have a desired effect on the
biochemical activity of a particular drug target. These screens, however, cannot
resolve whether a �hit� will be active in living cells and specific to the pathway of
interest. To avoid this limitation, high-content screens – also called �phenotypic� or
�imaging� screens – use automated image analysismethods to detect desired changes
in cells photographed under the light microscope [4]. Changes in gross cell mor-
phology or the spatial activity of a protein of interest become apparentwhen analyzing
a large population of cells. Although the identification of amolecular target causing a
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phenotypic change can be rate-limiting, assays can often be designed with the drug
target already in mind. The larger challenge is to derive meaningful, quantitative
phenotypic information from images [4].
The problem of extracting phenotypic information is compounded by the fact that

many phenotypic differences can only be resolved in time; the dynamics ofmolecules,
not just their concentrations and localization, are important in disease development.
In other words, a cell may look healthy in a still image, but an analysis of the
underlying dynamics of cell-adhesion proteins, for example, may reveal that the cell
has metastatic potential. Current phenotypic screens can only distinguish between
coarse, spatially oriented phenotypes [5], while many diseases exhibit extremely
subtle, yet significant, phenotypes. Newmethods are needed to extract and correlate
dynamic descriptors if we are to design drugs and other nanomedical intervention
strategies with minimal side effects.
In this chapter, we review quantitative fluorescent speckle microscopy (qFSM),

a relatively young imaging technology that has been used to characterize the
dynamic infrastructure of the cell. qFSM has the potential to become a unique
assay for live-cell phenotypic screening that will guide the development of drugs
and other nanomedical strategies based on the dynamics of subcellular structures.
We begin by summarizing how regulation of the cytoskeleton contributes to
important cell morphological processes that go awry in disease. We then describe
how fluorescent speckles form to mark the dynamics of subcellular structures.
Next, we illustrate critical biological insights that have been gleaned from qFSM
experiments. We conclude with new applications and an outlook on the future
of qFSM.

7.2
Cell Morphological Activities and Disease

The filamentous actin (F-actin), intermediate filament (IF) and microtubule (MT)
cytoskeleton systems are key mediators of cell morphology (Figure 7.1). Each fila-
ment system is unique in its physical properties and extensive subset of associated
proteins [6]. Endogenous and exogenous chemical and mechanical signals control
the precise arrangement of these dynamic polymers, and defects in their regulation
are seen in a wide variety of diseases [7].

7.2.1
Cell Migration

One of the most fundamental cell morphological functions is migration. Many cell
types in the body are motile, including fibroblasts, epithelial cells, neurons, leuko-
cytes and stem cells. Failure to migrate, or migration to the wrong location in the
body, can lead to congenital heart or brain defects, atherosclerosis, chronic inflam-
mation,neurodegenerativedisease,compromisedimmuneresponse,defects inwound
healing and tumor metastasis [8].
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Cell migration is a remarkably complex behavior at the molecular level. Cell
crawling involves three basic steps [9]: (i) leading edge protrusion; (ii) contraction of
the F-actin polymer network; and (iii) tail retraction. Netmovement of the cell cannot
occur unless the F-actin network is anchored to the substrate. Otherwise, the
protruding forces generated by F-actin polymerization at the leading edge plasma
membrane and the contraction of the network by myosin molecular motors would
simply deform the cell, without creating traction. Cells accomplish this via adhesion
organelles located on the cell�s ventral surface (Figure 7.1). In the case of uniform cell
adhesion, actin network contraction would pull equally on the front and rear of the
cell, resulting in zero movement. Directional movement thus requires an adhesion
gradient, which is established by adhesions assembling at the protruding edge and
weakening as they mature towards the cell rear [10]. The control of such a spatial
gradient is extremely complex and involves many molecular components [11], the
interactions of which are still poorly understood.
Like F-actin and adhesions, MTs are also important for migration in many cell

types. They are implicated in polarizing the cell by delivering signaling molecules
and regulating the turnover of adhesions [12]. In addition, mechanical interactions
between MTs and F-actin may also contribute to the control of cell movement and
morphology [13]. Tight spatial and temporal coordination between the F-actin, MT
and adhesion systems is critical for cell migration.

7.2.2
Cell Division

Division is another cellular function that depends on a complex and highly regu-
lated series of molecular events. Division is essential during embryogenesis and

Figure 7.1 The F-actin, microtubule and inter-
mediate filament cytoskeletons and adhesions
in a migrating cell. A mesh-like F-actin network
(red) at the leading edge drives the plasma
membrane forward. Contractile F-actin bundles
(red) linked to strong adhesions (yellow) in the

front and weak adhesions in the back promote
tail retraction. MTs (green) are implicated in cell
polarization and adhesion regulation. The IFs
(blue) are a heterogeneous group of filamentous
proteins which help maintain cell structural
integrity.
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development, and also occurs constantly in tissues of the adult body. In the intestines
alone, approximately 1010 old cells are shed and replaced every day [14]. When DNA
replication is complete, the pairs of chromosomes must be pulled apart symmetri-
cally and segregated to opposite ends of the cell. Segregation is accomplished by a
dynamic structure called the spindle, which is composed ofMTs andmotor proteins.
In the final step of cell division – cytokinesis – the spindle elongates and a contractile
actin structure develops to pinch off the membrane, partitioning organelles and
cytoplasm into two daughter cells. While these processes progress with remarkable
fidelity in healthy individuals, unchecked and faulty cell division are hallmarks of
oncogenesis [15] and age-related disorders [16]. Cell cycling of adult neurons may be
implicated in Alzheimer�s disease [17]. Analysis of the architectural dynamics of the
F-actin andMTstructures involved in these steps is critical if we are to intervene with
abnormal events in cell division associated with disease development.

7.2.3
Response to Environmental Changes

Cells alsomust be able to respond to physical changes in the environment. Almost 15
years ago,Wang et al. reported that applying amechanical stimulus to integrin trans-
membrane receptors in adhesions caused the cytoskeleton to stiffen in proportion to
the load [18]. The increased stiffness required the presence of intact F-actin,MTs and
IFs. Such adaptation is central to the formation ofmulticellular tissues and functional
organelles [19]. Recent studies have also provided evidence that mechanical cues
relayed through the cytoskeleton systems dictate stem cell fate. Na€ıve mesenchymal
stem cells cultured on a soft, brain-likematrix differentiate into neurons, while those
cultured on amore rigid, bone-likematrix develop into osteoblasts [20].When F-actin
contraction by myosin motors is inhibited, lineage specification by elasticity is
blocked.Mechanistic analyses of these differentiation-definingprocesseswill require
a quantitative analysis of the underlying cytoskeleton dynamics.

7.2.4
Cell–Cell Communication

Many diseases are directly linked to abnormalities in cell–cell or intracellular
communication. For example, normal epithelial cells grow into organized, confluent
monolayers because their growth is constantly monitored and controlled by cell–cell
contacts. Carcinoma cells, on the other hand, lose this cue and grow into a mass. In
addition to cancer, the loss of control over cell–cell contacts can result in embryonic
death, severe developmental defects, neuropathy, skin-blistering diseases, diabetes,
autoimmune disorders and atherosclerosis [21]. Besides the communication be-
tween cells in direct attachment, cells also communicate via a number of pathways,
from the endo- or exocytosis of a few receptor-boundmolecules to the uptake of large
particles via phagocytosis [6]. Pathogens have managed to hijack these pathways to
enter and exit cells [22]. In all of these communication pathways, the three cytoskele-
ton systems are on center stage. Analogously, the import of drugs or nanomedical
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devices into defective cells requires the specific activation of one of these pathways in
the right place, at the right time. Thus, our ability to understand disease and to
preciselymanipulate cells depends onour ability to analyze the cytoskeleton structure
and dynamics in situ in living cells. We will now introduce qFSM as one of the
emerging tools to achieve this goal.

7.3
Principles of Fluorescent Speckle Microscopy (FSM)

As reviewed by Danuser and Waterman-Storer [23], FSM enables quantitative
analysis of the dynamics of subcellular structures in vitro and in vivo. Like many
innovations in science, FSM was discovered by accident when Clare Waterman-
Storer noticed that the microinjection of a small amount of X-rhodamine-labeled
tubulin into cells gave rise toMTswith a speckled appearance [24]. Over the past ten
years, sample preparation, speckle imaging and computational image analysis have
been developed and improved to yield robust measurements of intracellular flow
and assembly/disassembly dynamics for both MT and F-actin structures. Very
recently, FSM has also been applied to measure interaction dynamics between
molecular assemblies, such as transient F-actin and adhesion coupling in migrat-
ing epithelial cells [25] and F-actin and MTcomovement in epithelial cells [26] and
neurons [27]. Moreover, computational post-processing of FSM data has yielded
indirect information, such as intracellular forces [28]. Thus, FSM is a prime
imaging mode for interrogating the cytoskeleton�s many roles in cell physiology
and disease.
FSM is a twist on conventional live-cell fluorescencemicroscopy, where structures

are visualized either by the expression of a fluorescent protein fused to the protein of
interest, or by themicroinjection of a covalently labeled protein into the cell. Typically
in fluorescence microscopy, high expression levels or large amounts of injected
fluorescent protein are necessary to achieve a high signal-to-noise ratio (SNR). This
approach reveals protein localization and, to an extent, the movement of molecular
structures in cells. However, the ability to report protein dynamics is limited due to
the inherently high background fluorescence from out-of-focus incorporated and
diffusing, unincorporated fluorescent protein. In addition, it is impossible to detect
the movement or turnover of protein subunits within a larger, uniformly labeled
structure. Laser photobleaching and photoactivation can help by marking structures
in defined regions of the cell and allowing themeasurement of recovery ormovement
in the local region at steady state [29–34]. Similar to these techniques is the
ratiometric method of fluorescence localization after photobleaching (FLAP), which
shows the diffusive and convective transport of unincorporated protein [35, 36].
In contrast to conventional fluorescencemicroscopy, FSM probes the dynamics of

protein assemblies which contain very few (<1%) fluorescent subunits among a vast
majority of unlabeled subunits.When imaged by high-resolution, diffraction-limited
optics, the scattered distribution of fluorescence yields a punctate (speckled) pattern
that reveals the motion of the entire structure, the reorganization of subunits within
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the structure, and the association and dissociation of subunits. Thus, FSM provides
the same information as the aforementioned photomarking techniques, but does
so across much or all of the cell simultaneously. As FSM does not require active
marking, it allows the continuous detection of nonsteady-state dynamics within
protein assemblies, and reveals spatial and temporal relationships between these
dynamic events at submicron and second resolution. FSM also reduces out-of-focus
fluorescence and improves the visibility of fluorescently labeled structures and
their dynamics in three-dimensional (3-D) polymer arrays, such as the mitotic
spindle [37–39].
In the early years of its development, FSM used wide-field epifluorescence light

microscopy and digital imaging with a sensitive, low-noise, cooled charge-coupled-
device (CCD) camera [24]. Since then, FSMhas been transferred to confocal and total
internal reflection fluorescence (TIRF) microscopes [37, 40–42]. The development of
fully automated, computer-based tracking and the statistical analysis of speckle
behavior proved to be critical steps in establishing FSM as a routine method for
measuring cytoskeleton architectural dynamics. Thus, FSM is an integrated tech-
nology in which sample preparation, imaging and image analysis are optimized to
achieve detailed information about polymer dynamics.

7.4
Speckle Image Formation

7.4.1
Speckle Formation in Microtubules (MTs): Stochastic Clustering of Labeled Tubulin
Dimers in the MT Lattice

MTs exhibit a variation in fluorescence intensity along their lattices when cells are
injected with a small amount of labeled tubulin dimers, leading to a speckled ap-
pearance (Figure 7.2a and b). Several possibilities exist for how speckles arise in this
situation:

. The fluorescent tubulin could form oligomers or aggregates on the MT.

. Cellular organelles or MT-associated proteins (MAPs) could be bound to the MT
and conceal or quench the fluorescence in some regions.

. Random variation of the number of fluorescent tubulin subunits in each diffrac-
tion-limited image region along the MT could occur as the MT assembles from a
pool of labeled and unlabeled dimers [43].

The first hypothesis was discounted by showing that labeled tubulin dimers
sediment similarly to unlabeled dimers in an analytical ultracentrifugation assay.
Next, it was shown that MTs assembled from purified tubulin in vitro exhibited
similar speckle patterns toMTs in cells, whereMAPs and organelles are present [43].
Thus, themost plausible explanation forMTspeckle formation is that variations exist
in the number of fluorescent tubulin subunits in each resolution-limited image
region along the MT.
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Figure 7.2 Speckle formation in microtubules,
F-actin and FAs. The cartoon is an inset of
Figure 7.1, showing thatMTs (a) and F-actin (e, f)
in cells can be imaged in separate channels. (a, b)
Comparison of random speckle pattern of
fluorescence along MTs for (a) a living epithelial
cell microinjected with X-rhodamine-labeled
tubulinand for (b)MTsassembled in vitro from5%
X-rhodamine-labeled tubulin; (c) Model for
fluorescent speckle pattern formation in a MT
grown from a tubulin pool containing a small
fraction of labeled dimers; (d) Dependence of
speckle contrast on the fraction of labeled tubulin
dimers. (e, f) Speckle formation in actin filament
networks. An epithelial cell wasmicroinjectedwith
a low level of X-rhodamine-labeledactin, fixed, and
stained to show structure with Alexa-488
phalloidin. (e) Phalloidin image showing the
organization of actin filaments in amorphous
filament networks and bundles; (f ) In the single
FSM image, much of the structural information is
lost, but time-lapse FSM series contain dynamic
information of filament transport and turnover

not accessible with higher-level labeling of the
cytoskeleton; (g) Close-up of 2� 2mm window
in panels e and f; (h) Colorized speckle signal
overlaid onto a quick-freeze deep etch image of
the same-sized region of the actin cytoskeleton in
the leading edge of a fibroblast (kindly provided
by Tatyana Svitkina). The hypothetical fluorophore
distribution (red) could give rise to such a
speckle pattern, indicating the scale of speckles
in comparison with the polymer network
ultrastructure. It also illustrates that a small
proportion of the total actin fluoresces and that
fluorophores from different filaments contribute
to the same speckle; (i, j) Low-level expression
of the GFP-tagged FA protein vinculin results in
speckled FAs in TIRF images. A cell expressing
GFP-vinculin was fixed and immunofluorescently
stained with antibodies to (i) vinculin to reveal
the position of FAs, which in the (j) GFP
channel appear speckled because of the low
level of incorporation of GFP-vinculin. Figure
reproduced with permission from Ref. [23].



To understand how speckles originate, consider the incorporation of fluorescent
subunits into the helical MT lattice, which consists of 1625 a/b tubulin dimers per
micron (Figure 7.2c) [44]. The image of an individual MTunder the light microscope
results from a convolution of thefluorophore distribution along theMTwith the point-
spread function (PSF) of themicroscope. Ignoring the vertical dimension, the in-focus
slice of the PSF is given by the Airy disk. Given the emission wavelength l of the
fluorophore and the numerical aperture (NA) of themicroscope objective, thefirst ring
of theAiry diskwith zero intensity has a radius r¼ 0.61l/NA [45].Objects separated by
less than r cannot be resolved. ForX-rhodamine-labeledMTs (l¼ 620nm) at a highNA
(1.4), the Airy disk radius r¼ 270nm, which corresponds to 440 tubulin subunits
(270 nm� 1.625 subunits nm�1). A given fraction of fluorescent dimers, f, produces a
mean number of fluorescent dimers n¼ 440�f per PSF. Variations in the number of
fluorescent dimers per PSF relative to thismean produce the speckle pattern along the
MT.The speckle patterncontrast in this example canbeapproximatedby the ratio of the
standard deviation and the mean of a binomial distribution with 440 elements:
c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

440 � f � ð1�f Þp
=ð440 � f Þ. Accordingly, the contrast c can be increased by decreas-

ing f (Figure 7.2d) or by making the Airy disk smaller – that is, effectively lowering the
number of tubulin subunits per Airy disk. The latter is accomplished by using optics
with thehighestNApossible. Experiments have shown that fractions in the range of 0.5
to 2%, where speckles consisting of three to eight fluorophores are optimal for the
speckle imaging of individual microtubules [46].

7.4.2
Speckle Formation in Other Systems: The Platform Model

Conventional fluorescence microscopy of the F-actin network reveals a variety of
actin-based structures, such as stress fibers and filopodia, but this approach is
not conducive to the observation of structural dynamics (see Section 7.3). When
fluorescently labeled actin is injected into a cell at a low level relative to the amount of
endogenous, unlabeled actin, actin-rich structures appear relatively evenly speckled
(Figure 7.2e and f) [26, 47–50]. Importantly, while the speckle pattern reveals the local
dynamics of actin structures the overall architectural organization of the cytoskeleton
is no longer visible. Speckle formation can also be found when expressing green
fluorescent protein (GFP)-fused actin at a very low level [48, 51] or by injecting trace
amounts of the labeled actin-binding molecule phalloidin [52, 53]. In contrast to
speckle formation in isolated MTs, labeled actin subunits bind within a highly cross-
linked 3-D network of F-actin filaments [54–56]. Themesh size of an F-actin network
in living cells is nearly always below the resolution limit of the light microscope
(Figure 7.2g and h). Consequently, unless f is kept extremely low so that only one
fluorophore falls into the PSF volume [48], most fluorescent speckles arise from
subunits on multiple actin filaments.
The same concept applies to speckle formation within adhesion sites [40]. GFP-

fusions to adhesion proteins, including vinculin, talin, paxilin, a-actinin, zyxin and
avintegrin [57], have been expressed in epithelial cells from crippled promoters to
achieve very low expression levels. Labeled proteins assembling with endogenous,
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unlabeled proteins give the adhesions a speckled appearance (Figure 7.2i and j).
As with F-actin networks, the speckles represent randomly distributed fluorescent
adhesion proteins that are temporarily clustered in the adhesion complex within the
volume of one PSF.
In summary, a speckle is defined as a diffraction-limited region that is significantly

higher in fluorophore concentration (i.e. higher in fluorescence intensity) than its
local neighborhood. For a speckle signal to be detected in an image, the contributing
fluorescent molecules must be associated with a molecular scaffold, or �speckle
platform�, during the 0.1–2.0 s exposure time required by most digital cameras to
acquire the dim FSM image. Conversely, unbound, diffusible fluorescent molecules
visit many pixels during the exposure and yield an evenly distributed background
signal, instead of speckles [48]. The same idea was illustrated for the MT MAP
ensconsin [58] and for the MT kinesin motor Eg5 [59]. Thus, association with the
platform can occur when labeled subunits either become part of the platform, as with
tubulin or actin, or simply bind to it, as in the case of cytoskeleton-associated proteins
or adhesion molecules.

7.5
Interpretation of Speckle Appearance and Disappearance

7.5.1
Na€ıve Interpretation of Speckle Dynamics

Following the platform model, one would expect the appearance of a speckle to
correspond to the local association of subunits with the platform. Conversely, the
disappearance of a speckle would mark the local dissociation of subunits. In other
words, FSM allows – in principle – the direct kinetic measurement of subunit
turnover in space and time via speckle lifetime analysis. In addition, once a speckle is
formed, it may undergo motion that indicates the coordinated movement of labeled
subunits on the platform and/or the movement of the platform itself.

7.5.2
Computational Models of Speckle Dynamics

The interpretation of speckle dynamics becomes significantly more complicated
when individual speckles arise from fluorophores distributed over multiple poly-
mers. To examine how speckle appearance and disappearance relate to the rates
of assembly and disassembly of F-actin, we performed Monte Carlo simulations of
fluorophore incorporation into growing and shrinking filaments in dense, branched
networks, and generated synthetic FSM time-lapse sequences [60]. The first lesson
learned from this modeling was that the speckle density is independent of whether
the network assembles or disassembles; it depends only on how many Airy disks
can be resolved per square micron. With NA¼ 1.4/100� optics, this amounts to�4
(approximately 2� 2), as confirmed by Figure 7.3a. The graph displays the mean
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speckle density from five simulations of a network that starts with no fluorophores,
assembles for 120 s (inset: mean fluorescence intensity increases), and disassembles
for 360 s (inset: mean fluorescence intensity decreases) at equal rates. The density
does not change after saturation at 100 s and remains constant, despite the further

Figure 7.3 Relationship between speckle
appearance (birth) and disappearance (death)
and the turnover in the underlying
macromolecular assembly. (a) Simulated speckle
density in an actin filament network assembling
for 120s and disassembling for 360s. Inset:Mean
intensity indicating the overall change in bound
fluorophoreover time; (b)Classificationof speckle
birth and death due to monomer association and
dissociation with the network. A speckle appears
when the difference between foreground (solid
line) and background (dashed line) is greater than
a threshold DIC, which is a function of the camera
noise and the shot noise of the signal [60]; (c)
Measurement of intensity changes in foreground
(solid line) and background (dashed line) during a
speckle birth. The entire lifetime of the speckle is
shown (40 s). Dash-dotted line: Mean between
foreground and background; error bars: DIC
computed in every time point. Birth and death are
defined as the time points at which the intensity

difference exceeds DIC for the first and the last
time. Red dotted line: Regression line to the
foreground intensity values before, at and after
birth. Blue dotted line: Regression line to the
background intensity values. The cause of speckle
birth is inferred by statistical classification of the
two slopes and their standard deviations (see
text). The statistically more dominant of the two
slopes, if also significant relative to image noise,
defines the score of the event (foreground slope in
the example given); (d) Spatial averaging of scores
accumulated over a defined time window of an
FSM time-lapse sequence yields maps of net
polymerization (red) and depolymerization
(green). Scores from birth due to association and
death due to dissociation (d-i) or frombirth due to
dissociation and death due to association (d-ii)
reveal the same spatial distribution of
polymerization and depolymerization. Figure
in parts reproduced with permission from
Refs [60, 83].
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addition of fluorophores for another 20 s. This suggests that monomer association
can cause an equal number of speckle appearances and disappearances. The same
holds true in the opposite sense during network disassembly.
Whereas, theNAof the optics defines themaximumnumber of resolvable speckles

per unit area, the labeling ratio influences the speckle density indirectly. For multi-
fluorophore speckles the ratio f is the main determinant of speckle contrast. When
increasing this ratio, the speckle density drops because the difference between the
peak intensity of a speckle and its surroundings is no longer distinguishable from
intensity fluctuations due to noise. Similarly, at labeling ratios where speckles
represent the image of single fluorophores (f < 0.1%), a further decrease in f reduces
the speckle density proportionally. Across the optimal range of ratios for multi-
fluorophore speckles (0.5%< f < 3%) the density is almost constant. These model
predictions were largely confirmed experimentally by Adams et al. [40].
The origin of constant speckle density in the range of 0.5% < f < 3% is illustrated in

Figure 7.3b. A speckle represents a local image intensity maximum significantly
above the surrounding background. The critical intensity difference DIc depends on
both the camera noise and the shot noise. The shot noise is by itself a function of the
speckle intensity [60]. Speckles may appear (speckle birth) for two reasons: (i) the
intensity of a local maximum becomes brighter because of the association of
fluorescent subunits; or (ii) the intensity of the surrounding background becomes
dimmer because of subunit dissociation in the neighborhood. In both cases, a
speckle birth is detected when the peak-to-background intensity difference exceeds
DIc. Analogously, speckles may disappear (speckle death) either because of subunit
dissociation in the location of a speckle or because of subunit association in the
neighborhood.

7.5.3
Statistical Analysis of Speckle Dynamics

With the classification scheme in Figure 7.3b, speckles become time-specific,
diffraction-limited probes of turnover of subcellular structures. The change in
foreground or background intensity that causes the birth or death of a speckle is,
on average, proportional to the net number of subunits Dm added to or removed
from the PSF volume between two frames. This defines an algorithm for the local
measurement of network assembly or disassembly kinetics [60]:

. Calculation of changes in foreground and background intensities. After detection
of a speckle birth/death event, regression lines are fitted to the foreground and
background intensities for one time point before, during and after the event
(Figure 7.3c). Intensity values before birth and after death are extrapolated [60]. The
linefits provide two estimates af and ab of the slopes of foreground and background
intensity variation. They also yield the standard deviations saf and sab of the
slopes,which are derived from the residuals of the intensity values to the regression
line. Noisy data, poorly represented by the regressionmodel, generate large values
of s; intensity values in perfect match with the model result in small values of s.
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. Each of the two slopes is tested for statistical significance. Insignificant intensity
changes are discarded.

. If both foreground and background slopes are significant, the one with the higher
significance (lower p-value) is selected as the cause of the event. In the example
in Figure 7.3c the foreground slope has the higher significance. The magnitude
of the more significant slope is recorded as the score of the birth/death event.
If neither foreground nor background slope is statistically significant, no score
is generated.

Score values represent instantiations of a random variable with an expectation
value m¼aDm�f and variance s2¼a2Dm2�f(1� f ), where a denotes the unknown
intensity of onefluorophore. In addition, the scores are perturbed by noise.However,
assuming that the net rate Dm remains constant for a small probing window, the
intrinsic score variation and noise are approximately eliminated by averaging all
scores falling into the window. The choice of the window size depends on the density
of significant scores and the demand for spatial or temporal resolution. The more
scores averaged by time integration, the less spatial averaging is required, and
vice versa.
Figure 7.3d displays rates of actin assembly (red) and disassembly (green) of the

F-actin network at the edge of an epithelial cell. Score values were averaged over
10min, reflecting the steady-state turnover. The two smaller panels indicate the
rate distributions calculated from scores extracted from speckle births due to
monomer association and from speckle deaths due to monomer dissociation only
(Figure 7.3d-i), and from births due tomonomer dissociation and from deaths due to
monomer association only (Figure 7.3d-ii). Both panels display the same distribution
of loci of strong assembly (for example, the cell edge) and disassembly but at different
event densities. Figure 7.3d-i thus corresponds to the na€ıve interpretation of speckle
appearance and disappearance. These events contribute�70%of all scores; the other
�30%of significant scores is related to the counterintuitive cases of speckle birth and
death, and neglecting these would significantly reduce the sample size. How many
intuitive versus counterintuitive cases occur depends on the fraction of labeled
monomers. The lower the fraction, the fewer counterintuitive cases are observed,
with a lower boundary defined by the single-fluorophore speckle regime, where all
speckle appearances are due to monomer association and all disappearances are due
to monomer dissociation.
The processing of only short time intervals around speckle birth and death events

focuses the analysis on image events that are more likely to have originated from
monomer exchange rather than from intensity fluctuations due to image noise,
bleaching and in- and out-of-focus speckle motion. In addition, the algorithm rejects
�60% of all speckle birth and death events as insignificant [61]. That is, these events
are not classifiable as induced by monomer exchange with the certainty the user
chooses as the confidence level for the analysis. Bleaching affects all speckle scores,
and thus can be corrected based on global drifts in the image signal [60]. It has also
been shown that, with a NA¼ 1.4 objective lens, focus drifts smaller than 100 nm
over three frames (e.g. 30 nm per 1–5 s) have no effect on the mapping of network
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turnover. Thus, the statistical model described in this section provides a robust
method for calculating spatiotemporal maps of assembly and disassembly of sub-
cellular structures such as F-actin networks.

7.5.4
Single- and Multi-Fluorophore Speckles Reveal Different Aspects of the Architectural
Dynamics of Cytoskeleton Structures

Intuitively, it seems that FSM would be most powerful if implemented as a single-
molecule imaging method, where speckle appearances and disappearances un-
ambiguously signal association and dissociation of fluorescent subunits to the
platform [48]. However, the much simpler signal analysis of single-molecule
images is counterweighed by several disadvantages not encountered when using
multifluorophore speckles. First, establishing that an image contains only single-
fluorophore speckles can be challenging, especially when the signal of one
fluorophore is close to the noise floor of the imaging system. Especially in 3-D
structures a large number of speckles have residual contributions from at least one
other fluorophore, and those mixtures must be eliminated from the statistics.
Second, the imaging of single-fluorophore speckles is practically more demanding
than multifluorophore FSM and requires longer camera exposures to capture the
very dim signals, thus reducing the temporal resolution. Third, in addition to the
lower temporal resolution, single-fluorophore FSM offers lower spatial resolution
because the density of speckles drops significantly with the extremely low labeling
ratio required for single-molecule-imaging conditions. In dense, crosslinked
structures such as the F-actin network the intensity variation during appearance
and disappearance events of multifluorophore speckles can distinguish between
fast and slow turnover. In contrast, single-fluorophore speckles deliver on/off
information only. Thus, in order to measure rates of the turnover of molecular
structures on a continuous scale, single-fluorophore speckle analysis must rely on
spatial and temporal averaging, which further decreases the resolution, while
multifluorophore speckles provide this information at a finer spatial and shorter
temporal scale.
On the other hand, multifluorophore speckles cannot resolve the dynamics of

closely apposed individual units with subcellular structures. If the dynamics of the
individual building blocks of a structure is of interest, and the lower density of spatial
and temporal samples can be afforded, single-fluorophore speckles are adequate
probes. If information about individual units and the ensemble of units is needed,
single-fluorophore and multifluorophore speckle imaging can be combined in two
spectrally distinct channels. This has been demonstrated in an analysis of theXenopus
spindle [62], where combined single- and multifluorophore qFSM revealed the
overall dynamics of MTs in the spindle, as well as the dynamics and length
distribution of individual MTs within densely packed bundles inside the spindle
(see Section 7.9.2).
In summary, FSM can probe different aspects of the architectural dynamics of

subcellular structures at different spatial and temporal scales via modulation of the
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ratio of labeled to unlabeled subunits. Currently, the exact labeling ratio is difficult to
control in a given experiment. Statistical clustering analysis of the resulting speckle
intensity is required to identify the distribution of the numbers of fluorophores
within speckles. In the near future, these mathematical methods will be comple-
mentedwith sophisticatedmolecular biology that will allow relatively precise titration
of the labeled subunits. Together, these approaches will be invaluable to a systematic
mapping of the heterogeneous dynamics of complex subcellular structures such as
the cytoskeleton.

7.6
Imaging Requirements for FSM

Time-lapse FSM requires the imaging of high-resolution, diffraction-limited regions
containing one to ten fluorophores and the inhibiting of fluorescence photobleach-
ing. This requires a sensitive imaging system with little extraneous background
fluorescence, efficient light collection, a camera with low noise, high quantum
efficiency, high dynamic range, high resolution, and the suppression of fluorescence
photobleaching with illumination shutters and/or oxygen scavengers [49, 63, 64]. In
addition, all fluorescently labeled molecules must be functionally competent to bind
their platform; otherwise, they will contribute to diffusible background and reduce
the speckle contrast [65]. The reader is referred to a review byGupton andWaterman-
Storer [66] for an in-depth discussion of the hardware requirements for obtaining
FSM images.
Because FSM is achieved by the level of fluorescent protein in the sample, it is

adaptable to various modes of high-resolution fluorescence microscopy, such that
the specific advantages of each mode can be exploited in combination with the
quantitative capabilities of FSM. For example, we have performed FSM on both
spinning-disk confocal microscopy [41] and total internal reflection fluorescence
microscopy (TIRFM) [40] systems to gain speckle data in two spectral channels with
the specific image advantages of confocal and TIRFM. A comparison of FSM
images of the actin cytoskeleton in migrating epithelial cells acquired by wide-field
epifluorescence, spinning-disk confocal microscopy and TIRFM is shown in
Figure 7.4a–c. Clearly, speckle contrast is improved by reducing out-of-focus
fluorescence with either of the latter techniques. Contrast in TIRFM images is
further improved over the spinning-disk confocal image because the evanescent
field excitation depth is reduced to 100–200 nm into the specimen. When quanti-
fied, the effect of the reduced effective imaging volume on modulation and
detectability of actin and focal adhesion (FA) speckles showed that TIRF-FSM
indeed affords major improvements in these parameters over wide-field epifluor-
escence for imaging macromolecular assemblies at the ventral surface of living
cells, both in thin peripheral and thick central cell regions [40]. Importantly, to date
FSM has proved to be incompatible with all commercial laser-scanning confocal
microscope systems. This is because these instruments use photomultipliers
as detectors that are noisy and have a limited dynamic range compared to the
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low-noise, high dynamic rangeCCDs usedwith spinning-disk confocalmicroscope
systems.

7.7
Analysis of Speckle Motion

7.7.1
Tracking Speckle Flow: Early and Recent Developments

In addition to revealing the kinetics of association and dissociation of subunits to
and from the molecular platform, speckles also show the movement of subunits
within the platform and of the platform itself. In early applications of FSM, speckle
motion was quantified by hand-tracking a few speckles – a tedious, error-prone
and incomplete way of analyzing the wealth of information contained by these
images [26, 27, 48]. Alternatively, kymographs provided average estimates of speckle
velocities [37, 38, 49, 50, 59, 67–70].
Initial attempts to automate the extraction of more complete speckle flow maps

from FSM time-lapse sequences of F-actin networks relied on correlation-based
tracking. The speckled area of a source frame in the movie was divided into small
probing windows, with each window being displaced until the normalized cross-
correlation of the window with the signal of the next frame in the movie was
maximized. This approach reported the averagemotion of all the speckles falling into
the window. The window size pitted robustness in correlation against spatial
resolution: the larger the window, the more unique was the speckle pattern to be

Figure 7.4 Comparison of X-rhodamine–actin
FSM images of the edge of migrating Ptk1
epithelial cells using (a) wide-field
epifluorescence, (b) spinning-disk confocal
microscopy and (c) TIRF microscopy. Panels (a)
and (b) were acquired using a Nikon 100� 1.4
NA Plan Apo phase contrast objective lens and a
14 bit Hamamatsu Orca II camera with 6.7
micron pixels. Panel (c) was acquired with a
Nikon 100� 1.45 NA Plan Apo TIRF objective

lens and a 14 bit Hamamatsu Orca II ER with 6.4
micron pixels. Note that speckle contrast and the
ability to detect speckles in more central cell
regions increases from panels (a) to (c). Note,
however, in the TIRF image that speckles are very
bright a few microns back from the edge, most
likely where the cell is in closer contact with the
substrate. Figure reproduced with permission
from Ref. [23].

7.7 Analysis of Speckle Motion j181



recognized in the target frame. On the other hand, larger windows increased the
averaging of distinct speckle motions within the window.
Underlying the method of cross-correlation tracking is the assumption that the

signal of a probing window, although translocated in space, does not change between
source and target frame. In practice, this assumption is always violated because
of noise. However, the cross-correlation of two image signals appears to be tolerant
toward spatially uncorrelated noise,making it a prime objective function in computer
vision tracking [71–73]. Themany speckle appearances and disappearances in F-actin
networks, however, introduce signal perturbations that cannot be tackled by the cross-
correlation function [74]. Instead, we have developed a particleflowmethod, inwhich
the movement of each speckle was tracked individually [74]. Speckles were linked
between consecutive frames by nearest-neighbor assignment in a distance graph,
in which conflicts between multiple speckles in the source frame competing for
the same speckle in the target frame were resolved by global optimization [75]. An
extension of the graph to linking speckles in three consecutive frames allowed
enforcement of smooth and unidirectional trajectories, so that speckles moving in
antiparallel flow fields could be tracked [74].
Surprisingly, cross-correlation-based tracking was successful in measuring aver-

age tubulinflux inmeiotic spindles [76]. Simulated time-lapse sequences showed that
if a significant subpopulation of speckles in the probing window moves jointly,
then the coherent component of the flow can be estimated even when the rest of
the speckles move randomly or, as in the case of the spindle apparatus, a smaller
populationmoves coherently in opposite directions.However, the tracking result will
be ambiguous if the window contains multiple, coherently moving speckle sub-
populations of equal size. Miyamoto et al. [76] carefully chose windows in the central
region of a half-spindle, where the motion of speckles towards the nearer of the two
poles dominated speckle motion in the opposite direction and random components.
The approachwas aided further by several features of the spindle system: tubulinflux
in a spindle is quasi-stationary; speckle appearances and disappearances are concen-
trated at the spindlemidzone and in the pole regions, whichwere both excluded from
the probing window; and the flow fields were approximately parallel inside the
probing window.
Encouraged by these results, we returned to cross-correlation tracking of speckle

flow inF-actin networks [77]. The advantage of cross-correlation tracking over particle
flow tracking is that there is no requirement to detect the same speckle in at least two
consecutive frames. Hence, speckle flows can be tracked in movies with high noise
levels andweak speckle contrast [77]. In order to avoid trading correlation stability for
spatial resolution, we capitalized on the fact that cytoskeleton transport is often
stationary on the timescale ofminutes. Thus, although the correlation of a single pair
of probing windows in source and target frames is ambiguous (Figure 7.5b-i),
rendering the tracking of speckle flow impossible (Figure 7.5c-i), time-integration
of the correlation function over multiple frame pairs yields robust displacement
estimates for probing windows as small as the Airy disk area (Figure 7.5b-ii, c-ii).
Figure 7.5d presents a complete high-resolution speckle flow map extracted by
integration over 20 frames (�3min).
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7.7.2
Tracking Single-Speckle Trajectories

The extraction of kinetic data according to Figure 7.3 requires the accurate localiza-
tion of speckle birth and death events. For this, it was necessary to devise methods
capable of tracking full trajectories at the single-speckle level. The large number

Figure 7.5 Tracking quasi-stationary speckle
flow using multiframe correlation. (a) Island of
epithelial cells; (b) Cross-correlation for a single
frame pair (b-i) and integrated for 20 frame pairs
(b-ii); (c) Region of a speckled actin network
tracked with a probing window of 7� 7 pixels
(400� 400 nm) using a single frame pair (c-i)

and 20 frame pairs (c-ii); (d) Speckle flow map
corresponding to the inset in (a) extracted by
integration of the correlation score over 20 frame
pairs. Speckle flow in this movie is almost
stationary, justifying the time integration. Figure
reproduced with permission from Ref. [77].
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(>100 000) of dense speckles poses a significant challenge. Details of the current im-
plementation of single-particle tracking of speckles are described by Ponti et al. [78].
Our approach follows the framework of most particle-tracking methods – that is, the
detection of speckles as particles on a frame-by-frame basis, and the subsequent
assignment of corresponding particles in consecutive frames. Assignment is iterated
to close gaps in the trajectories created by the short-term instability of the speckle
signal. Our implementation of this framework included two algorithms that address
particularities of the speckle signal:

. Speckles are detected in an iterative statistical framework, which accounts for
signal overlap between proximal speckles.

. Speckle assignments between consecutive frames are executed in a hybrid
approach combining speckle flow and single-speckle tracking.

Speckle flow fields are extracted iteratively from previous solutions of single-
speckle trajectories [78], or by initial correlation-based tracking [77]. The fields
are then employed to propagate speckle motion from the source to the target frame,
prior to establishing the correspondence between the projected speckle position and
the effective speckle position in the target frame by global nearest-neighbor assign-
ment [79, 80].
Motion propagation allows us to cope with two problems of FSM data. First, in

many cases the magnitude of speckle displacements between two frames signifi-
cantly exceeds half the distance between speckles. Hence, no solution to the
correspondence problem exists without prediction of future speckle locations.
Second, speckles undergo sharp spatial gradients in speed and direction of motion.
A global propagation scheme discarding regional variations will thus fail, whereas an
iterative extraction of the flow field permits a gradually refined trajectory reconstruc-
tion in these areas.
Figure 7.6a displays the single-speckle trajectories for speckles initiated in the

first 20 frames of the same movie for which speckle flow computation is demon-

Figure 7.6 Tracking single-speckle trajectories.
(a) Trajectories of speckles initiated in the first 20
frames of an actin FSMmovie. (a-i to a-iv) Close-
ups in different areas indicating regional
variation in directional persistence, velocity and
lifetime of the trajectories; (b) Speed distribution
averaged over all 220 frames of the movie; (c)

Distribution of polymerization (red channel) and
depolymerization (green channel) calculated
from scores averaged over 220 frames. Four
regions of the actin network with distinct
kinematic (motion) and kinetic (turnover)
properties can be segmented (see text). Figure
reproduced with permission from Ref. [23].
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strated in Figure 7.5. The color-framed close-ups indicate regional differences
between trajectories. Window (a-i) contains mostly straight trajectories with an
average lifetime of 88 s; the trajectories in window (a-ii) are also straight, with an
average lifetime of 60 s. In contrast, trajectories in windows (a-iii) and (a-iv) exhibit
less directional persistence and have average lifetimes of 65 s and 59 s, respectively.
It was concluded from such data that the F-actin cytoskeleton is regulated in a
regionally variable fashion.
Figure 7.6b and c present the steady-state speed of actin network transport and

turnover extracted from �100 000 trajectories. Three different patterns of turn-
over are recognized that correspond to regions with different average speeds. At
the cell edge, a �1 mm-wide band of network assembly (red color; white arrow-
head) abuts a �1 mm-wide band of disassembly (green color; white arrow). The
yellow shade in the assembly band indicates that filament polymerization and
depolymerization significantly overlap. This 2 mm-wide cell border, which is
referred to as the lamellipodium (Lp), exhibits on average the fastest F-actin
retrograde flow. Predominant disassembly is found �10 mm from the cell edge
(black arrows), where the speed of F-actin flow is minimal. Here, the retrograde
flow of the cell front encounters the anterograde flow of the cell body (B); this
region is thus called the �convergence zone� (C). Between the lamellipodium and
the convergence zone is a region called the lamella (L), where assembly and
disassembly alternate in a random pattern, accompanied by relatively coherent
retrograde flow of moderate speed. The same pattern of network turnover is
observed in the cell body.

7.7.3
Mapping Polymer Turnover Without Speckle Trajectories

It frequently occurs that a lower speckle contrast or a high image noise does not allow
the precise identification of single-speckle trajectory endpoints. However, the track-
able subsections of the trajectories are usually sufficient to extract the overall
structure of speckle flow. In this case, an alternative scheme relying on the continuity
of the optical density of the speckle field permits the mapping of turnover at lower
resolution [81], as indicated in Figure 7.7 for the example of a crawlingfish keratocyte,
a cell system where the generation of clear fluorescent speckle patterns has proven
difficult [52].

7.8
Applications of FSM for Studying Protein Dynamics In Vitro and In Vivo

Applications of FSM have thus far focused mostly on the study of F-actin and MT
cytoskeleton systems, although other systems have also been analyzed in this way. A
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summary of the FSM literature can be found in Table 7.1, where themajor biological
findings and technical advances in FSMmade to date are listed.Most of the FSMdata
analysis has been limited to kymograph measurements of average speckle flow (see
Section 7.7) and to the manual tracking of a few hundred speckles to extract lifetime
information [48] and selected trajectories of cytoskeleton structures [26, 27, 69]. A
systematic analysis of the full spatiotemporal information offered by FSM regarding
transport and turnover in molecular assemblies is far from complete, although
significant progress has already been made. In the following section, we describe
comprehensive qFSM analyses both of F-actin cytoskeleton dynamics in migrating
epithelial cells, and of the architectural dynamics of the spindle. Some of the most
interesting results of these studies, showcasing the technical possibilities of qFSM,
are also summarized.

Figure 7.7 Reconstruction of F-actin network turnover from
speckle flow in a fish keratocyte with poor speckle contrast.
(a) Flow is calculated using multiframe correlation (as in
Figure 7.5); (b) The calculated turnover map is based on
conservation of image intensity. Without explicit identification of
speckle births and deaths, essential details in the fine structure of
the network turnover are lost.
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Table 7.1 Selection of fluorescent speckle microscopy (FSM)
general references and biological findings by subject.

Previous FSM Reviews and Methods Chapters
Previous reviews:
� Speckle image formation and the first FSM applications studying microtubule and F-actin
dynamics in vitro and in vivoa,b

� Introduction to the �platform concept� of FSM, where labeled subunit association with and
dissociation from amacromolecular structure produces a stochastic signal indicative of turnover
and movement of the structuresc

� Algorithms development for quantitative FSM (through 2003)d

� FSM imaging of cytoskeleton dynamics in neuronse

� Comparison of the FSM signal in wide-field epifluorescence and total internal reflection
fluorescence (TIRF) microscopyf

� FSM imaging and signal analysis, history of biological questions, and corresponding
methodological advancesg

Methods:
� Methods for microscope set-up and cell preparations for FSM imaging in living cellsh,i,j,k,j

� Method of intracellular force reconstruction by FSM analysism

FSM Analysis of Microtubule (MT) Motion and Assembly Dynamics
MTs assembled from pure tubulin (in vitro):
� MTs assembled from labeled and unlabeled pure tubulin in vitro exhibit fluorescent speckles,
showing that cellular factors or organelles do not contribute to the speckle patternn

� Speckles containing one fluorophore can be detected using conventional wide-field
epifluorescenceo

�ForMTs in vitro, treadmilling is not unidirectional, suggesting that it is powered by differences in
dynamic instability between plus and minus endsp

�The visualization of individual speckled MTs in a pool of tubulin, even when labeled at ratios
<2%, requires a reduction of out-of-focus fluorescence by spinning-disk confocal
microscopyp

�TheKinI subfamily of kinesin-related proteinsmediates depolymerization ofMTs at both ends in
vitroq

MT flux in meiotic spindles assembled from Xenopus laevis egg extracts (in vitro):
� FSM allows detailed analysis of dense polymers like the spindlea

� Spinning disk FSM reveals MT bundles, whereas in wide-field FSM those bundles are not
detectabler

� MTs both polymerize and depolymerize at the kinetochoresr

� Flux rates are different for kinetochore and nonkinetochore MT bundlesr,s

� Monopoles do not exhibit MT flux during spontaneous bipolarization, and the onset of flux is
correlated with the onset of bipolarity. This suggests that arrays of antiparallel MTs are required
for flux generationt

� Disruption of depolymerization factors at the poles yields kinesin Eg5-dependent elongation of
the metaphase spindleu,v

� MT flux is predominantly driven by ensembles of processive kinesin Eg5 motorsw

� FSM and cross-correlation analysis reveal MTminus ends throughout the spindle, with more at
the poles than at the spindle equatorx

�MTswithinbundlesmove at heterogeneous speeds, andFSMcanbeused to determine the length
distribution of individual MTs in the spindley

(Continued)
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Table 7.1 (Continued)

MT flux in mitotic spindles in tissue culture cells (in vivo):
�Themajority of polewardflux of kinetochoreMTs inmammalian PtK1 epithelial cells is driven by
a polar pulling-inmechanism, whereas Eg5, which plays a dominant role inXenopus egg extracts,
makes a minor contributionz

MT flux in spindles of other cell systems:
�MT flux makes a significant contribution to poleward chromosomemovement during anaphase
A in Drosophila melanogaster embryosaa,bb

� Three mitotic motors exhibit different roles in anaphase B in Drosophila embryoscc

� Two functionally distinct MT-destabilizing KinI enzymes are responsible for normal chromatid-
to-pole motion in Drosophiladd

� MT flux in crane-fly spermatocytes increases from metaphase to anaphase and is faster than
chromosome poleward motion, suggesting that MT plus ends are still polymerizingee

MTs in interphase tissue cells:
� In living cells, optimal speckle contrast occurs at fractions of labeled tubulin in the 0.1–0.5%
range, where the fluorescence of each speckle corresponds to one to seven fluorophores per
resolvable unitn,o

� Cytoplasmic dynein, a MT-associated motor, promotes the formation and growth of immobile
MTs in organized astral arrays, as opposed to organizing the array by powering themotion of pre-
existing polymersff

� Overexpression of Ncd, a kinesin-14, in mammalian fibroblasts results in generation of sliding
forces between adjacent MTs in bundlesgg

MTs in neurons:
� In the axon shaft proximal to the cell body, individual MTs are stationary, suggesting that tubulin
dimers are transported down the axon to promote axonal growth and branchinghh

� In regions of axon growth (i.e. growth cones and interstitial branches), short segments of MTs
move, suggesting that exploratory behavior of neurons is promoted by MT transportii

� Measurement of MT growth and transport in growth cones reveals they grow towards the
periphery while being transported towards the axonjj,kk

MT dynamics in S. cerevisiae and S. pombe:
�Duringmating of S. cerevisiae, the nucleus and spindle pole body are oriented and tethered to the
shmoo tip by a MT-dependent search and capture mechanism, where MTgrowth and shrinkage
are localized mostly to the shmoo tipll

� Kinetochore MTs grow and shrink only at the plus ends and do not exhibit poleward fluxmm

�AstralMTplus end growth and shortening at the cell cortex plays an important role in positioning
the nucleus during interphase and the spindle during mitosisnn

MT dynamics in pathogens:
� Dynamics of MTs in the fungal pathogen Ustilago maydis determines cell polarityoo

� MT dynamics through the cell cycle alter morphogenesis in the fungal pathogen Candida
albicanspp

FSM Analysis of Microtubule-Associated Protein (MAP) Dynamics
MT plus-end binding proteins:
� CLIP-170 binds at the growing MTend, stays stationary relative to the MT, and dissociates after
some timeqq

�MTassembly in meiotic Xenopus egg extract spindles is visualized by localization of speckle-like
EB1 cometsrr

MTmotors:
� The motor protein Eg5 stays stationary in spindles despite the flux of MTs, suggesting that Eg5
may be bound to a putative non-MT spindle matrixss

(Continued)
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Table 7.1 (Continued)

Other MAPs:
� Co-imaging of full-length ensconsin or its MT-binding domain (EMTB) conjugated to GFP with
fluorescent MTs suggests that dynamics of MAP:MT interactions is at least as rapid as tubulin:
MT dynamics in the polymerization reactiontt

� Binding and unbinding of ensconsin generates a speckle pattern along the MT, the dynamics of
which can be evaluated to study the phosphorylation-dependent regulation of the turnoveruu

� Multi-GFP tandems on MAPs significantly increase the speckle contrast and stabilityuu

FSM Analysis of F-actin Dynamics in Migrating and Non-migrating Cells
Actin network dynamics in migrating tissue cells:
� F-actin in polarized cells is organized in four distinct zones: a lamellipodium with rapid
retrogradeflow and constant polymerization; a lamella with slower retrogradeflow; a contraction
zone with no flow; and a zone of anterograde flow. The spatial transition from retrograde to
anterograde flow suggests the presence of a contractile belt powered by myosin II which may
drive cell migrationvv

� Single-fluorophore speckles can reveal F-actin turnover, as known from speckle analysis inMTs,
despite the complex filamentous structure of the F-actin meshworkww

� Statistical clustering analysis of single speckle dynamics reveals two kinetically and kinematically
distinct, yet spatially overlapping, actin networks that mediate cell protrusionxx

�Spatiotemporal correlation of F-actin assemblymaps andGFP-Arp2/3 clustering indicate that, in
the lamellipodium, actin assembly is mediated by Arp2/3, while lamellar assembly is inde-
pendent of Arp2/3 activityyy

� Arp2/3- and cofilin-regulated assembly of the lamellipodia is not required for epithelial cell
protrusionzz

�Molecular kinetics of Arp2/3 and capping protein can be measured by single-molecule FSMaaa

� The dynamics of actin-binding proteins (capping protein, Arp2/3, tropomyosin) exhibit spatial
differentiation in the lamellipodium and lamella of Drosophila S2 cellsbbb

Actin network dynamics in neurons:
� Steady-state retrograde flow in neuronal growth cones depends on both myosin II contractility
and actin-network treadmillingccc

Actin networks in keratocytes and keratocyte fragments:
� Mechanical stimulation of keratocyte fragments activates acto-myosin contraction and causes
directional motilityddd

� Keratocytes exhibit F-actin retrograde flow relative to the substrateeee in a biphasic relationship
between flow magnitude and adhesivenessfff

� Actin and myosin undergo polarized assembly, suggesting force generation occurs at the
lamellipodium/cell body transition zoneggg

� Directed motility is initiated by symmetry breaking actin-myosin network reorganization and
contractility at the cell rearhhh

Actin in contact-inhibited epithelial cells:
� Unlike migrating cells, cortical actin in contact-inhibited cells is spatially stationary but
undergoes rapid turnoveriii, jjj

� The spatiotemporal mapping of F-actin network turnover from speckle signal analysis during
appearance and disappearance events can be carried out at high resolution in contact-inhibited
cellsjjj

Actin dynamics in S. cerevisiae, using GFP-tubulin:
� FSM can be used to visualize bud-associated assembly and motion of F-actin cables in budding
yeastkkk

Multi-Spectral FSM Analysis of F-actin and Other Macromolecular Structures
(Continued)
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Table 7.1 (Continued)

Co-motion of the F-actin cytoskeleton and other structures, using spectrally distinct fluorescent analogues:
� FSM of MTs and F-actin in cytoplasmic extracts of Xenopus eggs confirms two basic types of
interaction between the polymers: a cross-linking activity and a motor-mediated interactionlll

� Dynamic interactions between MTs and actin filaments are required for axon branching and
directed axon outgrowthmmm

� Direction of MT growth is guided by the tight association of MTs with F-actin bundlesnnn

� F-actin contraction may be involved in the breaking of MTsvv,ooo

� Rho and Rho effectors have differential effects on F-actin andMTdynamics during growth cone
motilityppp

� In migrating epithelial cells, the dynamics of MTs and F-actin is coordinated by signaling
pathways downstream of Rac1qqq

� FSM of F-actin and several focal adhesion (FA) proteins reveals a differential transmission of
F-actin network motion through the adhesion structure to the extracellular matrixrrr

FSM Analysis of Protein Turnover in Focal Adhesions (FAs)
� FSM of low-level GFP-fusion protein expression, in combination with TIRFmicroscopy, allows
quantification of molecular dynamics within FA protein assemblies at the ventral surface of
living cellsf,rrr

aWaterman-Storer, C.M., Desai, A., Bulinski, J.C. and Salmon E.D. (1998) Curr. Biol., 8, 1227.
bKeating, T.J. and Borisy, G.G. (2000) Curr Biol., 10, R22.
cWaterman-Storer, C.M. and Danuser, G. (2002) Curr. Biol., 12, R633.
dDanuser, G. and Waterman-Storer, C.M. (2003) J. Microsc., 211, 191.
eDent, E.W. andKalil, K. (2003) inMethods inEnzymology, Vol. 361,AcademicPress, SanDiego, pp. 390.
fAdams, M., Matov, A., Yarar, D., Gupton, S., Danuser, G. and Waterman-Storer, C.M. (2004) J.
Microsc., 216, 138.
gDanuser, G. and Waterman-Storer, C.M. (2006) Annu. Rev. Biophys. Biomol. Struct., 35, 361.
hAdams, M.C., Salmon, W.C., Gupton, S.L., Cohan, C.S., Wittmann, T., Prigozhina, N. and
Waterman-Storer, C.M. (2003) Methods, 29, 29.

iWaterman-Storer, C.M. (2002) inCurrent Protocols in Cell Biology (eds J.S. Bonifacino, M. Dasso, J.B.
Harford, J. Lippincott-Schwartz and K.M. Yamada), Wiley, New York.
jMaddox, P.S., Moree, B., Canman, J.C. and Salmon, E.D. (2003) Methods in Enzymology, 360, 597.
kGupton, S.L. andWaterman-Storer, C.M. (2006) inCell Biology: A LaboratoryHandbook, Vol. 3, 3 edn.
(eds J. Celis, N.Carter, K. Simons, J.V. Small, T.Hunter andD. Shotton), Academic Press, SanDiego,
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7.9
Results from Studying Cytoskeleton Dynamics

7.9.1
F-Actin in Cell Migration

Over the past few years, qFSM has critically driven our understanding of actin
cytoskeleton dynamics in cellmigration. It has provided unprecedented details of the
spatial organization of F-actin turnover and the transport and deformation of F-actin
networks in vivo. In the following sections, we review a few key discoveries, enabled
by qFSM, that have defined a new paradigm for the functional linkage between actin
cytoskeleton regulation and epithelial cell migration.

7.9.1.1 F-Actin in Epithelial Cells is Organized Into Four Dynamically Distinct Regions
Figures 7.5 and 7.6 indicate the steady-state organization of the F-actin cytoskeleton
in four kinematically and kinetically distinct zones:

. The lamellipodium, characterized by fast retrograde flow and two narrow bands of
assembly and disassembly resulting from the fast treadmilling of actin between its
polymeric and monomeric states [54, 82].

. The lamella, characterized by reduced retrograde flow and assembly and disas-
sembly in random punctate patterns.

. The cell body, characterized by anterograde flow and turnover patterns similar to
those of the lamella.

. The convergence zone, where theflows of the lamella and cell bodymeet andwhere
strong depolymerization suggests that the lamella and cell body are materially
separate structures.

qFSM also delivers nonsteady-state measurements of flow and turnover, revealing
distinct variations in the periodicity of turnover between these regions [78]. In com-
bination with pharmacological perturbation, qFSM was used to dissect the mech-
anisms of retrograde flow. Thus, lamellipodium flow was found to be independent
of myosin motor contraction, whereas lamella flow was blocked by the specific
inhibition of myosin II activity [83]. The lamellipodium and the lamella also ex-
hibited different sensitivity to the disruption of filament assembly, disassembly
and severing, which suggested that these regional differences might be associated
with differential molecular regulation [83]. This hypothesis has thus far been
confirmed by immunostaining studies [83, 84] and by the expression of constitutively
active and dominant-negative constructs of regulatory proteins [84, 85]. Here, qFSM
provides a critical insight into cytoskeleton dynamic responses to shifted activation
of regulatory factors.
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In summary, these data demonstrate how qFSM can be used to quantify spatio-
temporal modulations of the kinetics and kinematics of molecular assemblies and to
identify dynamically distinct structuralmodules, evenwhen they are composed of the
same base protein.

7.9.1.2 Actin Disassembly and Contraction are Coupled in the Convergence Zone
A similar spatiotemporal correlation analysis was performed to examine the rela-
tionship of F-actin network depolymerization and contraction in the convergence
zone [81]. It was first established that transient increases in speckle flow convergence
are coupled to transient increases in disassembly. This begged the question whether
the rate of speckle flow convergence increases because disassembly boosts the
efficiency of myosin II motors in contracting a more compliant network, or because
motor contraction mediates network disassembly. To address this question, we
transiently perfused cells with Calyculin A, a type II phosphatase inhibitor that
increases myosin II activity. Unexpectedly, we reproducibly measured a strong burst
of disassembly long before flow convergence was affected. This evidence suggested
that myosin II contraction can actively promote the depolymerization of F-actin, for
example, by breaking filaments. The link between F-actin contractility and turnover
has since been confirmed by fluorescence recovery after photobleaching measure-
ments in the contractile ring required for cytokinesis [86]. In summary, these data
demonstrate the correlation of two qFSM parameters to decipher the relationship
between deformation and plasticity of polymer networks inside cells.

7.9.1.3 Two Distinct F-Actin Structures Overlap at the Leading Edge
The transition between the lamellipodium and the lamella is characterized by a
narrow band of strong disassembly adjacent to a region of mixed assembly and
disassembly and a sharp decrease in retrograde flow velocity (see Figure 7.6).
Together, these features defined a unique mathematical signature for tracking the
boundary between the two regions over time (Figure 7.8a). In view of the different
speckle velocities and lifetimes between the two regions, it was speculated that the
same boundary could be tracked by spatial clustering of speckle properties. It was
predicted that fast, short-living speckles (class 1) would preferentially localize in the
lamellipodium, whereas slow, longer-living speckles (class 2) would be dominant in
the lamella. To test this hypothesis, we solved a multiobjective optimization problem
in which the thresholds of velocity nth and lifetime tth separating the two classes, as
well as the boundary qLp between lamellipodium and lamella, were determined
subject to the rule {qLp,tth,nth}¼max(N1/(N1 þ N2)2 Lp)&min(N1/(N1 þ N2)2 La)
(Figure 7.8b and c), whereN1 andN2 denote the number of speckles in classes 1 and
2, respectively. The prediction was confirmed in the lamella, where class 1 speckles
occupied a statistically insignificant fraction. However, class 2 speckles made up
30–40% of the lamellipodium, indicating that in this region speckles with different
kinetic and kinematic behavior colocalize. This informationwas previously lost in the
averaged analysis of single-speckle trajectories. When mapping the scores of class 1
and class 2 speckles separately (Figure 7.8di-dii), it was discovered that class 1
speckles define the bands of polymerization and depolymerization characteristic
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of the lamellipodium, and that class 2 speckles define the puncta of assembly and
disassembly characteristic of the lamella, which reaches all the way to the leading
edge. Subsequent experiments specifically disrupting actin treadmilling in the
lamellipodium confirmed the finding that the lamellipodium and lamella form two
spatially overlapping, yet kinetically, kinematically and molecularly different, F-actin
networks [83, 84].

7.9.2
Architecture of Xenopus laevis Egg Extract Meiotic Spindles

During cell division, MTs form a spindle, whichmaintains stable bipolar attachment
to chromosomes over tens of minutes. A sophisticated checkpoint system senses the
status of attachment and generates a signal to progresswith symmetric segregation of
the replicated sister chromatids into the newly formingmother and daughter cells [6].
The minus ends of polar MTs are preferentially located at the spindle poles, whereas
the plus ends continually switch between growth and shrinkage, a process known as
�MT dynamic instability� [87]. Strikingly, dynamic instability in vertebrate spindles
occurswithin a few tens of seconds, a time scale at least an order ofmagnitude shorter
than the existence of the spindle [88]. In addition toMTdynamic instability at theMT
plus end, individual MTs are transported toward the spindle poles, a behavior known
as �poleward flux�. Poleward flux has only been observed in higher eukaryotic

Figure 7.8 Distinction of two spatially
overlapping actin networks based on
heterogeneity of single-speckle properties. (a)
Raw FSM image overlaid with the boundary
between lamellipodium and lamella computed
from spatial gradients in F-actin turnover and
flow velocity; (b,c) Cluster analysis of speckle

lifetime and velocity (see text); (d) Class 1
speckles constitute the rapidly treadmilling
lamellipodium. Class 2 speckles constitute the
lamella with a punctate pattern of random actin
turnover. Both networks spatially overlap in the
first 2mm from the cell edge. Figure reproduced
in parts with permission from Refs [83] and [23].
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spindles, including the Xenopus laevis extract spindle system [89]. How the overall
stability of spindle architecture is maintained under the much faster dynamics of its
building blocks is largely unknown. qFSM has made several critical contributions to
the mechanistic analysis of spindle architecture (Table 7.1). For example, it has
revealed detailed maps of the organization of heterogeneous MT poleward flux
(Figure 7.9a–c) [74, 90], and it was also used to show that MTs form distinct types of
bundles with different flux dynamics, depending on whether they are attached to
chromosomes (kinetochorefibers) or forma scaffold of overlappingfibers emanating
fromopposite poles (interpolarMTfibers) [38]. Together, these data have indicated an
enormous architectural complexity,which requiresfine regulation of the dynamics of
eachMT.However, the highMTdensity in the spindle has precludedmeasurement of
the dynamics of individual MTs within bundles. Speckles generally consist of
multiple fluorophores distributed over many different MTs.
Recently, this difficultyhas beenovercomeby single-fluorophore speckle imagingof

Xenopus laevis extract spindles [62]. As a cell-free spindle model, the extract spindle
allows convenient control over fluorescent tubulin levels to achieve sparse labeling of
MTs (Figure 7.9d). For low labeling ratios f, speckle intensities cluster in multiples of
�500AU, indicating that speckles are composed of a discrete low number (e.g. one,
two, three or four) offluorophores (Figure 7.9e and f) [62]. At the lowest concentrations
of labeled tubulin, only one intensity clusterwith amean value of�500AUwas found.
Furthermore, theaverage intensity of a detectable speckle remainedconstant over time
at�500AU (Figure 7.9g), although the speckle number decreased due to photobleach-
ing,Together, theclusteranalysisofspeckle intensitiesandthephotobleachinganalysis
confirmed that >98% of the speckles reflected the image of a single fluorophore.

7.9.2.1 Individual MTs within the Same Bundle Move at Different Speeds
Single-fluorophore speckles were then used to investigate how individual MTs in
close proximity move relative to one another. In order to avoid any a priori assump-
tions, the spatial organization of spindle MTs wasmapped using the dense flow field
measured in a spectrally distinct channel displayingmultifluorophore speckles. Path
integration of the flow field allowed the construction of equally spaced bands of
uniform width (480 nm), which reflects the average position of MT bundles within
the spindle (Figure 7.9h). The bandwidthwas chosen tomatch the diffraction limit of
the microscope, and is consistent with electron microscopy studies which showed
that MTs form bundles typically a few hundred nanometers wide, with individual
MTs 20–50 nm apart [91, 92]. Next, the pairwise difference between the velocities
of speckles located in the same band showed that MTs spaced at a distance com-
parable to the width of MT bundles exhibit remarkably heterogeneous movement
(Figure 7.9i). Thus, individual MTs appear to slide past one another over very short
distances, suggesting that the spindle is a MT scaffold that is continuously restruc-
tured at the scale of tens of seconds.

7.9.2.2 The Mean Length of Spindle MTs is 40% of the Total Spindle Length
Despite the heterogeneous movement of the majority of speckles within one band, a
small percentage (�1% of all speckles) moved in synchronized pairs: not only did
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Figure 7.9 Analyzing the dynamic MT
architecture of the Xenopus laevis egg extract
spindle using single-fluorophore imaging.
(a) Spindle imaged using multifluorophore
tubulin speckles. Scale bar¼ 10mm; (b,c)
Speckle trajectories (b) overlaid onto the spindle
from (a) were recovered using particle tracking.
Color-coding by velocity range is specified in the
velocity histogram (c). Average velocity
mean� SD¼ 2.68� 0.95mmmin�1 (n¼ 1699
tracks); (d) Single-fluorophore imaging
conditions were determined by sequentially
reducing labeled tubulin concentrations (0,
3.3 nM; I, 1.1 nM; II, 0.33 nM; III, 0.11 nM; IV,
0.033 nM; V, 0.011 nM). Scale bars¼ 10mm;
(e, f) Speckle intensity distributions of spindles
in (d) (concentrations 0 and V), each fitted by a

mixture of normal distributions (red lines)
calculated from cluster analysis [103]. Lines
mark 500AU (green) and 1000AU (brown);
(g) Changes of average speckle intensity over
time due to photobleaching within spindles
in (d); (h) Based on two-color speckle imaging
and path integration of the MT poleward flux
vector field, uniform bands were generated at
equal distances to trace MTs within the
spindle [62]; (i) Difference in instantaneous
velocities between pairs of speckles within bands
constructed as in (h). Error bars represent
standard errors of the mean (480 nm: n¼ 78
pairs; 800 nm: n¼ 659 pairs; 1120 nm:
1605 pairs); (j) Examples of synchronously
moving speckle pairs identified within bands
constructed as in (h). Each pair resided in the
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they stay within the same band and move in the same direction at the same time
(Figure 7.9j and k), but they also concurrently changed velocities (Figure 7.9k, 1–3).
Clearly, these single-fluorophore speckle pairs must reside on the same MT. By ap-
plying stringent detection criteria on spatial colocalization, temporal overlap, relative
distance change and relative velocity change, a total of 328 synchronous speckle pairs
was identified from 13 spindles. Interestingly, 90% of the speckle distances were less
than half the length of the spindle (Figure 7.9l). To estimate the lengths of spindle
MTs from the measured distances between synchronously moving speckle pairs, a
mathematical model was developed of the stochastic incorporation of labeled tubulin
into a population of MTs with an a priori unknown length distribution f(l) [62].
Assuming a hypothetical function f(l), the model defined the expected cumulative
distributionP of distances d between two speckles, given the eventA that the speckles
reside on the same MT:

PðD< djAÞ ¼
Ð d
0 l2e�c � l � r f ðlÞdlþ Ð þ¥

d ð2dl�d2Þe�c � l � r f ðlÞdl
Ð þ¥
0 u2e�c �u � r f ðuÞdu :

Here, l denotes the steady-state length of individual MTs in microns, c is the
number of tubulin dimers per micron (1625), and r is the fraction of labeled tubulin
(�2.86� 10�6 for 0.066–0.033 nM labeled tubulin). Fitting the above formula for the
expected cumulative distribution to themeasured cumulative histogram of distances
between speckle pairs made it possible to estimate parameters of f(l) (Figure 7.9m).
For instance, it was estimated that the ratio between the mean length of MTs and the
spindle length is �0.4.
In summary, by integrating single-fluorophore imagingwith computational image

analysis, it was found that spindle MTs in close proximity move at highly heteroge-
neous velocities, and that the majority have a length shorter than the spindle pole-to-
metaphase plate distance. These results, along withmolecular perturbation data (not
shown), suggest thatMTs in the vertebratemeiotic spindle are dynamically organized
as a crosslinked �tiled-array� in a way similar to how the actin network is organized in
motile cells (Figure 7.9n) [62]. This model challenges longstanding textbookmodels,
which assume that themajority of MTs emanate from the two poles. Themechanical
stability of the tiled-array is maintained by dynamic crosslinks. Thus, a structure can
be formed where the stability of the ensemble is much higher than the stability of its
individual building blocks. It is speculated that the design of cytoskeleton structures

same band, coexisted over a time interval of at
least 10 s, and varied synchronously in flux
velocity. Scale bar¼ 10mm; (k) Kymograph
representation of the synchronous movement of
the speckle pairs shown in (j); (l) Histogram of
the measured distances between speckle pairs
(328 pairs from n¼ 13 spindles); (m) Estimated
length distributions under different models:
exponential distribution (mean� SD:
11.75� 11.75mm) (light blue), Rayleigh

distribution (mean� SD: 22.00� 11.50mm)
(blue), truncated normal distribution (TND;
mean� SD: 20.11� 12.23mm). TND was
selected based on its minimal fitting error and
statistically validated [62]. Spindle length:
mean� SD: 49.0� 5.0mm (n¼ 13 spindles);
(n) A tile-array architecturalmodel of theXenopus
extract spindle. Figure reproduced with
permission from Ref. [62].
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follows the general principle of coupling many short and dynamic components into
larger, longlasting ensembles to achieve both the flexibility and stability needed for
cellular life under constantly changing conditions.

7.9.3
Hierarchical Transmission of F-Actin Motion Through Focal Adhesions

Cell migration requires a delicate spatial balance of cell adherence to the substrate.
Dynamic structures called focal complexes assemble next to the leading edge and
mature over time into FAs, macromolecular assemblies of more than 100 different
proteins. Focal adhesions tether the F-actin network to integrin receptors, which
in turn bind to the substrate. Forces generated by F-actin polymerization and/or
contraction are transmitted to the extracellular matrix (ECM) via the coupling of
F-actin to FAs. It has long been known that F-actin and FAproteins are coupled;many
FAproteins bind directly or indirectly to F-actin [93–95] or integrin receptors [96–98],
and the ends of contractile actin bundles often appear to be embedded in FAs [57, 99].
However, despite many years of intensive research aimed at identifying the

molecular parts list of FAs, it has been impossible to determine the hierarchy of
interactions between specific FA proteins and the F-actin cytoskeleton in living cells.
Hu et al. used two-color total internal reflection fluorescent speckle microscopy
(TIR-FSM) to simultaneously image X-rhodamine actin and various GFP-tagged FA
proteins (Figure 7.10a) [25]. As expected, F-actin retrogradeflowsloweddowndirectly

Figure 7.10 Measuring the coupling between F-
actin and FA proteins. (a) F-actin (red) and FA
protein vinculin (green) in a live cell; (b)
Simulated F-actin (red) and FA protein vinculin
(green) from a Monte Carlo simulation. (c–e)
Varying the association and dissociation rate
constants of FA proteins in Monte Carlo
simulations affects the speed of FA speckle
motion and the coupling to F-actin. In these
simulations, FA proteins switched between
unbound (1), FA platform-bound (2) and F-actin-
bound (3) states to allow coupling to F-actin flow.
The VMCS and DCS were calculated using a
simulation of F-actin flowing from left to right at
v¼ 0.25mmmin�1; (c) Tracked motion of FA
speckles (yellow vectors) for three representative
FSMmovies out of 25. VMCS increased from left
to right as FA protein speckle flow became more
aligned with F-actin speckle flow and more FA
proteins were bound to the F-actin network; (d)
Surface plot of VMCS determined by tracking 25
simulated FSM movies with the same
dissociation rate constant
(koff¼ koff21¼ koff31¼ 0.005) and variable
association rate constants to the FA platform

(kon2) and to F-actin (kon3). For conditions
kon2¼ kon3 (black diamonds), the VMCS was
�0.5, in agreement with the notion that half the
FA proteins are stationary while the other half
move at velocity v; (e) Scatter plot of VMCS
versus Rkon¼ kon3/(kon2 þ kon3). Rkon is a
measure of the fraction of total FA proteins
bound to F-actin. (f,g) Temporal variation of F-
actin and vinculin speckle speeds, DCS, and
VMCSwithin a stable (f) and a sliding (g) FA. The
top left panels show graphs of average speeds of
F-actin (red) and vinculin (green) speckles,
vinculin-actin VMCS (blue) and vinculin-actin
DCS (pink). The bottom left panels show
kymographs of GFP-vinculin taken in the
direction parallel to actin retrograde flow. The
position of the cell edge (white) shows that the
FA remains stationary in (f), whereas in (g) the
FA initiates sliding at �4min (left arrow) and
stops at �12min (right arrow). Right panels
show maps of vinculin and actin speckle speeds
and DCS. During retraction and FA sliding,
vinculin alters its binding to F-actin. Times are
shown as h:min:s. Figure reproduced with
permission from Ref. [25].
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over the FAs, suggesting that the latter may dampen flow by engaging F-actin to the
ECM. Furthermore, when themotions of three classes of FAproteinswere compared
with F-actin, major differences in the speeds and visual coherence of the flow fields
were observed. The ECM-binding aV integrin exhibited slow, incoherent retrograde
flow compared to actin, while the FA �core� proteins paxilin, zyxin and focal-adhesion
kinase (FAK), which do not bind F-actin or the ECM directly but have structural or
signaling roles,moved slightly faster andmore coherently. The third class, composed
of the actin-binding proteins a-actinin, vinculin and talin, moved significantly faster
(close to the speed of actin) and with the highest coherence.
The next step was to estimate coupling by quantifying the degree of correlated

motion between FA and F-actin speckles. Correlated motion would strongly indicate
that FAproteins help to transmit the force generated during actin polymerization and
myosin II-mediated contraction to the ECM. To quantify this coupling, both speckle
flow maps were interpolated to a common grid and two parameters were calculated:
the direction coupling score (DCS) and the velocity magnitude coupling score
(VMCS). The DCS measures the level of directional similarity between F-actin and
FA speckle motion, while the VMCS measures the component of FA motion in the
direction of actin, thus taking into account both direction and speed. The quantitative
interpretation of these parameters, in terms of the kinetics of molecular interactions
between F-actin and FA components, requiredmathematical modeling. Monte Carlo
simulations were used to generate synthetic two-color movies of speckles associated
with two transiently coupled protein structures (Figure 7.10b–d). Relating the
binding/unbinding events at themolecular level to the relative movement of speckles
in the two structures, along with an analysis of the noise characteristics of such
movies, revealed that the VMCS is a linear reporter of the ratio between the time that
the FA component is bound to F-actin alone and the time it is bound to both F-actin
and the substrate (Figure 7.10e). Thus, the relative movement of two speckle fields
directly reflects the degree of interaction between twoprotein structures in living cells.
When the DCS and VMCS were calculated for the three classes of FA proteins,

integrin had the lowest coupling to actin, and F-actin-binding proteins the highest.
The core proteins showed intermediate coupling. Such quantitative analysis provides
even more insight when scores are compared over time. For example, coupling
scores stayed constant for stationary FAs in a protrusive area of the cell edge, but
F-actin–vinculin coupling increased in FAs that slid backwards in a retracting area of
the cell edge (Figure 7.10f and g). Multicolor qFSM analysis therefore suggests a
hierarchical molecular clutchmodel of force transmission, in which the efficiency of
force transmission depends on the make-up of the FAs [25].

7.10
Outlook: Speckle Fluctuation Analysis to Probe Material Properties

Speckle trajectories probe different dynamic phenomena at different spatial and
temporal scales. So far, by using the long-range directed components of speckle
trajectories, qFSM has been used to measure the flow and deformation of F-actin and
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MT networks. These movements are induced by molecular forces coordinated over
several microns (e.g. by the activity of a large number of molecular motors or the
concerted polymerization of many filaments). On a shorter spatiotemporal scale,
speckle trajectories contain components associatedwith themicroscopic deformations
of polymer scaffolds that are induced by less-coordinated local actions of individual
motorsand thermal forces.Thepositionalfluctuationsof speckles canalsobeattributed
to the sliding of locally decoupled filaments, to filament bending inside the network,
and to photometric shifts of the speckle centroids due to local fluorophore exchange.
These fluctuations occur at a length scale shorter than the mesh size of the polymer
scaffold, andare independentbetweenspeckles.Whencalculating thecross-correlation
of trajectories of two speckles separated by a distance greater than themesh size, these
fluctuations cancel out.However, evenafter directional components are eliminated, the
cross-correlation between two-speckle trajectories decays with 1/r, where r denotes the
distance between them. The magnitude of the correlation indicates how much of the
fluctuations are spatially transmitted through thematerial. Softmaterials have a higher
rate of transmission, and hence a higher correlation magnitude, than stiff materials.
This is shown in Figure 7.11a for the example of a soft and a stiff F-actin network

Figure 7.11 Probing stiffness of F-actin networks
inside cells. (a) Correlation of random motion of
two speckles as a function of their interspeckle
distance r. The curves follow a 1/r decay (see
inset), aspredicted for a viscoeleasticmedium; (b)
Log-log plot of the correlation of random speckle
motion as a function of r. In vitro networks are at
least one order of magnitude softer than plated

PtK1 cells. The gray area indicates the noise floor.
Yellow area: for r> 1mm the correlation is
insignificant. Compliance of F-actin networks in a
control cell (c) and in a cell expressing
constitutively active cofilin (S3A) (d)which softens
the lamellipodium network, most likely due to its
selective severing activity on Lp filaments. Panel
(a) reproduced with permission from Ref. [23].
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measured in vitro. The 1/r decay of the fluctuation correlation is known from two-point
microrheology, inwhich embedded beads instead of speckles are used to track thermal
fluctuations in polymer networks [100, 101]. Thus, spatially correlated yet undirected
components of speckle motion could be used to probe material properties of polymer
networks inside a cell at the scale of the interspeckle distance. Figure 7.11b compares
the stiffness between an in vitro network of entangled actin filaments and a cortical
F-actin network in an epithelial cell. The marked difference originates in the dense
crosslinking of in vivo networks, both intracellularly and extracellularly.
The stiffness of cellular networks is so high that correlations above noise are

measurable only for speckles at a distance <1mm (Figure 7.11b, gray zone). The
possibility to extract meaningful information from speckle fluctuations over these
short distances relies on recent enhancements of speckle tracking to an accuracy of
approximately one-tenth of a pixel, even when speckles overlap. A module was also
implemented that performs correlation analysis in small windows to map out the
spatial modulation of material properties. Figure 7.11c and d compare the stiffness
maps of a control epithelial cell and a cell expressing constitutively active cofilin(S3A).
While the control cell has minimal spatial variation, the cell with cofilin(S3A) has a
much softer lamellipodium (Lp) network but an unchanged lamella (La). These data
show that cofilin – a severing factor and promoter of F-actin depolymerization – acts
selectively in the lamellipodium network. High cofilin activity eventually eliminates
the crosslink between the lamellipodium and lamella, resulting in a substantial
softening of the lamellipodium network structure [85]. This example illustrates the
potential of qFSM to derive spatial maps of themechanical properties of cytoskeleton
structures from speckle fluctuations.

7.11
Conclusions

Over the past few years, FSM has become a versatile tool for simultaneously probing
the motion, deformation, turnover and materials properties of macromolecular
assemblies. Despite the many exciting discoveries already made using FSM (see
Table 7.1), it is a technology still in its infancy. In a next step, FSMmeasurements will
be combined with correlational analyses to establish how assemblies operate as
dynamic and plastic structures, enabling a broad variety of cell functions. In parallel,
FSM will continue to go multispectral, so that these parameters can be correlated
among different macromolecular structures. This requires major modifications to
the current qFSM software to cope with the explosion of combinatorial data in two or
more simultaneously imaged speckle channels.
With regards to future applications, FSM has the potential to uncover new

biology outside the cytoskeleton field, and the analyses of FA dynamics have made
some initial steps in this direction. Projects are also under way to apply qFSM to
studies of the dynamic interaction of clathrin, dynamin and actin structures during
endocytosis; of individual interphaseMTs,MT-associated proteins andF-actin; and of
DNA repair [102].
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In addition to advancing basic research, FSM will hopefully become an important
tool in drug discovery, particularly in the area of cancer. Already, by measuring MT
dynamics in FSM-amenable cell lines transfected with patient-derived mutations in
tumor suppressor genes, it has beenobserved that differential disease phenotypes are
reproducibly replicated by different phenotypes ofMTdynamics in nondividing cells
(unpublished data). These subtle – but statistically highly significant – shifts in MT
dynamics, that are not resolvable in static images of fixed cells, may disrupt the
balance of the MTdynamics-mediated organization of signals within the cell and/or
cell morphological functions. At the scale of multicellular tissues, these defects
may result in detrimental responses that trigger tumor formation and metastatic
behavior. Thus, FSMcould enable the development of a screen for tumor-specific and
patient-specific cancer drugs that would reverse the differences between cancer and
control cells in terms of cytoskeleton dynamics. Such specific diagnostic tools at the
subcellular scale may, at an early stage, allow the identification of efficient com-
pounds and compound combinations with less harsh side effects than the current
antimitotic chemotherapies.
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8
Harnessing Biological Motors to Engineer Systems
for Nanoscale Transport and Assembly�

Anita Goel and Viola Vogel

By considering how the biological machinery of our cells carries out many different
functions with a high level of specificity, we can identify a number of engineering
principles that can be used to harness these sophisticated molecular machines for
applications outside their usual environments.Here,we focus on twobroad classes of
nanomotors that burn chemical energy to move along linear tracks: assembly
nanomotors and transport nanomotors.

8.1
Sequential Assembly and Polymerization

The molecular machinery found in our cells is responsible for the sequential
assembly of complex biopolymers from their component building blocks (mono-
mers): polymerases make DNA and RNA from nucleic acids, and ribosomes
construct proteins from amino acids. These assembly nanomotors operate in
conjunction with a master DNA or RNA template that defines the order in which
individual building blocksmust be incorporated into anewbiopolymer. In addition to
recognizing and binding the correct substrates (from a pool of many different ones),
the motors must also catalyze the chemical reaction that joins them into a growing
polymer chain. Moreover, both types of motors have evolved highly sophisticated
mechanisms so that they are able not only to discriminate the correct monomers
from the wrong ones, but also to detect and repair mistakes as they occur [1].
Molecular assembly machines or nanomotors (Figure 8.1a) must effectively

discriminate between substrate monomers that are structurally very similar. Poly-
merases must be able to distinguish between different nucleosides, and ribosomes
need to recognize particular transfer RNAs (tRNAs) that carry a specific amino acid.
Thesewell-engineered biological nanomotors achieve this by pairing complementary
Watson–Crick base pairs and comparing the geometrical fit of themonomers to their
respective polymeric templates. This molecular discrimination makes use of the

�Reprinted by Permission from Macmillan Publishers Ltd:
nature nanotechnology, Vol 2, August 2008.
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differential binding strengths of correctly matched and mismatched substrates,
which is determined by the complementarity of the base-pairing between them.
Figure 8.1b illustrates the assembly process used by the DNA polymerase

nanomotor. A template of single-stranded DNA binds to the nanomotor with
angstrom-level precision, forming an open complex. The open complex can �sample�
the free nucleosides available. Binding of the correct nucleoside induces a confor-
mational change in the nanomotor, which then allows the newnucleoside to be added
to the growing DNA strand [1]. The tight-fitting complementarity of shapes between
the polymerase binding site and the properly paired base pair guarantees a �geometric
selection� for the correct nucleotide [2]. A similar mechanism is seen in Escherichia
coli RNA polymerase, where the binding of an incorrect monomer inhibits the

Figure 8.1 Molecular discrimination during
sequential assembly. (a), The polymerase
nanomotor discriminates between four different
building blocks as it assembles a DNA or RNA
strand complementary to its template sequence.
Molecular discrimination between substrate
monomers that are structurally very similar is
achieved by comparing the geometrical fit of the
monomers to their respective polymeric
templates; (b), The T7 DNA polymerase motor
undergoes an internal structural transition from

an open state (when the active site samples
different nucleotides) to a closed state (when the
correct nucleotide is incorporated into the
nascent DNA strand). Nucleotides are added to
the nascent strand one at a time. This structural
transition is the rate-limiting step in the
replication cycle and is thought to be dependent
on the mechanical tension in the template
strand [2, 9, 107, 116, 121, 127, 128, 131]. Figure
adapted from Ref. [127]; � 2001 PNAS.
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conformational change in the motor from an �open� (inactive) to a �closed� (active)
conformation [3].
Ribosome motors carry out tasks much more complex than polymerases. Instead

of the four nucleotide building blocks used by polymerases to assembleDNAorRNA,
ribosomes must recognize and selectively arrange 20 amino acids to synthesize a
protein. This fact alone increases the chance of errors. Nevertheless, ribosomes
obviously work (and do so along the same principles of geometric fit and conforma-
tional change as do polymerases) and are able to build amino acid polymers that are
subsequently folded into functional proteins. But ribosomal motors can be tricked,
much more easily than DNA motors, into building the �incorrect� sequences when
supplied with synthetic amino acids that resemble real ones [4].

8.1.1
Engineering Principle No. 1: discrimination of similar building blocks

Nanomotors used in the sequential assembly of biopolymers can
discriminate efficiently between similar building blocks.

The structure of molecular machines can be visualized with angstrom-level
resolution using X-ray crystallography, and the sequential assembly processes they
drive can be probed in real time using single-molecule techniques [5–9]. By
elucidating nanomotor kinetics under load, such nanoscale techniques provide
detailed insights into the single-molecule dynamics of nanomotor-driven assembly
processes. Techniques such as optical and magnetic tweezers, for example, have
further elucidated the polymer properties of DNA [7, 10–12] and the force-dependent
kinetics ofmolecularmotors [13–18]. Single-molecule fluorescencemethods such as
fluorescence energy transfer, in conjunction with such biomechanical tools, are
illuminating the internal conformational dynamics of these nanomotors [19–21].
As the underlying design principles of assembly nanomotors are revealed, it will

become increasingly possible to use these biomachines for ex vivo tasks. Sequencing
and PCR are two such techniques that already harness polymerase nanomotors for
the ex vivo replication of nucleic acids. The polymerase chain reaction, or PCR, is a
landmark, Nobel prize-winning technique [22] invented in the 1980s that harnessed
polymerase nanomotors to amplify a very small starting sample of DNA to billions of
molecules. Likewise, there are many conceivable future applications that either use
assembly nanomotors ex vivo or mimic some of their design principles. Efforts are
already under way to control these nanomotors better, and thus to improve such
ex vivo sequential assembly processes for industrial use (see, for example, the
websites www.cambrios.com; www.helicosbio.com; www.nanobiosym.com; www.
pacificbiosciences.com).
In contrast, current ex vivomethods to synthesize block copolymers rely primarily

on random collisions, resulting in a wide range of length distributions andmuch less
control over the final sequence [23]. Sequential assembly without the use of
nanomotors remains limited to the synthesis of comparatively short peptides,
oligonucleotides and oligosaccharides [24–26]. Common synthesizers still lack both
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the precision of monomer selection and the inbuilt proofreading machinery for
monomer repair that nanomotors have. Building such copolymers with polymerase
nanomotors ex vivo would yield much more homogeneous products of the correct
sequence and precise length. Natural (e.g., nanomotor-enabled) designs could
inspire new technologies to synthesize custom biopolymers precisely from a given
blueprint.
Ribosome motors have likewise been harnessed ex vivo to drive the assembly of

new bioinorganic heterostructures [27] and peptide nanowires [28, 29] with gold-
modified amino acids inserted into a polypeptide chain. These ribosomes are forced
to use inorganically modified tRNAs to sequentially assemble a hybrid protein
containing gold nanoparticles wherever the amino acid cysteine was specified by
the messenger RNA template. Such hybrid gold-containing proteins can then attach
themselves selectively tomaterials used in electronics, such as gallium arsenide [28].
This application illustrates how biomotors could be harnessed to synthesize and
assemble even nonbiological constructs such as nanoelectronic components (see
www.cambrios.com).
Assembly nanomotors achieve such high precision in sequential assembly by

making use of three key features: (i) geometric shape-fitting selection of their
building blocks (e.g., nucleotides); (ii) motion along a polymeric template coupled
to consumption of an energy source (e.g., hydrolysis of ATP molecules); and (iii)
intricate proofreading machinery to correct errors as they occur. Furthermore,
nanomotor-driven assembly processes allowmuchmore stable, precise and complex
nanostructures to be engineered than can be achieved by thermally driven self-
assembly techniques alone [30–32].
We should also ask whether some of these principles, which work so well at the

nanoscale, could be realized at the micrometer scale as well. Whitesides and
coworkers, for example, have used simple molecular self-assembly strategies, driven
by the interplay of hydrophobic and hydrophilic interactions, to assemble micro-
fabricated objects at the mesoscale [33, 34]. Perhaps the design principles used by
nanomotors to improve precision and correct errors could also be harnessed to
engineer future ex vivo systems at the nanoscale, as well as on other length scales.
Learning how to engineer systems that mimic the precision and control of nano-
motor-driven assembly processes may ultimately lead to efficient fabrication of
complex nanoscopic and mesoscopic structures.

8.2
Cargo Transport

Cells routinely use another set of nanomotors (i.e., transport nanomotors) to recog-
nize, sort, shuttle and deliver intracellular cargo along filamentous freeways to well-
defined destinations, allowingmolecules and organelles to become highly organized
(forreviews,seeRefs. [35–44]).This isessential formanylifeprocesses.Motorproteins
transport cargo along cytoskeletal filaments to precise targets, concentrating mole-
cules indesired locations. Inintracellular transport,myosinmotorsareguidedbyactin
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filaments, whereas dynein and kinesin motors move along rodlike microtubules.
Figure 8.2a illustrates how conventional kinesins transport molecular cargo along
nerve axons towards theperiphery, efficiently transportingmaterial from the cell body
to the synaptic region [45]. Dyneins, in contrast,move cargo in the opposite direction,
so that there is active communication and recycling between both ends (see reviews
[42, 46]). In fact, the blockage of such bidirectional cargo transport along nerve axons
can give rise to substantial neural disorders [47–50].
The long-range guidance of cargo is made possible by motors pulling their cargo

alongfilamentous rods.Microtubules, for example, arepolymerized fromthedimeric

Figure 8.2 Motor-specific cargo transport in
neurons. (a), The axon of neurons consists of a
bundle of highly aligned microtubules along
which cargo is trafficked from the cell body to the
synapse and vice versa. Most members of the
large kinesin family (red) transport cargo
towards the periphery, while other motors,
including dyneins (yellow), transport cargo in the
opposite direction. Motors preferentially move
along a protofilament rather then side-stepping
(one randomly selected protofilament is shown
in dark gray). Protofilaments are assembled from

the dimeric protein tubulin (white and gray
spheres) which gives microtubules their
structural polarity. The protofilaments then form
the hollow microtubule rod. When encountering
each other on the same protofilament, the much
more tightly bound kinesin has the �right of way�,
perhaps even forcing the dynein to step sidewise
to a neighboring protofilament [52–55]. (b), Each
member of a motor family selects its own cargo
(blue shapes) through specific binding by
scaffoldingproteins (colored symbols) or directly
by the cargo�s tail domains.
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tubulin into protofilaments that assemble into rigid rods around 30 nm in diame-
ter [36]. These polymeric rods are inherently unstable: they polymerize at one end
(plus) while depolymerizing from the other (minus) end, giving rise to a structural
polarity. The biological advantage of using transient tracks is that they can be rapidly
reconfigured on demand and in response to changing cellular needs, or to various
external stimuli. Highly efficient unidirectional cargo transport is realized in cells by
bundlingmicrotubules into transporthighwayswhereallmicrotubulesareoriented in
the same direction. Excessively tight bundling of microtubules, however, can greatly
impair the efficiency of cargo transport, by blocking the access ofmotors and cargo to
themicrotubules in the bundle interior. Instead,microtubule-associated proteins are
thought to act as repulsive polymer-brushes, thereby regulating the proximity and
interactions between neighboring microtubules [51].
Traffic control is an issue when using the filaments as tracks on which kinesin and

dynein motors move in opposite directions. Although different cargoes can be
selectively recognized by different members of the motor protein families and
shuttled to different destinations, what happens if motors moving in opposite
directions encounter each other on the same protofilament (Figure 8.2b)? If two
of these motors happen to run into each other, kinesin seems to have the �right of
way�. As kinesin binds the microtubule much more strongly, it is thought to force
dynein to step sideways to a neighboring protofilament [52]. Dynein shows greater
lateral movement between protofilaments than kinesin [52–54] as there is a strong
diffusional component to its steps [55]. When a microtubule becomes overcrowded
with only kinesins, the runs of individual kinesinmotors areminimally affected. But
when amicrotubule becomes overloaded with amutant kinesin that is unable to step
efficiently, the average speed of wild-type kinesin is reduced, whereas its processivity
is hardly changed. This suggests that kinesin remains tightly bound to the microtu-
bule when encountering an obstacle and waits until the obstacle unbinds and frees
the binding site for kinesin�s next step [56].

8.2.1
Engineering Principle No. 2: various track designs

Various track designs enable motors to pull their cargo along
filamentous tracks, whereas others allow motors bound to micro- or
nanofabricated tracks to propel thefilaments which can then serve as
carriers.

It is not a trivial task to engineer transport highways ex vivo, particularly in versatile
geometries with intersections and complex shapes. Individual filaments typically
allow only one-dimensional transport, as the motor-linked cargo drops off once the
end of the filament is reached. Furthermore, conventional kinesin makes only a few
hundred 8 nm-sized steps before dissociating from the microtubule [57, 58], further
limiting the use of such a system for ex vivo applications.
Instead of having the motors transport their cargo along filaments, motors have

been immobilized on surfaces in an inverted geometry that enables the filaments to
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be collectively propelled forward [45]. The head domains of the kinesin and myosin
motors can rotate and swivel with respect to their feet domains, which are typically
bound in randomorientations to the surface. Thesemotor heads detect the structural
anisotropy of the microtubules and coherently work together to propel a filament
forward [59, 60].
Various examples of such inverted designs for motor tracks have been engineered

to guide filaments efficiently. Some of these are illustrated in Figure 8.3. Inverted
motility assays can be created, for example, by laying down tracks ofmotor proteins in
microscopic stripes of chemical adhesive on an otherwise flat, protein-repellent
surface, surrounded by nonadhesive surface areas. Such chemical patterns
(Figure 8.3a) have been explored to guide actin filaments or microtubules. The loss
rate of guiding filaments increases exponentially with the angle at which they
approach an adhesive/nonadhesive contact line [61]. The passage of the contact line
by filaments at nongrazing angles, followed by their drop off, can be prevented by
using much narrower lanes whose size is of the order of the diameter of the moving

Figure 8.3 Track designs to guide nanomotor-
driven filaments ex vivo. A variety of track designs
have been used. (a), A chemical edge (adhesive
stripes coated with kinesin surrounded by
nonadhesive areas). The filament crosses the
chemical edge and ultimately falls off as it does
not find kinesins on the nonadhesive areas [61];
(b), Steep channel walls keep themicrotubule on
the desired path as they are forced to bend
[61,65]; (c), Overhanging walls have been shown
to have the highest guidance efficiency [64]; (d),
Electron micrograph of a microfabricated open
channel with overhanging walls [64]; (e),

Breaking the symmetry of micropatterns can
promote directional sorting of filament
movement [63, 65, 69, 138]. The trajectories of
four microtubules are shown: movement into
reflector arms causes the tubule to turn around
(yellow), an arrow-shaped direction rectifier
allows those travelling in the desired direction to
continue (red) and forces others to turn around
(blue). At intersections, tubules preferentially
continue straight on (green); (f ), The complex
microfabricated circuit analysed in (e) with open
channels and overhanging walls, demonstrating
unidirectional movement of microtubules.
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object. Such nanoscale kinesin tracks provide good guidance and have been fabri-
cated by nanotemplating [62].
Alternatively, considerably improved guidance has been accomplished by topo-

graphic surface features (Figure 8.3b). Microtubules hitting a wall are forced to bend
along this obstacle andwill continue tomove along thewall [63–66]. The rigidity of the
polymeric filaments used as shuttles thus greatly affects how tracks should be
designed for optimal guidance. Whereas microtubules with a persistence length of
a few millimeters can be effectively guided in channels a few micrometers wide as
they are too stiff to turn around [61], the much more flexible actin filaments require
channel widths in the submicrometer range [67, 68]. Finally, the best long-distance
guidance of microtubules has been obtained so far with overhanging walls [64, 69]
(Figure 8.3c). The concept of topographic guidance in fact works so well that swarms
of kinesin-driven microtubules have been used as independently moving probes to
image unknown surface topographies. After averaging all their trajectories in the
focal plane for an extended time period, the image grayscale is determined by the
probability of a surface pixel being visited by amicrotubule in a given time frame [70].
But how can tracks be engineered to produce unidirectional cargo transport? All

the motor-propelled filaments must move in the same direction to achieve effective
long-distance transport. When polar filaments land from solution onto a motor-
covered surface, however, their orientations and initial directions of movement are
often randomly distributed. Initially, various physical means, such as flow fields [71],
have been introduced to promote their alignment. Strong flows eventually either
force gliding microtubules to move along with the flow, or force microtubules, if
either their plus or minus end is immobilized on a surface [72], to rotate around the
anchoring point and along with the flow. The most universal way to control the local
direction in which the filamentous shuttles are guided is to make use of asymmetric
channel features. Figure 8.3d–f illustrates how filaments can be actively sorted
according to their direction of motion by breaking the symmetry of the engineered
tracks. This �local directional sorting� has been demonstrated on surfaces patterned
with open-channel geometries, where asymmetric intersections are followed by
dead-ended channels (that is, reflector arms), or where channels are broadened into
arrow heads. Both of these topographical features not only selectively pass filaments
moving in the desired direction, but can also force filaments moving in the opposite
direction to turn around [65, 69, 73, 74]. Once directional sorting has been accom-
plished, electric fields have been used to steer the movement of individual micro-
tubules as they pass through engineered intersections [75, 76].
In addition to using isolated nanomotors, hybrid biodevices and systems that

harness self-propelling microbes could be used to drive transport processes along
engineered tracks. Flagellated bacteria, for example, have been used to generate both
translational and rotational motion ofmicroscopic objects [77]. These bacteria can be
attached head-on to solid surfaces, either via polystyrene beads or polydimethylsi-
loxane, thereby enabling the cell bodies to form a densely packed monolayer, while
their flagella continue to rotate freely. In fact, a microrotary motor, fuelled by glucose
and comprising a 20 mm-diameter silicon dioxide rotor, can be driven along a silicon
track by the gliding bacterium Mycoplasma [78]. Depending on the specific applica-
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tion and the length scale onwhich transport needs to be achieved, integrating bacteria
into such biohybrid devices (that work under physiological conditions) might
ultimately prove more robust than relying solely on individual nanomotors.

8.3
Cargo Selection

To maintain intracellular contents in an inhomogeneous distribution far from
equilibrium, the intracellular transport system must deliver molecular cargo and
organelles on demand to precise destinations. This tight spatiotemporal control of
molecular deliveries is critical for adequate cell function and survival. Molecular
cargo or organelles are typically barcoded so that they can be recognized by their
specific motor protein (Figure 8.4). Within cells, motors recognize cargo either from
the cargo�s tail domains directly, or via scaffolding proteins that link cargo to their tail
domain [43].

8.3.1
Engineering Principle No. 3: barcoding

Engineered molecular recognition sites enable cargo to be selectively
bonded to moving shuttles.

Althoughmost cargo shuttled aroundbymotors can be barcodedusing the existing
repertoire of biological scaffolding proteins, synthetic approaches are needed for all
those ex vivo applications where the cargo has to be specifically linked to moving
filaments. The loading and transport of biomedically relevant or engineered cargohas
alreadybeendemonstrated (Figure8.4) [79–83].Typical approachesare to tag thecargo

Figure 8.4 Selecting specific cargo by molecular
recognition. A versatile toolbox exists by which
synthetic and biological cargo can be coupled to
microtubules. (a) Biotinylated objects are
coupled via avidin or streptavidin to biotinylated
microtubules. (b) Biological molecules, viruses

[79, 81] or cells can be coupled by antibody
recognition. (c) Backpacks of chemically or
biologically active reagents can be shuttled
around, including bioprobes [80] or tiny ATP
factories [93] as shown here.
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with antibodies or to biotinylate microtubules and coat the cargo with avidin or
streptavidin (Figure 8.4) (for reviews, see Refs. [74, 79]), as done for polymeric and
magnetic beads [84, 85] (Figure 8.4a), goldnanoparticles [86–88],DNA [87, 89, 90] and
viruses [79, 81] (Figure 8.4b), and finally mobile bioprobes and sensors [80, 81, 91]
(Figure 8.4c). However, if too much cargo is loaded onto the moving filaments and
access of the propellingmotors is even partially blocked, the transport velocity can be
significantly impaired [92].Finally, thebindingofcargotoamovingshuttlecanbeused
to regulate its performance. In fact,microtubules have recently been furnishedwith a
backpack that selfsupplies the energy source ATP. Cargo particles bearing pyruvate
kinase have been tethered to the microtubules to provide a local ATP source [93]
(Figure 8.4c). The coupling ofmultiplemotors to cargo or other scaffoldmaterials can
affect themotor performance. If single-headed instead of double-headed kinesins are
used, cooperative interactions between the monomeric motors attached to protein
scaffolds increase hydrolysis activity and microtubule gliding velocity [59].
At the next level of complexity – successful cargo tagging – sorting and delivery will

depend on the engineering of integrated networks of cargo loading, cargo transport
and cargo delivery zones. Although the construction of integrated transport circuits is
still in its infancy, microfabricated loading stations have been built [88] (Figure 8.5).
The challenge here is to immobilize cargo on loading stations such that it is not easily
detached by thermal motion, yet to allow for rapid cargo transfer to passing
microtubules. By properly tuning bond strength and multivalency, and most impor-
tantly by taking advantage of the fact thatmechanical strainweakens bonds, cargo can
be efficiently stored on micropatches and transferred after colliding with a microtu-

Figure 8.5 Cargo loading stations [93]; (a)
Stripes of immobilized cargo are fabricated by
binding thiolated oligonucleotides to
micropatterned lines of gold. Hybridization with
complementary strands exposing antibodies at
their terminal ends allows them to immobilize a
versatile range of cargos that carry antibodies on
their surfaces. (b) The challenge is to tune the
bond strength and valency to prevent thermal
activation during cargo storage on the loading

station. On collision with the shuttle
(microtubule), the cargo must rapidly break off
the bond it has formed with the station88.
Fortunately, however, tensile mechanical force
acting on a noncovalent bond shortens its
lifetime; (c, d) These concepts are used in the
design of the loading stations shown here, where
a microtubule moves through a stripe of
immobilized gold cargo and picks up a few
beads.
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bule [88]. Considerable fine-tuning of bond strength can be accomplished by using
DNA oligomers hybridized such that the bonds are either broken by force all at once
(a strong bond) or in sequence (a weak bond) [94].
As discussed above, filaments aremost commonly used to shuttlemolecular cargo

in most emerging devices that harness linear motors for active transport. Alterna-
tively, if the filamentous tracks could be engineered in versatile geometries, the
motors themselves could be used to drag cargo coupled to the molecular recognition
sites of their tail domains as in the native systems.We could thusmake use of the full
biological toolbox of already known or engineered scaffolding proteins that link
specificmotors to their respective cargoes [40, 43]. So far, assemblies ofmicrotubules
organized into complex, three-dimensional patterns such as asters, vortices and
networks of interconnected poles [95, 96] have been successfully created in solution,
andmesoscopic needles and rotating spools ofmicrotubule bundles held together by
noncovalent interactions have been engineered on surfaces [31]. All of these meso-
scopic structures are uniquely related to active motor-driven motion, and would not
have formed purely by self-assembly without access to an energy source.
To increase the complexity ofmicrotubule track networks, densely packed arrays of

microtubules have been grown in confined spaces, consisting of open microfabri-
cated channels with user-defined geometrical patterns [97]. The key to achieving
directed transport, however, is for all microtubules within each bundle or array to be
oriented in the same direction. This has been accomplished by making use of
directed motility in combination with sequential assembly procedures (Figure 8.6).
First,microtubule seedlings have been oriented in openmicrofabricated and kinesin-

Figure 8.6 Filament tracks made from
engineered bundles of microtubules [97]. Active
transport is used to produce bundles of
microtubules and confine them to user-defined
geometries. (a) Sequential assembly procedure:
first, microtubule seedlings (labelled in red) are
allowed to orient themselves in open kinesin-
coated microfabricated channels that contained
reflector arms. Second, and after mild fixation,
the oriented seedlings are polymerized into

mature microtubules through the addition of
tubulin into the solution (labelled green) which
preferentially binds to the plus-end
(polymerizing end) of the microtubules. (b)
Fluorescence image of microtubules that have
been grown in the confined space provided by
the open channels until the channels were filled
with dense networks ofmicrotubules all oriented
in the same direction [97]. Scale bar-40 mm.
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coated channels that contain reflector arms. Once oriented by self-propelled motion,
the seedlingswere polymerized intomaturemicrotubules that were confined to grow
in the open channels until the channels were filled with dense networks of micro-
tubules all oriented in the same direction [97]. Single kinesins take only a few
hundred steps before they fall off, but the walking distance can be greatly increased if
the cargo is pulled by more than one motor [98]. Such approaches to fabricating
networks of microtubule bundles could be further expanded to engineer future
devices that use either the full toolbox of native scaffolding proteins or new
scaffolding proteins that target both biological and synthetic cargo.
Nanoengineers would not be the first to harness biological motors to transport

their cargo. Various pathogens are known to hijack microtubule or actin-based
transport systems within host cells (reviewed in Ref. [99]). Listeria monocytogenes, for
example, propels itself through the host cell cytoplasm by means of a fast-polymer-
izing actin filament tail [100]. Likewise, the vaccinia virus, a close relative of smallpox,
uses actin polymerization to enhance its cell-to-cell spreading [101], and the alpha
herpesvirus hijacks kinesins to achieve long-distance transport along the micro-
tubules of neuronal axons [102]. Signalingmolecules and pathogens that cannot alter
cell function and behavior by simply passing the outer cellmembrane can thus hijack
the cytoskeletal highways to get transported from the cell periphery to the nucleus.

8.3.2
Engineering Principle No. 4: active transport of tailored drugs and gene carriers

By taking advantage of the existing cytoskeleton, tailored drugs and
gene carriers can be actively transported to the cell nucleus.

Indeed, many viruses [37, 103, 104] as well as nonviral therapeutic gene carriers,
such as polyethylenimine/DNA or other polymer-based gene transfer systems (i.e.,
polyplexes) [105, 106] take advantage of nanomotor-driven transport along microtu-
bule filaments to accelerate their way through the cytoplasm towards the nucleus.
Nanomotor-driven transport to the nucleus leads to a much more efficient nuclear
localization than could ever be achieved by slow random diffusion through the
viscous cytoplasm. Active gene carrier transport can lead to more efficient peri-
nuclear accumulation within minutes [37, 105, 106]. In contrast, nonviral gene
carriers that depend solely on random diffusion through the cytoplasm move much
more slowly and thus have considerably reduced transfection efficiencies. Under-
standing how to �hijack� molecular and cellular transport systems, instead of letting a
molecule become a target for endosomal degradation [37, 91], will ultimately allow
the design of more efficient drug and gene carrier systems.

8.4
Quality Control

Nanomanufacturing processes, much like macroscopic assembly lines, urgently
need procedures that offer precise control over the quality of the product, including
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the ability to recognize and repair defects. Living systems use numerous quality
control procedures to detect and repair defects occurring during the synthesis and
assembly of biological nanostructures. As yet, this has not been possible in synthetic
nanosystems. Many cellular mechanisms for damage surveillance and error correc-
tion rely on nanomotors. Such damage control can occur at two different levels as
follows.

8.4.1
Engineering Principle No. 5: error recognition and repair at the molecular level

Certain motor proteins recognize assembly mistakes and repair
them at the molecular level.

DNA replication represents one of themost complex sequential assembly processes
in a cell. Here, the genetic information stored in the four-base code must be copied
with ultra-high precision. Errors generated during replication can have disastrous
biological consequences. Figure 8.7 illustrates the built-in mechanism used by the
polymerase (DNAp) motor to repair mistakes made during the process of DNA
replication [107].When theDNApmotormisincorporates a basewhile replicating the
template DNA strand, it slows down and switches gears from the polymerase to the
exonuclease cycle. Once in exonucleasemode, it will excise themismatched base pair
and then rapidly switch back to the polymerase cycle to resume forward replication.
Similar error correction mechanisms, known as �kinetic proofreading�, are conjec-
tured to occur in RNA polymerases and ribosomal machineries [1, 13, 108–113].

Figure 8.7 Quality control procedures for
damage recognition and molecular repair. The
DNA polymerase motor (DNAp) contains two
active sites. It switches from polymerase
(copying) to exonuclease (error correction)
activity when it encounters a mismatched base.
Mismatched bases are detected as they have

weaker bonding interactions—the �melting�
temperature is lower—and this increases the
chance of switching from the polymerase to the
exonuclease active site [107]. In the exonuclease
mode, the motor excises the incorrect base from
the nascent DNA strand.
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8.4.2
Engineering Principle No. 6: error recognition and repair at the system level

Integrated systems of motors and signaling molecules are needed to
recognize and repair damage at the supramolecular level.

Nerve cells have evolved a highly regulated axonal transport system that contains an
integrated damage surveillance system [114]. The traffic regulation ofmotorsmoving
in opposite directions on amicrotubule typically occurs in special �turnaround� zones
at the base and tip of an axon [43], but a zone for switching the organelle�s direction
can also be createdwhen axonal transport is blocked at the site of nerve injury [46] (see
Figure 8.2). When irreparable, such blockages are often signatures of neurodegen-
erative diseases. For example, amyloid precursor protein [47] or tau [115] can give rise
to the accumulation of protein aggregates that inhibit anterograde axonal transport, a
mechanism potentially implicated in Alzheimer�s disease.
At present, there are no synthetic materials that can, in a self-regulated manner,

recognize and repair defects at either the molecular or supramolecular level.
Molecular recognition and repair is typically attributed to a tightly fitted stereochemi-
cal complementarity between binding partners. Nanoscale tools applied to the study
of molecular recognition and repair are also elucidating the functional roles of the
different structural conformations (and hence three-dimensional shapes) of the
motors. For instance, the DNAp motor is in one particular conformation when it
binds DNA in its copying (i.e., polymerization) mode and in an entirely different
conformation (i.e., the exonucleasemode)when it bindsDNA to proofread or excise a
mistaken base from the replicated DNA strand [107]. In contrast, damage control at
the supramolecular level (e.g., during axonal transport) is achieved by the trafficking
of signalingmolecules. Deciphering the underlying engineering design principles of
damage surveillance and error correction mechanisms in biological systems will
inevitably allow better quality-control procedures to be integrated into nanoengi-
neered systems.

8.5
External Control

8.5.1
Engineering Principle No. 7: performance regulation on demand

As with macroscopic engines, external controls can regulate the
performance of nanomotors on demand.

Learning how to control and manipulate the performance of nanomotors exter-
nally is another critical hurdle in harnessing nanomotors for ex vivo applications. By
finding or engineering appropriate external knobs in the motor or its environment,
its nanoscale movement can be tightly regulated, switched on and off, or otherwise
manipulated on demand.
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To achieve external control over the nanoscale movement of biological motors, it is
important to identify the correct external parameters that can be used to control their
dynamics. These external modulators of motor function (�handles�) can be either
naturally occurring or somehow artificially engineered into the motor to make it
susceptible to a particular external control knob or regulator. Because the motion of
nanomotors is typically driven by a series of conformational changes in the protein,
mechanical load or strain on the motor molecule can also affect the dynamics of the
motor.Nanomotors applymechanical strain to theirfilaments or substrates as they go
through various internal conformational changes. This mechanical strain is inti-
mately related to their dynamics along the substrate and hence their functional
performance. Certain interstate transition rates can depend, for example [107], on the
amount of intramolecular strain in themotor protein. Applying amechanical load to a
motor perturbs key mechanical transitions in the motor�s kinetic pathway, and can
thereby affect rates of nucleotide binding, ATP hydrolysis and product release.
Single-molecule techniques are beginning to elucidate how mechanical strain on
a motor protein might be used to regulate its biological functions (e.g., nanoscale
assembly or transport) [13, 55, 107, 116–120].
The single-molecule dynamics of theDNApmotor, as it converts single-stranded (ss)

DNA to double-stranded (ds) DNA, has been probed, for example, through the
differential elasticity of ssDNA and dsDNA (see Figure 8.8). The T7 DNApolymerase
motor replicates DNA at rates ofmore than 100 bases per second, and this rate steadily
decreases with mechanical tension greater than about 5 pN on the DNA template [9].
The motor can work against a maximum of about 34 pN of template tension [9]. The
replication rates for the Klenow and Sequenase DNApolymerases also decrease when
the ssDNA template tension exceeds 4 pN, and completely ceases at tensions greater
than20pN [121]. Likewise, single-molecule techniques have alloweddirect observation
of theRNApolymerase (RNAp)motormovingonebaseat a time [122], andoccasionally
pausing and even backtracking [123]. Although RNAp motors are typically five- to
tenfold slower than DNAp motors, the effects of DNA template tension on their
dynamics are still being investigated [6]. Similarly, ribosome motors, which translate
messenger RNA (mRNA) into amino acids at roughly 10 codons per second, have been
found to generate about 26.5� 1 pNof force [124]. Theunderlying designprinciples by
which these nanomotors operate are being further elucidated by theoretical mod-
els [107, 116, 125–128] that describe nanomachines at a level commensurate with
single-moleculedata.Furthermore, thesemolecular assemblymachines canbeactively
directed, driven and controlled by environmental signals [107].
Consequently, an external load or force applied to the substrate or to the motor

itself can be used to slow down a motor�s action or stall its movement. The stalling
forces of kinesin and dynein are 6 and 1 pN, respectively [58, 129]. For example, the
binding of two kinesin domains to a microtubule track creates an internal strain in
themotor that prevents ATP from binding to the leadingmotor head. In this way, the
two motor domains remain out-of-phase for many mechanochemical cycles and
thereby provide an efficient, adaptable mechanism for achieving highly processive
movement [130]. Beyond stalling the movement of motors by a mechanical load,
other types of perturbations can also influence the dynamics of molecular motors,
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including the stretching of substratemolecules like DNA [13]. Although this external
control over nanomotors has been demonstrated in a few different contexts ex vivo, a
rich detailed mechanistic understanding of how such external control knobs can
modulate the dynamics of themolecular motor is emerging from recent work on the
DNA polymerase motor [9, 107, 116, 121, 127, 128, 131].
Remote-controlling the local ATP concentration by the photoactivated release of

caged ATP can allow a nanomotor-driven transport system to be accelerated or
stopped on demand [84]. External control knobs or regulators can also be engineered
into the motors. For instance, point mutations can be introduced into the gene
encoding the motor protein, such that it is engineered to respond to light, tempera-
ture, pH or other stimuli [43, 85]. Engineering light-sensitive switches into nano-
motors enables the rate of ATPase [43, 132] to be regulated, thereby providing an
alternate handle for tuning the motor�s speed, even while the ATP concentration is

Figure 8.8 Precision control of nanomotors with
externalcontrol �knobs�.Thenet replicationrateofa
DN Apmotor can be controlled by the mechanical
tension on the DNA template strand. Single-
molecule data for the motor�s force-dependent
velocity (two sets of data—diamonds and
triangles—are shown, relating to constant force
and constant extension measurements) can be
describedbyanetworkmodel (red curve) as shown
here. The change in net replication rate shows how
external controls can change the dynamics of the
nanomotor. This model illustrates how

environmental control knobs can tune the
dynamics of the nanomotor by altering the rate
constants associated with its various internal
transitions [106]. Tensions between 0 and 35 pN
control the net replication rate, whereas tensions
above 35 pN actually reverse the velocity of the
nanomotor. Inset, experimental setup: a single
DNA molecule is stretched between two plastic
beads as the motor catalyses the conversion of
singlestranded to double-stranded DNA. Figure
adapted from Ref. [106].
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kept constant and high. When additional ATP-consuming enzymes are present in
solution, the rate of ATP depletion regulates the distance the shuttles move after
being activated by a light pulse and before again coming to a halt [84].
Future applications could require that, instead of all the shuttles beingmoved at the

same time, only those in precisely defined locations be activated, ondemand. Someof
the highly conserved residues within motors help to determine the motor�s ATPase
rate [43]. Introducing chemical switches near those locations might provide a handle
for chemicalmanipulation of themotor�s speed. In fact, this has already been realized
for a rotary motor [132] as well as for a linear kinesin motor, where the insertion of a
Ca2þ -dependent chemical switch makes the ATPase activity steeply dependent on
Ca2þ concentrations [133]. In addition to caged ATP, caged peptides that block
binding sites could be used to regulate the motility of such systems. Caged peptides
derived from the kinesinC-terminus domainhave already beenused to achieve photo
control of kinesin-microtubule motility [134]. Instead of modulating the rate of ATP
hydrolysis, the access ofmicrotubules to themotor�s headdomain can also beblocked
in an environmentally controlled manner. In fact, temperature has already been
shown to regulate the number of kinesins that are accessible while embedded in a
surface-bound film of thermoresponsive polymers [135].
The nanomotor-driven assembly of DNA by the DNA polymerase motor provides

an excellent example of how precision control over the nanomotor can be achieved by
various external knobs in the motor�s environment [107, 116, 127, 128]. The DNAp
motor moves along the DNA template by cycling through a given sequence of
geometric shape changes. The sequence of shapes or internal states of the nanoma-
chine can be denoted by nodes on a simple network [107, 116, 127, 128]. As illustrated
in Figure 8.8, this approach elucidates how mechanical tension on a DNA molecule
can precisely control (or �tune�) the nanoscale dynamics of the polymerase motor
along the DNA track by coupling into key conformational changes of themotor [107].
Macroscopicknobstoprecision-control themotor�smovementalongDNAtrackscan

be identifiedbyprobinghow themotor�sdynamicsvarywith each external control knob
(varied one at a time). Efforts are currently underway to control evenmore precisely the
movement of thesenanomotors alongDNAtracksby tightly controlling theparameters
in themotor�s environment (see www.nanobiosym.com). Concepts of fine-tuning and
robustness could also be extended to describe the sensitivity of other nanomotors
(modelledassimplebiochemicalnetworks) tovariousexternalcontrolparameters [107].
Furthermore, such a network approach [107] provides experimentally testable predic-
tions that could aid the design of future molecular-scale manufacturing methods that
integrate nanomotor-driven assembly schemes. External control of these nanomotors
will be critical in harnessing them for nanoscale manufacturing applications.

8.6
Concluding Remarks

We have reviewed several key engineering design principles that enable nanomotors
moving along linear templates to perform a myriad of tasks. Equally complex
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biomimetic tasks have not yet been mastered ex vivo, either by harnessing biological
motorsorviasyntheticanalogues.Engineeringinsightsintohowsuchtasksarecarried
out by the biological nanosystems will inspire new technologies that harness nano-
motor-driven processes to build new systems for nanoscale transport and assembly.
Sequential assembly and nanoscale transport, combined with features currently

attributed only to biological materials, such as self-repair and healing, might one day
become an integral part of future materials and biohybrid devices. In the near term,
molecular biology techniques could be used to synthesize and assemble nanoelec-
tronic components with more control (www.cambrios.com; see also Ref. [29]).
Numerous proof-of-concept experiments using nanomotors integrated into synthetic
microdevices have already been demonstrated (for reviews, see Refs. [74, 136]).
Amongmany others, these applications include stretching surface-boundmolecules
by moving microtubules [87, 90]; probing the lifetime of a single receptor–ligand
interaction via a cantileveredmicrotubule that acts as a piconewton force sensor [85];
topographic surface imaging by self-propelled probes [70]; and cargo pick-up from
loading stations [88] as illustrated in Figure 8.5.
Although much progress is being made in the synthesis of artificial motors (see

Ref. [137]), it has been difficult, in practice, to synthesize artificial motors that come
even close in performance to their natural counterparts (see Ref. [39]). Harnessing
biological motors to perform nanoscale manufacturing tasks might thus be the best
near-term strategy. Althoughmany individual nanoparts can be easilymanufactured,
the high-throughput assembly of these nanocomponents into complex structures is
still nontrivial. At present, no ex vivo technology exists that can actively guide such
nanoscale assembly processes. Despite advances in deciphering the underlying
engineering design principles of nanomotors, many hurdles still impede harnessing
them for ex vivo transport and sequential assembly in nanosystems. Although the use
of biological nanomotors puts intrinsic constraints on the conditions under which
they can be assembled and used in biohybrid devices, many of their sophisticated
tasks are still poorly mimicked by synthetic analogues. Understanding the details of
how these little nanomachines convert chemical energy into controlled movements
will nevertheless inspire new approaches to engineer synthetic counterparts that
might some day be used under harsher conditions, operate at more extreme
temperatures, or simply have longer shelf lives.
Certain stages of the materials production process might one day be replaced by

nanomotor-driven sequential self-assembly, allowing much more control at the
molecular level. Biological motors are already being used to drive the efficient
fabrication of complex nanoscopic andmesoscopic structures, such as nanowires [31]
and supramolecular assemblies. Techniques for precision control of nanomotors that
readDNAare also beingused to engineer integrated systems for rapidDNAdetection
and analysis (www.nanobiosym.com). The specificity and control of assembly and
transport shown by biological systems offers many opportunities to those interested
in assembly of complex nanosystems. Most importantly, the intricate schemes of
proofreading and damage repair—features that have not yet been realized in any
manmade nanosystems—should provide inspiration for those interested in produc-
ing synthetic systems capable of similarly complex tasks.
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9
Mechanical Forces Matter in Health and Disease:
From Cancer to Tissue Engineering
Viola Vogel and Michael P. Sheetz

9.1
Introduction: Mechanical Forces and Medical Indications

One of our earliest experiences showing that mechanical forces matter goes back to
whenwe got our first blisters. Excessive friction causes a tear between the upper layer
of the skin – the epidermis – and the layers beneath. When these skin layers –which
in healthy skin are held together by cell–cell adhesion complexes – begin to separate,
the resultant pocket fills with serum or blood. In some people, who have inherited
skin diseases, the blistering occursmuchmore easily, and studies of pointmutations
that cause easy blistering have provided considerable insights into the underlying
molecular mechanisms. Molecular defects can exist in different intracellular and
extracellular proteins that are responsible for weakening the mechanical strength of
cell–cell adhesions. The proteins implicated by genetic analysis include keratins,
laminins, collagens and integrins [1–3]. Unfortunately, exactly how mutations in
these proteins regulate the mechanical stability of the linkages that cells form with
their environment remains unknown.
Mechanical forces acting on cells also affect our lives in many other, often

unexpected, ways. Regular exercise, for example, not only strengthens our body
tone but also offers protection against mortality by delaying the onset of various
diseases. It is thought that physical training reduces the chance of chronic heart
diseases, atherosclerosis and also type 2 diabetes [4]. But how can exercise have such a
profound impact on somanydiseases?Chronic low-grade systemic inflammation is a
feature of these and many other chronic diseases that have been correlated with
elevated levels of several cytokines [5–7]. By yet unknown mechanisms, it is
suggested that regular exercise induces anti-inflammatory processes, thus suppres-
sing the production of pro-inflammatory signaling proteins [5, 8].
Manymore severe diseases for which we do not have cures also have amechanical

origin, or show abnormalities in cellular mechanoresponses. These range from
cancer to cardiovascular disorders, from osteoporosis to other aging-related diseases.
In the case of many cancers, the cells grow inappropriately and with the wrong
mechanoresponse, which in turn destroys normal tissue mechanics and often also
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tissue function [9–11]. While cardiovascular diseases have many forms, cardiac
hypertrophy, plaque formation and heart repair are obvious cases where mechan-
osensory functions are important [12–14]. Abnormal mechanical forces can
trigger an aberrant proliferation of endothelial and smoothmuscle cells, as observed
in the progression of vascular diseases such as atherosclerosis [15]. There is
furthermore emerging evidence that immune synapse formation is a mechanically
driven process [16]. Finally, damaged tissue is often repaired by new cells that
differentiate from pluripotent cells to finally replace and regenerate the damaged
regions. Successful healing includes re-establishing the proper mechanical tissue
characteristics; even bioscaffolds that are used in reconstructive surgery heal best if
they aremechanically exercised [14, 17]. Thus, frommolecules to tissue, although the
mechanical aspects are recognized as being critical, relatively little has yet been
done to correlatemechanical effects with biochemical signal changes, and how these
impact clinical outcomes.
There is, therefore, overwhelming evidence that physical and not just biochemical

stimuli matter in tissue growth and repair in health and disease. But how do cells
sense mechanical forces? A complete answer cannot yet be given as too few
techniques have been available in the past to explore this question. However, the
broad availability of nanoanalytical and nanomanipulation tools is beginning to have
impact. This tool chest provides novel opportunities to decipher how physical and
biochemical factors, in combination, can orchestrate the hierarchical control of cell
and tissue functions (wewill illustrate this point with some concrete examples later in
the chapter). The diversity of biological forms in different organisms most likely
belies a wide range of mechanosensingmechanisms that are specifically engineered
to provide the desired morphology.
To summarize, based on the progress that has beenmade recently in thefield of cell

biomechanics, it is now clear that individual cells are dramatically affected in their
functions, from growth to differentiation, by the mechanical properties of their
environments and by externally applied forces (for reviews, see Refs [18–21]). But the
question remains: How do cells sense mechanical forces, and how are mechanical
stimuli translated at the nanoscale into biochemical signal changes that ultimately
regulate cell function? A few examples are illustrated here of how physical junctions
are formed between cells and their environment, how mechanical forces acting on
molecules associated with junctions regulate their functional states, and what the
downstream implications might be on cell signaling events. Considering the
complexity of the puzzle, this chapter cannot provide a comprehensive review;
rather, we will focus on describing a few selected molecular players involved in
mechanochemical signal conversion, followed by a discussion of the associated
signaling pathways and subsequent cellular responses, and then concluding on the
role of physical stimuli in various diseases. Once the molecular pathways are
identified, and the mechanisms deciphered by which force regulates diverse cell
functions, the development of new drugs and therapies will surely emerge.
In particular, it is expected that in the future, a number of diseases associated with
altered mechanoresponses will be resolved more efficiently by treating the source of
the problem, rather than the symptoms.
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9.2
Force-Bearing Protein Networks Hold the Tissue Together

The search for proteins that are structurally altered if mechanically stretched, and
which could thus serve as force sensors for cells, should start in junctions between
cells and their environments. The focus should first be on the junctions that
experience the highest tensile forces. The force-bearing elements in tissues are
typically the cytoskeleton and extracellular matrix (ECM) fibers, and all the proteins
that physically link the cell interior to the exterior. For different tissues, the major
force-bearing elements can differ.

9.2.1
Cell–Cell Junctions

Some tissues such as epithelial and endothelial cell layers have barrier functions
(Figure 9.1), where the majority of the force is born by the tight cell–cell junctions.
These junctions couple the cell–cell adhesion molecules (cadherins) that hold the
cells together to the cytoplasmic proteins that ultimately link cadherins to the actin,
myosin and intermediate filaments in the cytoskeleton [22].

Figure 9.1 Schematic section through tissue,
showing how layers of cells form a barrier that
separates the connective tissue from the lumen of
the lungorof the intestines (epithelial cells), or the
blood vessels (endothelial cells). Within

endothelial and epithelial cell layers, the cells are
tightly connected to each other via cadherin
junctions, while integrin junctions anchor cells to
the basement membrane as well as to the
extracellular matrix (ECM) of connective tissues.
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Epithelial tissue lines both, the outside of the body (skin) and the cavities that are
connected to the outside, such as the lungs and the gastrointestinal tract. Epithelial
cells assume packing geometries in junctional networks that are characterized by
different cell shapes, number of neighbor cells and contact areas. The development of
specific packing geometries is tightly controlled [23].
Endothelial cells line the tight barrier between the circulating blood and the

surrounding vessel wall. A synchronized migration of endothelial cells is required
in order to growblood vessels (the process of angiogenesis).When anewblood vessel is
forming, for example in response to a lack of oxygen, the endothelial cells must
maintain their cell–cell contacts, remain anchored to the basement membrane, and
form curved continuous surfaces [24]; otherwise, the walls of the growing vessels
would become leaky. Blood vessel formation is thus a tightly regulated process.

9.2.2
Cell–Matrix Junctions

In contrast to the tight cell–cell junctions, cells can also form junctions with
surrounding extracellular fibers. The ECM, which is abundant in connective tissue,
includes the interstitial matrix and basement membranes. The ECM provides
structural support to the cells (Figure 9.1), in addition to performing many other
important functions that regulate cell behavior. Cell–matrix contacts are formed by
integrins; these molecules can link various ECM proteins, including fibronectin,
vitronectin, laminins and collagens, via cytoplasmic adopter proteins to the cytoskele-
ton.During the formation or regeneration of tissue,major cellmovements occur onor
through the ECM, such that the cell–matrix junctions enable and facilitate integrin-
mediated tissue growth, remodeling and repair processes. Integrins are also required
for the assembly of the ECM (for reviews, see Refs [2]). The fibronectin matrix, the
assembly of which is upregulated in embryogenesis and wound-healing processes,
often serves as anearly provisionalmatrix that is reinforced at later stages, for example,
by collagen deposition [27]. Integrins thus mediate the regulatory functions of the
ECM on cell migration, growth and differentiation. During wound healing, angio-
genesis and tumor invasion, cells often change their expressionprofiles offibronectin-
binding integrins [28, 29]. Integrin–matrix interactions thus play central roles in
regulating cell migration, invasion and extra- and intra-vasation (i.e. moving from the
vasculature to the tissue, or vice versa), as well as in platelet interaction and wound
healing [24, 29–36]. The functional roles of these interactions inhealth and diseasewill
be discussed in much more detail below.
The forces acting on cell–cell or cell–matrix junctions can either be applied

externally, or generated by the contractile cytoskeleton. Shear stresses due to the
flow of blood, urine and of other body fluids impart forces on either the endothelial
blood vessel linings, the linings of the epithelial urinary tract, as well as on bone cells,
respectively, and are known to actively influence cellmorphology, function and tissue
remodeling (for reviews, see Refs [12, 37–41]). Lung expansion and contraction
imposes great strain on lung tissue, and mechanical forces exerted on the lung
epithelium are a major regulator of fetal lung development, as well as of the overall
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pulmonary physiology [42]. Mechanical exercising of the lung also triggers the
release of surfactants onto the epithelial surface [43]. Consequently, the levels of
force generated and transmitted through cell–cell and cell–matrix junctions can
change drastically with time, and between different organ tissues.
The forces that cells apply to their neighbors and matrices are furthermore

dependent on the rigidity of their environment. Cell-generated tractile forces are
lowest for soft tissues and increase with the rigidity of the organ. The brain is
one of the softest tissues, whereas bone cells find themselves in one of the stiffest
microenvironments of the body [18]. Yet, in all of these tissues the cells generate
forces that provide the basis of active mechanosensing andmechanochemical signal
conversion processes. The formation of force-bearing protein networks that connect
the contractile cytoskeleton of cells with their surroundings is essential to prevent cell
apoptosis of most normal cells.
What is missing is a mechanistic understanding of how the forces that are applied

to cells are locally sensed and finally regulate a collective response of many cells
to produce the proper tissue morphology and morphological transformations
(Figure 9.2). Although it may be general for all tissues, in endothelia there is a

Figure 9.2 Sequential cellular processes of
adhesion, mechanosensing and responses
with the associated time scales. Initiated by
cell adhesion, a cell responds to its
environment by subsequent events that
involve mechanosensing, reorganization of
the cytoskeleton, adjustment of protein
expression patterns and, in a secondary feed-
back loop, remodeling of the extracellular matrix.
Initially, cells will sense the mechanical features
of their environment, which will cause rapid
motility and signaling responses. As the cell pulls

on the environment, it will modify the
extracellular matrix and create new signals, such
as those originating from fibronectin stretching
and unfolding. Intracellular signals will alter the
expression pattern of the cell and, over time, the
cellular forces and cell-generated matrices will
change the cell shape. At any stage, extracellular
signals, such as hormones or external
mechanical stimuli, can cause acute changes
that will set off a further round of cell and matrix
modifications.
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polarity and bending that must be controlled over many cell lengths. Studies of the
development of fly wings and convergent extension in frogs have provided some
important clues about mechanisms that can establish an axis in a tissue that would
then result in axial contractions. In the fly wing, there are gradients of proteins that
affect wing organization by influencing the physical properties [23, 44, 45], and some
of those proteins are asymmetrically distributed in the hexagonal wing cells. Inmany
tissues, however, the cells can move and change partners while they change tissue
morphology in a stereotypical way, indicating that themulticellular coordination does
not solely rely upon stationary protein complexes but rather is sensitive to intercel-
lular forces or curvature.
To better understand the cellular nanomachinery by which cells sense mechanical

stimuli, and how forcesmight synchronize cellular responses, it should be noted that
the cellular nanomachinery is subjected both to exogenously applied forces and to
cell-generated forces that the cells apply locally to the ECM and neighboring cells.
As compressive forces on cells are primarily counterbalanced by the hydrostatic
pressure of the cell volume that is contained by the plasmamembrane, we will focus
here entirely on the impact of tensile forces on proteins and protein networks and the
subsequent changes in cell signaling.
When cells stretch their proteins, the protein structural changesmay represent one

important motif by which mechanical factors can be translated into biochemical
signal changes in a variety of tissues and cell types (Figure 9.3). Many proteins
are involved in force-bearing networks that connect the cell interior with the exterior,
and they all are potential candidate proteins for mechanosensors (for reviews,
see Refs [21, 26, 46–54]).

Figure 9.3 The integrin junction connecting the
contractile actomyosin cytoskeleton with the
extracellular matrix. In the schematic structure
shown here, the integrin avb3 forms a complex
with the extracellular matrix protein fibronectin
via its cell binding peptide, RGD. In the cell
interior, talin couples the cytoplasmic integrin
tails to an actin filament. The stretching of talin

leads to a reinforcement of the talin–actin
linkage through the recruitment of further
proteins that are subsequently involved in
downstream cell signaling events. Particularly,
the recruitment and stretching of p130cas
regulates cell signaling events due to its
phosphorylation, which is upregulated
when stretched.
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As cells actively bind, stretch and remodel their surroundings, they use a variety of
specialized adhesion structures [25, 56], and their molecular composition will be
discussedbelow(seeSection9.4).Onceformed, thefirstcontactseithermaturerapidly
or break (see Sections 9.5 and 9.7). These structures mechanically link the cell
cytoskeleton and force-generatingmachinerywithin the cell to the ECM. Intracellular
traction can thus generate large forces on the adhesive junctions – forces which are
easilyvisualizedasstrainappliedbycells tostretchablesubstrates [57–59],asdiscussed
in Section 9.8. In addition, focal contacts are not passively resistant to force, but force
actively induces focal contact strengthening through the recruitment of additional
focal adhesion proteins, and finally initiates intracellular signaling events [60–64]
(Section 9.6). Cell generated forces allow for rigidity sensing (Section 9.9), and causes
matrix assembly and remodeling (Section 9.10). The matrix in turn regulates cell
motility (Section9.11).Ultimately, thestructureandcompositionof theadhesionsplay
regulatory roles in tissue formation and remodeling, and also control whether cells
derail and evolve into cancer cells or cause other disease conditions (Section 9.12).

9.3
Nanotechnology has Opened a new Era in Protein Research

The advent of nanotech tools, particularly atomic forcemicroscopy (AFM) and optical
tweezers [65–67], followed by atomistic simulations of the force-induced unfolding
pathways [68], were a major milestone in recognizing the unique mechanical
properties of proteins and other biopolymers. The first force measurements on
singlemultimodular proteinswere performed on titin, and revealed that themodules
cannot be deformed continuously but rather that they ruptured sequentially. But do
cells take advantage of switching protein functionmechanically? The first functional
significance of unfolding proteins upon rapid tissue extension, for example when
overstretching a muscle, was seen in them serving as mechanical shock absorbers.
Beyond muscle tissue, protein unfolding might be a much more common theme

by which cells sense and transduce a broad range of mechanical forces into distinct
sets of biochemical signals that ultimately regulate cellular processes, including
adhesion, migration, proliferation, differentiation and apoptosis. The results of
recent studies have shown that force-induced protein unfolding does indeed occur
in cells and in their surrounding matrices [51–55, 69–71].

9.3.1
Mechanochemical Signal Conversion and Mechanotransduction

How, then, is force translated at the molecular level into biochemical signal changes
(mechanochemical signal conversion) that have the potential to alter cellular behavior
(mechanotransduction)? Despite all the experimental indications, only limited
information is available on how mechanical forces alter the structure–function
relationship of proteins and thus coregulate cell-signaling events. After a decade of
new insights into single molecule mechanics, a new field is beginning to emerge:
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Howcan the force-inducedmechanical unfolding of proteins and other biomolecules
switch their functions?
Through careful investigations of the conformational changes of isolated proteins

that are mechanically stretched in vitro, and through computational simulations that
have provided high-resolution structural information of the unfolding pathways
of proteins, key design principles are beginning to emerge that describe how
intracellular, extracellular and transmembrane proteins might sense mechanical
forces and convert them into biochemical signal changes as discussed below
(for reviews, see Refs [21, 26, 72, 73]). Stretch has been shown experimentally to
expose cryptic phosphorylation sites, resulting in the onset of a major signaling
cascade [51], to increase the reactivity of cysteines [52], and also to induce fibronectin
fibrillogenesis (for a review, see Ref. [26]). Yeast two-hybrid measurements,
crystallographic analyses and high-performance steered molecular dynamics
(SMD) calculations all indicate that the exposure of amphipathic helices (e.g. talin,
a-actinin) will cause binding to unstrained proteins (vinculin) or to themembrane,
as detailed below. Thus, it seems that not a singlemechanism can account for all the
mechanical activities sensed by cells. Consequently, there is a need to develop a
detailed understanding of the mechanical steps in each function of interest, in
order to elucidate which of thesemechanisms is responsible, or whether a new one
must be formulated.
Design principles are also emerging by which such mechanosensory elements

are integrated into structural motifs of various proteins, the conformations of which
can be switched mechanically (for reviews, see Refs [26, 47, 74–79]). Multidomain
proteins that are large and have many interaction sites constitute a major class of
potentially force-transducing proteins [26, 80]. Both, matrix and cytoskeletal proteins
fall into this class; for example, the cytoskeletal (titin, alpha actinin, filamin, etc.)
and membrane skeletal molecules (spectrin, dystrophin, ankyrin) have series of
between four and 100 repeat domains that can be stretched over a range of forces.
An important feature here is that the repeats are often structurally homologous, but
differ in theirmechanical stability. Indeed, the differences in themechanical stability
of individual domains determines the time-dependent order in which their structure
is altered by force, and consequently the sequence inwhich themolecular recognition
sites are switched by force. Multimodularity thus provides for a mechanism not only
for sensing but also for transducing a broad range of strains into a graded alteration of
biochemical functionalities. Matrix molecules also have multiple domains and
presumably exhibit similar characteristics. In both cases, the stretching of molecules
can either reveal sites which can bind to and activate other proteins that could start a
signaling cascade, or they can destroy recognition sites that are exposed only under
equilibrium conditions [26].

9.3.2
Mechanical Forces and Structure–Function Relationships

As tensile force can stabilize proteins in otherwise short-lived structural intermedi-
ates, deciphering how the structure–function relationship of proteins is altered by
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mechanical forces may well open totally new avenues in biotechnology, systems
biology, pharmaceutics and medicine. In order to summarize our current under-
standing and future opportunities, we will first identify the critical molecules that are
involved in linking the cell outside to the inside, and then discuss current knowledge
on the effect of force on protein structure and associated force-regulated changes of
protein function, and the downstream consequences. Cellular mechanotransduc-
tion systems can then transduce these primary physical signals into biochemical
responses. More complex physical factors, such as matrix rigidity and the micro-
scale and nanoscale textures of their environments, can be measured by cells
through integrated force- and geometry-dependent transduction processes. Thus,
it is important to differentiate between the primary sensory processes, the trans-
duction processes and the downstream mechanoresponsive pathways that inte-
grate multiple biochemical signals from sensing and transduction events over
space and time, as shown schematically in Figure 9.2. It has also been postulated
that cytoskeletal filaments can directly transmit stresses to distant cytoskeletal
transduction sites [81, 82], which would involve additional distantmechanosensory
and transductional components. Even in those cases, the forces would be focused
on sites where primary transduction would occur.
Beyond the unfolding of stretched proteins, there are also other mechanisms in

place by which force can alter many biochemical activities (see Box 9.1). The specific
force-inducedchanges inmotorproteinvelocity can lead to stalling theirmovementor
buckling of their respective filaments [74, 83, 84]. Stretch-sensitive ion channels exist
where the membrane pressure can regulate the ion current [20, 85–87]. Finally, even
the lifetimeof thestrongestnoncovalentbonds that lastdaysunderequilibrium,break
downwithin secondsunder the tensile forcegeneratedby a singlekinesin [88, 89].Not
surprisingly, some adhesive bonds have evolved that are not weakened but are
strengthened by force; these are also referred to as �catch bonds� (as reviewed in
Refs [90–93]).However,mostof these force-regulatedprocessesdonothaveanevident
link to changes in cellular-level functions, or the links are currently not understood.
For example, motor protein velocity is not generally linked to mechanically induced
changes in cellular function, and neither are the ion currents that accompany the
stretch activation of ion channels. Thus, it is unclear whether observed mechano-
chemical responses are products of the primary transduction of mechanical

Box 9.1
Activities altered by force-induced structural alterations:

. Motor protein velocity

. Stretch-sensitive ion channels (bacteria, hearing, touch)

. Catch bonds (bacterial and lymphocyte rolling and firm adhesion)

. Outside-in cell signaling through stretch-induced alterations of ECM binding
sites

. Cytoskeletal protein stretching – phosphorylation by Tyr kinases of cryptic
tyrosine repeat domains.
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stimulation, or are just part of secondary downstream signaling cascades.
Electrophysiological measurements reveal that distinct types of ion channels are
mechanically activated [85, 87, 94, 95]; however, the biochemical consequences of
channel opening are currently unclear – as are the relationships to downstream
mechanoresponsive signaling pathways. Motor proteins will change the rate of
movement and ATP hydrolysis in response to load (for a review, see Ref. [96]);
however, themolecular pathway linkingmyosinmutations and cardiac hypertrophy is
very unclear [13, 97]. Although catch bonds have a very clear role in enabling cells to
adhere to surfaces under flow conditions, the link to subsequent infection or
extravasation has not been determined. In any of the systems that employ specific
mechanosensors, further investigations are required to determine whether – and/or
how – these are functionally linkedwith specific steps in the cellular functions that are
altered by mechanical force.
In the following section, which relates to mechanosensitive processes, we will

discuss a few selected proteins that are part of the physical network through which
force is transmitted bidirectionally from the cell exterior to the interior, and vice versa.
Attention is focused here on the primary changes that have been shown to produce
biochemical changes that lead in turn to general signals, although many more
possible mechanisms clearly exist.

9.4
Making the Very First Contacts

9.4.1
Molecular Players of Cell–Extracellular Matrix Junctions

Cellmotility is regulated by the polymerization of actinwhich drives the protrusion of
the leading edge of the cell. Cells use lamellipodia and filopodia to �feel� their
environment and to identify locations towhich they can adhere. Lamellipodia areflat,
thin extensions of the cell edge that are supported by branched actin networks, while
filopodia are finger-like extensions of the cell surface supported by parallel bundles of
actin filaments [98]. Both are involved in sensing the environment through cycles of
extension and retraction, in the attachment of particles for phagocytosis, in the
anchorage of cells on a substratum, and in the response to chemoattractants or other
guidance cues [99, 100]. When cells encounter a ligand bound to an extracellular
surface, the ligand might bind to a transmembrane protein and ultimately induce
coupling of the transmembrane protein to the cytoskeleton. Integrins are the key
transmembrane proteins that mediate cell matrix interactions. Some integrins can
recognize the tripeptide RGD, which is found for example in fibronectin, vitronectin
and other matrix molecules, while other integrins bind specifically to collagens and
laminins. Once a first bond (or set of bonds) is formed, a competition sets in between
the time taken for a bond to break again and the cellular processes that can stabilize an
early adhesion. The bond lifetime, however, is significantly decreased if a high tensile
force is applied to it [101]. For example, without force, fibronectin can bind to a5b1
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integrin for minutes before releasing, whereas a force of approximately 40 pN will
cause release in milliseconds [102, 103].
To illustrate some of the general concepts, rather than providing a detailed

literature review, we will now briefly describe one of the force-bearing junctions
that connects an ECM protein, via integrins, to the cytoskeleton (Figure 9.3).

9.4.1.1 Fibronectin
Fibronectin is a dimeric protein of more than 440 kDa (Figure 9.4), which is a
pervasive component of the ECM during development and within healing
wounds [24–26, 104, 105]. Fibronectin is composed of three types of repeating

Figure 9.4 Fibronectin�smajor binding sites and
an example of module unfolding under tensile
stress [269]. Fibronectins are dimeric molecules
composed of over 50 repeats of three different
b-sheet modules (FnI, FnII and FnIII). (a) One
monomer of as fibronectin found in blood
plasma. Fibronectin produced by cells may
contain additional alternatively spliced modules,
as indicated. Fibronectins contain a large
number of molecular recognition and cryptic
sites, including the cell-binding site RGD, which
is recognized by multiple integrins; the synergy
site PHSRN, which is recognized by a5b1 and
aIIbb3 integrins; the sequence IDAPS at the
FnIII13–14 junction in the heparin II binding
region of fibronectin, which also supports a4b1-
dependent cell adhesion; and the NGR motif in
FnI5, which is nonenzymatically converted to

isoDGR and can then bind the avb3 integrin
[249]. A similar, highly conserved NGR motif
occurs in FnI7, but has not been extensively
studied. The cryptic sites include various Fn self-
assembly sites, the exposure of which is needed
to induce fibronectin fibrillogenesis. Finally,
there are two cryptic, nondisulfide-bonded
cysteines on each monomer, in modules FnIII7
and FnIII15 which are utilized for site-specific
labeling studies by fluorescence resonance
energy transfer; (b) Tensile stress applied to Fn
fibers causes changes in the quaternary, tertiary
and secondary structure of Fn molecules. The
figure shows three FnIII modules with intact
secondary structure (upper) and with the partial
unfolding of onemodule due to increased tensile
stress (lower). (Reproduced with permission
from Ref. [269].)
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module, each of which has different structural folds, including 12 Fn type I domains,
two Fn type II domains, and 15–17 Fn type III domains per Fn monomer. Both, FnI
and FnII domains contain two intrachain disulfide bonds, while FnIII domains are
not stabilized by disulfides and are hence more susceptible to force-dependent
unfolding. Fibronectin displays a number of surface-exposed molecular recognition
sites for cells, including integrin binding sites such as theRGD loop, PHSRNsynergy
site andLDVsequence, aswell as binding sites for other ECMcomponents, including
collagen, heparin and fibrin. A number of cryptic binding sites and surface-exposed
binding sites have been proposed to be exposed or deactivated, respectively, as a result
of force-dependent conformational change (as reviewed in Ref. [26]). Interestingly, it
is not only fibronectin that contains these modules; in fact, approximately 1% of all
mammalian proteins contain FnIII domains that adopt a similar structural fold to the
FnIII domains in fibronectin [80].

9.4.1.2 Integrins
Integrins – themajor cellmatrix adhesins – are transmembrane dimers composed of
noncovalently bound a and b subunits which associate to form the extracellular,
ligand-binding head, followed by two multi-domain �legs�, two single-pass trans-
membrane helices and two short cytoplasmic tails (Figure 9.5). Although integrins
are not constitutively active, their activation is required to form a firm connection
with RGD–ligands. Conformational alterations at the ligand binding site of the
extracellular integrin head domains propagate all the way to the cytoplasmic integrin

Figure 9.5 The integrin receptor family. Integrins are ab
heterodimers whereby the eight a subunits can assort with 18 b
subunits to form 24 distinct integrins. Some integrins recognize
the RGD-ligand (blue), while others bind to collagens (orange) or
laminins (green), as further discussed in Refs [24, 31, 32].
(Adopted from Refs [31, 32].)
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tails, and vice versa, by not-yet understoodmechanisms (for reviews, see Refs [31, 32,
35, 106–108]). When a ligand binds to the integrin head, it becomes activated. The
activation involves a conformational change that propagates through the extracellular
integrin domains, finally forcing the crossed transmembrane helices of the integrin
a- and b-subunits to separate, thereby opening up binding sites on their cytoplasmic
tails. In contrast, if intracellular events force the crossed integrin tails to separate,
then a conformational change will propagate to the extracellular headpiece, thereby
priming the integrin head into the high-binding state, even in the absence of an
RGD–ligand. This bidirectional conformational coupling between the outside and
inside is remarkable, as the integrin molecule is approximately 28 nm long [35, 106–
108]. Integrins, however, can also be constitutively activated, for example in the
presence of Mn2þ ions, by point mutations and via activating monoclonal anti-
bodies [48, 49, 109–111]. Integrin-mediated adhesion often occurs under tensile
forces such as fluid flow or myosin-mediated contractions that cells exert to sample
the rigidity of their surroundings. In fact, a dynamic mechanism has recently been
proposed as to howmechanical forces can accelerate the activation of the RGD–inte-
grin complex [112].

9.4.1.3 Talin
Talin is a cytoplasmic protein that can not only activate integrins [113], but also
physically links integrins to the contractile cytoskeleton [114, 115], as depicted in
Figure 9.6. The talin head has binding sites for integrin b-tails [116], PIP kinase

Figure 9.6 Schematic diagram showing how talin anchors
integrins to an actin filament. The stretching and partially
unfolding of talin (blue) exposes the vinculin binding helices.
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g [117], focal adhesion kinase (FAK) [118], layilin [118] and actin [119] (see also
Figure 9.8 below). The 60 nm long talin rod is composed of bundles of amphipathic
a-helices [120, 121]. The talin rod contains up to 11 vinculin binding sites
(VBSs) [122], including five located within the helices H1–H12, residues
486–889. All of these five binding sites are buried inside helix bundles (native talin
shows a considerably lower affinity for vinculin compared to peptide fragments
isolated from talin). In addition to the VBSs, the talin rod has binding sites for
actin [123] and for integrins [124].

Figure 9.7 Scaffolding proteins that directly link
various integrins to actin. Talin, tensin, plectin,
filamin and a-actinin were reported to form a
single bridge between the various integrins and
actin [125–127, 334, 335]. Kindlin-3 was recently
added to this list [128], while ILK binds via the
formation of a ternary complex with PINCH and

parvin [201]. The b4 integrin has a highly
unique intracellular tail which contains
four FnIII modules. It can bind via plectin
not only to actin, but also intermediate
filaments and microtubules, as well as to
the nuclear membrane via nesprin-3 [131, 319,
336].
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Figure 9.8 Structural mechanism showing how
force alters the structure of the N-terminal talin
rod comprising helices H1 to H12. (a) Structure
of the a-helix bundle of talin, which includes five
of the vinculin-binding helices (bold ribbons,
namely H4, H6, H9, H11 and H12; (b) The
vinculin-binding helices H4 (also referred to as
(VBS1)) and H11 in complex with the vinculin
head [149] (PDB 1SYQ). Themolecular surface is
presented in gray; (c) Steeredmolecular dynamic
simulation of the force-induced exposure of the
viculin-binding helices to water and the
concomitant structural changes shown in (d).
Change in the buried surface area of the viculin-
binding helices during equilibration and when

extended under 300 pN force. The buried areas
are shown normalized to the average buried area
obtained during equilibration. The respective
points of �activation� – that is, when the buried
areas of helices H6, H9, H11 and H12 – in talin
equal the experimentally found buried areas of
isolated talin helices in complex with the vinculin
head, are given as blue asterisks in (c). For H6
and H9, the buried area determined for the
H11–vinculin complex is used as a reference
because there is no available structure of those
helices in complex with vinculin. The buried area
of H4 was higher than the buried area of the
VH–H4complex for thewhole simulationperiod.
For more detailed information, see Ref. [150].
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9.4.1.4 Other Scaffolding Proteins that Provide a Linkage Between
Integrins and F-Actin
Thephysical linkage between integrins and actin canbe formed independently byfive
cytosolic proteins (Figure 9.7). Talin, tensin, plectin, filamin and a-actinin were
reported to form a single bridge between the various integrins and actin [125–127],
and kindlin-3 was recently added to this list [128]. Talin binds the integrins beta 1, 2, 3
and 5, and weakly to 7 [113]. Tensin and filamin bind to integrins via the same NPxY
motif that is recognized by talin [129, 130]. Plectin binds to the laminin-binding
integrin b4 [131], and a-actinin binds to b1 and b3 [132, 133]. In addition to integrins,
there are ten other membrane-bound adhesion-receptor proteins which bind
to either integrins and/or to other adhesion-plaque proteins. Recent data have
suggested that certain receptors, for example syndecan [134], can synergize with
integrins in adhesion formation [126, 127].

9.4.1.5 Cell Cytoskeleton
Cell–substrate and cell–cell forces are balanced by their interaction partners, except in
the case of endothelial cells that experience high fluid flow rates. Thus, the cell
cytoskeletonmust transmit force across the cell to other sites. This has been observed
in the studies of magnetic beads as the propagation of forces to distant substrate
sites [135]. There aremany ramifications of force propagation in that the cytoskeleton
is constantly under tension. Although some of the contractile tension of the
cytoskeleton is counterbalanced by the pressure in the cytoplasm, in most cases
the intracellular pressure is relatively small (ca. 20N perm2) [136]. Themajority of the
tension is exerted on the actin cytoskeleton, however, we do not yet understand how
the spatial distribution of force-bearing adhesions is determined.

9.5
Force-Upregulated Maturation of Early Cell–Matrix Adhesions

9.5.1
Protein Stretching Plays a Central Role

When the integrins latch on to their binding sites in the ECM, the cells apply force to
these newly formed adhesion sites, ultimately promoting a rapid bond reinforcement
through molecular recruitment. Such recruitment must occur within the lifetime of
the initially labile adhesion bond. Key to the reinforcement is integrin clustering,
followed or paralleled by protein recruitment [125, 137–139]. At least three integrins
are needed to form an adhesion [140], and cells show a delayed spreading if the
integrins are not sufficiently close [141]. The maturation of adhesion sites seems to
involve the stretching and unfolding of proteins, since proteins that are part of such
force-bearing linkages might change their structure and, therefore, also their
function. One protein which is stretched early in the adhesion process is talin,
which links integrins to the cytoskeleton. One of themany proteins that are recruited
to newly formed adhesions is vinculin.
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9.5.1.1 Vinculin is Recruited to Stretched Talin in a Force-dependent Manner
Upon cell adhesion, talin rapidly accumulates in focal contacts prior to vinculin
recruitment [142]. In caseswhere integrin activation occurswithout the application of
force, and is thus not part of a force-bearing protein network [139], other adhesion
proteins are not recruited. Indeed, the recruitment of vinculin to cell adhesion sites
has been shown to be force-dependent [62–64] and to correlate with adhesion
strengthening [143] and reduced focal adhesion turnover [144]. Even if not directly
shown, this suggested that vinculin recruitment to focal adhesions is upregulated by
force [62–64, 145, 146].
Since talin�s vinculin-binding helices are buried in its native structure (Figure 9.8b),

howmight tensile mechanical forces activate them? Some key experimental observa-
tions [147–149], together with computational simulations [150] that provided
high-resolution structural insights into the force-induced unfolding process of the
N-terminal helix bundle of the talin rod which contains five of the vinculin binding
sites, suggest the following model of activation.
As the vinculinhead consisting of helix bundle is thermodynamically stabilized if it

can recruit one additional helix, the vinculin head forms an auto-inhibited complex
with its tail domain under equilibrium conditions [151] [PDB: 1TR2]. Instead of
binding to itself, thehead domain of vinculin can also be stabilized by recruiting other
amphipathic helices. For example, isolated vinculin-binding helices of talin can
activate vinculin by binding to the vinculin head if added to solution [147, 148, 152,
153]. The release of auto-inhibition is also needed to increase its affinity for
actin [154].
Important for the force-activated mechanism is the fact that a larger hydrophobic

surface area of talin�s vinculin-binding helices can be shielded if they bury them-
selves in the talin rod rather than in complex with the vinculin head (Figure 9.8c).
When mechanically strained, the tightly packed helix bundle of the talin rod breaks
into fragments (Figure 9.8d), thereby gradually exposing the buried surface area of
the vinculin-binding helices [150]. Once the buried surface area of the vinculin-
binding helices in strained talin falls below that shielded if in complex with the
vinculin head, the vinculin-binding helices can spontaneously switch their associa-
tion, breaking off from the strained talin and associatingwith vinculin; this process is
referred to as the helix swapmechanism [150]. It was suggested that a vinculin-binding
helix would become �activated� if the buried surface area in mechanically strained
talin were to fall below the buried surface area if in complex with vinculin
(Figure 9.8c). Vinculin recruitment to talin thus initially increases if talin is
incorporated into a force-bearing network formed when a cell adheres to a surface
or matrix fibrils [150]. However, as each of the vinculin binding helices is exposed to
water at a different time point in the unfolding pathway of the talin (Figure 9.8c), talin
can recruit vinculin in a graded response that is upregulated by force. As vinculin can
bridge talin and actin, it may reinforce the talin–actin linkage that has been shown
previously to be a rather weak bond, breaking at a force of 2 pN [115].
The mechanism described here might not be unique to the talin–vinculin bond,

but may be more widespread among other intracellular proteins composed of
a-helical bundles. First, when a force breaks away an amphipathic helix from a
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larger bundle, itmight be stabilized by insertion into either the hydrophilic pockets of
other proteins or even into the lipid bilayer [148]. Alternatively, other proteins that
form helix bundles might also bind vinculin in a force-regulated manner. For
example,a-actinin also has a vinculin-binding helix that can form a similar structural
complex with vinculin [152, 153, 155, 156]. Similarly to talin, the VBS in a-actinin is
buried in the native structure. Identifying the repertoire of mechanisms by which
forces can upregulate adhesive interactions has led to the recent discovery of catch
bonds, where a receptor–ligand interaction is enhanced when tensile mechanical
force is applied between a receptor and its ligand (for reviews, see Refs [90, 93]). In
contrast, the force-activated helix-swapping mechanism proposed here requires that
the force is applied to just one of the binding partners, thereby activating bond
formation with a free ligand. Also in contrast to catch bonds, the ligand need not
necessarily form part of the force-bearing protein network at the time the switch is
initiated. Thus, while force-induced helix swapping primarily upregulates the bond-
formation rate, the catch bond mechanism primarily extends the lifetime of an
already existing complex under tension.

9.6
Cell Signaling by Force-Upregulated Phosphorylation of Stretched Proteins

9.6.1
Phosphorylation is Central to Regulating Cell Phenotypes

While bond reinforcement is crucial for the cell to develop a stable adhesion site, the
subsequent transformation ofmechanical stimuli into biochemical signals is needed
to alter cell behavior. But, whichmolecules act as themajor mechanochemical signal
converters? Although any experimental demonstration of the stretch-dependence of
binding to the cytoskeleton had long been missing, there has always been some
concern that the opening of stretch-activated ion channels was the cause of mechan-
osensation. By using matrix-attached, detergent-extracted cell cytoskeletons, it could

Figure 9.9 Stretch of cytoskeletons activates
adhesion protein binding and tyrosine
phosphorylation. (a) Diagram of protocol for
stretch-dependent binding of cytoplasmic
proteins to Triton X-100-insoluble
cytoskeletons. L-929 cells were cultured on a
collagen-coated silicone substrate, and
cytoskeletons prepared by treating with 0.25%
Triton X-100/ISO buffer for 2min. Triton X-100-
insoluble cytoskeletons were either left
unstretched or stretched (or relaxed from
prestretch) with ISO after washing three times.
The ISO buffer was replaced with the
cytoplasmic lysate solution, incubated for 2min
at room temperature, and washed four times

with ISO (b) Tyrosine phosphorylation of many
proteins increases upon cytoskeleton stretch.
Detergent-extracted cell cytoskeletons showed
dramatic increases in phosphotyrosine levels in
many different proteins upon stretch. Because
soluble kinases have been extracted, it is
believed that much of the increased
phosphorylation is due to stretch of substrate
proteins, such as p130Cas. Thus, it appears that
there are many additional proteins that could be
involved in sensing stretch of cytoskeletally
attached components. (Reproduced from
Ref. [160]); (c) Focal contact proteins bind
preferentially to stretched cytoskeletons.
Western blots of focal contact proteins bound

"
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to unstretched and stretched cytoskeletons.
L-929 cytoplasmic proteins tagged with a
photocleavable biotin (NHS-PC-LC-biotin) were
added to Triton X-100-insoluble cytoskeletons
of L-929 cells on a stretchable silicone
dish [158], and cytoskeletons were stretched or
left unstretched (see Figure 9.1). After washing,
the bound cytoplasmic proteins were eluted
with 1ml 1M NaCl in HYPO buffer, precipitated
with avidin beads (immobilized neutravidin;
Pierce Chemical Co.) after sevenfold dilution
with HYPO buffer, and released from the bead
complex by irradiation with 302 nm UV light
(10min). After photocleavage, proteins were
eluted with 120ml HYPO buffer, and 40ml of the
sample was subjected to 10% SDS–PAGE
followed by immunoblotting with antibodies to
paxillin, FAK, p130Cas, PKB/Akt (Transduction
Laboratories), vinculin (Upstate Biotechnology)

or actin (Santa Cruz Biotechnology). Scale
bar¼ 10mm; (d) 2-D gels of biotinylated
proteins that were bound to stretched or relaxed
cytoskeletons. The complex of the cytoskeleton
with the biotinylated cytoplasmic proteins
was solubilized with 1ml of rehydration buffer
(8M urea, 2% CHAPS, 20mM DTT, 0.5% IPG
buffer) for isoelectric focusing (the first
dimension of 2-D gel electrophoresis).
Immobiline dry strip (pH 4–7; Amersham
Pharmacia Biotech) was rehydrated with 350ml
of each sample and subjected to isoelectric
focusing followed by SDS–PAGE. Biotinylated
cytoplasmic proteins in 2-D gels were visualized
with affinity blotting using horseradish
peroxidase-conjugated streptavidin.
Arrowheads mark the spots that were found
specifically in Stretched or Relaxed samples.
(Reproduced from Ref. [71].)
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be shown that different sets of cytoplasmic proteins would bind to cytoskeletons,
depending on the extension status (relaxed or stretched) of the cytoskeletons
(Figure 9.9), and that binding of the focal adhesion proteins, paxillin, FAK and
p130Cas to the cytoskeletons was increased by cytoskeleton stretching [71]. Any
increased binding of the cytoplasmic proteins to stretched cytoskeletons would most
likely result from the exposure of cryptic binding sites in the cytoskeleton. Whilst it
was shown that the binding of another focal adhesion protein – vinculin – remained
unchanged in L-929 cells on collagen [71], the force-dependent assembly of vinculin
at fibronectin adhesion sites has been reported in other cells [58, 63]. Any specificity
derived from the cell type and the substrate to which the cells adhere (including the
ECM) appears to account for this discrepancy. In particular, there were no changes in
the binding of vinculin to collagen adhesions in intact L-929 cells upon stretching.
Subsequent analyses of the range of proteins that were bound to stretched cytoske-
letons indicated that both heat-shock proteins and normal focal adhesion proteins
would bind to cytoskeletons upon stretching. Both, heat-shock and adhesion stress
signals could result from stretch, although the primary signal in the cellular
environment is not clear.

9.6.1.1 Stretch-Dependent Binding of Some Cytoplasmic Proteins to Cytoskeletons
Stretch-specific binding studies (Figure 9.9d) indicate that some cytoplasmic pro-
teinswill be released fromcytoskeletons upon stretching. For example, the binding of
actin in a cytoplasmic extract to cytoskeletons was decreased upon cytoskeleton
stretching [71]. It is likely that the increase in actin binding to triton (Triton-X-treated)
cytoskeletons upon relaxation from a prestressed state is the result of an increase in
actin filament assembly (Figure 9.9c), since in intact cells there is an increase in
assembly upon relaxation – in that the cell edge becomes very active when a
prestretched substrate is relaxed [157]. This indicates that some of the cellular
enzyme pathways can be mechanically activated by relaxation, and that some of the
binding to the cytoskeletons could result from the activation of enzyme pathways. In
addition, cell relaxation-dependent signal activation was observed for Ras [158].
Alternatively, relaxation could enable the refolding of cytoskeletal proteins so that
new binding sites would be formed. The binding of cytoplasmic proteins to
cytoskeletons could then occur through the relaxation and refolding of cytoskeletal
elements. In any case, the cyclic stretching and relaxation of cytoskeletons could play
a significant role in controlling the local binding and release of cytoplasmic proteins
to the cytoskeletons (Figure 9.9d). The cytoskeleton could thus act as a reservoir such
that the mechanical strain would regulate the relative local concentrations of free
proteins. This should have an additional impact on biochemical mechanotransduc-
tion processes.
Another class of proteins are the scaffolding proteins (p130Cas and other candidates

that increase in phosphorylation upon cell stretching). These are able to associate
with multiple cytoskeletal or signaling complexes through their N- and C-terminal
ends, and have multiple phosphorylation sites in a central region (Figure 9.10). The
scaffolding proteins appear to havemore complex signaling roles, since both of their
binding partners and the degree of stretching can change in response to hormone or
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other signaling pathways. The phosphorylation of Cas requires both an active Src or
Abl family kinase, as well asmechanical unfolding of Cas. The phosphotyrosine sites
recruit other signaling molecules such as Crk that initiate signaling cascades. The
primary transduction event is complicated, however, because the kinase activation
step may occur through a force-activated pathway such as a receptor-like protein
tyrosine phosphatase or through a hormone receptor. Consequently, primary and
secondary force-sensing distinctions can become blurred and involve extrapolation
from only a couple of incomplete examples (these are mentioned here only to
stimulate further thought on these important mechanotransduction pathways).

9.6.1.2 Tyrosine Phosphorylation as a General Mechanism of Force Sensing
The reversible phosphorylation of intracellular proteins catalyzed by a multitude of
protein kinases and phosphatases is central to cell signaling. The recently described
phenomenon of substrate priming or stretch-activation of a tyrosine kinase substrate
appears to be a major mechanism of force transduction [51]. Anti-phosphotyrosine
immunostaining of individual fibroblasts has revealed that tyrosine-phosphorylated
proteins are predominantly located at focal adhesions [159–161], where cell-
generated forces are concentrated. Furthermore, an adhesion- or stretch-dependent
enhancement of tyrosine phosphorylation was observed in many tyrosine phosphor-
ylation sites in T cells [162], fibroblasts (Figure 9.9b) [160, 161] and epithelial cells
(Y. Sawada, unpublished observations). In addition, receptor tyrosine kinases have
been reported to be tyrosine phosphorylated (i.e. activated) by mechanical stimula-
tion in a ligand-independentmanner [163, 164]. These findings indicate that tyrosine
phosphorylation plays a general role in adhesion and force-sensing [126, 127]. Due to
their hydrophobic character, phosphorylatable tyrosines are typically �buried� by
intramolecular interactions under equilibrium conditions. When such proteins are
subjected to stress, however, the buried tyrosines may be exposed, thus enabling
them to become phosphorylated. Tyrosine-phosphorylatable proteins also very often
carry more than one tyrosine that can be phosphorylated, as does Cas. Multiple
repeats of structurally homologous domains are characteristic of many proteins with
mechanical functions [26]. Progressive stretching of themolecule can then affect one
domain after the other, thus gradually upregulating the response [51]. These
observations indicate that substrate priming is a common mechanism for the
regulation of tyrosine phosphorylation. As tyrosine phosphorylation appears to be
generally involved in force-response (asmentioned above), substrate priming ismost
likely a universal mechanism of force sensing.
With regards to the force available for stretching molecules in the adhesion

complex, the force exerted on one integrinmolecule in the adhesion site is estimated
to be on the order of 1 pN [58]; this is lower than the forces that allow refolding of
many proteins in atomic force microscopy (AFM) experiments [165]. Consistently,
the stretching of CasSD (p130Cas substrate domain, the central portion that
contains 15 YXXP motifs and is phosphorylated upon stretch) by using AFM gave
the appearance of stretching a random coil without any distinct barriers to
unfolding (Y. Sawada, J.M. Fernandez and M.P. Sheetz, unpublished observations),
suggesting that the Cas substrate domain could be extended by forces below
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the detection limit of AFM (�10 pN). Further, it was observed that CasSD was
significantly phosphorylated by Src-kinase with longer incubation times in vitro, and
that the stretch-dependent enhancement of in vitro CasSD-phosphorylation (i.e. fold
phosphorylation of stretched/unstretched) is attenuated in longer incubations with
Src-kinase (Y. Sawada and M.P. Sheetz, unpublished observations). This indicated
that thermal fluctuations of the Cas substrate domain were sufficient to expose
tyrosine phosphorylation sites buried in the domain, and raises the possibility that
proteins that bind to the native substrate domain like zyxin could stabilize it and
inhibit phosphorylation. Thus, the unfolding of p130Cas and its phosphorylation
appear to occur at very low applied forces, although the phosphatases that bind to
p130Cas could rapidly remove the phosphates.
Finally, tyrosine phosphorylation of the adaptor protein, paxillin, functions as a

major switch, regulating the adhesive phenotype of cells [126, 127]. Paxillin, which
has binding sites for vinculin and p130cas, can be phosphorylated by tyrosine kinases
(including FAK and ABL) and dephosphorylated by the phosphatase Shp2 [126, 127].
Whilst phosphorylated paxillin enhanced lamellipodial protrusions, nonphosphory-
lated paxillin is essential for fibrillar adhesion formation and for fibronectin fibrillo-
genesis. The modulation of tyrosine phosphorylation of paxillin thus regulates
both the assembly and turnover of adhesion sites. Whilst the method by which
force regulates paxillin recruitment and phosphorylation remains unknown,

Figure 9.10 Mechanotransduction at focal
adhesions through the stretch-dependent
phosphorylation of p130cas. The domain
structure of the p130CAS molecule is shown
(top), before and after stretching. The domains
include (from left to right): Src homology 3 (SH3)
domain; the proline-rich region (PR); the
substrate domain (SD); the serine-rich region
(SR), the Src-binding domain (SB); and the C-

terminal region. The extension of the substrate
domain following stretching and subsequent
tyrosine phosphorylation (PY) are indicated.
p130Cas and its molecular binding partners are
depicted (bottom), including adaptor
(�scaffolding�) molecules, tyrosine kinases, a
serine/threonine kinase, GEFs and tyrosine
phosphatases. (Reproduced with permission
from Ref. [337].)
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enzymatic activities appeared to be unnecessary for the reversible, stretch-dependent
binding of paxillin as the removal ofATPand inhibition of phosphatases didnot block
paxillin (Figure 9.9c) binding and release from stretched and relaxed cytoskeletons,
respectively [71].
Other intracellular proteins have also been shown to be structurally altered by

tensile forces. Some proteins (including nonmuscle myosin IIA, vimentin and
spectrin), whenmechanically stretchedwithin a living cell [52], expose free cysteines,
the functional significance of which is not yet known. Yet, key to all of these
mechanisms – from force-induced exposure of otherwise buried residues to helix
swapping – is that force induces a structural alteration that allows another protein to
bind only if the binding partner is mechanically strained.

9.7
Dynamic Interplay between the Assembly and Disassembly of Adhesion Sites

9.7.1
Molecular Players of the Adhesome

It is essential that cells are able constantly to sense their environment and respond
to alterations in mechanical parameters. Thus, while one set of cues andmolecular
players is required that will promote and drive the assembly of an adhesion
complex, another set is responsible for regulating their disassembly. Cell adhesion
to the ECM triggers the formation of integrin-mediated contacts and ultimately the
reorganization of the actin cytoskeleton. The formation of matrix adhesions is a
hierarchical process, consisting of several sequential molecular events during
maturation (for reviews, see Refs [24, 125, 166–170]). The very first contacts are
formed bymatrix-specific integrins, and this leads to the immediate recruitment of
talin and of phosphorylated paxilin [171]. This event of building the first integrin
connection with actin filaments is followed by FAK activation and the force-
sensitive recruitment of vinculin [58, 172–174] and the recruitment of a-actinin
(a-actinin crosslinks actin filaments). Vinculin has binding sites for vasodilator-
stimulated phosphoprotein (VASP) [175] and FAK [176], both of which coregulate
actin assembly (via recruitment of profilin/G-actin complex to talin as well as Arp2/
3, respectively). pp125FAK also functions as a key regulator of fibronectin receptor-
stimulated cell migration events through the recruitment of both SH2 and SH3
domain-containing signaling proteins to sites of integrin receptor clustering [177,
178]. While the adhesions mature further, zyxin and tensin are recruited [167],
and zyxin upregulates actin polymerization [179, 180]. The transition from
paxillin-rich focal complexes to definitive, zyxin-containing focal adhesions, takes
place only after the leading edge stops advancing or retracts [181]. A decrease in
cellular traction forces on focal adhesions then leads to an increased off-rate for
zyxin [182].
Tensin plays a central role in fibronectin fibrillogenesis which is upregulated

by enhanced cell contractility [183]. As with talin, tensin binds to the NPxY
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motif of the cytoplasmic b-integrin tails. Fibronectin fibrillogenesis sets in when
fibronectin-bound a5b1 integrins coupled via tensin to actin filaments are pulled out
of the focal adhesions to form fibrillar adhesions [184] (Figure 9.11). a5b1 integrins
translocate along actin fibers, while the other integrins stay back in the adhesion
contacts. Fibrillar adhesions translocate centripetally at amean rate of 18mmperhour
in an actomyosin-dependent manner [56], and evidence is mounting that the
stretching of fibronectin induces its polymerization into fibers [69, 70, 185–187].
While phosphorylation of theNPxY tyrosine disrupts talin binding, it has a negligible
effect on tensin binding. This suggests that the tyrosine phosphorylation of integrins,
which occurs during the maturation of focal adhesions, could act as a switch to
promote the formation of fibrillar adhesions [130]. Tyrosine phosphorylation of
paxillin regulates both the assembly and turnover of adhesion sites. Moreover,
phosphorylated paxillin enhanced lamellipodial protrusions, whereas nonpho-
sphorylated paxillin was essential for fibrillar adhesion formation and for fibronectin
fibrillogenesis [126, 127].
The question is, therefore, how are all these processes linked to cell contractility?

Rho family GTPases, the major substrates of which are myosin light chain and
myosin phosphatase, upregulate myosin activity [15, 188–191], and thus play
central roles in integrin signaling [192]. RhoA in particular has been linked
with upregulated fibronectin fibrillogenesis [193, 194]. In this context, it is important
to note that it is not the intracellular but the extracellular domain of integrin
b1 that controls RhoA activity [194, 195], potentially via its colocalization with
syndecan-4 [134].

Figure 9.11 Sequential steps in the formation of
fibrillar adhesions and fibronectin fibrillogenesis.
(a) Time sequence of fibronectin fibril assembly
for fibroblasts seeded on fibronectin-coated
glass surfaces. (From Ref. [69].) The cells
harvested photolabeled plasma fibronectin from
solution and incorporated it into newly formed

fibers (green). The autofluorescence of the cell
bodies is shown in red; (b) Proposedmechanism
by which fibronectin-bound integrins translocate
out of the focal adhesion sites to form elongated
fibrillar adhesions. This process is thought to
initiate fibronectin fibrillogenesis. (Adopted
from Ref. [167]).
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The formation of such adhesions depends on actomyosin contractility, matrix
rigidity [58, 62, 196–198], and the spacing of the integrin ligands on the surface to
which the cell adheres [140, 141]. Rigidity sensing ismediated through amechanism
which is further discussed below, where the receptor-like tyrosine phosphatase alpha
(RPTPalpha) colocalizes withav-integrins at the leading edge of the cell and regulates
the activation of Src family kinases [173, 174]. Src family kinases, particularly
Fyn, phosphorylate p130Cas in a force-dependent manner [197]; thus, actomyosin
contractility enables bothfibronectinfibrillogenesis and rigidity sensing. Fibronectin
fibrillogenesis, however, occurs viaa5b1 integrins, while rigidity sensing ismediated
by av-integrins.
Finally, microfilament and microtubule networks are significantly reorganized by

cyclic stretching, and the cytoskeletal reorganization plays an important role in
stretch-induced gene transfer and expression [199]. Integrin-linked kinase (ILK)
activity thereby plays an important role in Rac- and Cdc42-mediated actin cytoskele-
ton reorganization and gene transcription [200, 201]. ILK is a component in focal
adhesions that interacts with the cytoplasmic domains of integrins, recruits adaptor
proteins that link integrins to the actin cytoskeleton, and phosphorylates the serine/
threonine kinases PKB/Akt and GSK-3beta [202]. Finally, the disassembly of adhe-
sion sites is critical, especially at the rear of the cell to enable its forward locomo-
tion [166, 203–205].
The fine-tuning of cell adhesion and detachment, however, requires far more

proteins than the few discussed so far. The �integrin adhesome� consists of a complex
network of 156 so-far identified components that are linked inmodular complexes and
are modified by 690 interactions that have been identified to date [126, 127]. Three
major protein families comprise the physical framework of the adhesome, the
membrane-anchored adhesion receptors, adaptor or scaffolding proteins, and actin
regulators (Figure 9.12). The remaining families consist of mostly enzymes that have
roles in regulating the assembly and turnover of the adhesion sites, aswell as signaling
from the adhesion site into the cell [126, 127]. There are two proteolytic systems
associated with the adhesome (ubiquitin E3 ligase protein (Cbl) and calpain), each
acting on multiple substrates. Cbl is regulated by tyrosine kinases, and calpain by
serine/threonine kinases [126, 127]. Calpain also degrades two tyrosine phosphatases
– one of these, shp1, is a regulator of Cbl. Cbl is activated by tyrosine phosphorylation,
whilst through its E3-ligase activity it downregulates tyrosine kinase signaling and
promotes the proteasomal degradation of integrins [126, 127]. This regulation of
binding interactions is very important. Anchoring of adhesion components through
multiple linksmight suggest a robust scaffold structure. In contrast, itmust be ahighly
dynamic, regulated structure that needs to respond to external stimuli and to support
morphogenesis and cell migration [126, 127].
Several functional �subnets� are involved in switching on or off many of the

molecular interactions within the network, consequently affecting cell adhesion,
migration and cytoskeletal organization. An examination of the adhesome network
motifs reveals a relatively small number of key motifs, dominated by three-compo-
nent complexes in which a scaffolding molecule recruits both a signaling molecule
and its downstream target [126, 127]. The authors estimate that more than half of
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the links interconnecting different adhesome components can be switched on or off
by signaling elements. There are several types of regulated interaction switches,
including conformational switches, GTPase switches, lipid switches, proteolytic
switches and PY–SH2 switches [126, 127].

Figure 9.12 Interactions between all intrinsic
components of the adhesome and a grouped
list of the associated components [126, 127].
Black lines with full circles at their ends
denote nondirectional binding interactions;
blue arrows represent directional inhibition
(e.g. dephosphorylation, G-protein inactivation,
proteolysis); red arrows represent directional

activation (e.g. phosphorylation, G-protein
activation) interactions. The nodes are
shape- and color-coded according to the
function of the proteins. Intrinsic components
are surrounded by a black frame and
associated components by a gray frame.
(Reproduced with permission from Refs [126,
127].)
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9.8
Forces that Cells Apply to Mature Cell–Matrix and Cell–Cell Junctions

9.8.1
Insights Obtained from Micro- and Nanofabricated Tools

Major experimental tools were developed to probe, with high spatial and temporal
resolution, the forces that cells apply to two-dimensional (2-D) surfaces [58, 59, 206–
212]. For example, the deflection of microfabricated pillars makes it possible to
observe the complete spatial pattern of actin–myosin-driven traction forces applied to
the substrate, as shown in Figure 9.13 [59]. This and other tools enable research
groups to determine how the linkage between the ECM and the cytoskeleton is
stabilized by mechanical force [62, 115, 173, 174, 213–221].
If the force that cells apply to a newly formed junction is too high, the junction will

break instantaneously. Thus, the generation and sensing of force is critical for the
correct formation of the organism and functions of its tissues. First, however, we
should define what is meant by the basic physical parameters of stress and strain in
the cellular context, since the anchoring of a cell to an environment is critical for its
survival. If firmly anchored to the ECM, the integrins couple the matrix to the
contractilemachinery of the cell; in this way themajor cellular forces are generated by
myosin II filaments pulling on actin in early spreading cells [222]. While the level of
force orthogonal to the membrane plane that can be supported by the fluid lipid

Figure 9.13 Measurement of contractile forces
that cells apply to substrates [59]. (a) Cell culture
on arrays of polydimethylsiloxane (PDMS) posts
covered with fibronectin (as produced by
microcontact printing); (b) Confocal images of
immunofluorescence staining of a smooth
muscle cell on posts. Cells deflected posts
maximally during the 1–2 h period after plating,
andwere fully spread after 2 h. Scale bars indicate
10mm. The positions of the tips of the postswere
used to calculate the force exerted by cells (white

arrows). The lengths of arrows indicate the
magnitude of the calculated force (top right
arrow indicates 50 nN); (c) Plot of the force
generated on each post as a function of total area
of focal adhesion staining per post. Each point
represents the force and area of vinculin staining
associated with each post; focal adhesions from
five cellswere analyzed. The shaded region (blue)
indicates the adhesions smaller than 1mm2

(inset). (Reproduced with permission from
Ref. [59].)
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membrane alone is quite small (typically 10–20 pN for a circular area of 100 nm
diameter; i.e. a membrane tether) for mammalian cells [223], the plasmamembrane
is supported by internal and external filamentous proteins that have links to the
cytoskeleton. As discussed above,mechanical reinforcement of the very first contacts
that a cell forms with the ECM is thus essential. When the adhesions have matured,
they can typically withstand forces of a few nN per square micrometer (see
Figure 9.13). Tensile forces are then transmitted to the cytoskeleton network in the
cell, which can disseminate the force tomany or a few sites, even on the opposite side
of the cell [224].Major cellular forces are generated bymyosin II filaments pulling on
actin throughout the cytoskeleton in early spreading cells, and in the periphery of
epithelial cells, particularly around damaged areas in the tissue [160]. In mature
epithelial cells, networks of intermediate filaments are generated that bear much of
the force when the tissues are stretched.
Far more is currently known about the mechanical characteristics of cell–ECM

contacts than about themechanical properties of cell–cell contacts [21, 126, 127, 225].
The formation of tight cell–cell junctions, however, is critical formany developmental
processes such as formation of the gut, kidney, breast and many other epithelial
tissues, and is mediated by homologous cadherin–cadherin bonds [22]. These bonds
must be dynamic because there are movements of cells relative to each other in
epithelial monolayers [23, 226]. Further, when a cell dies, its neighbors rapidly close
the gap by first forming an actomyosin collar around the hole; the collar then
contracts to cover the hole [160]. Similarly, in the process of convergent extension
during embryogenesis, cells converge along one axiswhile being able tomove relative
to one another. This is the major morphological movement responsible for organiz-
ing the spinal cord axis [227]. Many of the important morphological changes in
development involve the contraction of epithelial cells, from the early formation of
the gut to the later formation of kidney tubules. In all cases, there is evidence that
although the individual cells can move independently, the whole tissue still acts as a
unit to undergo a coordinated morphological change. The molecular basis of the
mechanical coordination in epithelial or endothelial cell monolayers is not known,
but the precision ofmovement implies that a rapid feedbackmechanism is present. It
is thus very interesting to note that when force-sensingmicropillars were coated with
cadherins rather than with fibronectin, the mechanical stresses transduced through
cadherin-adhesions were of the same order of magnitude as those previously
characterized for focal adhesions on fibronectin [225]. So, the question is, what is
the relative importance of cell–cell and cell–matrix contacts in different tissues on
transducing mechanical stimuli into altering the downstream behavior? In both
tissue types, cell–cell interactions predominate. Endothelial cells require cell–cell
contacts, while vascular endothelial cells utilize cadherin engagement to transduce
stretch into proliferative signals [15]. Hence, stretch stimulated Rac1 activity in
endothelial cells, whereas RhoA was activated by stretch in smooth muscle cells.
Finally, tissue remodeling often reflects alterations in local mechanical conditions

that result in an integrated response among the different cell types that share – and
thus cooperativelymanage – the surrounding ECMand its remodeling. The question
therefore is whether mechanical stresses can be communicated between different
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cell types to synergize a matrix remodeling response. When normal stresses were
imposed on bronchial epithelial cells in the presence of unstimulated lung fibro-
blasts, it could be shown thatmechanical stresses can be communicated fromstressed
to unstressed cells to elicit a remodeling response. Thus, the integrated response of
two cocultured cell types to mechanical stress mimics the key features of airways
remodeling as seen in asthma: namely, an increase in production of fibronectin,
collagen types III and V and matrix metalloproteinase type 9 (MMP-9) [228].

9.9
Sensing Matrix Rigidity

9.9.1
Reciprocity of the Physical Aspects of the Extracellular Matrix and Intracellular Events

As long as the cell–matrix and cell–cell linkages hold tight, intracellularmotile activity
will interrogate the matrix, and the subsequent cellular activity will depend on the
physical properties of the extracellular fibrillar network, and vice versa. The interro-
gation involves a mechanical testing of the rigidity as well as the geometry of the
environment through the normal cell motility processes (Box 9.2). When the rigidity
is determined, the cell will respond appropriately. For example, the extracellular
network structure is remodeled if it is of the same or a softer compliance than the
intracellular network [18]. Rigidity is an important part of the environment of a cell,
and different tissues have different rigidities as well as different levels of activity
(this point will be discussed later). There is considerable interest in learning how this
is achieved at a molecular level.
A number of reports have indicated that matrix rigidity is a critical factor

regulating fundamental cell processes, including differentiation and growth.
Discher�s group recently showed that the differentiation of mesenchymal stem
cells is heavily dependent on the rigidity of thematrix towhich cells adhere [19]. The
group reported that mesenchymal stem cells preferentially become neurogenic on
soft substrates, while they preferentially commit to myogenic and osteogenic
differentiation on intermediate and rigid substrates, respectively. The cellular
response to rigidity has been seen at the time scale of seconds for submicron
latex beads [213] and during cell spreading [229]. Fibroblast migration toward rigid
substrates indicates further that the process has important ramifications for in vivo
motile activities [230]. From the signal transduction point of view, these observa-
tions indicate that the sensing of different rigidities can be very rapid andmay have
profound effects on cell function at a variety of levels. Rigidity is a rather
complicated parameter for the cell to sense because measurements of both force
and displacementmust be combined. In order for a cell to sensematrix rigidity, the
cellmust actively pull on thematrix; thus, the cellmust actively test the rigidity of its
environment. As a corollary, the cell in an inactive state will not be able to develop a
rigidity response. Although these statements apply for single cells in vitro, the
situation ismore complicated in a tissue environment where neighboring cells and
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Box 9.2
Cell Forces

. Tensile Forces: As the cytoskeleton of the cell is generally contractile, the
transmembrane forces on cells are primarily tensile. Large forces in the move-
ment of organisms or tissues are typically generated by linkages from the
cytoskeleton to the ECM or neighboring cells through integrins or cadherins,
respectively. In contrast, the lipid bilayer of the plasmamembrane is fluid and
can be distorted with relative ease. Forces are exerted typically on noncovalent
protein–protein bonds (one exception is the transglutaminase linkage of
lysines to glutamines on collagen or fibrin). Typical protein–protein bonds
can sustain about 1 pN per bond (e.g. 1 pN per integrin–fibronectin bond in
living tissue, where the bond holds for a matter of seconds). Although those
forces seem low, they need to bemaintained for long periods, and even the very
high-affinity avidin–biotin bond only has a lifetime of about 5 s under a force of
5 pN. Typical forces that fibroblasts can exert on fibronectin-coated surfaces
are on the order of 1–5 nNper mm cell edge.

. Compressive Forces:Compressive forces are primarily resisted by the hydrostatic
pressure of the cytoplasm of the cell (particularly true in plant systems). The
other type of compressive force is that generated as cells extend lamellipodia,
filopodia or pseudopodia, and those processes push on neighboring cells or the
environment.

Tissue Rigidity

. Resting Rigidity: A tissue at rest has a rigidity that is defined by the Young�s
modulus, E, which can be determined from the slope of the tensile stress versus
the tensile strain curve:

E ¼ tensile stress=tensile strain ¼ ds=de ¼ dðF=A0Þ=dðL=L0Þ
where: E is the Young�s modulus (modulus of elasticity) measured in Pascals; F is
the force applied to the object;A0 is the original cross-sectional area throughwhich
the force is applied; dL is the amount by which the length of the object changes;
and L0 is the original length of the object.

. Rigidity Sensing: To measure rigidity, cells develop force on matrix over time.
This means that the mechanism of sensing rigidity must compare force and
displacement during a given time period. If a cell pulls on an object, the total
displacement is the sum of the matrix and of the intracellular displacements.
Since the cell directly probes the relative molecular displacements in the
adhesion site, it should notmatter whether the force is applied from the outside
or the inside. This statement, however, is true for soft surfaces only if
the external force is applied rapidly before the cell has displaced the substrate.
The time window is important since the cell does not pull with a constant force
but gradually increases the force aftermaking afirst contact. The physiologically
relevant timewindow in this context typically lasts for just 1–2 seconds. The real
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tissue modulation can produce stresses and strains on cellular components in a
sustained manner. The complexity of the rigidity measurement can potentially be
an important part of tissue assembly.
In terms of themechanismbywhich cells can sense rigidity, theymustmeasure the

force needed for a given displacement (rigidity) or the displacement for a given force
(compliance). The rigidity of tissues can be based upon the rigidity of either thematrix
or of the cells themselves.Most of the focus of in vitro studies has been on the effect of
matrix rigidity rather than cell rigidity, because that is easier to manipulate. By using
elasticpillarsofdifferent rigidity as substrates,Saez et al. showed that theforcesexerted
by the cells increased linearly with rigidity of the pillars. Thus, the cells deform the
pillars by the same amount (on the order of 130nm) over an almost 100-fold change in
rigidity (Figure 9.14) [231]. This observation suggests that cells can sense the displace-
ment of the cell–substrate anchor sites and continue to develop higher forces on rigid
substrates until the proper displacement is reached. Because displacement must be
measured from the cell edge or the initial site of pulling, the sensormoleculesmust be
anchoredboth at the edge (initial site of pulling) andat the integrin that is beingpulled.
In terms of a possible physical mechanism (see Figure 9.14), the movement of a
component relative to a stationary component could produce a signal to stop further
recruitment or further movement. As many molecules can easily span 130 nm, the
movement of the actin (anchored to the integrin) past myosin or some other relative
molecular displacement could be linked to a signaling process. If the displacements
were less than 130 nm, then a signal formyosin filament contraction and/or assembly
could be generated. If the displacements were greater than 130nm, then further
myosin activation would be blocked because the sensor would be physically separated
from the enzyme that modifies it or the sensor could be fully stretched. Because the
distance ismolecularandyetmicrometer-sizedcontactswereproducedonrigidpillars,
the measurement of rigidity must continually be made over time by activating new
regions to contract and allowing old regions to relax. This can be compatible with a
previously described model of rigidity sensing through p130Cas by assuming that
force must increase until p130Cas is displaced from the kinase in (Figure 9.14) [21,
197]. However, other models, which aremore closely linked to themovement of actin
relative tomyosin,maybeused for longer-termrigidity sensing.Multiplemechanisms
probably exist to enable different types of cells to properly sense rigidity in different
environments. In many cases, there is a strong need for a local feedback between the
level of actin and myosin recruited and the rigidity in the epithelial cells. Hence,
additional experiments are required to identify possible molecules that could be the
rulers in such a system. A consequence of the displacement sensing is that higher

question is whether the cell ramps up the force until a max force applied to the
adhesion site is reached, or alternatively a maximal stress, or until a certain
relative displacement of the intracellular rigidity sensorswithin adhesion sites is
reached whichmight be in the order of 130 nm. If the latter is the case, the cells
pull with larger forces on rigid objects attempting to reach the critical displace-
ment of the intracellular rigidity sensors.
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rigidities will cause higher forces that will in turn enhance the intensity at upstream
signals inmechanotransduction (e.g. tyrosinephosphorylation) [51] andmayresult ina
greater activation of downstream signals on rigid substrates.
Another, possibly important, factor which affects the rigidity response is the

distance between the cytoskeleton and cell–substrate anchor sites. As elasticity is
defined by the magnitude of deformation (e.g. change of dimension) per unit force,
cell–substrate anchor sites will be displaced by a larger distance on soft substrates for
the same force (see Figure 9.14). If that is the case, the distance between cytoskeleton
and cell–substrate anchor sites (the length of the matrix plus the integrin and the
actin-binding molecules) would be larger on rigid substrates than on soft sub-
strates [233, 234]. However, larger displacement of cell–substrate anchor sites has
not yet been demonstrated, and the uniformcellular deformation of elastic substrates
of vastly different rigidities [231] implies that the displacement of anchor sites is not
necessarily larger on soft substrate.

9.9.1.1 Time Dependence and Rigidity Responses
When cells pull on the substrate to sense rigidity, they use the rearwardmovement of
actin to generate the force. Actin moves rearward at a rate of 30–120 nms�1, which
means that displacements of 130 nmwill takemore than 1 s. In themodels of rigidity

Figure 9.14 Rigidity sensing; evidence for a
displacement sensor and one plausible
molecular mechanism. (a) Linear relationship
between rigidity and average force generated
indicates that cells sense displacement [231].
Log-log plot of the force as a functionof substrate
rigidity. F (blue) and Fmax (red) within an island of
cells are represented for different surface
densities: (ratio of the post surface over the total
surface) 10% (circles); 22% (squares); 40%
(triangles). Open and solid symbols correspond
to pillars of 1 and 2mm in diameter, respectively.
The slope of the dashed line is 1. Inset: Typical
histogram of force distribution (spring constant
64 nNmm�1); (b) Relative displacement model
for rigidity sensing by substrate priming. In this
scheme, the displacement of the

cytoskeleton–integrin–matrix complex from the
active Src-family kinase (Fyn) is the signal to stop
further phosphorylation. An initial force signal
activates RPTPa at the leading edge that then
recruits Fyn to a stationary lipid domain through
its palmitoylation. Contraction of the
cytoskeleton stretches Fyn substrates such as
p130Cas, priming it for phosphorylation by Fyn.
In rigid substrates, additional force-generating
links are recruited by continued phosphorylation
to develop the higher forces needed to
displace the p130Cas from the kinase.
(Adapted from Ref. [197], where the force
needed to stretch p130Cas was emphasized;
however, the results of Saez et al. [232] and
other studies indicated that displacement was
measured.)
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sensing that have been discussed, a rapid rise in force that is sustained could elicit a
rigid substrate response. In vivo, if the cell experiences tensile forces from the
neighboring cells or the matrix during the period where it is pulling on the matrix,
then the matrix can appear rigid because the force will rise rapidly. In experiments
where the force was increased rapidly on fibronectin beads with a soft laser tweezers,
the bead appeared to be in a rigid laser tweezers, as was predicted. Similarly, in vivo
many tissues experience external forces on roughly a second time-scale that could
develop a rigidity response. Thus, rigidity-dependent growth could be stimulated in
vivo by tissue contractions.
The time dependence of the assembly of components in the integrin–cytoskeleton

complex might affect the rigidity response, since different components bind
and detach during the life cycle of an adhesion site [184, 235]. Primary connections
between integrins and the cytoskeleton, and their reinforcement, depend on talin
(which is probably one of the first proteins in adhesion sites) [64, 115], on a-actinin
(which crosslinks actin filaments) and on zyxin (which enters the adhesion site
during its maturation) [181, 236]. The transition from mature focal adhesion to
fibrillar adhesion is characterized by the segregation of tensin and specific integ-
rins [56]. Because the ECM–integrin–cytoskeleton connection is a viscoelastic mate-
rial (i.e. it is not purely elastic) [237], the time required to reach the threshold force for
rigidity responses probably differs depending on the stiffness of the ECM. Accord-
ingly, a soft optical trap could mimic the effects of a rigid trap on the stabilization of
the integrin–cytoskeleton linkages if externally applied forces rise rapidly [233]. In
lamellipodia, the cytoskeletal-dependent radial transport of a contractile signal
directs the timing of contraction and, probably, adhesion site initiation to stabilize
protrusive events [229] (Figure 9.15). Consequently, the formation of cell contacts
with theECM isnot a continuous process but rather involves cycles of contraction and
relaxation.

9.9.1.2 Position and Spacing Dependence of the Rigidity Responses
The position dependence of rigidity responses is exemplified by the fact that
structural and signaling proteins that are necessary for rigidity responses are placed
at strategic locations – for example, at the cell edge during protrusive events and at
early adhesion sites. Many proteins involved in rigidity responses and/or phos-
photyrosine signaling, including talin [64, 115], integrins (avb3) [115, 238], pax-
illin [173, 174], a-actinin [173, 174, 229], RPTPa [173, 174], Rap1 [239] and
p130Cas [240], are localized at the leading edge of the cell, ready to respond to
any contraction generated by the cell or by the ECM. There is a position-dependent
binding-and-release cycle of fibronectin–integrin–cytoskeleton interactions, with
preferential binding occurring at the active edges ofmotilefibroblasts and release at
0.5–3 mm back from the edge [241]. Interestingly, reinforcement occurs preferen-
tially at the edge in rigid tweezers [233], whereas weak connections that break easily
are favored by nonrigid tweezers and at sites >1 mm back from the leading edge
[115, 233]. At the molecular level, the reinforcement of integrin–cytoskeleton
interactions are limited to linkages that have experienced force, and not those
nearby (<1 mm) [213].
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Finally, many tissues experience periodic stretch in vivo during normal activity.
When the tissue is inactive, it often experiences atrophy; this is obviously true for
muscle, bone and connective tissue. The greatest problem for space travelers is that
astronauts typically lose 1–2% of their bone mass for each month in space, even
though they may exercise regularly [242]. Similarly, the skin on the feet or hands
thickens with use or labor, and thins with disuse. Thus, force from activity or rigidity
appears to be a global regulator of tissue function, and an understanding of the
mechanisms whereby force is transduced into biochemical signals is an important
area of future research.
At the subcellular level, there are many forces that must be regulated to

produce normal cell morphology and the proper distribution of organelles. Although
the protein composition of many genomes and even individual cell types is
known, relatively little knowledge exists of how those proteins are assembled
into functional complexes. Individual proteins, typically 5–20 nm in diameter, are
assembled into larger functional complexes that can be considered as subcellular
machines, controlling and regulating complex cellular functions, from reading and
translating the genetic blueprint to the synthesis and transport of proteins, from cell
migration to cell division, from cell differentiation to cell death. Those subcellular
complexes range in size from ribosomes to the lamellipodial machines that
drive ECM assembly and remodeling [243], including collagen fiber rearrange-
ments [244]. It is important to be able to dissect the steps into these subcellular
processes to enable greater understanding of the sequence of coherent molecular
events [245] (Figure 9.16).

Figure 9.15 Contraction of spreading cells results in
periodic contractions and further spreading on rigid
surfaces, but no further spreading on soft surfaces.
On intermediary stiff surfaces coated with the same
concentration of covalently attached fibronectin, cells
attempt to spread but lose adhesion. (Reproduced
with permission from Ref. [229].)
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9.10
Cellular Response to Initial Matrix Conditions

9.10.1
Assembly, Stretching and Remodeling of the Extracellular Matrix

Once the first contacts have been made by the cell with its surrounding, it will often
soon begin to assemble its ownmatrix. Initially, cells build a provisionalmatrix which

Figure 9.16 Schematic representation of
lamellipodial (LP)–actin periodic regeneration.
The LP actin (green) is above the LM (gray).
Polymerizationat the frontof theLPactinnetwork
causes the back of the network to grow towards
the back of the LP contractile module until it
reaches an adhesion site (i) where a MII cluster
(blue) forms. MII pulls the LP actin, generating
high tensiononthecell front, causingLPbending,
edge retraction and initiation of new adhesion
sites (red) on the extracellularmatrix (ECM; black
rectangle) (iia). The LP actin continues to be
pulleduntil it is released fromthe tip (iii) andedge

protrusion restarts. A new LP actin network
immediately resumes growth, which suggests
that the actin polymerization machinery (yellow)
is still present at the cell tip (iv). The released LP
actin, still pulled byMII, further condenses into a
bundle at the back of the previous adhesion site
(v), while the newly growing LP actin reaches the
next adhesion site and the cycle begins anew (vi).
LPruffling(iib)occurred in thecasewhenthetotal
bond energy connecting LP actin to the edge was
greater than thebondenergyof nascent adhesion
sites to the ECM. (Reproduced with permission
from Ref. [245]).
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is rich infibronectin,whichplays a particularly important role in early embryogenesis
and in wound healing [104]. In order that the assembly process is started shortly after
attachment – and even before the genetic machinery upregulates the expression of
matrix proteins – the cells harvest fibronectin from body fluids or the cell medium.
Only at later stages do the cells start to produce and secrete their own fibronectin,
which has some structural and functional differences compared to plasma fibronec-
tin [246]. The complex fibrillogenesis process begins when the cells apply force to
fibronectin molecules (see Figure 9.11). Crucial to the assembly process is integrin
a5b1, which specifically recognizes only fibronectin among all other matrix proteins,
due to fibronectin�s unique synergy site that is sitting on the FIII9module adjacent to
the RGD site (see Figure 9.4). Fibronectin fibrils then emerge as the fibronectin-
bounda5b1 integrin complexes are translocated alongwith actinfibers away from the
cell periphery [25, 56, 126, 127, 184, 194]. The tensin-mediated a5b1 integrin
translocation thus initiates fibronectin fibrillogenesis on the cell surface. However,
an integrin-mediated activation step is not the only way by which fibronectin
fibrillogenesis can be initiated. While integrins serve as handles by which cells can
apply force to fibronectin molecules, fibronectin fibrillogenesis can also be induced
in the absence of integrins, as long as fibronectin molecules are stretched, for
example by shear [247] or physical entrapment [248]. The RGD-sequence is thus not
necessary for fibronectin fibrillogenesis [249]. It was shown recently that the
fibronectin conformation in artificially pulled fibronectin fibers is similar to that
found in cell-generated matrix fibers [53–55, 250, 251]. Artificially pulled fibronectin
fibers can thus serve as physiologically significant model systems. Finally, src-kinase
activity not only regulates rigidity sensing but is also essential in fibronectin
fibrillogenesis. Src-induced phosphorylation of paxillin at Y118 is required for
assembly of the FN matrix by fibroblasts, as well as for maintaining the attachment
of FN matrix fibrils to the cell surface [252].

9.10.1.1 Switching the Biochemistry Displayed by the Matrix by Stretching and
Unfolding of Matrix Proteins
When the cells have assembled the extracellularmatrix fibers, a number of questions
remainunanswered. First, do the cells respondonly to the rigidity of thematrixfibers,
or can the cell-generated tension alter the biochemistry displayed by the matrix
proteins? Can molecular recognition sites that confer biochemical specificity to
proteins be altered by stretching proteins? Is it possible that cell-generated tension is
sufficient not just to strain but tomechanically unfold those proteins that formpart of
the force-bearing protein ECM networks in living tissue? Conclusive evidence that
cell-generated forces are sufficient to unfold ECM proteins, and that the unfolding
imparts new functional switches, rely most importantly on visualization techniques
to probe protein conformations ex vivo and in cell culture.
Fluorescence resonance energy transfer (FRET) between multiple energy

donors and acceptors (Figure 9.17) was indeed used to show that fibronectin in
cell culture is exposed to cell-induced dynamic levels of stress which lead to partial
fibronectin unfolding [53–55, 69, 70]. Fibronectin unfolding is hypothesized to
mediate a variety of functions, ranging from altered mechanisms for cell binding
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to fibronectin to exposure of sites with enzymatic functions [21, 26, 53–55, 69, 70].
These cellular studies are important as they demonstrate that the nonequilibrium
conformations of proteins can be stabilized by force and are thus physiologically
relevant.

Figure 9.17 The use of fluorescence resonance
energy transfer (FRET) to probematrix stretching
and unfolding in cell culture and artificially
prepared fibronectin fibers. (a) The two free
cysteines per fibronectin monomer, located on
modules FnIII7 and FnIII15 (see Figure 9.4) are
site-specifically labeled with the acceptors, while
the donors are randomly distributed along the
protein [69, 70]. The distance over which the
acceptors can couple with potential energy
donors are shown as yellow circles;
(b) Schematic drawing of the fibronectin
quaternary structure in solution and under
denaturing conditions; (c) While the
ultrastructure of fibronectin fibers remains
unknown, FRET indicates that some quaternary
structure is present when the fibers are fully

relaxed.When the fibronectin fibers are stretched
200–300% of their equilibrium length, a first loss
of secondary structure is observed [53–55, 250];
(d) Image of cell-made fibronectin matrix where
trace amounts of FRET-labeled fibronectin were
added to the cell culture medium. A broad
distribution of different average fibronectin
conformations can be seen. False colors have
been used to visualize altered FRET ratios.
Correlating FRET with mechanical strain was
made possible by depositing fibronectin fibers
onto stretchable PDMS sheets [250]. The fibers
were thereforemanually pulled out of a droplet of
concentrated fibronectin solution. All of the
conformations that can be seen in a broad range
of strained artificial fibers coexist in every single
field of view of a living cell culture.
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With regards to the translation of mechanical forces into biochemical signal
changes, it should be noted that a wide variety of proteins (which are part of force-
bearing protein networks linking the intracellular cytoskeleton and ECM) have
multimodular structures where each individual module often carries one or more
unique binding sites. However, what are the advantages of linking numerous
modules equipped with different functionalities into macromolecules? The answer
might be found in the following consideration. If domains of multimodular proteins
were to possess similar mechanical stabilities, these domains would rupture in a
stochastic sequence. But, if the domains have significantly different mechanical
stabilities, as observed for fibronectin�s FnIII modules [253–257], then sequential
domain unfolding would lead to a well-defined graded sequence in which the various
molecular recognition sites displayed by those domains would be altered as a
function of mechanical strain. The significance of having a hierarchy of mechanical
stabilities is thus central to mechanochemical signal conversion: as the mechanical
hierarchy defines the sequence in which bonds or modules break, a sequence of
stretching of different domains could be translated into a sequence of biochemical
signal changes. This is also a likely explanation for why so many proteins contain
buried cryptic sites in their hydrophobic interior that are only exposed when the
protein unfolds [51, 52, 254, 256, 258–265]. Multidomain proteins are thus ideally
suited to serve as mechanochemical signal converters to translate a large range of
forces into sequential strain-specific functional changes [26].
Studies of the mechanical characteristics of proteins have thus revealed new

insights into protein engineering principles. While fragments or a few domains of
these molecules have often been employed in biotechnology or tissue engineering,
mimicking only partial aspects of the whole molecule, engineers must ask what
functional aspects might be missed if materials and surfaces were to be functiona-
lized with peptides that contained only single molecular recognition motifs, as has
been achieved for example with the cell-adhesive tripeptide RGD from the 450 kDa
fibronectin molecule, instead of using the full-length protein. Such engineered
systems would show a rather different mechanoresponse, and would not make it
possible to translate a range of forces into a range of graded biochemical signal
changes.
While the biochemistry of the quasi-equilibrium states of proteins is well under-

stood, it is experimentally challenging to investigate how the structure–function
relationship of proteins is altered when they are stretched. Deciphering the physio-
logical significance of force-induced unfolding of fibronectin, and whether any of its
versatile functions are up- or downregulated in a mechanoresponsive manner,
however, has been hampered due to a lack of appropriate assays. In response to
the growing need for quantitative biochemical and cellular assays that address
whether the ECM acts as a mechanochemical signal converter to coregulate cellular
mechanotransduction processes, we have developed a new assay where plasma
fibronectin fibers are manually deposited onto elastic sheets, and force-induced
changes in protein conformation are monitored using FRET (Figure 9.17). Our aim
hadbeen to develop amechanical strain assayswhere the conformation offibronectin
can be adjusted externally on demand, while the force-induced protein extension is
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monitored optically [250, 251]. To probe how the alterations of the structure of
stretched Fn impact biochemical interactions and cellular behavior, such a strain
assay needs to be amenable to cell culture environments. To tune the conformation of
fibronectin, fibers were drawn manually from a concentrated fibronectin solu-
tion [266–268]. When adding trace amounts of FRET-labeled fibronectin into the
solution, followed by a step where the freshly drawn fibers are deposited onto
polymeric sheets that are mounted into stretch devices, fibers can be generated
that have a far more narrow conformational distribution, as found in native
matrix [250, 251]. Furthermore, the mechanical strain can be externally adjusted,
which enabled protein-binding studies to be conducted as a function of the strain of
fibrillar fibronectin [250, 251]. An image of conformationally tuned fibronectin fibers
can be seen in Figure 9.17. These assays further open the doors to the question of
whether – and how – cell phenotypes are regulated by force-induced alterations of
fibronectin conformation.

9.10.1.2 Cell Responses to Initial Biomaterial Properties and Later to Self-Made
Extracellular Matrix
While the differentiation of mesenchymal stem cells has been correlated with the
rigidity of the substrate on which they were initially plated [19], does the rigidity
response of the cell change as it assembles its ownmatrix hours or days after the cells
have been seeded on a substrate with defined rigidity? For example, the initial rigidity
of a substrate has been proposed to determine whether or not mammary epithelial
cells upregulate integrin expression and differentiate into a malignant pheno-
type [145], and also to dictate whether mesenchymal stem cells differentiate into
bone, muscle or neuronal tissue [19]. In those experiments, the macroscopic
materials properties of the substrate were typically correlated with outcome after
four to ten days of cell culturing. While the mechanical properties of a substrate or
engineered scaffold have indeed been correlatedwith various aspects of cell behavior,
the underlyingmechanismshow substrate rigidity ultimately regulates the long-term
responses have not yet been defined.
Once cells have been seeded onto syntheticmatrices they rapidly begin to assemble

their ownmatrix, and will ultimately touch, feel and respond to their self-made ECM.
A few hours after cells have attached to surfaces and begun to assemble their matrix,
the physical characteristics of the newly assembled matrix do indeed depend on the
rigidity of the substrate. After 4 h of cell culture, the FRET data showed that the
fibronectin matrix was indeed more unfolded on a rigid (33 kPa) compared to a soft
substrate (7 kPa) (Figure 9.18a) [269]. Surprisingly, however, after only one day the
fibroblasts that were initially seeded onto glass had produced sufficientmatrix so as to
sit on a much softer biopolymer cushion. The cells then assembled a matrix that was
far less unfolded than thematrix theymade during the first 4 h on glass, as probed by
adding FRET-labeled fibronectin only during the last 23–24 h after seeding. This
newly made matrix is comparable to the cells feeling a 7 kPa substrate [269]. Most
interestingly, the aging matrix changes its physical properties. When the cells were
seeded onto glass and allowed to assemblematrix for three days, thematrix deposited
during the first 24 h was highly unfolded, while the younger matrix was far less
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unfolded (Figure 9.18b). Thus, the matrix was progressively more unfolded as it
aged, while the newly deposited matrix showed little unfolding. These data provided
the first evidence that matrix maturation occurs, and that aging is associated with
an increased stretching of fibronectin fibrils. Matrix assembly and remodeling
involves at least partial unfolding of the secondary structure of fibronectin modules.
Consequently,matured and agedmatrixmay display different physical and biochem-
ical characteristics, and is structurally distinguishable from newly deposited matrix.
A comparison of the conformation of Fn in these three-dimensional (3-D) matrices
with those constructed by cells on rigid and flexible polyacrylamide surfaces suggests
that cells in maturing matrices experience a microenvironment of gradually in-
creased rigidity [269]. A future goal must be to understand the physiological
consequences of matrix unfolding on cell function, including cancer and stem cell
differentiation.

Figure 9.18 The tension of the extracellular
matrix (and thus the mechanical strain of
fibronectin) is upregulated with the rigidity of the
substrate surface and changes as the matrix
ages. (a) Fibronectin matrix assembly and
unfolding on rigid and soft polyacrylamide
surfaces 4 h after seeding the fibroblasts. The
probabilities of finding certain FRET ratios are
shown as boxes, where the maximum is given as
the center line in the box, and the upper and
lower ends of the boxes represent the 25th to
75th percentiles, and the �whiskers� show the 2nd
and 98th percentiles. FRET from fibrils on the
rigid surface falls far below the FRET signature
observed for fibronectin in solution at mild

denaturing conditions (1M GnHCl),
thereby indicating that Fn is partially unfolded
on rigid surfaces [53–55, 70, 250, 251]. FRET
values on the soft surface indicate that the
secondary structure of fibronectin is intact;
(b) Three-day cell culture where FRET-labeled
fibronectin was added for only limited time
periods, as indicated in the upper bar graph.
When the cells are seeded on glass and allowed
to assemble matrix for three days, the matrix
deposited during the first 24 h was highly
unfolded, while the younger matrix was far less
unfolded. Thus, the physical properties of matrix
change as the matrix ages. (Adopted from
Ref. [269].)
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9.11
Cell Motility in Response to Force Generation and Matrix Properties

The relationship between force generation andmotility is not simple. Fibroblasts that
develop high forces on substrates do notmove rapidly [222], whereas neutrophils that
move at the highest rates reported for cells (about 40mmmin�1 or 700 nms�1)
generate very low forces on substrates [53–55]. There is considerable interest in the
extravasation of cancer cellsmoving out of the bloodstream into tissues in the process
of metastasis, although many of the steps in that process involve proteolysis of the
matrix and deformation of the cell to pass through small gaps in the endotheli-
um [270–272]. Although force generation is needed for motility, it is not the most
important factor – indeed, cell polarization, matrix proteases, directional signals and
the deformation of the cytoplasm are often as important.
Cell motility depends on substrate density and rigidity, and therefore also on

the processes that respond to rigidity [273]. Many of the proteins involved in
rigidity response have been linked to motility disorders, including cancer as well
as malformations in development and neuronal connectivity. Src family kinases
(SFKs) [274, 275], FAK [173, 174, 276]), the SH2 domain-containing phosphatase
SHP-2 [173, 174] and RPTPs) [173, 174] are important components of the force-
dependent signal transduction pathways that lead to the assembly of adhesion sites.
The force-dependent initiation of adhesion sites and their rapid reinforcement
occurs in protruding portions of cells, where adhesion sites can transmit cell
propulsive forces [179, 277]. In extending regions of the cell, forces are generated
on integrins by actin rearward flow rather than stress fibers. At the trailing
end of the cell, mature focal adhesions create passive resistance during cell
migration. To overcome this resistance, high forces must be generated by nascent
adhesion sites [179]. However, in some static cells, higher forces are correlated
with mature focal adhesions [58]. At the cell rear, traction stresses induce the
disassembly instead of the reinforcement of focal adhesions and linked stress
fibers [189, 278–280]; this is dependent on mechanosensitive ion channels and
calcium signaling in keratocytes and astrocytoma cells. SFKs, FAK and PEST
domain-enriched tyrosine phosphatase (PTP-PEST) are also crucial factors in
adhesion site disassembly [229, 274, 281]. Recent studies have shown that the
rigidity of 3-D matrices affects the migration rate differently from 2-D matrices, in
that the less-rigid matrices cause an increase in migration rate [271]. At a biochemi-
cal level, the actin depolymerizing protein cofilin has been implicated in the motility
of fibroblasts in vitro, and it is downstream in the biochemical signaling pathway of
the integrins that have been activated at the leading edge [282–285]. These varying
results indicate that different modalities of force generation and rigidity response at
the cell front versus rear of the cell or in 3-D versus 2-D matrices can correlate
with position-dependent regulation of phosphotyrosine signaling, and that
different mechanisms of rigidity responses based on phosphotyrosine signaling
can independently direct cell morphology as well as motility. Many observations
point to tight links between morphology, migration, rigidity responses and tyrosine
kinase activity.
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9.12
Mechanical Forces and Force Sensing in Development and Disease

During the development and regeneration of tissues, forces act on and are propagated
throughout most tissues. Such forces provide a local and global mechanism to shape
cells and tissues, and tomaintain homeostasis. Forces play a critical role bywhich cells
interact with their environment and gain environmental feedback that regulates cell
behavior. The signal for wound healing is often the loss of tissue integrity and the
concomitant loss of force. Further, use of tissue and theperiodic generationof force are
often tied to the growth of that tissue, whereas inactivity is tied to the atrophy of the
tissue. Bedridden patients suffer from a loss of muscle tissue and other aspects of
atrophy. Similarly, with aging, osteoporosis, as well as many other cardiovascular
diseases, mechanical changes and inappropriate responses of cells to mechanical
changes, are critical and give rise tomany symptoms. The size of the organism and its
form are also set, at least in part, through a physical feedback between individual cells
and their neighbors that is dynamic. As the cells grow and divide in development, they
are constantly moving and even changing neighbors on occasion. The force-bearing
cytoskeleton is actively remodeling and must clearly be responsive to changes in the
level of force, or else the tissuewould relax or contract toomuch. Contractile activity in
individual cells can change the turgor of the tissue, and that parameter is under control
of the signaling pathways that activate myosin contraction.
Consequently, forces play a critical role in health and disease in controlling the

outcome of many biological processes (Figure 9.19). One obvious case is in cancer,
where the cells ignore normal environmental cues and grow aberrantly, although
there are many other examples (including problems with angiogenesis and tissue
repair). Thus, it is speculated that in the future there will be an increasing emphasis

Figure 9.19 From the human genome to quantitative biology.
The path is more complicated than originally thought, as
mechanical force providesNaturewith an additional dimension of
regulating protein function. A switch in protein function might
then alter cell signaling and thus the cell phenotype. The
background shows the cover of Science announcing that details of
the human genome had been resolved.
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on the mechanical treatment of clinical problems and the targeting of therapeutics
tomechanical response pathways. For themore effective treatment of diseases, there
needs to be a greater recognition of the role that mechanical factors play in the
development of the organism, as well as in the onset and progression of diseases. In
other words, the genes code for a set of proteins that have developed the proper
mechanical responses to shape the organism reproducibly. Similarly, disease-related
alterations can result in alterations in mechanoresponsive pathways that are a major
part of the disease. A much better understanding of those pathways is needed for
proper treatment and therapy.

9.12.1
Cancer and Cell Transformation

Many cancer biologists have realized that cancer is inherently associated with a
diseasedmechanosensing andmechanoresponsive system.Many cancer cells ignore
the normal environmental signals that regulate growth, and many of those cues are
mechanical. For example, one of the early hallmarks of cancer cells is that they are
often transformed, which was defined as the ability of those cells to grow on soft agar
whereas normal cells required a rigid substrate [9–11]. Early observations linked
transformation to uncontrolled cellular growth and to profound alterations in cell
shape, as well as to the deregulation of tyrosine kinase and phosphatase activity. The
first defined oncogene, v-Src, encodes an altered form of an important cellular
tyrosine kinase, c-Src [286, 287]. In most studies on tumor cells, changes in
morphology – but not cytoskeletal dynamics – have been reported.
The progression of cells from normal to a cancerous or even metastatic state is

reflected in an increased softening of the cells, as probed by laser traps on suspended
single cells [288]. Malignant fibroblasts, for example, have 30–35% less actin than
normal cells. Transformed cells in culture often are rounder in morphology than
primary cells. Tumor cells are also generally less adhesive than normal cells, and
deposit less ECM [289], and the resulting loosened matrix adhesions may contribute
to the ability of tumor cells to leave their original position in the tissue. In
transformed cells, many aspects of nuclear and cell morphology as well as migration
are altered. Focal adhesions can be replaced by podosomes and in addition, stress
fibers can be absent [290]. Some transformed cells acquire anchorage independence
– that is, they can grow without attachment to a substrate, suggesting a rigidity
response deregulation. For example, transformed cells generate weak, poorly coor-
dinated traction forces [291] but increased contractility. Thus, the one generality is
that transformed cells can grow inappropriately, ignoring the mechanical cues of the
environment that neighboring normal cells will follow tomaintain appropriate tissue
morphology. Although other factors, such as hormonal signals, form part of many
cancers, the inappropriate mechanical responsiveness of cancer cells must also be
considered as an important part of the process.
Cancer progression leads to a loss of tissue differentiation due to abnormal cell

proliferation rates. Even if isolated malignant cells are associated with an increased
softness of their overall cytoskeleton, it is equaly significant that tumors have a stiffer
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ECM [145, 292, 293]. Malignant transformations of the breast, for example, are
associated with dramatic changes in gland tension that include an increased ECM
stiffness of the surrounding stroma [293]. Chronically increased mammary gland
tensionmay influence tumor growth, perturb tissuemorphogenesis, facilitate tumor
invasion, and alter tumor survival and treatment responsiveness. However, changes
in environmental factors (i.e. changes in ECM rigidity) and internal force generation
(i.e. inappropriate rigidity responses) might be key factors in determining a trans-
formed cell morphology and malignant phenotype [145]. For example, tumors are
stiffer than normal tissue because they have a stiff stroma and elevated Rho-
dependent cytoskeletal tension that drives focal adhesions, disrupts adherens junc-
tions, perturbs tissue polarity, enhances growth, and hinders lumen formation [145].
Matrix stiffness thereby perturbs epithelial morphogenesis by clustering integrins to
enhance ERK activation and increase ROCK-generated contractility and focal adhe-
sions, thereby promoting malignant behavior [145].
Metastatic cells escape the tumor by invading the surrounding tissue, entering the

circulation and finally attaching to previously unaffected tissues in often remote
locations. In 1889, Stephen Paget published an article in The Lancet that described the
propensity of various types of cancer to form metastases in specific organs, and
proposed that these patterns were due to the �. . . dependence of the seed (the cancer
cell) on the soil (the secondary organ)� [294]. This has oftenbeen linked to the chemical
environment of the secondary organ, although recent results have indicated that it
could also be a result of the mechanical environment in the secondary organ [295]. It
was found that lungmetastases from human breast cancer cells would grow better on
soft fibronectin substrates than on hard, whereas bone metastases would grow better
on hard than on soft (A. Kostic andM.P. Sheetz, unpublished results).Metastasis is an
inefficient process, andmany cancer cells are shed but few actually grow into a tumor
at a new site. One reason for this is that the new site might not have the appropriate
mechanical properties. At another level, tumor cells are generally less adhesive than
normal cells and deposit less ECM [289]. The resulting loosened matrix adhesions,
combinedwith the softened cytoskeleton,may contribute to theability of tumor cells to
leave their original position in the tissue and squeeze through tiny holes.
Many of the molecules discussed above play key roles in cancer progression, and

alsometastasis. Integrin-mediated cell adhesion leads to the activation of FAK and c-
Src, after which the FAK–Src complex binds to and can phosphorylate various
adaptor proteins such as p130Cas and paxillin. The results of recent studies have
shown that the FAK–Src complex is activated in many tumor cells, and generates
signals leading to tumor growth and metastasis (as reviewed in Ref. [296]). Tyrosine
phosphorylation of paxillin regulates both the assembly and turnover of adhesion
sites. Phosphorylated paxillin enhanced lamellipodial protrusions and thus promot-
ed cell migration [126, 127]; the migration of tumor cells in 3-D matrices is then
governed by matrix stiffness, along with cell–matrix adhesion and proteolysis [271].
As discussed above, the phosphorylation of p130Cas is upregulated when cells are
located on a more rigid substrate.
The overall survival of breast cancer patients is inversely correlatedwith the levels of

p130Cas (BCAR1) in the tumors [297] indicating that increased levels of p130Cas in
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tumor cells contributed to patient death. It was subsequently found that cell migration
was activated by p130Cas and the associated GEF (AND-34 or BCAR3), which
indicated that metastasis was favored by elevated p130Cas [298]. Both, p130Cas and
a p130Cas binding protein, AND34 (BCAR3), will increase the epithelial to mesen-
chymal transitionwhen overexpressed [298]. p130Cas appears to have a central role in
cell growth andmotility; inmany cases, it is dramatically altered in its phosphotyrosine
levels in correlationwith transformation [299–302] andmetastasis [303]. In the specific
caseof lung tumors,metastasiswas increased following removal of theprimary tumor,
and required p130Cas expression. Further, the substrate domain YxxP tyrosines were
needed for both invasive andmetastatic properties of the cells [304]. Even the invasion
of Matrigel and the formation of large podosome structures required the YxxP
tyrosines. Thus, it is suggested that the inappropriate growth of cancer cells may be
partly due to changes in the normal force and rigidity-sensing pathways that can alter
the cellular program. This means, in turn, that the protein mechanisms involved in
controlling mechanical responses can be good targets for therapies in cancer. In
addition,mechanical treatments can possibly alter the course of cancers. Several levels
can be identified in the process ofmechanosensing, transduction and responsewhere
alterations in cancer cells could result in abnormal growth control. For example, c-Src,
Fyn and Yes knockout cells are each missing three important Src family kinases, and
will grow on soft agar while not sensing any difference between soft and hard agar.
However, the restoration of Fyn activity will enable the cells to sense rigidity, and they
will no longer grow on soft agar [198]. Thus, an understanding of the mechanisms of
force and rigidity sensing can provide an important perspective on cancer.

9.12.2
Angiogenesis

The growth of new blood vessels – that is, angiogenesis – is crucial not only in tissue
growth and remodeling but also in wound healing and cancer. Vascular development
requires correct interactions among endothelial cells, pericytes and surrounding
cells [24]. Thus, the formation of new blood vessels might be compromised if any of
these interactions – including cell–matrix interactions, both with basement mem-
branes and with surrounding ECMs – are perturbed. Equally important, the injury-
mediateddegradationof theECMcan lead to changes inmatrix–integrin interactions,
causing an impaired reactivity of the endothelial cells that will lead to vascular wall
remodeling. Consequently, alterations in integrin signaling, growth factor signaling,
and even of the architecture and composition of the ECM, might all affect vascular
development.As inothermotilityprocesses,angiogenesis involvesaverystereotypical
set ofmovementsof the endothelial cells that result in the formationof capillary tubes.
The role and mechanisms by which mechanical forces promote angiogenesis

remain unclear. It is notable, however, that angiogenesis is regulated by integrin
signaling [305–308]. Angiogenesis is furthermore promoted by vascular endothelial
growth factor (VEGF). As tumor neovascularization plays critical roles for the
development, progression and metastasis of cancers, new therapeutic approaches
to treat malignancies have been aimed at controlling angiogenesis by monoclonal
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antibodies targetingVEGF, aswell aswith several tyrosine kinase inhibitors targeting
VEGF-related pathways (for a review, see Ref. [309]).
VEGF binds to its transmembrane receptor by stimulated complex formation

between VEGFreceptor-2 and b3 integrin. Prior studies have suggested, for example,
that av-integrins (avb3 and avb5) could act as negative regulators of angiogenesis (as
discussedinRefs [31,32]).Neovascularizationis impairedinmutantmicewheretheb3
integrins were unable to undergo tyrosine phosphorylation [310]. The lack of integrin
phosphorylation suppressed the complex formation with VEGF. Furthermore, the
phosphorylation of VEGF receptor-2 was significantly reduced in cells expressing
mutant b3 compared to wild-type, leading to an impaired integrin activation in these
cells. With its binding locations at both the N and C termini, VEGF also binds to
fibronectin fibers [311, 312] and, when bound, has been shown to increase cell
migration, proliferation and differentiation [311, 313, 314]. A reduced extracellular
pHisoneof thekeysignals thatcaninduceangiogenesis.Bydemonstrating thatVEGF
binding to fibronectin is dependent on pH, and that released VEGF sustained
biological activity, Goerges et al. [315] suggested that cells may use a lowered pH as
a localizedmechanism of controlled VEGFrelease [316]. Goerges and colleagues also
suggested thatVEGFmight be stored in theECMvia interactionswithfibronectin and
heparan sulfate in tissues that are in need of vascularization, so that it can aid in
directing the dynamic process of growth andmigration of new blood vessels. If – and
how – VEGF signaling is regulated by mechanical force, however, remains unclear.
Tumorblood vesselshave analtered integrin expressionprofile, andbothblood and

lymphatic vessels have pathological lesions [28]. In contrast to healthy tissue, integrin
b4 signaling in tumor blood vessels promotes the onset of the invasive phase of
pathological angiogenesis [317], while loss of the b4 integrin subunit reduces tumori-
genicity [318]. Integrinb4binds to laminin(Figure 9.5),which isenrichedinbasement
membranes, but not to the RGD-ligand as exposed infibronectin. Another difference
from the RGD-binding integrins is that integrin b4 connects to the cytoskeleton via
plectin (not talin, as illustrated in Figure 9.7) [319], and little is known about the
mechanoresponsivity of that linkage.
Another open question is whether degradation of the ECM is regulated by force.

Exploring this question is of particular relevance since, in addition to serving as an
anchoring scaffold and storage for growth factors, a group of angiogenesis regulators
are derived from fragments of ECM or blood proteins. Endostatin, antithrombin and
anastellin are members of this group of substances. Some of these compounds are
currentlyundergoingclinical trialsas inhibitorsof tumorangiogenesis [320],aswell as
synthetic peptides modeled after these anti-angiogenic proteins, such as Anginex
[321]. RGD-containing breakdown products of the ECM may also cause sustained
vasodilation [87].

9.12.3
Tissue Engineering

Deciphering the mechanisms by which ECMs might sense and transduce mechani-
cal stimulation into functional alterations of cell behavior and fate is also a critical
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issue in advancing tissue engineering and regenerative medicine, as our abilities to
interface synthetic materials with living soft tissue to promote angiogenesis and
healing are still rather limited. Beyond artificial skin, few advances have been made
when using synthetic scaffolds to grow functional soft organs or organ patches that
can at least support some crucial physiological organ functions. The conventional
thinking was that once surfaces are coated with the correct set of biomolecules, the
cells might recognize them as �biological�. If it will indeed be confirmed that cells
have the ability to dynamically regulate the biochemical display of the surrounding
matrix on demand by applying force, the currently pursued more �static� approaches
for designing tissue engineering scaffolds do neglect force asmajor regulatory factor
of ECMfunction [322]. If the cells are in contactwith synthetic surfaces, their ability to
dynamically regulate the conformations of matrix proteins by stretching themmight
be compromised. A full appreciation of the engineering principles of adhesion
molecules, and of the complexity by which ECM can respond to cell contractility [26],
might thus lead to new approaches for how to better engineer the interface between
cells and synthetic materials.
The engineering of scaffolds that can regenerate soft organs or support some soft

organ functions remains a daunting task. Scaffolds derived from natural tissues or
matrix proteins have so far shown significantly better clinical performance than their
synthetic counterparts [323, 324]. The creation of a bioartificial heart, for example,
requires the engineering of cardiac architecture, as well as of appropriate cellular
constituents and pump function. A major breakthrough in bioartificial heart engi-
neering has recently been reported [14]. While many approaches have been at-
tempted in the past, some success was achieved by using decellularized organ-
specific matrices as scaffolds. For this, hearts were first decellularized by coronary
perfusion with detergents; this preserved the underlying ECM, the vascular archi-
tecture, competent acellular valves and an intact chamber geometry (Figure 9.20).
After decellularization, collagens I and III, laminin and fibronectin remained within
the thinned heart matrix. The fiber composition and orientation of the myocardial
ECM were preserved, the ventricular ECM was retained, and the vascular basal
membranes remained intact. In order to mimic cardiac cell composition, these
decellularized heart matrices were reseeded first with cardiac and later endothelial
cells [14], with macroscopic contractions being observed at day 4. By day 8, under
physiological load and electrical stimulation, the constructs could generate a pump
function (equivalent to about 2% of adult or 25% of 16-week fetal heart function).
Notably however, perfusion and physiological stimulationwere absolutely needed for
tissue formation and to regain tissue function. The authors speculated that such
organs, if matured even further, could become transplantable either in part (e.g. as a
ventricle for congenital heart disease such as hypoplastic left heart syndrome) or as an
entire donor heart in end-stage heart failure. The techniquewas subsequently applied
to a variety ofmammalian organs, including lung, liver, kidney andmuscle. Ongoing
studies are directed towards optimizing reseeding strategies to promote the disper-
sion of cells throughout the construct, in vitro conditions required for organ
maturation, and the choice of stem or progenitor cells necessary to generate either
autologous or off-the-shelf bioartificial solid organs for transplantation. In contrast,
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stem cells directly injected into scarred tissue, for example into an infarcted heart, are
not properly directed by the matrix to form new myocardium [325]. Rather than
injecting cells into rigidified scar tissue, tissue regeneration was far more effective
when transplanting an entire monolayer sheet of mesenchymal stem cells [326]. The
engrafted cell sheet gradually grew to form a thick stratum that included newly
formed vessels, undifferentiated cells and few cardiomyocytes which might be
promoted by the more favorable microenvironment that the cells would find if
transplanted as sheets rather than being injected individually.
Early studies have already shown that matrix crosslinking would compromise the

ability of tissue-derived matrices for use in functional reconstruction [327]. One of
several reasons for thismight be that crosslinking alters the rigidity of thematrix, and
an upregulated rigidity response of the reseeded cells might interfere with regaining
tissue function. Another – not necessarily exclusive – possibility is that crosslinking
would inhibit the protein conformation changes caused by stretching the matrix
fibers. It has been found that fibronectin fibers, for example, can be stretched on
average more than five times their equilibrium length before they break [250, 251],
whereas crosslinked fibers show amarkedly decreased extensibility. Crosslinked cell-
derived matrices cause an upregulated cellular rigidity response and alter the
biophysical properties of the matrix that the newly seeded cells are generating [328].
Thus, force-induced protein unfolding in a newly depositedmatrix is, at least in part,
upregulated by crosslinking, with all the functional implications as discussed above.
Another aspect of native matrix, that might be compromised by crosslinking, is its
ability to serve as a scaffold for storing cytokines and growth factors and to release
them upon demand. Integrins were also shown recently to play a central role in
activating the matrix-bound cytokine transforming growth factor-beta 1 (TGF-b1) by
cell-generated tension acting on thematrix [329]. TGF-b1 controls tissue homeostasis
in embryonic and normal adult tissues, and also contributes to the development of
fibrosis, cancer, autoimmune and vascular diseases. In most of these conditions,
active TGF-b1 is generated by dissociation from a large latent protein complex that
sequesters latent TGF-b1 in the fibronectin-containing ECM [330]. The studies of
Wipff and colleagues might suggest that matrix stiffness could regulate the equilib-
rium between storage and release of a host of matrix-bound growth factors [331].
Finally, the fact that not only the intact ECM but also its breakdown products have

regulatory functions, can be actively exploited in tissue engineering. Low-molecular-
weight peptides derived from the ECM, for example, can act as chemo-attractants for
primary endothelial cells [138]. ECM extracts were found to have antimicrobial
activity [332], and fragments of ECM or blood proteins, including endostatin,
antithrombin and anastellin, may serves as inhibitors of angiogenesis [321]. More-
over, these angiostatic peptides use plasma fibronectin to home to the angiogenic
vasculature [321]. Finally, uncharacterized digestive products of the ECM seem to act
as strong inflammatory mediators [333]. Extensive future investigations are required
in order to provide a full comprehension of the multifaceted regulatory roles of the
ECMand its constituents, and how forcesmight coregulate many of these functions.
Consequently, learning how to switch the structure–function relationship of

proteins by force has far-reaching potential not only in tissue engineering but also
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in biotechnology, and for the development of new drugs that might target proteins
stretched into nonequilibrium states.
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10
Stem Cells and Nanomedicine: Nanomechanics of the
Microenvironment
Florian Rehfeldt, Adam J. Engler, and Dennis E. Discher

10.1
Introduction

Tissue cells in our body adhere to other cells and matrix and have evolved to require
such attachment. While it has been known for some time that adhesion is needed
for viability and normal function of most tissue cells, it has only recently been
appreciated that adhesive substrates in vivo – namely other cells and the extracellular
matrix (ECM) – are generally compliant. The only rigid substrate inmostmammals is
calcified bone.While the biochemicalmilieu for a given cell generally contains awide
range of important and distinctive soluble factors (e.g. neuronal growth factor,
epidermal growth factor, fibroblast growth factor, erythropoietin), the physical
environment may also possess very different elasticity from one tissue to another.
It is well accepted that cells can �smell� or �taste� the soluble factors and respond via
specific receptor pathways; however, it is also increasingly clear that cells �feel� the
mechanical properties of their surroundings. Regardless of the adhesionmechanism
– that is, cadherins binding to adjacent cells or integrins binding to the ECM – cells
engage their contractile actin/myosin cytoskeleton to exert forces on the environ-
ment, and this drives a feedbackwith responses that range fromstructural remodeling
to differentiation. In this chapter, we aim to provide a brief overview of the diversity of
in vivomicro/nano-environments in the human body, and also seek to describe some
mechanosensitive phenomena, particularly with regards to adult stem cells cultured in
in vitro systems and intended to mimic the elastic properties of native tissues.

10.2
Stem Cells in Microenvironment

10.2.1
Adult Stem Cells

Adult stem cells are distinct from embryonic stem cells (ESCs). Two properties
are required for a stem cell: self-renewal and pluripotency. Stem cells must be able to
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divide �indefinitely� (or at leastmany times compared to other cells) and alsomaintain
their undifferentiated state. They must be potent to differentiate into various
lineages. The fertilized egg cell is totipotent because all possible cell types in the
body are derived from it. Adult stem cells or somatic stem cells aremultipotent and are
not derived directly fromeggs, spermor early embryos, as are ESCs. Among the adult
stem cells found in fully developed organisms, two classes are of paramount
importance for both basic scientific inquiry and possible medical application:
mesenchymal stem cells (MSCs) and hematopoietic stem cells (HSCs), both of
which can be obtained from adult bone marrow (Figure 10.1).
For more than 50 years, it has been known that HSCs are present in the bone

marrow and can differentiate into all of the different blood cell types. Becker and
coworkers identified a certain type of cell in mouse bone marrow that, when
transplanted into mice which had been heavily irradiated to kill any endogenous
cells, would reconstitute the various HSCs: red blood cells, white blood cells,
platelets, and so on [1]. Since then, the transplantation of HSCs has become a
routine medical treatment for many blood diseases, such as leukemia. However,
controversies persist regarding the differentiation and de-differentiation of HSCs,
particularly whether or not they can become pluripotent, being able to differentiate
into neurons, muscle or bone [2–5].
MSCs also reside in the bone marrow, and can certainly differentiate into various

types of solid tissue cells such as muscle, bone, cartilage and fat. From human bone
marrow, Pittenger and coworkers successfully isolated truly multipotent MSCs and
also demonstrated in vitro differentiation into various lineages [6]. Using media cock-
tails – often composed of glucocorticoids such as dexamethasone –many other groups
have since standardized their differentiation into different tissue lineages [7–13].
Unlike the adult stem cells, ESCs are derived from a newly fertilized egg that has

divided sufficiently to form a blastocyst. Once isolated from the inner mass of the
blastocyst, the ESCs are then cultured and expanded in vitro to produce a sufficient
number of cells for study. These ESCs are pluripotent in that all organismal cell types
in the developing embryo emerge from them. This cell type is therefore considered
to be the most promising for cell therapy and regenerative medicine. On the other
hand, major problems such as immune rejection are significant obstacles as ESCs
will generally not be from the same organism.

Figure 10.1 In vivo microenvironments of adult
stem cells: the physiological range of stiffness.
(a) Range of physiological elasticity of native cells
and tissue: mesenchymal stem cells (MSCs)
reside in the bonemarrow (seepanel (b)), but can
egress from their niche into the bloodstream and
travel to different tissues and organs, facing new
environments with a wide range of stiffness.
Nerve cells and brain tissue (around and below
1 kPa) are softest, adipocytes are assumed to be
slightly stiffer, while muscle has an intermediate
stiffness (�10 kPa). The elasticity of chondrocytes

is speculated to fall between myocytes and
osteoids (precalcified bone precursors) that are
very stiff (E� 30–50 kPa) prior to mineralization
into bone (�MPa to GPa); (b) Hematopoietic
stem cells (HSCs), as distinct from the MSC
differentiation pathway, that also reside in the
bone marrow niche are the precursor cells of all
blood lineage-type cells. Within the bone marrow
and between the marrow and the blood there
are various gradients, for example, oxygen
concentration, biochemical factors and,
of course, viscoelasticity.

"
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Regardless of the type of stem cell, it is essential to understand how the stem cell
differentiates and in which ways it interacts with its environment, both within the
niche and potential target tissues. Biochemical factors are key but not singular
factors: mechanical cues in the microenvironment have only recently been recog-
nized as contributing to the fate of MSCs.
In this chapter we focus on the nanomechanics of adult stem cells, as these cells

interact with a substrate of well-defined stiffness. Stiffness – or, more formally,
Young�s elastic modulus, E (measured in Pascal (Pa)) – is a potential issue because of
its physiological variation. That is, the only tissue in the body that is rigid is bone – all
other solid tissues are soft, with elastic moduli in the range of 0.1 to 100 kPa
(Figure 10.1a). Over the past decade, it has become particularly evident that the
ability of an adherent cell to exert forces and build up tension reflects this elastic
resistance of the surrounding microenvironment. This mechanosensitivity is based
on the tension generated byubiquitously expressednon-musclemyosins II (NMMII)
which are the molecular motors that drive transduction. As with other class II
myosins, such as skeletal muscle myosin (that moves all of our limbs against
everyday), NMM II assembles into filaments. These NMM II minifilaments of
�300nm length are bipolar with heads on either side that bind and actively traverse
actin filaments [14]. In many situations involving moderately stiff substrates, actin–
myosin assemblies are visible in cells as stressfibers,which is a prototypical contractile
unit seen at least within cells grown on glass coverslips and other rigid substrates.
Of the three isoforms of NMM II (a–c), only non-muscle myosin IIa (NMM�IIa)

appears prominent near the leading edge of crawling cells where cells probe their
microenvironment, and is responsible for the bulk of force generation in non-muscle
cells [15]. NMM IIa is also the only isoform that is essential in the developing
embryo: [16] NMM IIa knockout mice fail to exhibit any functional differentiation
beyond germ layers, in that they do not undergo gastrulation, and the null embryos
die by day 7 in utero. Embryoid bodies grown in suspension culture also appear flat
and flaccid, rather than spherical, which suggests weak and unstable cell–cell
contacts, even though cadherins are clearly expressed. Such results highlight the
fact that cell motors – as an active part of cell mechanics – are important even in the
earliest stages of differentiation and development.

10.2.2
Probing the Nanoelasticity of Cell Microenvironments

Cells probe the elasticity of their microenvironment on the micro- and nanometer
scale, whether the surroundings are tissue, ECM or an artificial culture substrate.
Since this micro/nano-length scale is the range that cells can feel their surrounding,
an appropriate experimental tool is needed to measure the elasticity on the same
length scale. Perhaps the most suitable and pervasive technique for this is atomic
force microscopy (AFM), which has been most widely used for imaging but can also
make accurate force and elasticity measurements. The atomic force microscope
exploits a microfabricated cantilever with a probe tip of well-defined geometry.
This tip is pressed into the sample and the indentation depth as well as the required
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force ismeasured. The Young�s elastic modulus E of thematerial surface can then be
calculated from classical expressions and compared to bulk measurements, such as
results from classic tensile tests.
AFM was developed during the 1980s by Binnig and coworkers [17], and was

originally designed to investigate surfaces at the atomic scale with nanometer
resolution. The instrument�s ability to operate in a fluid environment has made it
increasingly important for biological samples, and today it is used frequently to
measure the nanomechanical properties of fre sh tissue samples [18], hydrogels for
cell culture [18], and even living cells [19] as well as single proteins [20]. Many
commercial AFM instruments allow for a precise measurement of forces, and have
the ability to raster the sample at nanometer resolution, which permits mapping of
a sample�s elasticity.
The basic principle of AFM for determining the elasticity of a sample is sketched

in Figure 10.2a. The cantilever�s tip is pressed into the surface and the deflection of

Figure 10.2 Probing the microelasticity by AFM.
(a) Schematic of the measurement principle of
Young�s elastic modulus (E) of a hydrogel with
AFM.Aprobeofwell-definedgeometry located at
the tip of a cantilever with known spring constant
k is pressed into the sample, and the deflection
of a reflected laser beam is recorded with
a four-quadrant photodiode. The required
force F can be calculated by multiplying the
deflection by the spring constant;

(b) Force–indentation curve of a
polyacrylamide gel with an elasticity of 5.5 kPa.
The black points depict measured data; the
solid red line represents the best fit of amodified
Hertz model. (Reprinted with permission from
Rehfeldt, F. et al. (2007) Cell responses to the
mechano-chemical microenvironment –
Implications for regenerative medicine and drug
delivery. Advanced Drug Delivery Reviews, 59,
1329–1339; � 2007, Elsevier.)
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the bent cantilever is monitored by a laser beam reflected onto a four-quadrant
photodiode. The exerted forceFcan be calculated bymultiplying the calibrated spring
constant k of the cantilever with the measured deflection d.

F ¼ k � d
The fundamental problem of the deformation of two elastic solids was first

described by Hertz in 1881 [21], and the classic Hertz model was subsequently
refined and modified by Sneddon to take special geometries into account [22].
A pyramidal tip that is commonly used for imaging but also works for elasticity
measurements ismost simply approximated as a conical probewith an opening angle
a. For this geometry, E can be calculated from

E ¼ pð1�n2ÞF
d2 2 tana

:

Here,F is the applied force of the tip, d is the indentation depth of the probe into the
sample, and n is the Poisson ratio of the sample that is separately measured or can be
estimated typically as 0.3–0.5.
Figure 10.2b shows a representative force indentation curve for a polyacrylamide

hydrogel with a modulus of E¼ 5.5 kPa, an elasticity typical of soft tissues.
The measured data points (black thick line) span a range of surface indentation
(0–2000 nm) and surface forces (0–10 nN) that are typical of matrix displacements
and cell-generated forces at focal adhesions [23]. AFM experiments involvemeasure-
ments of the same surface THATa cell would engage, and the results fit very well to
a modified Hertz model (thin red line). The elastic modulus determined by this type
of experiment only reflects the low frequency (�0.1–10Hz) or quasi-static elasticity
of the material, which is relevant to studies such as cardiac myocyte beating [23].
Additional techniques can address frequency-dependent viscoelasticity, which can be
important for the interactions of cells and their surroundings. Several studies have
shown a differential behavior of cells subject to an external static or oscillating
force field, and a simple theoretical model seems to describe the cell response [24].
Though it seems unlikely that frequencies in the MHz range or higher will have an
effect, timescales from milliseconds to hours are likely relevant when compared to
processes of assembly and disassembly of actin filaments, microtubules, focal
contacts and focal adhesions [25].
Frequency-dependent rheology measurements that not only encompass the static

elasticity as a low-frequency limit but also measure dynamic viscous properties, are
commonly performed with bulk samples using rheometers. Here, the hydrogel
sample is placed between twoparallel plates or a plate and a conewith very small angle
(around 1�) and a well-defined stress is applied while the strain within the sample is
measured. Using such a rheometer, Storm et al. investigated the complex rheology of
several biopolymers (collagen, fibrin, neurofilaments, actin, vimentin) and polyacryl-
amide (PA) hydrogels, and found a nonlinear increase of the complex shearmodulus
with higher strain – so-called strain-hardening behavior [26]. In contrast to the
biological gels, PA hydrogels exhibit a constant shear modulus over a large strain
range. The nonlinear behavior found for biopolymers has clear, albeit unproven,
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implications for cell–matrix interactions. With these instruments the bulk measures
of the storage and loss modulus of the material can be determined, but they do not
access the rheology on thecellular scale.AFMcanbe similarly used if, after the probe is
indented into the sample (cells, gels, etc.), a sinusoidal signal is superimposed to
measure the frequency-dependent viscoelasticty. Mahaffy et al. used this technique to
determine the viscoelastic parameters for cells and PA gels, and found good agree-
ment with bulk measurements, at least for PA gels [27]. Additional particle-based
techniques includemagnetic tweezers ormagnetic twisting rheology, optical tweezers
and two-particle passive rheology.Althoughbeyond the scope of this chapter,Hoffman
et al. have shown that the use of all these different microrheology tools converges
towards a �. . .consensus mechanics of cultured mammalian cells� [28].

10.2.3
Physical Properties of Ex-Vivo Microenvironments

The microelasticity of freshly isolated tissue samples can also be determined
using AFM, revealing tissue inhomogeneities vis-�a-vis a lateral mapping ofmechani-
cal properties that macroscopic measurements cannot address. Thus, AFM serves
as a mechanical analogue to histology as it could thus reveal microelasticity
differences across diseased tissues, such as fibrotic regions.
At the whole-body scale, the elasticities of normal, soft tissue vary considerably

(see Figure 10.1 and Table 10.1). Aside from bodily fluids such as blood, that
obviously have zero elasticity, perhaps the softest solid tissue is the brain, with an
elastic modulus of just E� 0.1–1 kPa [29–31]. Native mammary gland tissue has a
similar elasticity (E� 0.2 kPa) [32]. The lateral elasticity ofmuscle, in its relaxed state,
is significantly stiffer, with AFM probing yielding E� 10 kPa. Even at the subcellular
level, myofibrils isolated from rabbit skeletal muscle have E¼ 11.5� 3.5 kPa in the
relaxed state [33]; this is consistent with the transverse stiffness of rat skeletal muscle
measured under in vivo conditions (E¼ 15.6� 5.4 kPa) [34], as well as the elasticity of
both ex-vivomouse extensor digitorum longus (EDL) muscle (E� 12� 4 kPa) and one-
week cultures of C2C12 myotubes (E� 12–15 kPa) [35]. Bone is of course the stiffest
material in the body, with amodulus in the region of GPa after calcification; however,
bone is a composite of protein plus mineral, and precalcified bone or �osteoid� is

Table 10.1 Elastic modulus E of normal and diseased� tissues.

Type of tissue Elastic modulus E [kPa] Reference(s)

Brain (macroscopic) 0.1–1 [29–31]
Mammary gland tissue �0.2 [32]
Muscle (passive, lateral) �10 [33,34]
Osteoid (secreted film in culture) 30–50 [36–38]
�Mammary gland tumor tissue �4 [32]
�Dystrophic muscle �18 [39]
�Infarcted myocardium (surface) �55 [42]
�Granulation tissue �50 [41]
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a heavily crosslinked network of collagen-I plus other matrix proteins such as
osteocalcin [36–38] with an elastic modulus of 30–50 kPa. All of the measurements
above indicate that the physiological range of the elasticity of soft solid tissues ranges
from 0.1 kPa up to 100 kPa.
Abnormal or diseased tissue can exhibit an elasticity which is significantly

different from normal tissue. �Sclerosis� is Greek for �hardening of tissue�, and is
a descriptor of many diseases, such as atherosclerosis, that refers to a hardening of
the arteries. In the context of muscle, one AFM study has shown that the muscle of
mice with dystrophy has an elevated stiffness of 18� 6 kPa in comparison to
E� 12� 4 kPa for healthy tissue [39], a difference which previously had only been
described in bulk [40]. Commonly found granulation tissue after wound healing
exhibits an elastic modulus of E¼ 50� 30 kPa, which is three- to fivefold higher
than that of normal tissue [41]. Following amyocardial infarction, themyocardium is
also remodeled with fibrosis that stiffens the tissue significantly: AFM measure-
ments have shown healthy rats with a normal myocardial E¼ 10–20 kPa that
increases threefold to E¼ 55� 15 kPa within the infarcted region [42]. Another
significant increase in tissue stiffness from the native to the diseased state is
observed in tumorigenesis. The average mammary gland tumor stiffens 20-fold to
E� 4� 1 kPa compared to 0.2 kPa for the normal tissue [32]. In addition to fibrosis,
cell tension generally stiffens the cells and tissues; this is apparent even with isolated
myofibrils that exhibit an order of magnitude increase in stiffness (relaxed: E¼ 11.5
� 3.5 kPa to rigor: E¼ 84.0� 18.1 kPa) [33]. Whether hardening is part of the key
initial causes, or simply a late after-effect of a disease, is presently unclear. Nonethe-
less, it seems reasonable to hypothesize that hardening contributes to the cycle of
disease in many cases, with a likely basis in how cells feel normal soft tissue versus
abnormally hard (sclerotic) tissue. Addressing tissue hardening in regenerative
medicine would seem an important aspect of therapy.

10.3
In Vitro Microenvironments

Different tissue cells reside in a range of very differentmicroenvironments in vivo. In
order to assess biological questions in rigor, however, it is necessary to culture cells,
and the first reports of culturing tissue cells in vitro date back to the start of the
twentieth century. With time, techniques and protocols have become increasingly
sophisticated, allowing the growth andmaintenance of a wide variety of primary cells
and cell lines. The introduction of serum-free media with well-defined soluble
supplements during the 1970s opened up the possibility to investigate the effects
of growth factors and other factors on cultured cells. Polystyrene (PS) cell culture
flasks facilitated large-scale sterile cultures, while glass coverslips have allowed very
high-resolution microscopy of live cells in culture. However, both types of material
substrates – as ubiquitous as they are – are very rigid with an elastic modulus in the
range ofMPa orGPa,which ismany orders ofmagnitude higher than themechanical
properties that cells encounter in vivo (see Figure 10.1 and Table 10.1). The difference
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contributes to the distinct differences between cells cultured in vitro compared to
those cultured in vivo. For example, cells grown on tissue culture plastic or glass very
often exhibit �stress fibers� that are not found in vivo and seem to reflect the
mechanical stresses applied isometrically to rigid substrates. In the same way that
more sophisticated media cocktails have been formulated and continue to be
generated in order to dissect the different biochemical stimuli that affect tissue
cells, there is growing effort with different substrates to better mimic the various
physical and mechanical properties that cells encounter in soft tissues.

10.3.1
Cells Probe and Feel their Mechanical Microenvironment

In 1980, Harris and coworkers demonstrated thatmost cell types actively exert forces
on their substrates [43]. The culture of 3T3 fibroblasts on thin silicone rubber films
showed that these cells actively deform these films, generating a wrinkling pattern
(Figure 10.3a). Opas demonstrated a decade later that chick retinal pigmented
epithelial (RPE) cells exhibit a differential response to substrates that are rigid or
viscoelastic, despite a similar surface composition [44]. On a thick compliantMatrigel
substrate, the cells did not spread and remained heavily pigmented. In contrast, on
the rigid glass substrate that was covalently coated with soluble basementmembrane
(Matrigel), the cells spread, developed stress fibers, vinculin- and talin-rich focal
contacts, and expressed the dedifferentiated phenotype. These results were perhaps
the first to suggest themechanosensitivity of cells to substrateflexibility, although the
study was far from conclusive: rather, it was limited to only two conditions with

Figure 10.3 Cells pull and feel their mechanical
environment. (a) 3T3 Fibroblasts cultured on a
thin silicone rubber film exert forces that result in
substrate wrinkling. Scale bar¼ 10mm.
(Reprinted with permission from Harris, A.K.,
Stopak, D. and Wild, P. (1981) Fibroblast
traction as a mechanism for collagen
morphogenesis. Nature, 290 (5803), 249–251;
� 1981, Macmillan Publishers Ltd); (b) In vitro

model system for cell culture on a flexible
substrate. The elastic substrate with its
Young�s modulus E is coated with a ligand
(e.g. collagen-I) for cell attachment. The cell
attaches to this ligand and senses the elasticity
via tension of actin–myosin complexes and/or
stress fibers that are coupled to the substrate via
integrins and other cell-surface receptors.
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obvious compositional differences, namely rigid functionalized glass and soft
Matrigel, and there were no quantitative measurements of substrate elasticity.
The study of cell mechanics on flexible substrates was significantly advanced in

1997 by Pelham andWang, with their seminal studies on epithelial and fibroblast cell
lines cultured on a range of collagen-I coated, elastic PA hydrogels [45]. An adhesive
ligand in such studies is always needed because PA gels are not adhesive to cells (i.e.
they do not engage integrins); collagen-I is a logical first choice for an ECM ligand
because it is one of themost abundant proteins inmammals –whichmeans of course
that cells are very likely to encounter this protein in an organism. By using different
crosslinker concentrations, a set of gels ranging in elasticmodulus with an otherwise
identical surface was generated.With this in vitro culture system, distinct differences
were exhibited by cells on soft and stiff matrices: cells were seen to spread more on
stiffer substrates, and also exhibited more typical focal adhesions on stiffer sub-
strates. It was also clear that non-musclemyosin is a key player in generating force in
themechanosensitivity.When exposed to the commonmyosin inhibitors of the time
(2,3-butanedione monoxime or KT5926), the cells could no longer distinguish
between soft and stiff substrates. The effects on cell motility also have become clear:
fibroblast cells that approached the transition from the soft side could easily migrate
to the stiffer side, with a simultaneous increase in their spread area and traction
forces [46]. In comparison, cells on the stiffer side of the gel often turned around or
retracted as they reached the border. This dependence of cell movement on purely
physical properties of the substrate has been termed durotaxis, and clearly shows that
cells probe and feel the mechanics of their microenvironment.
Although these initial studies veryelegantlydemonstrated thedifferential responses

of cells to substrate elasticity, the precise connections to in vivomicroenvironments, as
well as the role that diseases play in matrix stiffness, remained unclear and required
further exploration.Measurements of elasticity were also only approximate: they were
made by estimating indentations with steel balls of known weight. Different tissues
often exhibit characteristic elasticities and can have significant alterations in disease
(as discussed in Section 10.1). Engler and coworkers cultured myoblasts on the same
collagen-I-coated PA gel systems with a wide range of AFM-determined elasticities,
and showed that fusion into myotubes was not significantly affected, whereas
myosin–actin striation was most prominent within cells grown on substrates with
E¼ 12� 5 kPa, which corresponds to the native muscle elasticity [39]. Gel substrates
that were too stiff, as well as rigid glass, inhibited the formation of striated actin–
myosin fibers. Striation was weak in myotubes on 18 kPa gels emulating dystrophic
muscle, suggesting a significant counterinfluence against differentiation in disease.
In the context of wound healing, Goffin et al. examined fibroblast adhesion and

cytoskeletal organization in cells on surfaces of different rigidity [41]. These cells
play an essential role in wound healing and tissue remodeling as they migrate to
wounded tissue and can develop stress fibers and tension to facilitate wound
closure and healing. Using substrates that simulate normal soft tissue and stiffened
wounded tissue, more contractile and differentiated myofibroblasts were only seen
on the stiffer substrates. In addition, �supermature� focal adhesions (suFAs) were
found to develop only on rigid substrates and to exert a fourfold higher stress on the
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matrix than was exerted under more typical focal adhesions formed on 11 kPa gels.
It was proposed that this is a means by which the matrix influences the tension that
the cells apply and therefore helps to steer the wound-healing process.
Similar findings were recently reported for liver-derived portal fibroblasts and their

differentiation tomyofibroblasts in vitroonPAsubstrates in thepresence or absence of
transforming growth factor-b (TGF-b) [47]. When these fibroblasts differentiate
towards myofibroblasts – as occurs in response to an acute liver injury – they start
to express a-smooth muscle actin (a-SMA) and form stress fibers on rigid surfaces
(>3 kPa), but not on very soft (400Pa) gels that resemble the elasticity of native rat or
human liver tissue. When treated with 100 pM TGF-b the portal fibroblasts began to
expressa-SMAeven on the softmatrix, although they did not develop organized stress
fibers; stiffer matrices were required for cell spreading and stress fiber organization.
Cells treatedwith 5mMTGF-b receptor kinase inhibitor did not differentiate on any of
the substrates, which suggests that TGF-b functions as an essential contractile inducer
in these cells (opposite tomyosin inhibitors), leading to highera-SMAexpression and
stress fiber organization as stiffer substrates. Both, biochemical and biophysical
stimuli are thus part of the complex interplay of mechanosensing.

10.3.2
Cells React to External Forces

The responses of cells to physical cues in theirmicroenvironment – namely elasticity
and geometry – are not the only physical factors of importance. Cells also react to
external forces, and forces are found throughout an organism. Muscles contract and
relax, joints are compressed during standing, walking and running, and the average
humanheart beats 72 times eachminute to keep our blood circulating, which leads to
shear stresses on the surfaces of endothelial cells. The effects of external forces on
cells have been widely studied, although it is often not clear to what extent the force-
generation capabilities of cells are again part of the response.
Several studies have documented the influence of both static and dynamic strains

on cells. For example, C2C12 mouse myoblasts cultured for several days on a
substrate that is subject to a continuous, unidirectional stretching leads to alignment
and elongation of the cells [35]. This applied static strainmimics the in vivo conditions
of long bone growth and muscle development. Another investigation of fibroblast
morphological changes in collagen matrices under a mechanical load [48] revealed
cell alignment with the direction of the external force to minimize their exposure to
the strain. In contrast to the parallel alignment in the case of static strain, several
studies have also reported a more perpendicular orientation for rapidly oscillating
external forces [49–52]. Experimental results such as these provide insight into
potential mechanisms in development and repair of connective tissue.
Experiments are many, but theories are few and would benefit in understanding

and predicting. Safran and coworkers have modeled the cell as a contractile dipole in
an external forcefield [24]. This coarse-grainmodel of a cell aligns parallel to a static or
quasistatic external oscillating force field, but it orients perpendicular to the field if
the frequency is too high to follow. This is analogous to an electric dipole in an
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oscillating electromagnetic field. The model not only agrees with experimental
evidence but also demonstrates the applicability of basic physical concepts to cell
mechanics.

10.3.3
Adult Stem Cell Differentiation

The impact of substrate elasticity on cell behavior is now evident in many studies.
One last – but central – example for this chapter perhaps highlights the potent
influence of elastic matrix effects, namely the differentiation of adult stem cells
(MSCs) [53]. The usual method for inducing the differentiation ofMSCs towards any
particular lineage (e.g. adipocytes, chondrocytes, myocytes, osteocytes) is to use
media cocktails based on steroids and/or growth factors [6–13]. Our approach has
been to use a single, 10% serum-containingmedia and to vary only the stiffness of the
culture substrate in sparsely plated cultures. These cells are exposed to serum in vivo,
but during natural processes of emigration from the marrow to repair and maintain
tissue, they also encounter different micromechanical environments. It is this latter
aspect of environment that we sought to mimic.
MSCs were plated on collagen-I PA hydrogels of different elasticity E

(Figure 10.3b) and found to exhibit after just 4 h a significantly different morphology
that becomes evenmore pronounced over the next 24 to 96 h (Figure 10.4a). The cells
spread more with increasing substrate stiffness, as found with other cells [45], but
they also take ondifferentmorphologies. As the cells aremultipotent, itwas of further
interest to assess whether substrate mechanics could also influence gene transcrip-
tion, and therefore differentiation. Immunostaining for early lineage specific pro-
teins indeed revealed that the neurogenicmarker, b3 tubulin was only present on the
softest 1 kPa gels, the myogenic transcription factor MyoD was most prominent on
the 11 kPa gels, and an early osteogenic transcription factor, CBFa1, was detectable
only on the stiffest 34 kPa substrates. Remarkably, these stiffnesses that induced
differentiation correspond to the elasticities that the various lineages would experi-
ence in their respective native tissues: quantitative analyses of differentiation
markers emphasizes the finding that adult stem cells adjust their lineage towards
the stiffness of their surrounding tissues (Figure 10.4b).

Figure 10.4 (Continued) increase of any of the
three proteins. Dashed green and orange curves
depict the substrate-dependent upregulation of
the markers for already committed cells [C2C12
(muscle) and hFOB (bone)] exhibiting the same
qualitative behavior at a higher intensity due to
their committed nature; (c) Transcription
profiling array shows selective upregulation of
several lineage-specific genes due to matrix
elasticity. Values forMSCs culturedonPAgels for
one week were normalized by b-actin and then

further normalized with data obtained from
na€ıve, undifferentiatedMSCs before plating. Red
depicts relative upregulation; green shows
downregulation. Gene transcripts of the different
lineages are upregulated only on the substrates
with the appropriate stiffness; blebbistatin
treatment inhibits this upregulation and thus
differentiation. (Reprinted with permission from
Engler, A.J. et al. (2006) Matrix elasticity directs
stem cell lineage specification. Cell, 126,
677–689; � 2006, Elsevier).

"
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Figure 10.4 Differentiation of adult stem cells
guided by matrix elasticity. (a) Mesenchymal
stem cells (MSCs) on collagen-I coated PA gels
with different elasticities (E¼ 1 kPa; 11 kPa;
34 kPa) show distinct morphology at 24 h after
plating; (b) Quantitative immunofluorescence of
the lineagemarkers (blue, P-NFH(neuro); green,

MyoD (muscle); orange, CBFa1 (osteo)) reveals
the stiffness-dependent differentiation of the
MSCs. The multipotent stem cells upregulate
differentiation markers only on substrates
yielding a stiffness in the range of the native
tissue, respectively. The gray curve of
blebbistatin-treated cells shows no selective
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Treatment of the MSCs with blebbistatin, a potent, recently synthesized NMM II
inhibitor, largely blocked the expression of any of the differentiation markers, and
again highlighted the key role of this motor in sensing the substrate in mechan-
oguided differentiation. Repeating the same experiment with two cell lines that were
already committed (C2C12mousemyoblasts and hFOB, human osteoblasts) showed
a similar upregulation of the differentiation marker according to the tissue-level
elasticity, but there was also a higher, baseline level of expression that reflected the
fact that these cells were already committed. This led to a new hypothesis of
differentiation mechanisms suggesting that both biochemical and biophysical
stimuli influenced the differentiation of these multipotent adult stem cells.
Transcript profiling of some of the most commonly accepted lineage markers was

used tomore broadly assess lineage specification bymatrix. The top-16 genes profiled
for neuro-, myo- and osteo-genesis show selective upregulation of several relative to
the na€ıve undifferentiated MSCs before plating (Figure 10.4c). Consistent with
protein markers, it can be shown that b3 tubulin is the sixth-ranked gene on the
softest 0.1–1 kPa gels,MyoD is the 14th-ranked gene on the 11 kPa gels, andCBFa1 is
the seventh-ranked gene on the stiffest 34 kPa matrices. Also consistent with the
downregulation of protein with blebbistatin treatment, the transcripts also exhibited
a downregulation of about two to threefold.
Further examination of differentially expressed genes is revealing. Neural growth

factors such as glial-derived neurotrophic factor (GDNF) and nerve growth factor
(NGF) are upregulated on softer matrices. GDNF is interesting because its most
prominent feature is its ability to support the survival of dopaminergic and motor
neurons. The latter neuronal populations die during the course of amyotrophic
lateral sclerosis (ALS). Myostatin (GDF8) is upregulated on the 11 kPa myogenic
matrix and secreted by skeletal muscle cells; it is understood to circulate and act as
a negative regulator of muscle mass, slowing down the myogenesis of muscle stem
cells. Several bone growth factors (e.g. bonemorphogenetic proteins: BMP3, 4, 5) are
upregulated on the stiffest osteogenic matrices. These proteins are interesting as
potent osteoinductive growth factors belonging to the TGF-b superfamily, which was
described in Section 10.2.1 as promoting stress fibers in fibroblasts on stiff matrices.
This is very consistent with stress fiber assembly seen also in the MSCs [53]. Follow-
up studies are certainly required to assess the secretion of these factors as well as
autocrine–paracrine loops, although matrix elasticity is clearly the initiating factor
throughout. Additionally, the many transcription factor genes listed (e.g. STATs,
MYFs, MEFs and SMADs), as well as the many cytoskeletal and adhesion transcripts
(e.g. NCAM, TTN and BGLAP (or osteocalcin)) make for a compelling story of how
these MSCs physically interact with their microenvironment and reprogram their
gene expression accordingly.

10.3.4
Implications for Regenerative Medicine

MSCs are believed to have considerable potential for cell therapies and regenerative
medicine. Taking into account the impact of the microenvironment (as described
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above), it perhaps becomes clear how important it is to carefully assess potential
applications of these cells.
One applicationwhich currently is undergoingmajor exploration is the injection of

purified and enrichedMSCs into a stiffened infarct of the heart – a technique known
as cellular cardiomyoplasty. The hope is that these adult stem cells will differentiate to
cardiomyocytes and improve contractile function, although recent animal models
and even clinical trials have yielded mixed results at best [42,54–56]. For example, in
one rat infarctmodel, the injection of human-MSCswas found tomarginally improve
myocardial compliance as determined using AFM [42], but the MSCs did not
regenerate the infarcted heart muscle tissue. Working strictly with a mouse model,
Fleischmann and coworkers also injected MSCs into an infarcted myocardium [55]
and, two to four weeks after injection, identified encapsulated calcifications and
ossifications in the infarcted zone. These compartments were clearly restricted to the
scarred region of the infarct where the elastic modulus E is much higher than that of
native cardiac muscle. Interestingly, when MSCs were injected into intact non-
infarcted hearts, calcifications and ossifications occurred only on the scar tissue along
the injection channel. These findings were in excellent agreement with the in vitro
studies of Engler et al. [53], where osteogenesis of MSCs was found on matrices
having an elasticity in the range of 30–50 kPa (Figure 10.4) – that is, the stiffness of
postinfarct scar tissue.
For future experiments and clinical trials, it will be of paramount importance to

clearly dissect all of the possible cell stimuli in order to at least avoid negative
implications for the patient such as calcifications. Our cells live in a �world� of
biophysics and biochemistry, and it seems necessary to understand and control
parameters of both sides.

10.4
Future Perspectives

This chapter could only highlight some of many studies on the implications of the
mechano-chemical environment of cells, even this small selection underscores the
importance of a better understanding of the interactions between cells and environ-
ment to improve the design of therapeutic applications. Adult stem cells are probably
one of the most promising candidates for successful tissue regeneration, given their
multipotency, availability and limited ethical considerations, although their interac-
tions with the microenvironment must be taken into account. Further studies must
elucidate the complex interplay of biochemistry and biophysics, and should identify
ways to influence either side with stimuli from the other. As a prime example,
approaches to repair the infarcted heart reveal how new strategies are needed to
overcome the physical limitations of afibrotic tissue. Perhaps it is possible to alter the
cell�s perception of the surrounding stiffness so that adult stem cells could develop
towards a suitable myogenic lineage (instead of osteogenic)? This is clearly a large
playground for future studies of what are ultimately diseases that couple to cell
mechanics.
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11
The Micro- and Nanoscale Architecture of the Immunological
Synapse
Iain E. Dunlop, Michael L. Dustin, and Joachim P. Spatz

11.1
Introduction

In vivo, biological cells come into direct physical contact with other cells, and with
extracellular matrices in a wide variety of contexts. These contact events are in turn
used to pass an enormous variety of cell signals, often by bringing ligand–receptor
pairs on adjacent cells into contact with each other. Whereas, some traditional
outlooks on cell signaling arguably focused strongly on these individual ligation
events as triggers for signaling cascades, it is now becoming clear that this is
insufficient. Rather, in some cases where signal-activating ligands are found on cell
or matrix surfaces in vivo, the properties of each surface as a whole need to be
considered if the events leading to signaling are to be fully understood. That is, the
strength of signaling – and whether signaling occurs at all – can depend on factors
such as the spatial distribution of signaling-inducing ligands that are presented on a
surface, themobility of these ligands, the stiffness of the substrate, and the force and
contact time between the surface and the cell being stimulated [1]. The effects of such
surface properties on the activation of cell signaling pathways can often be studied by
bringing the cells into contact with artificial surfaces, the properties of which can be
controlled and systematically varied, so that the effects of such properties on
signaling pathway activation can be observed. These studies have been successfully
conducted in the context of signaling pathways associated with cell behaviors such as
fibroblast adhesion to the extracellular matrix (ECM) [2, 3] and rolling adhesion of
leukocytes [4, 5]. One important system in which cell–cell communication has been
studied is the immunological synapse formed between T lymphocytes and tissue
cells at multiple stages of the immune response.
We first introduce the role of Tcells in the immune response and the concept of an

immunological synapse (for an introduction to immunological concepts, seeRef. [6]).
Tcells are an important component of themammalian adaptive immune system, and
each of the billions of Tcells in a mammal expresses a unique receptor generated by
the recombination of variable genomic segments. This can then serve as a substrate
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for the selection of pathogen-specific T cells suitable for combating only infections
by identical or similar pathogens, the proteomes of which share a particular
short peptide sequence, known as the T cell�s agonist peptide. There are three main
subclasses of Tcell, classified according to their effector functions: helper-, killer- and
regulatory T cells. Broadly speaking, helper T cells act to stimulate and maintain the
immune response in the vicinity of an infection, whereas killer Tcells are responsible
for detecting and destroying virus-infected cells. Regulatory Tcells play a role in the
prevention of autoimmune disease. In this chapter we will concern ourselves almost
entirely with the activation of helper Tcells. As the number of possible pathogens is
enormous, the body does not maintain large stocks of T cells of a wide variety of
specificities, but rather maintains small numbers of inactive Tcells of each possible
specificity in locations such as the lymph nodes and the spleen. When a pathogen
is detected in the body, specialist antigen-presenting cells (APCs) travel to these
locations and locate the correct Tcells to combat the infection. This causes the Tcells
to become activated, whereupon they proliferate, producing a large number of Tcells
that travel to the infected tissues to carry out their antipathogen roles. Activation of
the T cell occurs during direct physical contact between the T cell and the APC, and
proceeds via the formation of a stable contact region between the Tcell and the APC,
known as the immunological synapse. (The term �synapse� was applied due to a
number of shared features with neurological synapses, such as stability, a role for
adhesion molecules and directed transfer of information between cells [7].) It is
known that one of the central requirements for activation is the ligation of T-cell
receptors (TCRs) on the T-cell surface by peptide-major histocompatibility complex
protein (p-MHC) complexes on the APC surface. The MHC may be thought of as
a molecule in which the APC mounts short peptides made by breaking down all
proteins in the cytoplasm (MHC class I) or in the endocytic pathway (MHC class II),
including both pathogenic and �self� proteins. AsMHCclass IImolecules are relevant
for helper T cells, we will focus on these from here on. Each TCR molecule strongly
binds MHC molecules that mount the agonist peptide, and weakly binds MHC
molecules that mount a subset of self-peptides. These strong and weak interactions
synergize to generate sustained signals in the Tcell. Thus, the APC activates only the
correct Tcells to combat the particular infection that is underway due to the necessary
role of the agonist peptide in T-cell activation, but does so with great sensitivity (early
in infection) due to the contribution of the self-peptides [8].
In addition to the initial activation process, helper T cells may encounter other

agonist p-MHC-bearing APCs later in the infection process with which they can also
form immunological synapses. This is particularly important in the infected tissues,
where helper Tcells coordinate responses by many immune cell types. The signaling
from these synapses effectively informs the Tcells that the infection is still in progress,
encouraging them to continue countering it locally. Although there are differences
between the initial activation process and these subsequent restimulations, similar
signalingmethodsmay underlie themboth, and wewill usually not be concernedwith
such distinction in this chapter. Although most of the agonist peptide-specific T cells
will die when the infectious agent has been eliminated from the body, a small subset
will live on as �memory� T cells and can facilitate the mounting of a response to
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reinfectionwith the sameor closely relatedagents at a later time [9–11]. In fact,memory
T cells are the basis of vaccination, and the process by which they are reactivated is
likely to be similar in its requirements for immunological synapse formation.
Although TCR–p-MHC ligation is necessary for T-cell activation, there is evi-

dence that the structure of the T cell–APC contact zone on a wide variety of length
scales from tens of micrometers down to one to a few nanometers plays a role in
determining the strength of activation signaling. Artificial surfaces functionalized
with p-MHC and other immune cell proteins have been used to study structures that
arise in the contact zone, and their effect on the activation process.
In this chapter, we will review the emerging body of work in which surface

functionalization and lithography techniques have been used to produce artificial
surfaces that have shed light on the nature and dynamics of the immunological
synapse. We will first consider the structure of the immunological synapse on
the micrometer scale, including the so-called supramolecular activation clusters
(SMACs). These are essentially segregated areas in which different ligated receptor
species predominate. Although SMACs have been widely studied, it now seems
unlikely that they are the critical structures in providing activation signaling, with
smaller-scale microclusters consisting of around 5–20 TCR–p-MHC pairs bound
closely together being of greater significance [12]; these microclusters will also be
discussed.Wewill then describe experiments that demonstrate the importance of the
spatial distribution ofmolecules on the nanometer scale – that is, one to a few protein
molecules –usingmaterials such as soluble p-MHColigomers to stimulate Tcells. By
illustrating the importance of the nanoscale, these results should motivate future
studies in which Tcells are brought into contact with surfaces that are patterned on a
nanometer scale with p-MHC and other immunological synapse molecules. We will
then discuss an emerging nanolithography technique that could plausibly be used to
perform such studies, namely block copolymermicellar nanolithography. Finally, we
will consider the possibility of making direct therapeutic use of micro- and nano-
patterned T-cell-activating surfaces, and conclude that the most likely application is
in adoptive cell therapy. In this method, T cells are removed from a patient, expanded
in vitro, and returned to the patient to combat a disease –most commonly a cancerous
tumor. It has been suggested that the success of adoptive cell therapy can depend
heavily on the detailed phenotype of the returned T cells; the use of micro- and
nanopatterned surfaces for in vitro T-cell activation could help to control their
phenotype.

11.2
The Immunological Synapse

11.2.1
Large-Scale Structure and Supramolecular Activation Clusters (SMACs)

The immunogical synapse is a complex structure, which features a number of
important ligand–receptor interactions in addition to the crucial TCR–p-MHC

11.2 The Immunological Synapse j325



interactions. The artificial substrates discussed here are based on a simplifiedmodel
of the synapse that includes two of the most significant ligand–receptor pairs: TCR
with p-MHC, and lymphocyte function-associated antigen 1 (LFA-1) with intracellu-
lar adhesion molecule 1 (ICAM-1). LFA-1 is an integrin-family protein, the function
of which is to control Tcell to APCadhesion. LFA-1 is expressed onTcell surfaces and
binds ICAM-1 on the APC surface.
A major contribution to the understanding of the immunological synapse has

been derived from studies in which Tcells are allowed to settle on glass substrates on
which lipid bilayers have been deposited. These bilayers contain some lipid mole-
cules that are bound to protein constructs containing the extracellular portions of
p-MHC and ICAM-1, respectively. Due to the fluidity of the lipid bilayer, the p-MHC
and ICAM-1 are mobile, creating a simplified model of the APC surface (see for
example, Refs [12–15]). Although a simplified system, thismodel reproduces features
of immunological synapses observed in vivowith some types of APC, for example the
so-called B cells; differences between these synapses and those observed between
Tcells and so-called dendritic cells (another type of APC) may be due to the dendritic
cell cytoskeleton�s restricting and controlling of p-MHC and/or ICAM-1motion [16].
On the largest length scales, the evolution of the synapse can be seen to proceed in

three stages, as illustrated in Figure 11.1 [13]. In the first stage, the Tcell is migrating
over the model bilayer surface; this corresponds to an in vivo Tcell forming transient
contacts with passing APCs. A central core of adhesive LFA-1–ICAM-1 contacts
forms, around which the cytoskeleton deforms to produce an area of very close
contact between the cell and the substrate, in which TCR with agonist p-MHC pairs
can readily form. This cytoskeletal deformation is important, as TCR and p-MHC
molecules are both rather short and consequently easily prevented from coming into
contact by abundant larger glycosolated membrane proteins [13]. Signaling arising
from the formation of TCR–p-MHC pairs causes LFA-1 molecules to change their

Figure 11.1 Schematic showing the three stages
in the formation of the immunological synapse.
A detailed description is provided in the text.
Briefly, in stage 1, a central area of ICAM-1
ligating LFA-1 forms, around which the
cytoskeleton rearranges to give a narrow zone in
whichp-MHCscan readily ligate TCRs. In stage 2,
p-MHC-ligated TCRs move to the center of

the contact zone, leading to stage 3, where a
central area rich in TCRs and p-MHCs (the
cSMAC) is surrounded by an annular area rich
in ICAM-1-ligated LFA-1 (the pSMAC). (In the
present chapter, to simplify the discussion,
the role of CD4 is not described.)
(Reproduced from Science 1999, 285, 221–227
[13]. Reprinted with permission from AAAS.)
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shape so that they bind ICAM-1 strongly, which in turn causes the cell to stop
migrating and thus stabilizes the synapse. In vivo, this mechanism enables the APCs
to adhere strongly to T cells of the correct specificity, for the periods of up to several
hours that may be necessary for full activation to take place. However, it simulta-
neously prevents the APCs from forming time-wasting, long-lasting contacts with
other T cells.
In the second stage of immunological synapse evolution, p-MHC-ligated TCRs

migrate to the middle of the contact zone, possibly due to actin-based transport,
leading to the third stage, where a stable central region of bound TCR–p-MHC pairs,
the central supramolecular activation cluster (cSMAC), is surrounded by a ring of
ICAM-1 bound to LFA-1, the peripheral supramolecular activation cluster (pSMAC),
which in turn is surrounded by an area of very close contact between the cell and the
surface, suitable for the formation of new TCR–p-MHC pairs, the distal supramo-
lecular activation cluster (dSMAC). As the primary purpose of the LFA-1–ICAM-1
bond is to bind the Tcell to the APC, most of the lines of adhesive force between the
cells pass through the dSMACwhere thesemolecules are highly present, as shownby
the arrows in Figure 11.1. Close examination of the structure and dynamics of
cytoskeletal actin in the cell, as well as the distribution of LFA-1–ICAM-1 pairs, has
shown that the dSMAC and pSMAC may be thought of as respectively analogous to
lamellapodium and lammella structures that are exhibited by many motile cells [17],
such asfibroblastsmoving across the ECM. In the case of thefibroblast,avb3 integrin
molecules (analogous to LFA-1) bind to the ECM surface in the lamellapodium,
which is pushed out in the direction of desiredmotion. A characteristic feature is that
the actin in the lamellapodium/dSMAC is organized into two stacked layers, whereas
that in the lamella/pSMAC is organized into one layer only. By a combination of actin
polymerization at the periphery and depolymerization at the cell center, the cell
center effectively pulls on the anchored integrin molecules and thus moves towards
them. In the case of the immunological synapse, the same actin polymerization and
depolymerization occur, but because the dSMAC extends out in all directions, and
because the ICAM-1molecules aremobile in the APC lipidmembrane (in contrast to
integrin-binding elements of the ECM), the center of the T cell remains stationary,
although there is a constant motion of actin towards the center of the cell [18]. Some
important implications of this effect will be described in Section 11.2.2.
In a recent study conducted by Doh and Irvine, photolithographic methods were

used to produce a substrate that encouraged T cells to form a cSMAC/pSMAC-like
structure, but without usingmobile ligands [19]. Rather, a surface was patterned with
shaped patches of anti-CD3, a type of antibody that binds TCR and can thus simulate
the effect of p-MHC, against a background of ICAM-1. This study employed a novel
method for patterning surfaces with two proteins using photolithography, by using a
photoresist that can be processed using biological buffers [20]. The photoresist used
in this method is a random terpolymer with a methacrylate backbone, and methyl,
o-nitrobenzyl and poly(ethylene glycol) (PEG) (Mn� 600Da) side groups randomly
distributed along the chain, where some of the PEG side chains are terminated
with biotin. The PEG chains make the polymer somewhat hydrophilic, while the
o-nitrobenzyl group can be cleaved to a carboxylic acid-bearing group by ultraviolet
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(UV) light. The photoresist is spincoated onto a catonic substrate (in this case
aminosilane-functionalized glass) so that, if the resist is exposed toUV light, and then
rinsed with pH 7.4 buffer so that it contains negatively charged carboxylic acid
groups, the negative charge of these groups causes the majority of the photoresist to
be soluble and thus to be washed away. This will leave behind a thin layer of resist
molecules, the negatively charged groups of which are ionically bound to positively
charged amine groups on the glass surface. The sequence of events in preparing
the patterned surface used in the T-cell studies [19] is shown in Figure 11.2. The
photoresist layer was first exposed toUV through a photomask and thenwashedwith
pH 7.4 buffer to remove all but the thin residual polymer layer from the areas to be
patterned with anti-CD3. After further UV irradiation of the whole surface, strepta-
vidin followed by biotinylated anti-CD3was deposited at pH 6.0 (at which the resist is
stable) with the streptavidin binding the anti-CD3 to the biotin sites on the resist
polymer surfaces. A second wash at pH 7.4 removedmost of the resist from the non-
anti-CD3 functionalized area, leaving a thin biotinylated polymer layer to which
streptavidin followed by biotinylated ICAM-1 could be attached.
The Tcells that were allowed to settle on surfaces bearing widely spaced circles of

anti-CD3 6mm in diameter against a background of ICAM-1 (prepared using this
method) migrated until they encountered an anti-CD3 circle, and then formed a
central cSMAC-like area of TCRs bound to anti-CD3, surrounded by a pSMAC-like
ring of LFA-1 bound to ICAM-1 [19]. Molecules known to be associated respectively

Figure 11.2 Schematic of the photolithographic
production of surfaces patterned with two
proteins on a micrometer scale, using a novel
photoresist that can be processed in
biological buffers [19]. A detailed description is
provided in the text. Briefly: (a) A resist layer
created by spincoating onto a cationic substrate
was UV-irradiated through a photomask;
(b) A wash at pH 7.4 removed all but a
molecularly thin layer of resist from the irradiated
areas; (c) The sample was uniformly UV-

irradiated; (d) Biotinylated anti-CD3 was bound
to the biotin functional groups in the resist layer
via streptavidin (SAv); (e) Washing at pH 7.4
removed all but a molecularly thin layer of
resist from the originally unirradiated areas;
(f) ICAM-1-Fc was bound to the biotin
functional groups in the resist layer via
biotinylated anti-Fc and streptavidin.
(Reproduced from Proc. Nat. Acad. Sci. U.S.A.
2006, 103, 5700 [19]. Copyright 2006 National
Academy of Sciences, U.S.A.)
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with LFA-1 (talin) and TCR (protein kinase C, q isoform (PKC-q)) signaling localized
in the �pSMAC�- and �cSMAC�-like regions respectively, in accordance with some
previous observations of T cell–APC contact zones [21]. T cells that formed these
model �cSMAC–pSMAC� structures showed elevated levels of intracellular free
calcium (an early sign of activation), and eventually proliferated and showed
increased cytokine production with respect to cells on control surfaces, thus con-
firming that full activation had taken place.
Although the cSMAC–pSMAC–dSMACmodel corresponds well to in vivo images

of some Tcell–APC contacts (notably where a so-called B cell is used as the APC [21]),
when the important dendritic cell APC type is used, a different structure is seen,
whichmay be conceptualized as amultifocal patternwith several smaller cSMAC-like
zones. This type of pattern, which could conceivably arise from the dendritic cell
cytoskeleton�s imposing constraints on the mobility of TCR [16], was reproduced by
Dohand Irvine [19], by using their photolithographic technology to produce groups of
four small anti-CD3 spots (spots 2mm diameter, spot centers placed at corners of a
�5mm cube). The T cells that encountered such groups indeed formed multifocal
contacts.
Similar multifocal contacts have also been produced byMossmann et al., who used

electron-beamlithography (EBL) toproducechromium�walls� (about 100nmwideand
5nm high) on a silicon dioxide substrate on which a lipid bilayer containing ICAM-1
andp-MHCwas thendeposited. In thisway, the ICAM-1andp-MHCwereable tomove
freely laterally up to, but not through, the walls. The p-MHCmolecules could thus be
confined to several large regions, resulting in the formationof amultifocal patternwith
several miniature cSMAC-like regions [15, 16], as shown in Figure 11.3.
The T-cell structures produced on the anti-CD3-patterned substrates of Doh and

Irvine [19]might be thought of as a goodmodel of an activatingTcell, with the cSMAC
as the principal source of activation signaling from ligated TCR. However, as will
be seen below, evidence has emerged which suggests that the cSMAC is not
an important source of activation signaling, which rather comes primarily from
TCR–p-MHC microclusters, and the physiological relevance of the model substrate
of Doh and Irvine [19] may be questioned in this respect. It is possible that the
interfacial line between anti-CD3- and ICAM-1-coated areas in the studies ofDoh and
Irvine [19] served the same function as the dSMAC in immunological synapses
formed on B cells on supported planar bilayers. The important generalization is that
Tcells may be highly adaptable as part of their evolution to navigate a wide variety of
anatomic sites and interact with essentially any cell in the body to combat continually
evolving pathogens. Hence, one important role of nanotechnology may be to test the
limits of adaptability and understand the fundamental recognition elements and how
they may be manipulated.

11.2.2
TCR–p-MHC Microclusters as Important Signaling Centers

In the model shown in Figure 11.1, an early stage of immunological synapse
formation was the ligation of TCR by p-MHC in the peripheral area around the
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central region of initial ICAM-1 adhesion, with the resulting TCR–p-MHC pairs then
migrating to the center of the contact zone to finally form the cSMAC. A closer
examination of this system in fact shows the TCR–p-MHC pairs combining to form
microclusters throughout the contact zone, which then combine to form the
cSMAC [22]. By using highly sensitive total internal reflection fluorescence micros-
copy (TIRFM), it has also proved possible to image a subsequent continuous �rain� of
microclusters, each consisting of between approximately five and 20 p-MHC–TCR
pairs, that form in the peripheral dSMAC region, and then move radially inwards
eventually joining the cSMAC [12, 23]. This motion is likely to occur because the TCR
are indirectly connected to actin filaments, which aremoving continuously inwards in
the dSMAC and pSMAC (as discussed in Section 11.2.1). Experiments in which an
antibody that disrupts TCRbinding to p-MHCwas added after the Tcells had formed a
stable cSMAC on a lipid bilayer surface (such that at early times the formation of new
microclusters was prevented but the cSMACwas not yet disrupted) suggest strongly
that activation signaling arises from themicroclusters rather than from the cSMAC, as
signaling almost completely ceased at a time when the cSMACwas still intact [12]. It
therefore seems likely that, rather than functioning as a signaling device, the cSMAC
in fact plays other roles. In particular, it has been observed that significant numbers of

Figure 11.3 Fluorescence micrographs of
immunological synapses, with TCRs labeled
green (top row) and schematics (bottom row,
green show TCR locations, solid back lines show
cell outline). (a) A fixed synapse between a T cell
and adendritic cell (red showsPKC-q, which isnot
important for our purposes here). TCRs gather at
several separate focal points; (b) A synapse
formed between a T cell and a supported lipid
bilayer, where the lateral motion of p-MHC and
ICAM-1 in the bilayer is unconstrained; red shows
ICAM-1. TCRs gather in one large cluster, the
cSMAC; (c) A synapse formed between a T cell
and a supported lipid bilayer where the lateral
mobility of p-MHC and ICAM-1 in the bilayer is
constrained by chromium �walls�, indicated by

dashed lines (white in micrograph, black in
schematic) . (ICAM-1 is labeled red.) TCRs gather
at several focal points. Note the presence of
multiple TCR foci in (a) and (c), which suggests
that a reduced lateral mobility of p-MHC on the
dendritic cell surface might be responsible for the
multifocal nature of the T cell with dendritic cell
synapse (a). The central square formed by the
chromium �walls� in (c) hasdimensions2� 2mm.
(Micrographs reproduced from Curr. Opin.
Immunol., 18, 512–516, M.L. Dustin, S.Y. Tseng,
R. Varma, G. Campi, T cell-dendritic cell
immunological synapses. Copyright (2006),
with permission fromElsevier [16]; panels (b) and
(c) are originally from 2005, 310, 1191–1193.
Reprinted with permission from AAAS [15].)
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TCR are endocytosed in the cSMAC. Some of these may be recycled through the cell
for reincorporation into the dSMAC, ensuring a continuous supply of TCR and thus
enabling signaling to continue for a long time, while others may be degraded [14, 24].
If TCR–p-MHC microclusters arising in the peripheral dSMAC give rise to

activation signaling, which switches off as they join the cSMAC, there are two
possible hypotheses: the initial signaling may decrease either with time, or with
proximity to the center of the contact zone. It proved possible to distinguish between
these hypotheses by using the chromium �walls� of Mossmann et al. to divide the
contact zone into many small areas, thus preventing microclusters from moving
large distances.Using this approach, it was shown that, while the signaling fromeach
microcluster has a finite lifetime, such lifetime decreased strongly with proximity to
the center of the contact zone. This showed that spatial factors do play a role, and help
to confirm the picture of the cSMAC as a non-signaling region [15].
In contrast to the studies just mentioned, in which TCR–p-MHC microclusters

formed spontaneously by the coming together or pulling together of mobile p-MHC
molecules in a lipid bilayer [12, 15], Anikeeva et al. effectively created artificial
TCR–p-MHC microclusters by exposing T cells to a solution of quantum dots. These
are fluorescent semiconductor nanocrystals, to which p-MHC molecules have been
bound, with the binding mechanism being the ligation of zinc ions on the semicon-
ductor surfacesby carboxylic acid groupsbelonging to six histidine residues inserted at
thebase of thep-MHCmolecule [25]. Approximately 12p-MHCmoleculeswere found
per quantum dot, as determined by themeasurement of nonradiative energy transfer
between the quantum dot and fluorophores bound to the p-MHC molecules. This
suggested that the number of ligated TCRs in the artificial microclusters might have
been about six, comparable to the size of the smallest signalingmicroclusters observed
in one of the previouslymentioned bilayer studies [12]. The stimulation of Tcells with
appropriate p-MHC-functionalizedquantumdots caused activationsignaling tooccur.
Although this study does not relate directly to our themeof T-cell activation by artificial
substrates, we mention it here because it is indicative of the potential value of studies
performedusingp-MHCmoleculesboundtonanospheres. Infact, itwillbeseenbelow
that surfaces functionalized with nanospheres may play an important role in future
studies.
In addition to TCR–p-MHC microclusters, LFA-1–ICAM-1 microclusters have

also been observed; the latter seem to form in the dSMAC and to move inwards
before eventually joining thread-like LFA-1–ICAM-1 structures in the pSMAC [18].
Figure 11.4 summarizes schematically the localization of TCRs, p-MHCs, LFA-1 and
ICAM-1 in the three SMACs. The structure of the cytoskeletal actin in these regions,
as discussed in Section 11.2.1, is also shown.

11.3
The Smallest Activating Units? p-MHC Oligomers

As discussed in Section 11.2, signaling from p-MHC-ligated TCRs seems to depend
on the ligatedTCRs coming together to formmicroclusters, rather than ligation alone
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being enough for signaling. It transpires that activation signaling can indeed not be
initiated by a single ligated TCR, but that the coming together of at least two ligated
TCRs is necessary for signaling. This was demonstrated by Boniface et al., who
combined biotin-functionalized p-MHCs with naturally tetravalent streptavidin
molecules to produce p-MHC monomers, dimers, trimers and tetramers. T cells
exposed to the p-MHCmonomer showedno activation signaling, whereas significant
signaling was already present in the case of the dimer, and the strength increased
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when trimer or tetramer was used [26]. This suggests that some degree of
TCR �clustering� is necessary for T-cell activation signaling. This could conceivably
indicate that part of the signaling mechanism requires the close proximity of the
cytoplasmic parts of neighboring TCRs.
Interestingly, doubt was cast on the finding that TCR clustering is required for the

activation signal when, in an experiment using APCs in which all of the agonist
p-MHCmolecules had been fluorescently labeled, activation signaling was observed
to be initiated by a T cell where the contact zone with the APC surface contained
only one agonist p-MHC molecule [27]. This apparent contradiction may have been
resolved by Krogsgaard et al., who obtained a T-cell activation signal by stimulating
cells with a synthetic heterodimer consisting of one MHC molecule with agonist
peptide and onewith self-peptide (i.e. peptide foundwithin the proteome of the Tcell-
producing mammal, in this case a mouse) [28]. Krogsgaard et al. argued that such
heterodimersmay play a role in in vivo activation. This controversy and its resolution
underlines the roles that molecules other than agonist p-MHC may play in in vivo
T-cell activation; one of the principal advantages of experiments performed on
artificial substrates is that �clean� experiments can be performed, without the
possible intrusion of unknown ligands. The ability of T cells to respond to mixed
stimulations by agonist and self-peptide-loaded MHC molecules may be important
for the functioning of the immune system, as it could increase the likelihood of T-cell
activation by APC surfaces that present only small amounts of agonist peptide [8].
If TCR clustering is indeed required for T-cell activation, then it is interesting to ask

how close together the TCRs need to be drawn in order for signaling to occur. A
significant contribution towards answering this questionwasmade byCochran et al.,
who used p-MHC molecules genetically engineered to contain free cystine residues
to produce p-MHC dimers; the dimers were created by reacting the cystine residues

Figure 11.4 Summary of our current
understanding of the structure of the
immunological synapse. Schematic top and side
views of the T cell only are provided here: it is
assumed that all or most TCRs and LFA-1
molecules shown are ligated by p-MHCs or
ICAM-1 on the opposing APC surface (not
shown). In the top view, TCRs, LFA-1 and actin
are shown in separate locations purely for visual
clarity. In the dSMAC, which is analogous to a
lamellapodium in a migrating cell, and thus
contains two stacked layers of cytoskeletal actin,
microclusters of TCR–p-MHC and LFA-1–ICAM-
1 form and are transported towards the cell
center by the inwardmotion of actin filaments, as
indicated by arrows below the cell. The actin
filament motion is caused by depolymerization
at the edge of the cSMAC, and polymerization at
the edge of the cell. The direction of actin
filament growth is indicated by arrows within the
cell. In the pSMAC, TCR–p-MHC microclusters

merge to form somewhat larger microclusters,
and continue migrating inwards, whereas
LFA-1–ICAM-1 microclusters merge into a
thread-like structure of mutually associated
LFA–ICAM-1 pairs, and thus cease moving. The
pSMAC is analogous to a lamella in a migrating
cell, and thus contains only a single layer of
cytoskeletal actin. In the cSMAC, TCR–pMHC
pairs merge into a large mass of mutually
associated TCR–pMHC pairs. Significant
quantities of TCRs are endocytosed by the
T cell, and someof thesemay be recycled through
the cell back to the dSMAC, where the process
can begin again, enabling signaling to be
maintained over a long period of time. LFA-
1–ICAM-1 pairs do not enter the actin-free
cSMAC in significant quantities. TCR–pMHC
microclusters in the dSMAC and pSMAC
participate in T-cell activation signaling;
there is no signaling due to TCR–p-MHC in
the cSMAC.

~
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with maleidomide groups on polypeptide crosslinkers of various lengths. The
activation response from T cells decreased as the length of the spacer between the
bases of the p-MHC molecules was increased from <1 to 9 nm [29].

11.4
Molecular-Scale Nanolithography

It can be seen from the above discussions that the clustering of p-MHC-ligated TCRs
is critical to the initiation of T cell activation signaling. In this section, we describe
possible future experiments aimed at further examining these effects, using the
technology of block copolymer micellar nanolithography. This has recently become
available, and enables surfaces to be patterned on the nanometer scale with single-
protein molecules such as p-MHCs. Here, we will describe the technique in detail
and review its previous uses in cell signaling studies. We will also discuss how the
technique can be used, in combination with chemistry and protein engineering
methods, to perform experiments to further our understanding of the immunologi-
cal synapse.

11.4.1
Block Copolymer Micellar Nanolithography

The concept of block copolymer nanolithography is illustrated in Figure 11.5 [30–32].
Here, poly(styrene block 2-vinyl pyridine) forms a micellar solution in toluene with
the hydrophilic 2-vinyl pyridine (2VP) block making up the micelle core. Hydrogen
tetrachloroaurate (III) (HAuCl4) is added, and complexes the 2VP, producing a gold-
rich micelle core. When a flat substrate with a chemically suitable flat surface such
as silicon oxide is immersed in the micellar solution and then withdrawn, the
approximately sphericalmicelles forma two-dimensional (2-D) close-packed array on
the substrate surface, with the capillary force due to the retreating toluene interface
possibly playing a role in forcing them into this configuration. The micelle-coated
surface is then exposed to a hydrogen plasma; this removes the polymeric material
and reduces the gold ions, producingmetallic gold particles at the former sites of the
micelle cores. The result is a hexagonal array of gold particles on a (usually) silicon
dioxide background. The size of the gold particles can be controlled between
approximately 3 nm and 10 nm by varying the amount of added (HAuCl4), while
the spacing between adjacent particles can be controlled by varying the length of
the styrene block of the original diblock copolymer, and to some extent also by
varying the speed of withdrawal of the substrate from the micellar solution. Present
investigations have produced interparticle spacings in the range of approximately
15–250 nm, although it seems likely that spacings below 15 nm should also be
achievable.
For experiments to study the stimulation of biological cells, the gold nanoparticles

can be functionalized with biological ligands using thiol chemistry, while the silicon
dioxide surface in between the spheres can be differently functionalized using silane
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chemistry. The power of this technique is well illustrated by the studies of Arnold
et al., who functionalized the goldnanoparticleswith cyclic arginine-glycine-aspartate
(RGD) peptide molecules that were bound to the gold via a thiol-functionalized
linker [2]. These RGDpeptides bind strongly toavb3 integrins, which aremembrane-
bound receptors that play an important role in the initiation of adhesion byfibroblasts
to the ECM. The large size ofavb3 integrins ensured that only one integrin could bind
to each gold particle, so that the interparticle spacing could be used as a measure of
the minimum separation between adjacent ligated integrin molecules. Experiments
showed that fibroblasts adhered readily to substrates with an interparticle spacing of
58� 7 nm or less, but did not adhere to substrates with an interparticle spacing of
73� 8 nm or more. This suggested that some clustering of ligated integrins is
necessary for the initiation of adhesion signaling in fibroblasts, and that the critical
spacing below which integrins may be considered to be �clustered� lies between
58 nm and 73nm. Additionally, actin-rich protein clusters known as focal adhesions
that form at sites of avb3 integrin-mediated adhesion, and which may be considered

Figure 11.5 Block copolymer micellar
nanolithography. Full details are provided in the
text. Briefly: (a) Schematic: Micelles of which the
cores are loaded with gold ions form a 2-D close-
packed layer on a suitable substrate surface that
is withdrawnat a suitable speed from themicellar
solution. Treatment with a hydrogen plasma
removes organic material, resulting in a
hexagonally ordered array of gold nanoparticles,
with the interparticle spacing being determined
by the original polymer block molecular weights
and the speed of withdrawal from the solution;
(b) Scanning electron microscopy images of
surfaces patterned with gold nanoparticles
produced using diblock copolymers, where the
two blocks have various different molecular
weights: the variation in the lattice parameter can

be seen. The ordered nature of the patterns is
demonstrated by the sharp peaks in the
numerically calculated 2-D Fourier transforms of
the images (insets at top right of images). ((a) is
from R. Glass, M. Arnold, J. Blummel, A. Kuller,
M. Moller, J.P. Spatz: Micro-Nanostructured
Interfaces Fabricated by the Use of Inorganic
Block Copolymer Micellar Monolayers as
Negative Resist for Electron-Beam Lithography.
Adv. Funct. Mat. 2003, 13, 569–575 [39]. (b) is
fromM. Arnold, E.A. Calvalcanti-Adam, R. Glass,
J. Blummel, W. Eck, M. Kantlehner, H. Kessler,
J.P. Spatz: Activation of Integrin Function by
Nanopatterned Adhesive Interfaces.
ChemPhysChem [2] 2005, 5, 383–388. (a) (b)
copyright Wiley-VCH Verlag GmbH & Co. KGaA.
Reproduced with permission.)
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as local indicators of adhesion signaling, were observed to form only when the
interparticle spacing was higher than this critical value.
It is important to note that, while other lithographic techniques such as EBL [3] and

dip-pen nanolithography [33–35], have been used to immobilize biological ligands on
surfaces, to the best of our knowledge, block copolymer micellar lithography is the
only lithographic method that has thus far been used to spatially isolate individual
ligand receptor interactions. This is most likely due to its ability to reliably produce
particle sizes as small as 3 nm. This limit compares favorably with, for example, the
lower size limit for reliable structure production using EBL with conventional poly
(methyl methacrylate) (PMMA) resists, which is about 10 nm [36], and the smallest
protein feature that has been created to date using dip-pen nanolithography, which is
about 25–40 nm [33].
In view of the apparent requirement for the clustering of ligated TCRs if T-cell

activation signaling were to occur, it would clearly be very interesting to perform
an analogous experiment to that just described [2], but to study TCR rather than
avb3 integrin clustering. In order to perform such an experiment, each gold
nanoparticle would need to be functionalized with a single molecule of p-MHC,
and the effect of the interparticle spacing on the activation signaling behavior of
Tcells brought into contact with such surfaces determined. If TCR clustering were
indeed necessary for T-cell activation signaling, then one would expect to observe
no signaling when the interparticle spacing was high, with signaling perhaps
onsetting as the interparticle spacing was reduced below a critical value. Indeed,
the above-mentioned studies of Cochran et al. suggested that this spacing should
range between 1 and 15 nm [29].
The binding of p-MHCs to the gold dots could be achieved by creating a

recombinant MHC construct containing an appropriately located free cystine
residue that could react directly with the gold. Alternatively, protein constructs
containing multiple consecutive histidine residues have been successfully bound
to gold nanospheres on block copolymer micellar nanolithography-patterned
surfaces by binding thiol-functionalized nitrilotriacetic acid (NTA) molecules,
and allowing the carboxylic acid groups of the NTA and histidine to simulta-
neously coordinate the same nickel cation. Functionalization of the silicon dioxide
surface between the gold nanospheres should also be considered. In the integrin-
clustering experiments of Arnold et al., the area between the gold nanoparticles
was functionalized with protein-repellent PEG molecules that were end-functio-
nalized with trimethoxysilane groups (this enabled them to bind covalently to the
silicon dioxide surface). This PEG functionalization ensured that the cells under
study interacted with the surface only via receptor interactions with ligand-
functionalized gold particles, and not via nonspecific attractions, as well as
resisting the deposition of cell-secreted proteins onto the silicon dioxide sur-
face [2]. In the context of experiments to study T-cell activation, it might be
advantageous to functionalize the area between the gold nanoparticles with a
combination of PEG molecules to reduce the effect of nonspecific cell-surface
attractions, and ICAM-1, to bring about the LFA-1-mediated cell adhesion that is a
critical feature of the immunological synapse. This could be achieved by incor-
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porating functional groups into the PEG layer that could be bound specifically to
ICAM-1; an example would be to incorporate biotin groups into the PEG layer
that bind via streptavidin to biotinylated ICAM-1 molecules. The incorporation of
biotin into surface-grafted PEG layers has been achieved [37, 38]; I.E. Dunlop
et al., unpublished results], and its incorporation into the PEG layer between the
gold nanoparticles should be readily achievable.

11.4.2
Micronanopatterning by Combining Block Copolymer Micellar Nanolithography
and Electron-Beam Lithography

Surfaces that are structured on both the micrometer and nanometer scales can be
produced using a method that combines block copolymer micellar nanolithography
with EBL.
The principle of the method is shown schematically in Figure 11.6 [39]. After

having deposited a close-packed monolayer of HAuCl4-loaded block copolymer
micelles onto the substrate, part of the layer is exposed to an electron beam, which
causes the polymer molecules to become highly crosslinked. The substrate is then
rinsed with acetone to remove all noncrosslinked polymer, leaving micelles behind
only in the area that was exposed to the electron beam. These micelles are then
exposed to a hydrogen plasma, which leads to hexagonally arranged gold nano-
particles in the normal manner. It is thus possible, by using a steerable electron
beam (such as that in the scanning electron microscope) to pattern only parts of a
surface using block copolymer micellar nanolithography, and thus to produce
patches of patterning containing controlled numbers of gold nanoparticles (see
Figure 11.6).
Surfaces prepared using this method could enable experiments that address

questions relating to the number of p-MHC molecules or clusters required for
T-cell activation signaling to be addressed. For example, if p-MHC-ligated TCR
dimers are sufficient to cause T-cell activation signaling, then it is interesting to ask
whether one dimer would be sufficient to produce a detectable activation signal, as
suggested by the cell–cell contact experiments of Irvine et al. [27], and how the
signaling strength would depend on the number of dimers with which a cell
interacts. Additionally, the suggestion of Varma et al., that signaling might arise
primarily frommicroclusters of between roughly five and 20 p-MHC-ligated TCRs,
suggests that it would be interesting to examine the effect on signaling intensity of
the microcluster size, and the number of microclusters per cell. Simulated
�microclusters� containing precisely controlled numbers of molecules could be
produced using patches of gold nanoparticles, similar to that shown in Figure 11.6;
here, each gold nanoparticle could bear one p-MHCmolecule and the interparticle
spacing could be chosen sufficiently small that a T cell could �see� the resulting
ligated TCRs as being clustered. Alternatively, microclusters could be simulated by
allowing several p-MHCs to bind to one larger nanosphere, as in the experiments of
Anikeeva et al.mentioned above, inwhich p-MHCswere bound to soluble quantum
dots [25].
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11.5
Therapeutic Possibilities of Immune Synapse Micro- and Nanolithography

So far, we have mostly considered the use of micro- and nanolithographically
patterned T-cell-activating surfaces as tools to investigate the functioning of the
immune synapse. It is also interesting to consider the potential of these technologies
for direct use in clinical therapies. Although it is possible to imagine incorporating
T-cell-activating surfaces into medical implants, in order to encourage a specific and
local immune response (e.g. against a tumor), it is likely that the first therapeutic use
of such surfaces will be in the context of adoptive cell transfer.

Figure 11.6 Block copolymer micellar
nanolithography combined with electron beam
lithography to produce patches of substrate
nanopatterned with controlled numbers of
nanoparticles. (a) Schematic: parts of a close-
packed film of gold-loadedmicelles are irradiated
with a steerable electron beam. Washing in
acetone �lifts off� unirradiated polymer before
plasma treatment produces hexagonal arrays
of gold particles in the treated areas; (b) (c)
Scanning electronmicroscopy images of different
surfaces produced using this method, showing
thepossibility ofproducingwidely spacedpatches
of patterned surface, where each patch contains a

similar number of gold nanoparticles.
((a) Adapted from R. Glass, M. Arnold, J.
Blummel, A. Kuller, M. Moller, J.P. Spatz:
Micro-Nanostructured Interfaces Fabricated by
the Use of Inorganic Block Copolymer Micellar
Monolayers asNegative Resist for Electron-Beam
Lithography. Adv. Funct. Mat. 2003, 13, 569–575.
Copyright Wiley-VCH Verlag GmbH & Co. KGaA.
Reproducedwith permission [39]. (b) (c) Adapted
fromMethods Cell Biol., 83, 89–111, J.P. Spatz and
B. Geiger: Molecular engineering of cellular
environments: Cell adhesion to nano-digital
surfaces. Copyright (2007), with permission from
Elsevier [53].)
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The principle of the techniques is shown schematically in Figure 11.7.Here, Tcells
are removed from a patient and a selected subpopulation is deliberately activated,
causing it to expand in vitro, before being returned to the patient�s body. The returned
T cells should then produce a strong immune response to the disease being
treated. Although adoptive T cell transfer may prove useful in combating certain
viral infections, much research has focused on the treatment of cancerous tumors,
where the subpopulation of cells to be expanded should clearly be selected to be
responsive to tumor-related antigens (for reviews, see Refs [40–42]). One approach is
to use extracted tumor cells directly to selectively activate T cells of an appropriate
specificity; this leads to a population of Tcells that are specific for a variety of epitopes
contained in the tumor [43]. Alternatively, epitopes that are known to be tumor-
associated can be chosen, and Tcells that are specific to those epitopes activated using
artificial MHC–peptide constructs [40]. Here, we will focus on the second approach,
as micro- and nanopatterned biomimetic surfaces functionalized with p-MHCs and
costimulatory molecules might be of value in this context.
The identification of tumor-specific antigens is key if the adoptive cell therapy is to

target a tumor, without damaging the healthy tissue: this approach is of particular
value in tumors that are virus-induced, where antigens derived from viral proteins
can be used [44]. Equally, many tumors express significantly mutated proteins that
could be targeted, although the individual genetic analysis of a patient�s tumor could
prove expensive [41, 45]. Alternatively, antigens can be chosen from proteins that
are known to be overexpressed in particular types of tumor, or even from healthy
but tissue-specific proteins in tissues that are not necessary for survival, such as the
prostate gland [41, 46].
In order to activate T cells using synthetic p-MHCs it is not necessary to use

sophisticated spatially patterned substrates; the p-MHCs could simply be bound to a
surface with no control of its spatial distribution. However, the results of recent
studies of adoptive cell therapy have emphasized that T-cell activation is not a simple

Figure 11.7 The principle of adoptive T-cell therapy.

11.5 Therapeutic Possibilities of Immune Synapse Micro- and Nanolithography j339



on-off event; depending on the details of the activation method, as well as the prior
history of the T cell, a huge variety of subtly different phenotypes can be obtained.
Moreover, the differences between these phenotypes can determine the outcome of
treatment [40]. An important factor here is the strength of T-cell stimulation with
p-MHCs. Tcells that are fairly strongly stimulated tend to differentiate to an effector or
effector memory T-cell phenotype which will combat infection but not give rise to a
long-lived population of Tcells in vivo. In contrast, less-strongly stimulated cells tend
to differentiate to longer-lived central memory T cells, which are more likely to act as
progenitors of a large, long-lived T-cell population [40, 47]. It has been suggested that
adoptive cell therapy can be more effective if central memory, rather than effector or
effector memory, T cells are used [48]. P-MHC micro- and nanopatterned surfaces
could clearly be used to control the activation �dose� delivered to each T cell by, for
example, producing spatially separated activating �patches�, each of which contains a
given number of p-MHCs, along with appropriate adhesionmolecules and cofactors.
As discussed above, the spatial distribution of p-MHCs on an activating surface can
play a role in determining immunological synapse structure and also the degree of
T-cell activation; spatially structured p-MHC-functionalized surfaces may therefore
be of use in controlling the phenotype of T cells used for adoptive cell therapy.
A number of other factors, in addition to the nature of the p-MHC stimulus, have

been identified as important in the preparation of Tcells for adoptive cell therapy [40].
For example, it may be necessary to selectively activate either helper or killer T cells,
and it is certainly important not to activate regulatory Tcells which act to suppress the
immune response to the target epitope [42, 49]. Also, certain effects of in vitro culture
may cause T cells to senesce in ways that resemble the weakening of the immune
system on aging, thus reducing their therapeutic effectiveness [40, 50, 51]. Both of
these issues have been addressed by activating Tcells using costimulatory molecules
simultaneously with p-MHCs. Given the spatial structuring of the immunological
synapse, using lithographic methods to determine the relative positions of p-MHCs
and costimulatory molecules (as described above for p-MHCs and ICAM-1) might
well lead to a better control of the final T-cell phenotype. Recently, when using
microcontact printing to generate patterns of costimulatory anti-CD28 and TCR-
activating anti-CD3, it was shown thatmultiple peripheral anti-CD28 foci were better
than one large central spot with the same amount of anti-CD28 for the stimulation of
T-cell interleukin-2 production [52].
To summarize, adoptive cell therapy based on the ex vivo activation of Tcells shows

promise as an anti-cancer therapy, but better control of the detailed phenotype of
the activated T cells is desired. Lithographic patterning of activating surfaces with
p-MHCs and costimulatory molecules may contribute to attaining this control.

11.6
Conclusions

Studies performed by bringing Tcells into contact with artificial surfaces that mimic
aspects of the APC surfaces have contributed greatly to our understanding of the
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immunological synapse, and such surfacesmay be of therapeutic value in the future.
Among the most informative experiments have been those performed using sub-
strates bearing lipid bilayers that contain mobile ICAM-1 and p-MHCs. Photolitho-
graphic methods have been used to control the mobility of molecules within such
bilayers, stimulating possible effects of theAPCcytoskeleton and enabling the effects
of reduced mobility on signaling by p-MHC-ligated TCR microclusters to be
investigated. In separate studies, photolithographic methods that enable the pattern-
ing of surfaces withmultiple proteins have been used to bring about artificial SMAC-
like structures. The importance of studying p-MHC-ligated TCR clustering effects at
the nanometer scale is attested to by evidence from several studies in which T cells
were stimulated with soluble p-MHC oligomers, and substrates that are patterned
with single p-MHC molecules on the nanometer scale will accordingly be required
for the next generation of such studies. Block copolymer micellar nanolithography
represents a suitable technique for generating such substrates and, when combined
with EBL. will enable the production of surfaces patterned on both nanometer and
micrometer length scales. Tcell activation experiments performedon such substrates
are likely to play a role in extending ourunderstanding of the immunological synapse.
Both, micro- and nanopatterned substrates may also be used for ex vivo T cell
activation in the context of T cell adoptive immunotherapy, where T cells removed
from a patient are activated and expanded ex vivo before being returned to combat
disease, notably cancer. The use of these substratesmay also help to gain close control
of the phenotypes of ex vivo-activated T cells, leading to more effective treatments.
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12
Bone Nanostructure and its Relevance for Mechanical
Performance, Disease and Treatment
Peter Fratzl, Himadri S. Gupta, Paul Roschger, and Klaus Klaushofer

12.1
Introduction

The human skeleton not only serves as an ion reservoir for calcium homeostasis but
also has an obvious mechanical function in supporting and protecting the body.
These functions place serious requirements on the mechanical properties of bone,
which should be stiff enough to support the body�s weight and tough enough to
prevent easy fracturing. Such outstanding mechanical properties are achieved by
a very complex hierarchical structure of bone tissue, which has been described in a
number of reviews [1–3]. Starting from the macroscopic structural level, bones can
have quite diverse shapes, depending on their respective function. Long bones, such
as the femur or the tibia, are found in the body�s extremities and provide stability
against bending and buckling. In other cases, for example in the vertebra or the head
of the femur, the applied load is mainly compressive, and in such cases the bone
shell is filled with highly porous cancellous bone (see Figure 12.1). Several levels of
hierarchy are visible in this figure, with trabeculae or osteons in the hundred-micron
range (Figure 12.1b and c), a lamellar structure in the micron range (Figure 12.1d),
collagen fibrils of 50–200 nmdiameter (Figure 12.1e), and collagenmolecules as well
as bone mineral particles with just a few nanometers thickness.
This hierarchical structure is largely responsible for the outstanding mechanical

properties of bone. At the nanoscale, both collagen and mineral – and also their
structural arrangement – play a crucial role. In this chapter we review the structure of
bone at the nanoscale, and describe some recent findings concerning the influence
of bone on deformation and fracture. We also outline some approaches to studying
biopsy specimens in diseases and in treatments that are known to influence bone at
the nanoscale.
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12.2
Nanoscale Structure of Bone

At the nanometer scale, bone is a composite of a collagen-rich organic matrix and
mineral nanoparticles made from carbonated hydroxyapatite. The structure and
properties of bone have recently been reviewed [2]. The basic building block of the
bone material is a mineralized collagen fibril of between 50 and 200 nm diameter
(Figure 12.1e and f). Collagen type I is the organic constituent of these fibrils in
bone and in many biological tissues, including tendon, ligaments skin and cornea.
The collagen molecules are triple helices with a length of about 300 nm, and are
assembled within the cell. After secretion, the globular ends of the molecules are
cleaved off enzymatically and the (apart from short telopeptide ends) triple helical
molecules [4, 5] undergo a self-assembly process that leads to a staggered arrange-
ment of parallel molecules. This in turn creates a characteristic pattern of low-density
gap zones that are 35 nm long and high-density overlap zones 32 nm long within the
fibril [6]; hence, the effective periodicity (D) will be 67 nm (Figure 12.1f). The collagen
fibrils are filled and coated by mineral crystallites [7, 8]; the latter are mainly flat
plates [9] that are mostly arranged parallel to each other in a fibril, and parallel to the
long axis of the collagen fibrils [10]; however, theymay not always be parallel between
different fibrils [7]. The crystallites have a periodicity in axial packing density along
the fibrils of the same 67nm dimension [11] by which adjacent collagen molecules
are staggered (Figure 12.1f). Crystal formation is triggered by collagen or (more
likely) other noncollagenous proteins which act as nucleation centers [12]. After
nucleation, the plate-like crystals become elongated but extremely thin [7, 9, 13, 14],

Figure 12.1 Hierarchical structure of a human
femur. The femoral head (a) is filled with
cancellous bone, consisting of individual
trabeculae (b). The cortical bone shell contains
osteons (c) where the central Haversian canal is
surrounded by concentric lamellae of bone
tissue. Lamellar bone (d) consists of thin layers

of parallel collagen fibrils with rotating
orientation similar to plywood. Collagen fibrils
are constituted by parallel collagen molecules
with a longitudinal stagger of 67 nm (e) and are
reinforced with plate-like mineral particles
located inside and on the surface of the fibrils.
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and later grow in thickness [15, 16]. Among bone tissues from several different
mammalian andnonmammalian species, the bonemineral crystals have thicknesses
ranging from 1.5 to 4.5 nm [2, 7, 16–20]. While bone mineral is based mainly on
hydroxyapatite (Ca5(PO4)3OH), it also typically contains additional elements that
replace either the calcium ions or the phosphate or hydroxyl groups; one of the most
common such occurrences is replacement of the phosphate group by carbonate [1, 2].

12.3
Mechanical Behavior of Bone at the Nanoscale

The fracture resistance of bone results from the ability of its microstructure to
dissipate deformation energy, without the propagation of large cracks leading to
eventual material failure [21–23]. Different mechanisms have been reported for the
dissipation of energy [24], including: the formation of nonconnected microcracks
ahead of the crack tip [25, 26]; crack deflection and crack blunting at interlamellar
interfaces and cement lines [27]; and crack bridging in the wake zone of the crack
[28–30], which was attributed a dominant role [28].
One striking feature of the fracture properties in compact bone is the anisotropy of

the fracture toughness, which differs by almost two orders of magnitudes between a
crack that propagates parallel or perpendicular to the collagen fibrils [24]. This results
in a zig-zag pattern of the crack path, when it needs to propagate perpendicular
to the fibril direction (Figure 12.2a). This dependence of fracture properties on
collagen orientation underlines the general importance of the organic matrix and

Figure 12.2 Some structural features of bone at
the microscale and nanoscale that are
responsible for dissipating energy during
deformation and fracture. (a)Crackspropagating
perpendicularly to the lamellar structure are
forced into a zig-zag path, which increases the
dissipated energy by about a factor of 30 [24]; (b)
Each layer consists of parallel collagen fibrils
arranged in a plywood-like structure where the

fibril direction rotates along the direction
perpendicular to the layer [47, 48]. About one-half
of the deformation in a fibril bundle occurs in a
glue layer between fibrils [40, 44, 45]. (c) The
fibrils are stiffened by mineral particles inside
and on the surface of fibrils. The �glue� layer [43]
may contain proteoglycans and phosphorylated
proteins, perhaps coordinated by divalent ions,
such as calcium [44].
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its organization for bone toughness. The organic matrix varies with genetic back-
ground, age and disease, and this will clearly influence bone strength and toughness
[2, 31–39].
The dominant structural motif at the nanoscale is the mineralized collagen fibril.

Important contributions to the fracture resistance and defect tolerance of bone
composites are believed to arise from these nanometer-scale structural motifs.
In recent studies [40], it has been shown that both mineral nanoparticles and the
mineralized fibrils deform at first elastically, but to different degrees, in a ratio of
12 : 5 : 2 between tissue, fibrils and mineral particles. These different degrees of
deformation of different components arranged in parallel manner within the tissue
can be explained by a shear deformation between the components [41]. This means
that there is shear deformation within the collagen matrix inside the fibril to
accommodate for the difference between the strain in mineral particles and fibrils.
In addition, there must also be some shear deformation between adjacent collagen
fibrils to accommodate the residual tissue strain. This shear deformation occurs
presumably in a �glue� layer between fibrils (Figure 12.2c), which may consist of
proteoglycans and noncollagenous phosphorylated proteins [40, 42–45]. The exis-
tence of a glue layer was originally proposed as a consequence of investigations
using scanning force microscopy [43]. Beyond the regime of elastic deformation,
it is likely that the glue matrix is partially disrupted, and that neighboring fibrils
move past each other, breaking and reforming the interfibrillar bonds. An alterna-
tive explanation could be the debonding between organic matrix and hydroxyapatite
particles (Figure 12.2c) and a modification of the frictional stress between fibril
structures [46].
The maximum strain seen in mineral nanoparticles (0.15–0.2%) can reach up to

twice the fracture strain calculated for bulk apatite. The origin of this very high
strength (�200MPa) of themineral particlesmay result directly from their extremely
small size [49]. The strength of brittle materials is known to be controlled by the size
of the defects, and of course it can be argued that a defect in amineral particle cannot
be larger than the particle itself. Under such conditions, the strength approaches
the theoretical value determined by the chemical bonds between atoms rather than
by the defects [49]. Although the nanoparticles in bone are still a way off this value
(�E/10 or 10GPa), it is believed that the trend towards higher strengths is related to
their small size.
As a consequence, it must be concluded that the mechanical properties of bone

material are determined by a number of structural features, including:

. the mineral concentration inside the organic matrix, the �bone mineral density
distribution (BMDD)

. the size of mineral particles

. the quality of the collagen, in terms of its amino-acid sequence, crosslinks and
hydration

. the quality and composition of the extrafibrillar organic matrix between the
collagen fibrils (consisting mostly of noncollagenous organic molecules)

. the orientation distribution of the mineralized collagen fibrils.
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Assuming that these parameters are typically optimized in healthy bone material,
it is likely that any variation from normal might affect the mechanical performance
of the bone.Although thesematerial characteristics cannot typically be determined in
a noninvasive manner for patients, they are accessible when studying biopsies using
different – and in some cases well-established – technology.

12.4
Bone Mineral Density Distribution in Osteoporosis and Treatments

The mineral concentration inside the organic bone matrix is a major determinant of
bone stiffness and strength [2, 33, 50, 51]. However, themineral content within both,
the trabecular and the cortical bone motifs, is far from homogeneous (Figure 12.3).
At least two processes that occur in bones over the whole lifetime of an adult
individual are responsible for this situation [52]:

. Bone remodeling: The cortical and trabecular bone compartments are continu-
ously remodeled. This means that, during a cycle of about 200 days, areas of bone
are resorbed by specific bone cells (osteoclasts); this results in resorption lacunae
which are re-filled with new bone matrix [53] produced by other bone cells
(osteoblasts). Thus, the bone tissue of an individual adult is on average younger
than that adult�s chronological age, because the bone turnover time is about

Figure 12.3 Bone is composed of packets of
mineralized bone matrix with different mineral
concentrations. The distribution of mineral is
described by a histogram, called the bone
mineralization density distribution (BMDD).
(a) Scanning electron microscopy image
(secondary electron emission) showing the 3-D
structure of trabecular bone; (b) Backscattered
electron image of a single trabecula in a bone
section, revealing several bone packets with
different mineral contents. The dark gray
region indicates low mineralization, and the

light gray high mineralization of the bone
matrix. The arrow shows a newly forming bone
packet with a lower mineral content than
adjacent packets; (c) Examples of BMDD
curves deduced from calibrated backscattered
electron images of trabecular bone:
NORMAL¼ healthy individual; PMO
before¼ post-menopausal osteoporotic
women before any treatment; PMO
after¼ post-menopausal osteoporotic women
after bisphosphonate treatment [57].
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five years [54]. In addition, themore such remodeling sites act on the bone surface,
the higher will be the bone turnover rate, and more bone packets will be present at
a younger stage.

. Kinetics of matrix mineralization: The newly formed bone matrix is initially
unmineralized (osteoid). However, after an initial maturation time of about 14 days
the bone goes through a stage of rapidmineralization, where 70% of the fullmatrix
mineral content is achieved in a few days (primary mineralization). Later on, the
mineral content increases very slowly to reach full mineralization within years
(secondary mineralization) [55, 56].

As a consequence of these processes, bone is composed of bone packets – also
known as basic structural units (BSUs) – all of which have a different age andmineral
content (Figure 12.3). The BSUs generate a characteristic mineralization pattern,
sometimes referred to as the bone mineralization density distribution (BMDD) [57],
which reflects the bone turnover status and the kinetics of mineralization in an
individual [52].
The BMDD can best be measured and quantified using a backscattered electron

method (quantitative backscattered electron imaging; qBEI), as described else-
where [58] and recently reviewed [57]. In contrast to the noninvasive and widely
used technique of dual X-ray absorptometry (DXA), which provides an estimate of
the total amount of mineral in a scanned area of bone (BMD), the measurement
of BMDD requires bone biopsies to be taken. However, the BMDD can also be
determined using undecalcified resin-embedded bone blocks, as are prepared for
histological examinations. The physical principle of the technique is based on a
quantification of the intensity of electrons that are backscattered from a polished
bone surface and yield a signal which is proportional to the local concentration of
mineral (calcium). Thus, the resulting backscattered electron image visualizes
regions of low and high mineral content in dark and light gray, respectively
(Figure 12.3b). A suitable calibration of gray levels allows the deduction of frequency
distributions of the Ca-concentrations that occur in the scanned bone area (BMDD)
with a spatial resolution of 1–4mm and a sensitivity of 0.17wt% Ca (Figure 12.3c).
The BMDD curve visualizes potential differences in mineralization status of bone
between individuals with a high sensitivity (see Figure 12.3c).
With this technique at hand, it has become possible to study the mineral

distribution in bone as well as its disease-related changes. The trabecular bone of
normal (healthy) adults was found to exhibit minimal variations in BMDD between
different skeletal sites, and due to other biological factors such as age, gender or
ethnicity. Hence, the BMDD of adult trabecular bone may reflect an evolutionary
optimum in bone matrix mineralization as a result of the bone cells� activity and
mechanical loading, which most likely represents a compromise between optimum
stiffness (which increases with mineral content) and toughness (which decreases
with mineral content) of the bone material [2, 3]. It follows that deviations from the
normal BMDD, as are observed for example in osteoporosis of post-menopausal
women, are most likely of mechanical relevance.
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12.4.1
Osteoporosis

Osteoporosis is a disease of enormous socioeconomic impact that is characterized by
increased bone fragility [33, 59]. Such fragility is generally associated with an
abnormal loss in bone volume, a deterioration in the quality of the bone micro-
architecture, an increased bone turnover rate, and also a shift of BMDD towards a
lower mineralization density (Figure 12.3c). Interestingly, basic treatment with Ca
and vitaminD canhave a beneficial effect on bonematrixmineralization and shift the
BMDD curve back towards the normal peak position [60, 61]. Additional treatment
with antiresorptive agents (e.g. bisphophonates such as alendronate, risedronate or
zolendronate) results in a further increase in mineralization, as well as in a higher
homogeneity of mineralization within three years of treatment [60, 62, 63]. A
prolonged treatment with bisphosphonates over five and 10 years, for example,
seemed to restore the BMDD to normal [64]. The treatment effect on BMDD can be
explained by a reduction of the remodeling rate, together with a restoration of
sufficiently high levels of Ca and vitamin D, thus allowing a more complete minerali-
zation of the BSUs. A combined analysis of bone density (BMD), measured using
DXA, and of BMDD as determined by qBEI, revealed that an 8% increase in BMD by
bisphosphonate plus Ca/vitamin D treatment was due to a 5% contribution in the
improvement ofmatrixmineralization and a slight (3%) increase in bone volume [61].
The beneficial effect on bone volume might indicate that the therapy also positively
affects the negative net balance between bone formation and resorption, as charac-
teristically is the case for osteoporosis. Both effects likely contribute to the sustained
anti-fracture efficacy of about 30–50% provided by this anti-resorptive treatment.
Another therapeutic approach in the treatment of osteoporosis is to stimulate bone

formation (anabolic treatment). Such an effect on bone can, in principle, be achieved
by using sodium fluoride (NaF), which has been used at a daily dose level of 60mg in
several European countries, although it failed to exhibit any anti-fracture efficacy [65].
Interestingly, the BMDD showed a shift to a higher mineralization density with
fluoride treatment, and the bonematrix was partly hypermineralized. Changes in the
nanocomposite structure of bone (as described in Section 12.5) are most likely
responsible for this [66]. Another anabolic agent, parathyroid hormone (PTH), when
provided intermittently for a limited period of about 18 months, proved to be
successful and has now been approved for the treatment of osteoporosis worldwide.
The anabolic effect is clearly reflected in the changes of the BMDD [55], which shows
a slight shift to a lower mineralization density and a remarkable broadening of
the distribution peak, indicating an increased formation of new bone matrix. This
therapy has proven especially useful when the bone loss is already severe. In order to
preserve the bone mass gained in such anabolic treatment, possible combinations
with anti-resorptive treatments are presently under investigation [67]. It is expected
that this might also be beneficial to the mineralization status of the bone, as the
prolonged time for secondary mineralization during the anti-resorptive treatment
would also normalize the BMDD.
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In summary, the BMD in a healthy bone matrix seems to approach an optimum
which represents the best compromise between stiffness requiring a high mineral
content and toughness, which decreases withmineral content. Biopsiesmay be used
to assess the status of mineral concentration for individual patients at risk of bone
fractures in a number of diseases.

12.5
Examples of Disorders Affecting the Structure of Bone Material

As discussed above, themechanical performance of bone tissue depends on all levels
of hierarchy, and several diseases are characterized by modifications at the nanos-
tructural level. In this section, we will detail three examples: (i) osteogenesis imperfecta,
which is based onmutations of the collagen gene; (ii) pycnodysostosis, which originates
from amutation of the cathepsin K gene; and (iii) fluorosis, which is caused by higher
doses of fluoride. Whilst all three conditions are characterized by a modification
at the nanoscale either of the organic matrix or of the mineral particles, adaptation
processes during bone remodeling [3] may lead to a partial compensation of the
original defect, sometimes at higher hierarchical levels. This means that the
modification of bone structuremay �spread� over different hierarchical levels,making
it more difficult to pin down the actual origin of the defect.

12.5.1
Osteogenesis Imperfecta

Osteogenesis imperfecta (OI) is a genetic disease that generally affects the collagen
gene and leads to brittle bone with different degrees of severity [68–70]. The origin of
the brittleness of the tissue is not fully understood, but must be linked to a mutation
of the collagenmolecule and the resultant changes in tissue quality.Generally,OI also
leads to a reduced bonemass and cortical thickness [70] which additionally increases
bone fragility. It has been shown that anti-resorptive treatment of affected children
with the bisphosphonate pamidronate leads to an increase in cortical thickness and to
a concomitant reduction of fracture incidence [70]. At the nanostructural level,
an increased mineral content was found in the bone matrix [71, 72], which leads to
increased stiffness and hardness of the bone tissue [73]. However, the significance of
bone fragility for this increasedmineralization is not yet fully clear, as it is not affected
by bisphosphonate treatment [73].
More detailed information on the bone matrix nanostructure and the disease-

related changes of its properties were obtained in a mouse model of OI [74, 76–82].
This model, which is known as osteogenesis imperfecta murine (oim), is character-
ized by an absence of the a2 procollagen molecule, leading to the formation of
collagena1 homotrimers. Themechanical properties of bone tissue were found to be
altered, with a reduced failure load [83] and toughness [82] in oim compared to
controls. Themineral content was, however, increased in oim [75], leading to a stiffer
matrix [75, 78] (see Figure 12.4). In agreement with observations in humans, this
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increased tissue mineralization was preserved in treatment with bisphospho-
nates [84]. The increased brittleness of the tissue is most likely due to a weakness
of the collagen-matrix, associated with an increase in mineralization. Indeed, the
collagen fibrils seem to break at only half the load in oim homozygotes [74]
(see Figure 12.4). The reason for this inherent weakness of collagen might be a
modified crosslink pattern in the fibrils [81], due to the fact that normal crosslinks
between a2 and a1 chains cannot form due to an absence of a2.

12.5.2
Pycnodysostosis

Pycnodysostosis is an extremely rare human genetic syndrome characterized by an
increased bone mass (osteosclerosis), short stature and high bone fragility. Despite
very small numbers of cases (about 100), pycnodysostosis was best known for its
suggested affliction of the French painter, Henri de Toulouse-Lautrec.
The disorder is caused by a mutation in the gene encoding for cathepsin K, a key

enzyme of osteoclastic degradation [85]. Indeed, patients affected by the disease [86],
as well as mice mutants lacking cathepsin K activity [87–89], have differentiated
osteoclasts that are able to demineralize the bone matrix but not to degrade the
remaining organic matrix. As a consequence, the loss of cathepsin K activity leads to
a fundamental defect of bone resorption and, subsequently, to an increase in bone
mass. The bone resorption is not completely inhibited, however, and can occur to
a limited extent via an alternative pathway. The degradation of any unmineralized

Figure 12.4 Collagen and mineral properties in
the osteogenesis imperfecta murine (oim)
model.Homozygoteoim/oim (full triangles) and
heterozygote þ /oim (full circles) are compared
to normal littermates þ /þ (open squares).
(a) Stress–strain curve of collagen from the

mouse tail (from Ref. [74]). The strength of
collagen (the maximum stress s) is reduced by
half from þ /þ to oim; (b) Mineral content
(Camax) and microhardness of bone tissue (from
Ref. [75]). Both parameters increase from þ /þ
to oim/oim.
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collagen left by the dysfunctional osteoclasts may also be possible by the action of
matrix-metalloproteinases synthesized by the bone lining-cells, which are members
of the osteoblastic lineage [90]. It appears that these two pathways are not equivalent,
however, as the lack of cathepsin K activity leads not only to a disturbed bone
resorption [91] but also to a decreased bone formation activity [92, 93]. Bone tissue
analyses of two affected patients also revealed defects at the nanostructural level,
with mineral crystals being increased in size and reflecting a less-remodeled �older�
bone tissue. Moreover, the trabecular architecture appeared to be severely disturbed,
with an unusually large variability in the orientation of the mineral particles and
a highly disturbed lamellar organization, with the main collagen fibrils not oriented
in the principal stress direction (see Figure 12.5). Thus, the absence of functional
cathepsin K activity has a profound effect on bone quality at the nanoscale, and leads
most likely to an observed increase in bone fragility.

12.5.3
Fluorosis

Fluoride has an anabolic effect on bone and is known to increase cancellous bone
mass. During the 1980s and 1990s this led to fluoride being considered as a potential
treatment of osteoporosis [94, 95], although clinical trials failed to confirm the
anticipated anti-fracture efficacy [65, 96]. One reason for this is that fluoride clearly
not only stimulates osteoblasts to form new bone but also has a direct effect on bone
material quality. Studies involving small-angle X-ray scattering (SAXS) and back-
scattered electron imaging [66, 97, 98] revealed that bone formed under the influence
of fluoride has a quite different microscopic structure (see Figure 12.6). Moreover,
the collagen–mineral nanocompositewas seen to bemassively disturbed. Indeed, the

Figure 12.5 Disturbed lamellar organization in
pycnodysostosis [92]. (a) The orientation of
mineral particles in a biopsy is much less aligned
than in normal bone (see inset (i)). The
orientation and the length of the white bars
indicate the direction and the local degree of

alignment of the elongated plate-like mineral
nanoparticles in bone, as measured with
scanning small angle X-ray scattering;
(b) Disturbed organization of the lamellar
architecture of trabeculae, as revealed by
polarized light microscopy.
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stronglymodified SAXS signal from bone areas newly formed under the influence of
fluoride revealed the presence of mineral crystals much larger than in normal bone
(Figure 12.6). This implied that the collagen and mineral in fluorotic bone did not
form a well-organized nanocomposite, but that the large mineral crystals simply
coexistedwith the collagen fibrils. The result was a bonematerial of lower quality that
wouldmost likely bemore brittle than usual. The images in Figure 12.6, which show
a bone biopsy of a patient treated with sodium fluoride, also indicate that old bone
with a normal structure coexists with newly formed fluorotic bonematerial. Due to a
constant bone turnover, the old normal bone is gradually replaced by new bone with
a fluorotic structure. This gradually compensates the positive mechanical effect of
the bone mass increase and finally leads to a deterioration of bone stability against
fracture [66, 97, 98].

12.6
Conclusions

Fractures – the clinical endpoint of disorders affecting the structure of bone
material – are associatedwith increasedmorbidity,mortality andhigh socioeconomic
costs [100, 101]. Today, due to an increased life expectancy for the general population,
the incidence of fractures is also increasing, and the assessment of fracture risk
and identification of those individuals who might benefit from the prevention and
treatment of skeletal disorders represent major challenges in modern medicine.

Figure 12.6 Bone biopsy after long-term fluoride treatment
(3 years therapy; 50mg NaF per day) [99]. �N� indicates areas with
normal bone and �F� with fluorotic bone. The two insets at the top
show the shape of the SAXS curves G(x) in normal and fluorotic
bone [66, 98], indicating a severe modification of bone mineral
nanoparticles during treatment.
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New analyses of epidemiologic data provide strong evidence for the view that all
(or better still, the overwhelming majority of) fractures – regardless of when they
occur and of the level of trauma that precipitates them – may be based upon bone
fragility [59], thus focusing all aspects of pathophysiology, diagnosis and treatment
of skeletal diseases to the central question of mechanical competence and bone
fragility. FollowingRobertMarcus� thoughts on �. . . the nature of osteoporosis� [102],
�bone fragility� might be defined most appropriately from the pathophysiological
point of view as �. . . the consequence of a stochastic process, that is, multiple genetic,
physical, hormonal and nutritional factors acting alone or in concert to diminish
skeletal integrity.�
Based on the fact that skeletal integrity is determined by the outstanding mechan-

ical properties of bone at all hierarchical levels of its structure and organization [2],
it becomes increasingly evident that a simple diagnostic parameter such as lumbar
spine or hip BMD [103–105], although frequently used as a noninvasive diagnostic
tool in clinical routine, does not have the diagnostic power to reflect the complex
pathophysiological mechanisms that determine bone fragility. Thus, the availability
of new diagnostic tools developed by materials scientists, coupled with a possible
combinatorial approach using different methods to define the material qualities of
bone from the micrometer to the nanometer scale, should introduce a renaissance
of bone biopsies as diagnostic tools in clinical osteology. For example, the BMDD of
trabecular human bone (as described above) was shown to be evolutionarily opti-
mized within relative small variations (ca. 3%), independently of different skeletal
regions for healthy adults aged between 25 and 95 years. Until now, no differences
have been identified for BMDD-derived parameters with regards to gender or
ethnicity. As shown in several examples, deviations from the normal BMDD seem
to be associated with skeletal disorders, and in many examples indicate �bone
fragility� [57]. BMDD can be determined by using qBEI on a transiliac biopsy, as
routinely occurs for histomorphometry, and combined with a variety of techniques
based on spectroscopy, light scattering or biomechanical testing [2, 57].
When investigating the treatment of post-menopausal osteoporosis with the anti-

resorptives alendronate [62] or risedronate [60] and the anabolic intermittent
PTH [55], slight – but significant – deviations in BMDD indicated a lower minerali-
zation for all placebo groups, and this was confirmed for idiopathic osteoporosis in
pre-menopausal women. An example of learning from a materials science perspec-
tives was that of fluorosis, and the fluoride treatment of post-menopausal osteopo-
rosis [66, 97]. Yet, despite sodiumfluoride beingusedwidely to treat post-menopausal
osteoporosis, no anti-fracture efficacy was reported. Rather, the bone quality revealed
extensive and pathologic mineralization at both micro- and nanoscale, leading to
a more brittle material with increased fragility.
Two classical genetic bone diseases – pycnodysostosis [92] and OI [68, 70, 71,

74–76, 78, 84] – point to a genetically related diminution of skeletal integrity. In OI,
which often is fatal, the primary pathology was shown as brittle bones, inefficient
repairmechanisms and a high bone turnover, whereas in pycnodysostosis the effects
were caused by nonfunctioning osteoclasts due tomutations of the essential enzyme
cathepsin K [85]. However, an inability to optimize structure by bone remodeling
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results in a sclerosing bone diseasewith high bonemass and fragility fractures due to
a disorganized structure at several hierarchical levels.
In conclusion, a wealth of evidence has been accumulated during the past years

supporting the concept that the study of bonemicro- and nanostructures will not only
improve our understanding of the mechanisms that underlie bone fragility but also
help to identify the effects of treatments. Nanomedicine, and its application to bone
research, will in time undoubtedly broaden our knowledge of pathopysiology and
improve the diagnoses, prevention and treatment of bone diseases. The availability of
new techniques to investigate bone biopsies will surely challenge clinical osteologists
and bone pathologists in the near future.
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13
Nanoengineered Systems for Tissue Engineering
and Regeneration
Ali Khademhosseini, Bimal Rajalingam, Satoshi Jinno, and Robert Langer

13.1
Introduction

In recent years, tissue engineering has emerged as a potentially powerful approach
for the treatment of a variety of diseases bymerging the principles of life sciences and
engineering to generate biological substitutes that restore, maintain and enhance
human tissue function [1]. In a typical tissue engineering approach, cells are seeded
within biodegradable scaffolds. Then as the scaffolds degrade, the cells deposit their
own matrices and self-assemble into tissue-like structures. This reassembly and
degradation process eventually results in the formation of three-dimensional (3-D)
tissue structures.
Over the past few years, tissue engineering has generated much excitement for

fabricating a renewable source of transplantable tissues. Advances in the field have
resulted in the engineering of clinically usable skin substitutes. In addition, other
engineered tissues such as cartilage and bone are at various stages of clinical trials.
Research groups have also attempted to engineer nerve tissue, pancreas, bladder and
other organs.However, despite success in clinical studies, the dreamof �off-the-shelf�
organs has eluded scientists and clinicians alike. This can be attributed to our
inability to direct the behavior of cells in a desired manner, as well as to generate 3-D
tissues with sufficient complexity and structural integrity to perform the function of
the native tissues. Other concerns include the transmission of infection through the
implanted tissue-engineered substrate, the possibility of immune reaction against
the implanted cells, the variability of engineered products, the introduction of
genetically modified, unwanted and potentially harmful cells into the body as well
as regulatory and ethical aspects.
In order to generate functional tissues it is important to mimic the biological

microenvironment by developing approaches and tools that can controlmaterials and
cells at the nanoscale. This is because many structural elements such as the
extracellularmatrix (ECM), aswell as biological processes such as receptor clustering,
are at the nanoscale. Thus, the ability to engineer the cellular environment and tissue
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structure at the nanoscale is a potentially powerful approach for generating biomi-
metic tissues. These processes will be critical not only for generating tissue
engineered constructs but also for engineering in vitro systems that can be used
for various drug discovery and diagnostics applications.
Nanotechnology is an emerging field that is concerned with the design, synthesis,

characterization and application of materials and devices that have a functional
organization in at least one dimension on the nanometer scale, ranging from a few to
about 100 nm [1]. Due to this ability to control features at small length scales,
nanotechnology is becoming more commonly used in a number of biomedical
endeavors ranging from drug delivery [2–5] to in vivo imaging [6].
In this chapter we will discuss the application of nanotechnology to tissue engi-

neering as an enabling tool. Specifically, we will provide an overview of two different
types of nanoengineered system that are used in tissue engineering. First, we will
focus on various approaches that are used to generate nanoscale modifications to
existing polymers and materials. These nanoengineered systems, such as nanopat-
terned substrates and electrospun scaffolds, provide structures that influence cell
behavior and the subsequent tissue formation. Furthermore, we will discuss the use
of other nanoscale structures such as controlled-release nanoparticles for tissue
engineering. In the second part of the chapter we will discuss the use of nanotech-
nology for the synthesis of novelmaterials that behave differently as bulk compared to
their nanoscale versions. Such materials include self-assembled materials, carbon
nanotubes and quantum dots. Throughout the chapter we will discuss the use of
nanomaterials for controlling the cellular microenvironment and for generating 3-D
tissues. We will also detail the potential limitations and emerging topics of interest
and challenges in this area of research. Clearly, the application of nanotechnology to
tissue engineering and cell culture is an �exploding� field, and hopefully in this
chapter we will provide a glimpse into the various applications. Throughout the
chapter, when applicable, the reader is directed to more extensive reviews to provide
further detail regarding specific topics.

13.2
Nanomaterials Synthesized Using Top-Down Approaches

In 1959, Richard Feynman introduced the significant benefits associated with
manipulating materials atom by atom. Since then, extensive research has been
conducted in nanotechnology owing to the advances in technologies that enable the
manipulation and characterization of nanoscale objects such as scanning tunneling
microscopy (STM), atomic force microscopy (AFM) and other related technologies.
Nanomaterials have generated interest in a variety of fields such as clinical medicine,
defense, pharmaceuticals, aerospace, energy and biological research. Today,
engineered nanomaterials are increasingly utilized for various tissue engineering
applications due to their controllable and unique properties. Furthermore, nanos-
tructures can aid in mimicking Nature, as many biological structures have features
that are on the order of few to hundreds of nanometers. Nanoengineered materials
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can be created by tailoring the properties of existing materials, for example by
controlling the 3-D structure or surface roughness. In general, nanomaterials can be
produced by either �top-down� or �bottom-up� approaches. Top-down approaches
involve theminiaturization ofmaterials to nano length scales, and have been enabled
due to increased technological capability for miniaturizing materials either by using
novel approaches or bymaking improvements to existing techniques. In this section,
we will describe two techniques used to prepare nanomaterials using top-down
approaches, namely the use of electrospinning and nanopatterned substrates to
engineer cell behavior.

13.2.1
Electrospinning Nanofibers

Electrospinning is a technique that is used to generate nanofibrous scaffolds
(Figure 13.1a). These scaffolds are highly porous (i.e. a large surface area-to-volume
ratio), and thusmimicmany of the properties of natural tissues and also provide cells
with a pseudo 3-D environment [7]. Electrospinning is also relatively inexpensive and
capable of producing nanofibers from a variety of biodegradable synthetic polymers,
such as poly(lactic-co-glycolic acid) (PLGA) [8], polycaprolactone (PCL) [9] and
poly(L-lactic acid) (PLLA) [10], as well as natural polymers such as collagen [11]. The
nanoscale features of electrospun scaffolds promote cell proliferation and also guide
cell growth. For example, aligned nanofibers have been shown to induce the growth
and proliferation of cardiac cells into contractile spindle structures [12]. The seeding
of neural stem cells (NSCs) on aligned PLLA nano/micro fibrous scaffolds has also
resulted in neurite outgrowth along with the fiber direction for the aligned scaf-
folds [10]. Furthermore, fiber diameter and orientation have been shown to influence
the cell morphology, while cell proliferation is not sensitive to the above-mentioned
parameters. Goldstein and colleagues, while testing a range of diameters
(0.14–3.6mm) and angular standard deviations (31–60�), found that an increasing
fiber diameter and degree offiber orientation resulted in increased projected cell area
and aspect ratio [8].
Electrospinning has been used to fabricate scaffolds for various tissues such as

bone [9], cartilage [13–15] and cardiac muscle [16]. An example of bone tissue
fabrication is shown in Figure 13.1b. These scaffolds have also been used to direct
the differentiation of stem cells; for example, the coating of electrospun nanofibers
composed of polyamide have been used to promote the proliferation and self-
renewal of mouse embryonic stem cells (ESCs). These ESCs maintained their
ability to differentiate into various lineages, which showed that such fibers could be
used not only for in vivo applications as tissue engineered scaffolds but also as tools
for in vitro cell culture. Electrospun nanofibers have also been shown to influence
cell shape, actin cytoskeleton and matrix deposition, both in vitro [17, 18] and
in vivo [19].
Despite its versatility, one disadvantage with electrospinning process is that the

range of the resulting fibers is usually limited to the upper range of natural ECM
fibers. In addition, it is difficult to control the complex architecture and intricate
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cell–cell, cell–ECM and cell-soluble factors in the resulting scaffolds. This has
prompted the use of other techniques to fabricate nanofabricated scaffolds. For
example, nanofabricated PLLA scaffolds that supported the differentiation and
outgrowth of NSCs have been fabricated by a liquid–liquid phase separation
method [20]. Yet, despite these limitations, electrospinning is a powerful technology
for the fabrication of 3-D nanoscaffolds.

13.2.2
Scaffolds with Nanogrooved Surfaces

Both, micro- and nanotextured substrates can significantly influence cell behavior
such as adhesion, gene expression [15] and migration [16]. This is because the
interaction of cells with a biomaterial results in the localization of focal adhesions,
actin stress fibers and microtubules [21]. Focal contacts are involved in signal
transduction pathways which in turn can regulate a wide array of cell function [22]
(Figure 13.2). As nanofiber scaffolds have a larger surface area, they have more
potential binding sites to cell membrane receptors, thus affecting the cell behavior in
unique ways. It has also been observed that the cells displaymore filopodiawhen they
come in contact with the nanoscale surfaces, presumably to sense the external
topography [23]. Although the mechanism of cellular response to nanotopography is
not entirely understood, it is suggested that an interaction of the cellular processes
and interfacial forces results in peculiar cellular behavior [7]. Both, micro- and
nanotextured substrates can be engineered either on tissue culture substrates or
within 3-D tissue scaffolds. Within tissue engineering scaffolds, nanotextures
provide physical cues to seeded cells and regulate the interaction of host cells
with the scaffold. For example, surfaces that have desired roughness have been
shown to increase osteoblast adhesion for orthopedic replacement/augmentation
applications [24].
Nanotextures can be generated using a variety of techniques, depending on the

material as well as the dimension and shapes of the desired structures. For example,
features less than 100 nm may be produced by a range of techniques including
chemical etching in metals [25], the embedding of carbon nanofibers in composite

Figure 13.1 (a) Schematic of the electrospinning
apparatus. The set-up for electrospinning
consists of a spinneret with a metallic needle, a
syringe pump, a high-voltage power supply and a
grounded collector. By using the electrospinning
apparatus, uniform fibers with nanometer-scale
diameters can be fabricated. These scaffolds are
highly porous (large surface area-to-volume
ratio), thus mimicking many of the properties of
natural tissues and providing cells with a pseudo
3-D environment. The nanoscale features of
electrospun scaffolds promote cell proliferation

and guide cell growth; (b) Panel (a) shows an
electrospun poly(e-caprolactone) scaffold, prior
to cell seeding. Panels (b) and (c) are images of
mesenchymal stem cells (MSCs) seeded on the
scaffold after 7 days of culture, with low and high
magnification, respectively. Panels (d) and (e)
show theMSCs after four weeks of culture, again
with low and high magnification, respectively.
After 7 days, osteoblast-like cells developed,
indicating bone-like formation. (Adapted from
Ref. [9].)

~

13.2 Nanomaterials Synthesized Using Top-Down Approaches j365



materials [26], casting polymer replicas from ECM [27], or the embedding of
constituent nanoparticles in materials ranging from metals to ceramics to compo-
sites [28–31]. Electron-beam lithography (EBL) technology has been used to fabricate
well-defined nanostructures at sub-50 nm length scales [21, 32]. These tools can be
used to form structures at the same length scales as the native ECM, and thus enable
the systematic study of cell behavior (for a review, see Ref. [24]).
The shape of the nanostructures influences the cell behavior and phenotype. For

example, nanogrooves [33–37] result in an alignment of cells parallel to the direction
of the grooves [33, 38] as well as the alignment of actin, microtubules and other
cytoskeletal elements [39–41]. Interestingly, both the pitch and depth of the grooves
influence cell behavior. For example, typically the orientation increases with in-
creased depth of the nanogrooves [42]. Another shape that has been shown to
influence cell behavior is the natural roughness of tissues. For example, endothelial
cells that were cultured on the ECM-textured replicas spread faster and had an
appearance more like the cells in their native arteries than did cells grown on
nontextured surfaces [27, 43]. Fibroblasts cultured on nanopatterned e-PCL surfaces
were also less spread compared to those on a planar substrate [44]. Furthermore,
human mesenchymal stem cells (MSCs) and ESCs align on nanofabricated sub-
strates and differentiate in a specific manner [45, 46]. Therefore, by controlling the
nanotopography of tissue engineering scaffolds inductive signals can be delivered to
enhance tissue formation and function.

Figure 13.2 The influence of scaffold
architecture on cell attachment and spreading.
The attachment of cells on the micropore or
microfiber scaffold is similar to that of cells
cultured on flat surfaces. The larger surface area
provided by the nanofiber scaffold results in
many more binding sites to cell membrane

receptors, thus influencing cell behavior and the
subsequent tissue formation in unique ways.
Focal contacts are involved in signal
transduction pathways, which in turn can
regulate a wide array of cell function. (Adapted
from Ref. [7].)
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13.3
Nanomaterials Synthesized using Bottom-Up Approaches

In this section we describe the synthesis and application of nanomaterials that are
built by nanoscale assembly ofmoleculeswith properties that are often different from
their individual components and their bulk material. These materials include self-
assembled peptide hydrogels, quantum dots, carbon nanotubes and layer-by-layer
deposited films.

13.3.1
Self-Assembled Peptide Scaffolds

A promising approach in tissue engineering is to use nanoengineered materials
made from synthetic peptides or peptide amphiphiles (PA) that self-assemble.
(An extensive review of this topic is provided in Chapter 14.) Self-assembled PA
hydrogels can be generated by linking a carbon alkyl tail to functional peptides; these
PA molecules then self-assemble based on hydrophobic interactions of the alkyl tail
and thus form nanofibers that can form hydrogels either alone or by mixing with a
cell suspension [47]. An example of a self-assembled peptide is shown in Figure 13.3.
In addition, self-assembled peptide hydrogels made purely from peptides that self-
assemble based on hydrophobic interactions have also been demonstrated [48–50].
In this approach, self-assembled beta-sheets are formed which can assemble into
hydrogels. Both of these approaches have shown promising results in various tissue
engineering, stem cell differentiation and cell culture applications [47, 51–54]. An
example of this is the recent investigation of the proliferation and differentiation of
MSCs in PA hydrogels. When rat MSCs were seeded into the PA nanofibers, with or
without RGD, a larger number of cells attached to the PA nanofibers that contained
RGD. Furthermore, upon examination of the osteogenic differentiation ofMSCs, the
alkaline phosphatase (ALP) activity and osteocalcin content increased for the PA
nanofibers that contained RGD comparedwith thosewithout RGD. In another study,
the use of MSC-seeded hybrid scaffolds prepared from PAs and a collagen sponge
reinforced with poly(glycolic acid) (PGA) fibers was examined to show increased
osteogenic differentiation of MSCs and ectopic bone formation.

13.3.2
Layer-by-Layer Deposition of Nanomaterials

The ability to control the surface properties of biological interfaces is useful in various
aspects of tissue engineering. Onemeans of obtaining such controlled surfaces is by
the layer-by-layer (LBL) deposition of the charged biopolymers. LBL deposition uses
the electrostatic interaction between the surface and the polyelectrolyte solutions to
generate films with nanoscale dimensions. LBL has been used extensively to control
the cellular microenvironment in vitro. For example, we have generated patterned
cellular cocultures using the LBL deposition of ionic biopolymers hyaluronic
acid (HA), poly-L-lysine (PLL) [55] and collagen. In this approach, micropatterns of
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nonbiofouling anionic HA were used to pattern cells on glass substrates. The
subsequent adsorption of the cation PLL to HA pattern resulted in an adherent
surface promoting the attachment of a second cell type. In order to minimize

Figure 13.3 Self-assembled peptide scaffold. (a)
The chemical structure of the peptide
amphiphile. This is composed of a long alkyl tail
(region 1), four consecutive cysteine residues
(region 2), a flexible linker region of three glycine
residues (region 3), a single phosphorylated

serine residue (region 4) and cell adhesion ligand
RGD (region 5); (b) The molecular model of (a);
(c) These peptide amphiphiles are self-
assembling into a cylindrical micelle. (Adapted
from Ref. [47].)
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toxicity, instead of PLL other positively chargedmolecules such as ECM components
(i.e. collagen) have also been used (Figure 13.4) [56]. In a related experiment, cultured
human endothelial cells have been patterned using LBL on a polyurethane surface.
Here, it was observed that the cells did not spread on the negatively charged surface
due to an electrostatic repulsion, whereas inversing the surface charge by adding
positively charged collagen increased the cell spreading and proliferation. Thus, cell

Figure 13.4 (a) The generation of cocultures
using layer-by-layer deposition of the ECM
materials, hyaluronic acid (HA) and collagen. A
polydimethylsiloxane (PDMS) mold was placed
on a glass slide coated with a thin layer of HA.
Due to capillary forces, the HA in the exposed
space of the PDMSmold receded, thus exposing
the underlying glass surface. The exposed region
of a glass substrate was coated with fibronectin
(FN), where primary cells (cell A) could be

selectively adhered. Subsequently, the PDMS
mold was removed and collagen layered on the
HA surface to make the surface adherent to
secondary cells (cell B); (b) The fluorescent
images of the patterned coculture after three
days of culture, generated by a layer-by-layer
coculture approach. The ESCs and hepatocytes
(AML 12) were cocultured with the fibroblasts
(NIH-3T3).
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attachment on multilayer thin films may depend on the charge of the terminal
polyion layer [57].
The number of layers in the LBL films may play a role in the cell attachment

behavior. It was reported that increasing the number of layers of titanium oxide
nanoparticle thin films increased the surface roughness, cell attachment and the rate
of cell spreading. Although thismay be due to the increased surface roughness, it also
demonstrates the potential of this technology in controlling cell-surface proper-
ties [58]. Furthermore, the LBL assembly of PLL and dextran sulfate could be used to
increase the rate of fibronectin deposition and the subsequent cell adhesion relative
to the control substrates [59].
The LBL deposition of materials has been used in a variety of tissue engineering

applications. For example, the LBL assembly of HgTe has been used to fabricate a
hybrid device where the absorption of light by quantum nanoparticles stimulates
neural cells by a sequence of photochemical and charge-transfer reactions [60]. These
devices may be of potential use in tissue engineering applications in which it is
desired to stimulate nerve cells using external cues. The LBL assemblies of
nanoparticles have also been explored as a means of protecting arteries damaged
during revascularization procedures. It has been reported that the deposition of
self-assembled nanocoatings comprising alternating depositions ofHA and chitosan
onto aortic porcine arteries, led to a significant inhibition of the growth of thrombus
on the damaged arterial surfaces. Clearly, this technique has the potential for clinical
application to protect damaged arteries and to prevent subsequent restenosis [61].
Therefore, by properly choosing the LBLmaterials it is possible tomodify the surface
properties of materials for tissue engineering as well as for biosensing [62, 63] and
drug delivery applications [64].
Mironov and colleagues have used the LBL technique for organ printing, with

precise control over the spatial position of the deposited cell [65]. LBL deposition can
also be used for the fabrication of immunosensors [66], islet cell encapsulation [67]
and polyelectrolyte capsules for drug release [68].

13.3.3
Carbon Nanotubes

Carbon nanotubes are nanomaterials with unique mechanical and chemical proper-
ties. They have been used for cell tracking, for the delivery of desired molecules to
cells, and as components of tissue engineering scaffolds [69]. Carbon nanotubes,
depending on the number of carbon walls, can range from 1.5 to 30 nm in diameter
and may be hundreds of nanometers in length.
Within tissue engineering scaffolds carbon nanotubes can be used to modify the

mechanical and chemical properties. Furthermore, carbon nanotubes can be func-
tionalized with biomolecules to signal the surrounding cells, or they may be
electrically stimulated due to their high electrical conductivity to excite tissues such
as muscle cells and nerve cells. One potentially powerful method of integrating
carbon nanotubes into tissue engineering is by generating composite materials
which comprise a biocompatible material such as collagen with embedded, single-
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walled carbon nanotubes. As an example, smooth muscle cells (SMCs) have been
encapsulated within collagen–carbon nanotube composite matrices with high cell
viability (>85%) for at least 7 days [70]. Single-walled carbon nanotubes can also be
used for culturing excitable tissues such as neuronal andmuscle cells [71]. It has also
been suggested that the growth of the neuronal circuits in carbon nanotubes might
result in a significant increase in the network activity and an increase in neural
transmission, perhaps due to the high electric conductivity of carbon nanotubes [72].
Furthermore, the electrical stimulation of osteoblasts cultured in nanocomposites
comprising PLA and carbon nanotubes increased their cell proliferation and the
deposition of calcium after 21 days. These data show that the use of novel current-
conducting nanocomposites would be valuable for enhancing the function of the
osteoblasts, and also provide useful avenues in bone tissue engineering [73].
Carbon nanotubes have also been used to delivery pharmaceutical drugs [74–76],

genetic material [77–79] and biomolecules such as proteins [80, 81] to various cell
types. For example, carbon nanotubes have been used to deliver Amphotericin B to
fungal-infected cells. Here, the Amphotericin Bwas found to be bonded covalently to
carbon nanotubes and was uptaken by mammalian cells, without significant toxicity,
while maintaining its antifungal activity [82]. Thus, carbon nanotubes may be used
for the delivery of antibiotics to specific cells.
The influence of carbon nanotubes on cells varies, depending on the type and their

surface properties. For example, it has been reported that rat osteosarcoma (ROS)
17/2.8 cells, when cultured on carbon nanotubes carrying a neutral electric charge,
proliferated to a greater extent than did other control cells [83]. Chemicallymodifying
the surface of carbon nanotubes can also be used to enhance their cytocompatibility.
For example, carbon nanotubes have been coated with bioactive 4-hydroxynonenal in
order to culture embryonic rat brain neurons that promote neuronal branching
compared to unmodified carbon nanotubes [84]. Despite such promise, however, the
cytotoxicity of carbon nanotubes remains unclear. It is well known that various
properties such as surface modifications and size greatly influence the potential
toxicity of these structures. For example, long carbon nanotubes have been shown to
generate a greater degree of inflammation in rats than shorter carbon nanotubes
(�200 nm), which suggests that the smaller particles may be engulfedmore easily by
macrophages [85].Other studies have also shown that carbonnanotubesmaynot only
inhibit cell growth [86] but also induce pulmonary injury in the mouse model [87],
when sequential exposure to carbon nanotubes and bacteria enhanced pulmonary
inflammation and infectivity. Thus, more extensive and systematic studies must be
conducted to ensure that the use of these nanomaterials in tissue engineering does
not result in long-term toxicity.

13.3.4
MRI Contrast Agents

Nanotechnology may also permit the high-resolution imaging of tissue-engineered
constructs. Specifically, the use of imaging contrast agents in magnetic resonance
imaging (MRI) can be used to track cells in vivo and visualize constructs [88–90].
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AlthoughMRI contrast agents takemany forms, nanoparticle systems have emerged
in recent years as one of the most promising as nanoparticles not only provide an
enormous surface area but can also be functionalized with targeting ligands and
magnetic labels. Moreover, their smaller size provides an easy permeability across
the blood capillaries.
Iron oxide nanoparticles have shown great promise for use in MRI to track cells,

because they can be uptaken without compromising cell viability and are relatively
safe. Awide variety of iron oxide-based nanoparticles have been developed that differ
in hydrodynamic particle size and surface-coatingmaterial (dextran, starch, albumin,
silicones) [91]. In general, these particles are categorized based on their diameter into
superparamagnetic iron oxides (SPIOs) (50–500 nm) and ultrasmall superparamag-
netic iron oxides (USPIOs) (<50 nm), with the size dictating their physico-chemical
and pharmacokinetic properties. It has also been shown that clearance of the iron
oxide nanoparticles in the rat liver depends on the outer coating [92].
Iron oxide nanoparticles have been used for imaging various organs, including the

gastrointestinal tract, liver, spleen and lymph nodes. Furthermore, smaller-sized
particles can also be used for angiography and perfusion imaging in myocardial and
neurological diseases. Iron oxide particles can be coated with various molecules to
increase their circulation and targeting. For example, dextran-coated iron oxide
nanoparticles have been used for labeling cells, while anionicmagnetic nanoparticles
can be used to target positively charged tissues by using electrostatic interactions [93]
(Figure 13.5). In addition, iron oxide nanoparticles can be used to track cells in vivo
after transplantation. For example, MSCs and other mammalian cells labeled with
SPIO nanoparticles were used to track cells in both experimental and clinical
settings [94, 95]. Furthermore, green fluorescent protein (GFPþ ) ESCs that were

Figure 13.5 Schematic of the magnetic
resonance molecular imaging. The tracking of
magnetic nanoparticles to cancer cells is based
on their static and dynamic magnetism, along
with an ability to impart cell-specific functionality.
The biocompatibility of coating materials (i.e.,

biscarboxyl-terminated poly(ethylene glycol))
allows for in vivo applications in animals and
humans. Therefore, iron oxide nanoparticles
show great promise for use in MRI to track cells
in vivo and to visualize constructs, without
compromising cell viability.
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labeled with dextran-coated iron oxide nanoparticles and implanted into the brains of
rats with brain stroke showed that the cells could be tracked for at least three
weeks [96]. The in vivo tracking of iron oxide nanoparticle-labeled rat bone marrow
MSCs and mouse ESCs and human CD34þ hematopoietic progenitor cells in rats
with a cortical or spinal cord lesion has also shown that cellsmay remain visible in the
lesion for at least 50 days [97, 98]. Taken together, these and other results [99] indicate
that magnetic nanoparticles are well-suited for the noninvasive analysis of cell
migration, engraftment and morphological differentiation at high spatial and
temporal resolution.
In order to target desired cells or tomodify the rate of cellular uptake, nanoparticles

may be engineeredwith specificmolecules on their surfaces. For example, in order to
increase their internalization, NSCs and CD34þ bone marrow cells were labeled
with superparamagnetic nanoparticles that were conjugated with short HIV-Tat
peptides. This increased the internalization of the particles by the cells, without
affecting their viability, differentiation or proliferation. The localization and retrieval
of cell populations in vivo enabled a detailed analysis of specific stem cell and organ
interactions that were critical for advancing the therapeutic use of stem cells [100].
In addition to iron oxide nanoparticles, other types of nanoparticle have also been
used for tissue imaging, notably with applications in tissue engineering. As an
example, fluoroscein isothiocyanate (FITC) -conjugated mesoporous silica nanopar-
ticles (MSNs) have been used to label human bone marrow MSCs and 3T3-L1 cells.
The FITC-MSNs were efficiently internalized into MSCs and 3T3-L1 cells, even with
short-term incubation (2–4 h), without affecting cell viability [101]. Thus, it seems
that nanoparticles can be used potentially not only to track cells but also to image
tissues which may be useful for the noninvasive imaging of tissue-engineered
constructs.

13.3.5
Quantum Dots

Nanoscale probes can also be used in tissue engineering applications for the study of
various biological processes, as well as for real-time cell detection and tracking.
Fluorescent dyes, which traditionally have been used to image cells and tissues, have
several drawbacks including photobleaching and a lack of long-term stability.
Quantum dots (QDs) are nanoparticles that have several advantages over conven-
tional fluorophores for imaging, including tunable properties and a resistance to
photobleaching [6]. QDs are semiconductor nanostructures that confine the motion
of conduction band electrons, valence band holes or excitons in all three spatial
directions. The band gap energy of the QD is the energy difference between the
valence band and the conduction band. For nanoscale semiconductor particles such
as QDs, the bandgap is dependent on the size of the nanocrystal, which results in a
size-dependent variation in emission. A single light source can also be used for
the simultaneous excitation of a spectrum of emission wavelength, which makes
the method useful for multicolor, multiplexed biological detection and imaging
applications.
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QDs can be used for the ultrasensitive imaging of molecular targets in deep tissue
and living animals (Figure 13.6). Here, they are used as specific markers for cellular
structures [102, 103] andmolecules [104], for monitoring physiological events in live
cells [105–107], for measuring cell motility [108], and for monitoring RNA delivery
and tracking cells [109] in vivo. As an example, QDs have been used for locating
multiple distinct endogenous proteins within cells, thus determining the precise
protein distribution in a high-throughput manner [110]. Peptide ligand-conjugated
QDs have also been used for imaging G-protein-coupling receptors in both whole-
cells and as single-molecules [111]. Cellular events such as the transport of lipids and
proteins across membranes have also been tracked using QDs with molecular
resolution in live cells [112]. Furthermore, QDs conjugated to immunoglobulin G
(IgG) and streptavidin have been used to label the breast cancer marker Her2 on the
surface of fixed and live cancer cells [113].
QDs have significant potential in analyzing the mechanisms of cell growth,

apoptosis, cell–cell interactions, cell differentiations and inflammatory responses.
For example, QDs have been used to study the signaling pathways of mast cells
during an inflammatory response [114], as well as to quantify changes in organelle
morphology during apoptosis [115]. In addition, the photostability and biocompati-
bility of QDs make them the preferred agents for the long-term tracking of live
cells [116]. QDs are internalized into cells by endocytosis [117], by receptor-mediated
uptake [118], by peptide-mediated transportation [119, 120] or microinjection [121].
An example of this was recently demonstrated in studies in which ligand-conjugated
QDs were used to monitor antigen binding, entry and trafficking in dendritic
cells [122]. QDs, when conjugated to a transporter protein, have also been used to
labelmalignant and nonmalignant hematological cells and to track cell division, thus
enabling lineage tracking [109].
Despite the remarkable potential for the application of QDs in clinical medicine,

their toxicity and long-term adverse effects are still not clearly understood. The
metabolism, excretion and toxicity of QDs may depend on multiple factors such as
size, charge, concentration and outer coating bioactivity, as well as their oxidative,
photolytic and mechanical stabilities and other unknown factors [123]. Importantly,
these issues must be addressed before QDs can be used for in vivo applications in
humans.

13.4
Future Directions

During a relatively short period of time, nanomaterials have spawned a number of
new approaches to address important challenges in tissue engineering. These
challenges range from understanding the mechanisms of stem cell differentiation
to generating functional vasculature within tissue engineering constructs. Despite
these advancements, further investigations are required to analyze the true
potential and clinical viability of these technologies. Our current lack of knowledge
regarding the long-term toxicity of many nanoengineered materials represents a
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Figure 13.6 (a) Schematic of quantum dots
(QDs).QDsare typicallymade fromnanocrystals
of a semiconductor material (CdSe), which has
been coated with an additional semiconductor
shell (ZnS) to improve the material�s optical
properties. Thismaterial is coatedwith a polymer
shell that allows thematerials to be conjugated to
biological molecules and to retain their optical
properties. These nanocrystals have been
coupled to various biomolecules directly or
indirectly. The inset at the right shows a
schematic of peptide-conjugated QDs for
organelle targeting and imaging. The amino acid-
coated QDs are conjugated with target peptides
by coupling. QDs can reveal the transduction of
proteins and peptides into specific subcellular

compartments as a powerful tool for studying
intracellular analysis in vitro and even in vivo.
(Adapted from Ref. [124].); (b) Ligand-
conjugated QDs internalized by dendritic cells
(DCs) via their specific binding protein (DC-
SIGN). Ligand-coatedQDsbind toDC-SIGNand
are endocytosed into DCs; (c) DCs were
incubated with the HIV-1 envelope glycoprotein
gp120-QDs (red). After washing of unbound
QDs, DCs were fixed and labeled with DC-SIGN
marker (green). Data were obtained using
confocal microscopy. The right-hand panel
shows a 2-DhistogramofDC-SIGNsignal versus
gp120-QDs signal. This result indicated that the
small amount of dispersion leads to high
colocalization. (Adapted from Ref. [122].)
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critical barrier for their use in humans. Traditionally, tissue engineers have favored
materials that have a long history of medical application (i.e. FDA approved),
although many such materials have limitations to be overcome, perhaps through
rational design enabled by nanotechnology. Thus, there remains a clear need to
develop nanoengineered materials capable of addressing the various challenges of
tissue engineering. In addition, systematic toxicity studies must be conducted in
order to fully optimize and characterize not only the function but also the long-term
behavior of nanomaterials in vivo. Yet, many of the traditional methods used to
analyze previous generations of biomaterials do not apply to nanoscale materials,
and a clear paradigm shift is required in these analytical and standardization
procedures. This will range from how we study material–cell interactions in vitro
and in vivo, to the standardization requirements of regulatory bodies such as
the FDA. Clearly, these modifications will require extensive discussion amongst
the scientists, the patients, the general public, the clinicians and the regulatory
officers.

13.5
Conclusions

Today, nanotechnology offers awide variety of tools in tissue engineering, biomedical
imaging, biosensing, diagnostics and drug delivery. Nanotechnology-based applica-
tions are valuable in the research and development of viable substitutes that may
restore, maintain or even improve the function of human tissues. Today, these
materials have not only opened up novel applications but have also addressed a
number of limitations associated with traditional approaches and materials. None-
theless,much research is required to further demonstrate the long-term stability and
clinical utility of nanoengineered materials.
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14
Self-Assembling Peptide-Based Nanostructures for Regenerative
Medicine
Ramille M. Capito, Alvaro Mata, and Samuel I. Stupp

14.1
Introduction

The goal of regenerativemedicine is to develop therapies that can promote the growth
of tissues and organs in need of repair as a result of trauma, disease or congenital
defects. For most of the patient population this means regeneration of our bodies in
adulthood, although there are also many critical pediatric needs in regenerative
medicine. One specific target that would deeply impact the human condition is
regeneration of the central nervous system (CNS). This would bring a higher quality
of life to individuals paralyzed as a result of spinal cord injury, brought into serious
dysfunction by stroke, afflicted with Parkinson�s and Alzheimer�s diseases, or those
blind as a result of macular degeneration or retinitis pigmentosa. Another area
that would benefit from regenerativemedicine is heart disease, which continues to be
one of themost dominant sources of premature death in humans.Here, the potential
to regenerate myocardium would have a great impact on clinical outcomes. Many
additional important targets exist. The regeneration of insulin-producing pancreatic
b cells would bring a higher quality of life to individuals suffering from diabetes.
Damage to cartilage – a critical tissue in correct joint function – is an enormous
source of pain and compromised agility for many individuals, especially in societies
that value a physically active life style for as long as possible. Other musculoskeletal
tissues such as bone, intervertebral disc, tendon, meniscus and ligament all remain
major therapeutic challenges in regenerativemedicine. Another emerging target that
could have an enormous impact is the regeneration of teeth, as this would prevent the
need for dentures and other dental implants. All of these important targets in
regenerative medicine would not only raise the quality of life for many individuals
worldwide, but they would also have, for obvious reasons, a significant economic
impact.
The development of effective regenerative medicine strategies generally

includes the use of cells, soluble regulators (e.g. growth factors or genes) and
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scaffold technologies. In their natural environment, mammalian cells live sur-
rounded by a form of solid or fluid matrix composed of structural protein fibers
(i.e. collagen and elastin), adhesive proteins (i.e. fibronectin and laminin), soluble
proteins (i.e. growth factors) andother biopolymers (i.e. polysaccharides), all ofwhich
have specific inter-related roles in the structure and normal function of the extracel-
lular matrix (ECM). The creation of biomimetic artificial matrices represents a
common theme in designing materials for regenerative medicine therapies, and
stems from the idea that providing a more natural three-dimensional (3-D) environ-
ment can preserve cell viability and encourage cell differentiation and matrix
synthesis. The nanoscale design of biomaterials, with particular attention to dimen-
sion, shape, internal structure and surface chemistry, may more effectively emulate
the very sophisticated architecture and signaling machinery of the natural ECM for
improved regeneration.
Strategies utilizing self-assembled supramolecular aggregates, macromolecules

and even inorganic particles could be used to design a signaling machinery de novo
that initiates regeneration events which do not occur naturally in mammalian
biology. Self-assembly – a bioinspired phenomenon which involves the spontaneous
association of disordered components into well-defined and functionally
organized structures [1] – can play a major role in creating sophisticated and
biomimetic biomaterials for regenerative therapies [2–7]. In molecular systems,
self-assembly implies that molecules are programmed by design to organize
spontaneously into supramolecular structures held together through noncovalent
interactions, such as electrostatic or ionic interactions, hydrogen bonding,
hydrophobic interactions and van der Waals interactions. Large collections of
these relatively weak bonds compared to covalent bonds can result in very stable
structures.
The first fundamental reason for a link between self-assembly and regenerative

medicine is the potential to createmultifunctional artificial forms of an ECM starting
with liquids. Such liquids could contain dissolved molecules or pre-assembled
nanostructures, and they could then be introduced by injection at a specific site or
targeted through the circulation. Following self-assembly, a solid matrix could
mechanically support cells and also signal them for survival, proliferation, differen-
tiation or migration. Alternatively, the self-assembled solid matrix could be designed
to recruit specific types of cells in order to promote a regenerative biological event,
or serve as cell delivery vehicles by localizing them in 3-D environments within
tissues and organs. These self-assemblingmolecules could also be used tomodify the
surfaces of solid implants in order to render them bioactive [1, 8, 9]. The �bottom-up�
approach that is possible using self-assembly can permit the creation of an architec-
ture that multiplexes signals or tunes their concentration per unit area. This
versatility makes self-assembling systems ideal for creating optimal materials for
regenerative medicine therapies.
In this chapter, we focus on the use of self-assembling nanostructures – in

particular, peptide-based molecules – which are currently being developed for rege-
nerative medicine applications. Although many of these technologies are relatively
new, much very promising biological data – both in vitro and in vivo – demonstrating
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the promise of these systems in regenerative medicine is already available. Two
currently important research areas in this field include:

. The development of self-assembling injectable bioactive scaffolds that have the
ability to mimic the natural 3-D ECM of cells.

. The nanoscale surfacemodification of surfaces or 3-D tissue engineering scaffolds
using self-assembling molecules to create bioactive implants and devices.

14.2
Self-Assembling Synthetic Peptide Scaffolds

Peptides are among the most useful building blocks for creating self-assembled
structures at the nanoscale; they possess the biocompatibility and chemical versatility
that are found in proteins, yet they are more chemically and thermally stable [10].
They can also be easily synthesized on a large scale by using conventional chemical
techniques, and designed to contain functional bioactive sequences. Avariety of short
peptide molecules have been shown to self-assemble into a wide range of supramo-
lecular structures including nanofibers, nanotubes, nanospheres and nanotapes.
Some self-assembling nanostructures have been used successfully to generate
injectable scaffolds with an extremely high water content and architectural features
that mimic the natural structure of the ECM. These self-assembling scaffolds show
great potential as 3-D environments for cell culture and regenerative medicine
applications, and also as vehicles for drug, gene or protein delivery.

14.2.1
b-Sheet Peptides

Aggeli and colleagues demonstrated that the biological peptide b-sheet motif can
be used to design oligopeptides that self-assemble into semi-flexible b-sheet
nanotapes [11]. Depending on the intrinsic chirality of the peptides and concentra-
tion, these nanostructures can further assemble into twisted ribbons (double tapes),
fibrils (twisted stacks of ribbons) and fibers (fibrils entwined edge-to-edge)
(Figure 14.1a) [12]. The assembly process is principally driven by hydrogen bonding
along the peptide backbone and interactions between specific side chains [13].
At sufficiently high peptide concentrations, these structures can become entangled
to form gels, the viscoelastic properties of which can be altered by controlling the pH,
by applying a physical (shear) stress, or by altering the peptide concentration. As in
other peptide self-assembling systems, the hierarchical assembly can be altered by
the addition and position of charged amino acids within the peptide sequence that
is highly controlled by changes in pH [12] (Figure 14.1b and c). It has also been
shown that mixing aqueous solutions of cationic and anionic peptides that have
complementary charged side chains and a propensity to form antiparallel b-sheets,
results in the spontaneous self-assembly of fibrillar networks and hydrogels that are
robust to variations in pH and peptide concentration [14].

14.2 Self-Assembling Synthetic Peptide Scaffolds j387



These b-sheet peptide nanostructures have been studied for the treatment of
enamel decay [13]. In vitro, extracted human premolar teeth (containing caries-like
lesions) were exposed to several cycles of demineralizing (acidic conditions) and
remineralizing solutions (neutral pH conditions). Application of the self-assembling
peptides to the defects significantly decreased demineralization during exposure

Figure 14.1 (a) The global equilibrium
configurations obtained by the hierarchical
self-assembly of b-sheet-forming peptides.
The set of energy parameters ej correspond to the
free energy differences per peptide molecule
between successive structures. The �critical�
peptide concentrations at which each new
configuration begins to appear is determined by
the ej. The Rij are the conversion rates both
between and to the various configurations.
The process depicted by solid arrows
represents the dissolution route of
lyophilized solid at constant pH, while the

dashed arrows represent the direct and
simultaneous conversion of monomer to tapes,
ribbons, fibrils and fibers when the respective
critical concentrations governing their self-
assembly are instantaneously switched by pH
change to values above the absolute peptide
concentration in solution; (b) Electrostatic
charge distribution on P11-2 dimer in an
antiparallel b-sheet tape-like substructure: top,
pH< 5; bottom, pH> 5; (c) Transmission
electronmicroscopy image of a gel. (Reproduced
with permission from Ref. [12]; ª 2003,
American Chemical Society.)
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to acid and increased remineralization at neutral pH, resulting in a net mineral
gain of the lesions compared to untreated controls [13]. Furthermore, when the
peptide gels were incubated for one week in mineralizing solutions, de novo
nucleation of hydroxyapatite by the nanostructures was observed [13].
In another application, these peptides were evaluated as an alternative injectable

joint lubricant to hyaluronic acid (HA) for the treatment of osteoarthritis [15].
A b-sheet peptide designed to havemolecular,mesoscopic and rheological properties
that most closely resembled HA, performed similarly to HA in healthy static
and dynamic friction tests, but not aswell in friction tests with damaged cartilage [15].
The optimization of these peptides may result in a new alternative viscosupplemen-
tation treatment for degenerative osteoarthritis.

14.2.2
b-Hairpin Peptides

Another peptide design that exploits b-sheet nanostructure formation into a hydrogel
network is composed of strands of alternating hydrophilic and hydrophobic residues
flanking an intermittent tetrapetide [16–21] (Figure 14.2a and b). These peptides are
designed so that they are fully dissolved in aqueous solutions in random coil
conformations. Under specific stimuli, the molecules can be triggered to fold into
a b-hairpin conformation that undergoes rapid self-assembly into a b-sheet-rich,
highly crosslinked hydrogel. The molecular folding event – where one face of the
b-hairpin structure is lined with hydrophobic valines and the other with hydrophilic
lysines – is governed by the arrangement of polar and nonpolar residues within the
sequence. Subsequent self-assembly of the individual hairpins occurs by hydrogen
bonding between distinct hairpins and hydrophobic association of the hydrophobic
faces. One such peptide was designed to self-assemble under specific pH condi-
tions [16]. Under basic conditions, the peptide intramolecularly folds into the
hairpin structure and forms a hydrogel. Unfolding of the hairpins and
dissociation of the hydrogel structure can be triggered when the pH is subsequently
lowered below the pKa of the lysine side chains, where unfolding is a result of the
intrastrand charge repulsion between the lysine residues [16]. Rheological studies
indicate that these b-hairpin hydrogels are both rigid and shear-thinning; however,
the mechanical strength is quickly regained after cessation of shear [16]
(Figure 14.2a).
These gels can also be triggered to self-assemble when the charged amino acid

residues within the sequence are screened by ions [22]. If a positively charged side
chain of lysine is replaced by a negatively charged side chain of glutamic acid, the
overall peptide charge is decreased and the peptide can be more easily screened,
resulting in a much faster self-assembly [21]. The kinetics of hydrogelation were
found to be significant for the homogeneous distribution of encapsulated cells
within these types of self-assembling gels [21] (Figure 14.2c). Thermally reversible,
self-assembling peptides were also synthesized by replacing specific valine residues
with threonines to render the peptides less hydrophobic [17]. At ambient temperature
and slightly basic pH, the peptide is unfolded; however, upon heating the peptide
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folds and assembles via hydrophobic collapse as the temperature dehydrates
the nonpolar residues within the peptide [17]. Yet another rendition of this peptide
self-assembles via light activation [20]. In this design, a photocaged peptide is
incorporated within the peptide sequence, with b-hairpin folding and subsequent
hydrogelation occurring only when the photocage is released upon irradiation of
the sample [20].
In vitro studies have shown that these types of b-hairpin hydrogels can support the

survival, adhesion and migration of NIH 3T3 fibroblasts [20–22], and can be used to

Figure 14.2 Self-assembly, shear-thinning and
self-healing mechanism allowing rapid
formation of b-hairpin hydrogels that can be
subsequently syringe-delivered. (a) Addition of
Dulbecco�smodified Eaglemedium (DMEM;pH
7.4, 37 �C) to a buffered solution of unfolded
peptide induces the formation of a b-hairpin
structure that undergoes lateral and facial self-
assembly affording a rigid hydrogel with a fibrillar
supramolecular structure. Subsequent
application of shear stress disrupts the
noncovalently stabilized network, leading to the
conversion of hydrogel to a low-viscosity gel.
Upon cessation of shear stress, the network

structure recovers, converting the liquid back
to a rigid hydrogel; (b) Peptide sequences of
MAX8 and MAX1; (c) Encapsulation of
mesenchymal C3H10t1/2 stem cells in 0.5 wt%
MAX1 and MAX8 hydrogels. Shown are LSCM
z-stack images (viewed along the y-axis) showing
the incorporation of cells into aMAX1 gel leading
to cell sedimentation (panel a) and into a MAX8
gel resulting in cellular homogeneity (panel b).
Cells are prelabeled with cell tracker green to aid
visualization (scale bars¼ 100mm).
(Reproduced with permission from Ref. [21];
ª 2007, National Academy of Sciences.)
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encapsulate mesenchymal stem cells (MSCs) and hepatocytes [21]. Another study
also showed that these gels have an inherent antibacterial activity, with selective
toxicity to bacterial cells versus mammalian cells [23].

14.2.3
Block Copolypeptides

Deming and colleagues have developed diblock copolypeptide amphiphiles contain-
ing charged and hydrophobic segments that self-assemble into rigid hydrogels and
can remain mechanically stable even at high temperatures (up to 90 �C) [24, 25]
(Figure 14.3). These hydrogels were also found to recover rapidly after an applied
stress, attributed to the relatively low molecular mass of the copolypetides, enabling
rapid molecular organization. Their amphiphilic characteristics, architecture (di-
block versus triblock) and block secondary structure (e.g.a-helix, b-strand or random
coil) were found to play important roles in the gelation, rheological and morphologi-
cal properties of the hydrogel [24–26]. One type of block copolypeptide consists of a
hydrophobic block of poly-L-lysine and a shorter hydrophobic block of poly-L-
leucine [26]. The helical secondary structure of the poly-L-leucine blocks was shown
to be instrumental for gelation, while the hydrophilic polyelectrolyte segments
helped to stabilize the twisted fibril assemblies by forming a corona around the
hydrophobic core [26] (Figure 14.3).
In vitro studies using mouse fibroblasts revealed that, at concentrations below

gelation, lysine-containing diblocks were cytotoxic to the cells, whereas glutamic

Figure 14.3 (a) Diblock (top) and triblock
(bottom) copolypeptide architectures. The
hydrophobic leucine block exhibits a-helical
secondary structure, and the charged
polyelectrolyte block has a stretched-coil
configuration; (b) Packing of amphiphilic
diblock copolypeptidemolecule fibrils, the cross-
section being shown in detail and the
inset schematically depicting how the cross-
sectional layers assemble into twisted fibers

(for clarity, only the helices are drawn).
(Reproduced with permission from Ref. [26];
ª 2004, American Chemical Society.);
(c) Cryogenic transmission electron microscopy
image of 5.0wt% K180(LV)20 showing the
interconnected membrane, cellular
nanostructure of gel matrix (dark) surrounded/
filled by vitreous water (light). (Reproduced with
permission from Ref. [25]; ª 2002, American
Chemical Society.)
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acid-containing peptideswere not cytotoxic [27]. In gel form, however, both lysine and
glutamic acid-based diblocks were noncytotoxic, although the scaffolds did not
support cell attachment or proliferation. This demonstrates how molecular design
and charge can significantly affect the cytoxicity and biological activity of the resulting
self-assembledmaterial. Future research is directed towards covalently incorporating
bioactive sites within these hydrogels in order to increase cellular attachment and
enhance the biological response [27].

14.2.4
Ionic Self-Complementary Peptides

Another class of self-assembling peptide molecules developed by Zhang et al. was
designed to include alternating positive and negative amino acid repeats within
the peptide sequence [28, 29]. These oligopeptides associate to form stable fibrillar
nanostructures in aqueous solution through b-sheet formation, due to their
hydrophilic and hydrophobic surfaces and complementary ionic bonding
between the oppositely charged residues. Upon addition of monovalent cations or
physiological media, they form hydrogels composed of interwoven nanofibers
(Figure 14.4a) [29, 30]. Studies have shown that oligopeptide length [31] and side-
chain hydrophobicity [32] were important variables that affected the self-assembly
and the resulting gel properties.
Several in vitro and in vivo studies have been conducted investigating the

ability of these scaffolds to support cell attachment [29], survival, proliferation and
differentiation for neural [30, 33–35], blood vessel [36–38], myocardial [39–42],
liver [43], cartilage [44] and bone tissue regeneration [45, 46]. For the treatment of
neural defects, primary mouse neuron cells encapsulated within the hydrogels were
able to attach to the nanofiber matrix and showed extensive neurite outgrowth [30].
Furthermore, peptides implanted in vivo did not elicit a measurable immune
response or tissue inflammation [30]. In a hamster model, the peptide scaffolds
were shown to regenerate axons and reconnect target tissues in a severed optic
tract that resulted in the restoration of visual function [33]. Likewise, the peptide
scaffolds caused an effective promotion of cell migration, blood vessel growth and
axonal elongation when implanted with neural progenitor cells and Schwann cells
in the transected dorsal column of the rat spinal cord [47] (Figure 14.4b).
For the treatment of myocardial infarction, Davis et al. injected peptide scaffolds

into ratmyocardiumandobserved the recruitment of endothelial progenitor cells and
vascular smooth muscle cells into the injection site that appeared to form functional
vascular structures [40]. Biotinylated nanofibers were subsequently used to deliver
insulin-like growth factor 1 (IGF-1) in vivo over prolonged periods (28 days) and were
shown to significantly improve systolic function after myocardial infarction when
delivered with transplanted cardiomyocytes [39]. Other in vivo studies, which deliv-
ered platelet-derived growth factor (PDGF)-BB with the self-assembling nanofibers
in a rat myocardial infarct model, showed decreased cardiomyocyte death, reduced
infarct size and a long-term improvement in cardiac performance after infarction,
without systemic toxicity [41, 42].
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14.2.5
Fmoc Peptides

A more recently developed class of self-assembling peptides that uses fluorenyl-
methyloxycarbonyl (Fmoc) -protected di- and tri-peptides have been shown to form
highly tunable hydrogel structures (Figure 14.5a). The formation of these gels can be
achieved either by pH adjustment [48] (Figure 14.5b) or by a reverse-hydrolysis
enzyme action [49] (Figure 14.5c). Assembly occurs via hydrogen bonding in b-sheet
arrangement and by p–p stacking of the fluorenyl rings that also stabilize the
system [48] (Figure 14.5b). A number of sheets then twist together to formnanotubes
(Figure 14.5d).
The results of in vitro studies indicated that these hydrogels can support chondro-

cyte survival and proliferation in both two and three dimensions [48]. It was also
observed that cell morphology varied according to the nature of the molecular
structure [48].

Figure 14.4 (a) Ionic self-complementary
peptide consisting of 16 amino acids, �5 nm in
size, with an alternating polar and nonpolar
pattern. These peptides form stable b-strand and
b-sheet structures the side chains of which
partition into two sides, one polar and the other
nonpolar. These undergo self-assembly to form
nanofibers with the nonpolar residues inside
(green) and þ (blue) and � (red) charged
residues forming complementary ionic
interactions, like a checkerboard. These
nanofibers form interwovenmatrices that further
form a scaffold hydrogel with very high water
content (>99.5%). (Reproduced with permission

from Zhang, S. (2003) Fabrication of novel
biomaterials through molecular self-assembly.
Nature Biotechnology, 21, 1171–8; ª Wiley-VCH
Verlag GmbH & Co. KGaA.); (b, c) Implantation
of preculturedpeptide gels into the injured spinal
cordofGFP-transgenic rats. (b)Hematoxylin and
eosin staining showed a high level of integration
between the implants and host, although inmost
cases a few small cysts were found near the
implants; (c) Alkaline phosphatase
histochemistry staining showed that blood
vessels grew into the implants (arrows). Scale
bar¼ 500mm. (Reproduced with permission
from Ref. [34]; ª 2007, Elsevier Limited.)
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14.2.6
Peptide Amphiphiles

Peptide amphiphiles (PAs) are self-assembling molecules that also use hydrophobic
and hydrophilic elements to drive self-assembly. There are different types of peptide
amphiphiles that can assemble into a variety of nanostructures such as spherical
micelles, fibrils, tubes or ribbons [50]. One unique PA design, which forms high-
aspect ratio cylindrical nanofibers, has been exclusively studied during the past
decade for regenerative medicine applications. These molecules are particularly
distinguished from the other peptide systems described above, in that their amphi-
philic nature derives from the incorporation of a hydrophilic head group and a
hydrophobic alkyl tail, as opposed to molecules consisting of all amino acid residues
with resultant hydrophilic and hydrophobic faces.
Stupp and colleagues have developed a family of amphiphilic molecules that can

self-assemble from aqueous media into 3-D matrices composed of supramolecular
nanofibers [4–6, 9, 51–59]. Thesemolecules consist of a hydrophilic peptide segment
which is bound covalently to a highly hydrophobic alkyl tail found in ordinary lipid
molecules. The alkyl tail can be located at either the C orN terminus [51], and can also
be constructed to contain branched structures [55]. In Stupp et al.�s specific design,
the peptide region contains a b-sheet-forming peptide domain close to the hydro-
phobic segment and a bioactive peptide sequence (Figure 14.6a). Upon changes in

Figure 14.5 (a) Molecular structure of
Fmoc–dipeptides. The R groups are the amino
acids Gly (a), Ala (b), Leu (c), Phe (d) and Lys (e);
(b) Proposed self-assembly mechanism (top):
Fmoc groups stack through p–p interactions,
and the resulting molecular stacks further
assemble to form nanofibers. Self-supporting
gels can be formed by manipulation of pH or by

reverse-hydrolysis enzyme action (c);
(d) Cryogenic scanning electron microscopy
image of nanofibrous material obtained by
self-assembly. (Panels (a)–(c) reproduced with
permission from Ref. [49]; ª 2006, American
Chemical Society; panel (d) reproduced with
permission from Ref. [48]; ª 2007, The
Biochemical Society.)
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pH or the addition of multivalent ions, the structure of these molecules drives their
assembly into cylindrical nanofibers through hydrogen bonding into b-sheets and
hydrophobic collapse of alkyl tails away from the aqueous environment to create
nanofibers with a hydrophobic core (Figure 14.6b). This cylindrical nanostructure
allows the presentation of high densities of bioactive epitopes at the surface of the
nanofibers [6], whereas, if peptides were assembled into twisted sheets or tubes, this
type of orientational biological signalingwould not be possible [7]. These systems can
also be used to craft nanofibers containing two or more PA molecules that can
effectively coassemble, thus offering the possibility of multiplexing different biolog-
ical signals within a single nanofiber [56].
The presence of a net charge in the peptide sequence ensures that themolecules or

small b-sheet aggregates remain dissolved in water, inhibiting self-assembly through
coulombic repulsion. Self-assembly and gelation is subsequently triggered when the
charged amino acid residues are electrostatically screened or neutralized by pH
adjustment, or by the addition of ions (Figure 14.6c–e). The growth of nanofibers
can therefore be controlled by changing the pH or raising the concentration of
screening electrolytes in the aqueous medium [7]. Growth and bundling of the
nanofibers eventually lead to gelation of the PA solution. In vivo, ion concentrations
present in physiological fluids can be sufficient to induce the formation of PA
nanostructures [54]. Thus, a minimally invasive procedure could be designed

Figure 14.6 (a) General structure of PA
molecules; (b) Illustrated self-assembly of PA
molecules into nanofibers with hydrophobic
cores; (c) Time sequence of pH-controlled PA
self-assembly. From left to right: PA molecule
dissolved in water at a concentration of 0.5% by
weight at pH 8 is exposed to HCl vapor. As the
acid diffuses into the solution a gel phase is

formed, which self-supports upon inversion;
(d) Transmission electron microscopy image of
PA nanofibers. (Reproduced with permission
from Ref. [5]; ª 2002, National Academy of
Sciences.); (e) Scanning electron microscopy
image of PA nanofiber network. (Reproduced
with permission from Ref. [7];ª 2005, Materials
Research Society.)
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with these systems through a simple injection of the PA solution that spontaneously
self-assembles into a bioactive scaffold at the desired site. Over time, the small
molecules composing the nanofibers should biodegrade into amino acids and lipids,
thus minimizing the potential problems of toxicity or immune response [54].
The results of both in vitro and in vivo studies have shown that these PA systems can

serve as an effective analogue of the ECMby successfully supporting cell survival and
attachment [60, 61], mediating cell differentiation [6] and promoting regeneration in
vivo [57]. In efforts to address neural tissue regeneration for the repair of a spinal cord
injury or treatment of extensive dysfunction as a result of stroke or Parkinson�s
disease, Stupp and colleagues have designed PAs to display the pentapeptide epitope
isoleucine-lysine-valine-alanine-valine (IKVAV). This particular peptide sequence is
found in the protein laminin, and has been shown to promote neurite sprouting and
to direct neurite growth [6]. When neural progenitor cells were encapsulated within
this PA nanofiber network, the cells more rapidly differentiated into neurons
compared to using the protein laminin or the soluble peptide (Figure 14.7a
and b). The PA scaffold was also found to discourage the development of astrocytes,
a type of cell in the CNS which is responsible for the formation of glial scars that
prevent regeneration and recovery after spinal cord injury. In this same study, the

Figure 14.7 (a) Immunocytochemistry of a
neuroprogenitor cell neurosphere encapsulated
in an IKVAV-PA nanofiber network at 7 days,
showing a large extent of neurite outgrowth;
(b) Neural progenitor cells cultured on
laminin-coated coverslips at 7 days. The
prevalence of astrocytes is apparent.
(Reproduced with permission from Ref. [6];
ª 2004, American Association for the

Advancement of Science.); (c, d) Representative
Neurolucida tracings of labeled descending
motor fibers within a distance of 500mm
rostral of the lesion in vehicle-injected (c) and
IKVAV PA-injected (d) animals. The dotted lines
demarcate the borders of the lesion. Scale
bars¼ 100mm. (Reproduced with permission
from Ref. [62]; ª 2008, Society for
Neuroscience.)
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density of epitopes displayed on the nanofibers proved to be a significant variable in
the ability to induce rapid and selective differentiation of cells encapsulated within
the PA gels. Furthermore, in vivo studies in which this self-assembling neural
nanofiber scaffold was injected within a spinal cord injury in a rat model showed
better functional improvement and axonal elongation through the injury site
compared to controls [62] (Figure 14.7c and d).
Another PAmolecule was designed to self-assemble upon the addition of heparin,

a biopolymer that binds to angiogenic growth factors [57]. The resultant nanofibers
displayed heparin chains on the periphery, which orient proteins on the surface for
cell signaling. In an in vivo rabbit corneal model, the heparin-binding PA nanos-
tructures, administered with only nanogram quantities of angiogenic growth factors,
was sufficient to stimulate extensive neovascularization compared to controls
(Figure 14.8). When using the same PA system, Kapadia et al., was also able to
create self-assembling nitric oxide (NO)-releasing nanofiber gels for the prevention of
neointimal hyperplasia [63]. Using a rat carotid artery model, the group showed that
the NO-releasing PA gels significantly reduced neointimal hyperplasia, inhibited
inflammation and stimulated re-endothelialization compared to controls.
The value of this nanotechnology lies in its self-assembly code, which yields

nanofibers that can be designed to have a great diversity of bioactive signals [64, 65].
For example, PAs have been successfully synthesized to contain binding groups for
growth factors by phage display technology [51]. The inclusion of growth factor
binding domains enables a greater retention of incorporated growth factors within
the scaffold, or even the �capture� of desired endogenous growth factors localized

Figure 14.8 In vivo angiogenesis assay in a rat
cornea 10 days after the placement of various
materials at the site indicated by the black arrow.
Growth factors alone (a) andheparinwith growth
factors (b) showed little to no
neovascularization. Collagen, heparin and

growth factors (c) showed some
neovascularization; (d) Heparin-nucleated PA
nanofiber networks with growth factors showed
extensive neovascularization. (Reproduced with
permission from Ref. [57]; ª 2006, American
Chemical Society.)
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at the implant site, thus eliminating the need for exogenous growth factor supple-
mentation altogether. Hartgerink et al. synthesized PAs with a combination of
biofunctional groups including a cell-mediated enzyme-sensitive site, a calcium-
binding site and a cell-adhesive ligand [66]. The incorporation of an enzyme-specific
cleavage site allows cell-mediated proteolytic degradation of the scaffold for cell-
controlledmigration andmatrix remodeling. In vitro studies demonstrated that these
PA scaffolds do degrade in the presence of proteases, and that themorphology of cells
encapsulated within the nanofiber scaffolds was dependent on the density of the cell-
adhesive ligand, with more elongated cells observed in gels with a higher adhesive
ligand density [66].
To date, hundreds of peptide amphiphile nanofibers designs are known, including

those that nucleate hydroxyapatitewith someof the crystallographic features found in
bone [4], increase the survival of cultured islets for the treatment of diabetes, bind to
various growth factors [51], contain integrin-binding sequences [61], incorporate
contrast agents for fate mapping of PA nanostructures [52], and have pro-apoptotic
sequences for cancer therapy, among many others. Research investigating the
development of hybrid materials using these versatile PA systems is also emerging.
For example, PA nanofibers were integrated within titanium foams as a means to
promote bone ingrowth or bone adhesion for improved orthopedic implant
fixation (Figure 14.9) [1]. Preliminary in vivo results implanting these PA–Ti hybrids
within bone defects in a rat femur demonstrated de novo bone formation around
and inside the implant, vascularization in the vicinity of the implant, and no cytotoxic
response [1]. Another type of hybrid system developed by Hartgerink et al. includes
hydrogels that contain a mixture of PA and phospholipid (Figure 14.10) [67].
The phospholipid inclusions within the PA nanostructure were found to modulate

Figure 14.9 (a) Chemical structure of the
peptide amphiphile (PA) used to infiltrate
and fill the pores of the Ti–6Al–4V foam.
Scanning electron microscopy (SEM) images
of (b) the bare Ti–6Al–4V foam; (c) Ti–6Al–4V
foam filled with PA gel; (d) higher magnification

of the self-assembled PA nanofibers forming
a 3-D matrix within the pores; (e) Higher
magnification of the PA coating the Ti–6Al–4V
foam surface and filling the pores. (Reproduced
with permission from Ref. [1]; ª 2008, Elsevier
Limited.)
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the peptide secondary structure as well as the mechanical properties of the hydrogel,
with little change in the nanostructure. This composite system enables the optimi-
zation of mechanical and chemical properties of the hydrogel by simple adjustment
of the PA to phospholipid ratios [67].
The ability to access new mechanisms to control self-assembly across the scales,

and not just at the nanostructure level, offers new possibilities for regenerative
therapies as bioactive functions can be extended by design into microscopic – and
even macroscopic – dimensions. One system involves the self-assembly of hierar-
chically ordered materials at an aqueous interface resulting from the interaction
between small, charged self-assembling PA molecules and oppositely charged high-
molarmass biopolymers [68]. A PA–polymer sac can be formed instantly by injecting
the polymer directly into the PA solution (Figure 14.11a). The interfacial interaction
between the two aqueous liquids allows the formation of relatively robust mem-
branes with tailorable size and shape (Figure 14.11b), self-sealing and suturable sacs
(Figure 14.11c–f), as well as continuous strings (Figure 14.11g). The membrane
structure grows to macroscopic dimensions with a high degree of hierarchical order
across the scales. Studies have demonstrated that the sac membrane is permeable to
large proteins, and therefore can be successfully used to encapsulate cells
(Figure 14.11h). In vitro studies of mouse pancreatic islets (Figure 14.11i) and
human MSCs (Figure 14.11j) cultured within the sacs showed that these structures
can support cell survival and can be effective 3-D environments for cell differentia-
tion. The unique structural and physical characteristics of these novel systems
offer significant potential in cell therapies, drug diagnostics and regenerative
medicine applications.

Figure 14.10 (a) Chemical structure of the PA and (b) cross-
section of a PA fiber and a PA fiber containing 6.25mol% of lipid
(yellow). Highlighted in pink are the PA molecules situated
adjacent to the lipid molecules. (Reproduced with permission
from Ref. [67]; ª 2006, American Chemical Society.)
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Figure 14.11 (a) Time-lapse photography of sac
formation. A sample of a charged biopolymer
solution is injected into an oppositely charged
peptide amphiphile (PA) solution. The self-
assembled sac is formed instantly; (b) PA-
polymer membranes of different shapes created
by interfacing the large- and small-molecule
solutions in a very shallow template (�1mm
thick); (c)Hierarchically ordered sac formedwith
polydiacetylene PA containing a macroscopic
defect within the membrane (arrow); (d) Sac in
(c) after the defect is repaired and the sac
resealed by triggering additional self-assembly
with a drop of PA (arrow). Sacs are robust

enough to withstand suturing (e) and can hold
their weight without further tearing of the
membrane (f); (g) Continuous string pulled from
the interface between the PA and polymer
solutions; (h) A sac encapsulating cells (sac is a
pink color from cell media). Live/dead assay of
(i) mouse pancreatic islets and (j) human
mesenchymal stem cells (hMSCs) cultured
within the sacs (green cells are live, red cells are
dead). The islets remained viable up to a week
and the hMSCs up to a month in sac culture.
(Reproduced with permission from Ref. [68]; ª
2008, American Association for the
Advancement of Science.)
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14.3
Self-Assembling Systems for Surface Modification

Implantablematerials are the essence of today�s regenerativemedicine. The ability to
control thesematerials at the nanoscale hasmoved them from simple inert materials
to biocompatible and bioactive materials [69]. The surface of a biomaterial is
particularly important in regenerative medicine as it is the first point of contact
with the body. Whether it is presenting a biomimetic atmosphere, disguising a
foreign body, or activating specific biological processes, the surface of an implant
plays a crucial role and can determine its success or failure. One key advantage of self-
assembly is the possibility to modify and tailor surfaces to elicit a specific biological
response. In the following, we discuss the use of self-assembly to modify the
properties of surfaces and 3-D structures.

14.3.1
Coatings on Surfaces

Within the scope of regenerative medicine, the molecular self-assembly of
peptides represents a promising tool to modify the surfaces of medical implants
or regenerative scaffolds. This technique facilitates the presentation of bioactive
surface chemistries in a controlled, ordered fashion to mimic those of natural
extracellular matrices. While the bioactivity of surfaces can be highly modulated by
the presentation of specific ECM proteins, the effectiveness of this approach
depends greatly on the appropriate conformation of the protein to expose the
bioactive epitopes. Self-assembling materials offer the possibility to incorporate
small peptide sequences as part of the self-assembling molecule. This approach
avoids complications associated with intact proteins, such as undesirable protein
folding and immune reactions, and also increases the specificity and efficiency of
the bioactive epitope [70]. The use of small peptide sequences such as RGDS for cell
adhesion [61] or IKVAV for neuronal differentiation [6], in combination with the
capacity to self-assemble molecules in unique and specific conformations, makes
this a powerful tool to modify and functionalize surfaces of materials used in
regenerative medicine.
Self-assembled monolayers (SAMs) are single layers of molecules that react with

and spontaneously order on solid surfaces. SAMs of alkanethiols on gold have been
used extensively to study peptide and protein adsorption on surfaces [71, 72], as well
as their effect on cell behavior [73, 74]. Recently, the modification of traditional SAM
techniques has increased the level of surface chemistrymanipulation and complexity
that can be achieved. For example, the introduction of soft lithographic techniques
such as microcontact printing has facilitated the use and significantly increased the
potential of peptide-containing SAMs [70, 75]. This approach has been used to create
self-assembled surface patterns to control and study a variety of cell behaviors such as
cell adhesion, growth and apoptosis (Figure 14.12a) [76, 77]. Another approach that
takes advantage of SAMs, and has been used in combination with soft lithographic
techniques, consists of developing dynamically controlled and regulated surfaces,
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which offer a unique opportunity to recreate and study dynamic biological processes.
These types of surface can be achieved by controlling SAMs through different
switching mechanisms (i.e. electrical, electrochemical, photochemical, thermal, and
mechanical transduction [78, 79]) that organize specific ligands and peptides. By
using these techniques, SAMs of peptides such as EG3- and RGD-terminated
peptides have been used to study dynamic mechanisms controlling the adhesion
and migration of bovine capillary endothelial cells [80] and fibroblasts [81], respec-
tively (Figure 14.12b). Another modification of traditional SAM patterning takes
advantage of dip-pen nanolithography (DPN), which uses atomic force microscopy
(AFM) tips dipped into alkanethiol inks to transfer molecules by capillary force on

Figure 14.12 Approaches to create complex self-
assembled monolayers (SAMs) including: (a)
Micro-contact printing to create adhesive
patterns of SAMs to study cell mechanisms such
as growth and apoptosis. (Reproduced with
permission from Ref. [76]; ª 1997, American
Association for the Advancement of Science.);
(b) Patterns of SAMs that can be

electroactively controlled and regulated to study
cell adhesion and migration. (Reproduced with
permission fromRef. [81];ª 2003, The American
Chemical Society.); (c) Schematic of SAMs
generated through dip-pen nanolithography
(DPN). (Reproduced with permission from
Ref. [82];ª 2007,Wiley-VCHVerlagGmbH&Co.
KGaA.)
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the gold surface (Figure 14.12c) [82, 83]. Amajor advantage of this technique is that it
can create patterns of SAMs down to 15 nm in lateral dimension, significantly
surpassing the resolution of soft lithographic techniques [82]. These types of
studies not only provide reproducible tools to engineer biomimetic cell microenvir-
onments, but also offer great promise for a deeper understanding of cell behaviors
that could then be applied to the design of materials and implants in regenerative
medicine [69].
While SAMs rely on individual molecules or peptides to create single-layer

coatings, more complex self-assembled structures such as tubes or fibers are also
being used as surface modifiers. One such example is a class of organic self-
assembled fibers, referred to as helical rosette nanotubes (HRNs), that have been
used to coat and functionalize bone prosthetic biomaterials (Figure 14.13). This
approach was recently used to coat titanium surfaces, and caused a significant
enhancement of osteoblast adhesion in vitro [84]. These molecules self-assemble
from a single bicyclic block resulting from the complementary hydrogen-bonding
arrays of both guanine (G) and cytosine (C). This C/G motif serves as the building
block that self-assembles in water to form a six-membered supermacrocycle (rosette)
maintained by 18 H-bonds. Subsequent assembly of these rosettes forms hollow
nanotubes that are 1.1 nm in diameter and up tomillimeters in length [85]. The outer
surface of the G/C motif could further be modified to present specific physical
and chemical properties.

Figure 14.13 Illustration depicting the molecular structure of
helical rosette nanotubes (HRNs) used for coating titanium
surfaces with potential use in functionalizing the surface of bone
prosthetic biomaterials. (Reproduced with permission from
Ref. [84]; ª 2005, Elsevier Limited.)
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The self-assembly of PAs has also been used to functionalize two-dimensional
(2-D) surfaces. As mentioned previously PAs are highly bioactive and biocompatible
materials that have been used to develop 3-D scaffolds for tissue engineering and
regenerativemedicine. The diversity of design and robustness of thesemolecules has
permitted a wide range of approaches for their use as surface-functionalizing
coatings. For example, PAs containing cell-adhesive and triple-helical or a-helical
structural motifs have been used to influence adhesion and signal transduction of
humanmelanoma cells in vitro [86]. By utilizingmicrofluidic systems, Stroumpoulis
et al. generated self-assembling patterns of RGD-containing PAs that directed
mouse fibroblast adhesion (Figure 14.14a) [87]. In an attempt to optimize the
presentation of PA coatings, Storrie et al. investigated the effect of PA molecular
architecture and epitope concentration on nanofiber self-assembly, epitope presen-
tation and fibroblast recognition for cell adhesion and spreading on surfaces
(Figure 14.14b) [61].

Figure 14.14 RGD-containing peptide amphiphile (PA)
molecules used to control and modulate surface cell adhesion.
(a) Surface-patterning techniques using microfluidic devices.
(Reproduced with permission from Ref. [87]; ª 2007, American
Chemical Society.); (b) Optimum epitope presentation through
specific molecular architectures. (Reproduced with permission
from Ref. [61]; ª 2007, Elsevier Limited.)
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A number of strategies have been investigated to improve the chemical stability
of PA coatings on implant surfaces. For example, Sargeant et al. has developed a
method to covalently attach PA nanofibers to the surface of nickel–titanium (NiTi)
shape memory alloys [88]. Here, the group used an RGDS containing PA and
demonstrated its capacity to form robust PA coatings capable of promoting cell
adhesion, proliferation and differentiation. This method significantly improves the
potential of using PA materials for in vivo applications such as vascular stents, bone
plates and artificial joints. Another approach used to improve PA stability was
reported by Biesalski et al., who developed a PA molecule comprising a diacetylene
photosensitive segment, which promotes PApolymerization (Figure 14.15) [89]. This
moleculewasused to develop a stable polymerizedmonolayer ofRGD-terminatedPA
molecules that significantly enhanced fibroblast adhesion.
The vast majority of investigations related to self-assembling peptides for surface

modification has been dedicated to developing functional and bioactive surface
chemistries to affect or elicit specific cell behaviors. However, in addition to surface
chemistry, surface topography has also been shown to significantly affect cell
and tissue behavior [90–92]. An ideal surfacemodification treatment for regenerative
medicine would permit the fine-tuning of both surface chemistry and surface
topography across different size scales. One approach to achieve this topographi-
cal/biochemical integration is to create SAMs of peptides on microfabricated
surfaces comprising topographical features [93, 94]. The integration of micro-
fabrication with molecularly designed self-assembling PAs also represents a unique
opportunity to develop physical and biochemical environments with hierarchical

Figure 14.15 Peptide amphiphile (PA) molecules and self-
assembling mechanism used to functionalize surfaces with
improved molecular properties. A diacetylene-photosensitive
segment in the hydrophobic tail promotes PA polymerization and
subsequent monolayer stability. (Reproduced with permission
from Ref. [89]; ª 2006, Elsevier Limited.)
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organization (Figure 14.16a). With this approach, it may be possible to create
biomimetic scaffolds made from PA molecules with the capacity to elicit specific
cell behaviors using both topographical features and bioactive epitopes at different
size scales (Figure 14.16b). Recent studies performed by Stupp et al. have demon-
strated the capacity to promote osteoblastic differentiation of humanMSCs by using
topographical patterns made from self-assembled PA nanofibers. (Soft Matter,
DOI:10.1039/b819002j).

14.3.2
Coatings on 3-D Scaffolds

Three-dimensional scaffolds prepared with synthetic materials such as poly(glygolic
acid) (PGA) and poly (L-lactic acid) (PLLA) provide porous and biodegradable
materials that have found extensive use in regenerative medicine applications [95].
The surface characteristics of these materials, however, do not have any specific
or desired bioactivity. Therefore, self-assembling peptides may be used to fun-
ctionalize surfaces to further improve bioactivity and tissue integration. For example,
Harrington et al. used an RGDS-containing PA to self-assemble into well-defined

Figure 14.16 (a) Fabrication approach that
combines bottom-up (self-assembling peptide-
amphiphiles) with top-down (microfabrication)
techniques to create biomimetic environments
for stem cell manipulation. This method
integrates precise topographical patterns and
specific biochemical signals within a hierarchical
structure that expands from the molecular to the

macro scale; (b) Topographical patterns made
from self-assembled PA nanofibers have
demonstrated the capacity to guide the growth
and differentiation of humanmesenchymal stem
cells (red¼ actin cytoskeleton, blue¼ cell
nuclei). (with permission from Soft Matter,
DOI:10.1039/b819002j).

406j 14 Self-Assembling Peptide-Based Nanostructures for Regenerative Medicine



nanofibers on the surface of PGA porous scaffolds [95]. These RGDS-coated
scaffolds significantly improved human bladder smooth muscle cell adhesion.
Stendahl et al. self-assembled a triblock molecule comprising cholesterol and lysine
moieties to coat and modify PLLA fiber scaffolds [8]. These amphiphilic molecules
improved the adhesion and overall growth of osteoblastic cells (Figure 14.17).
Another examples of a recent surface modification technique used within 3-D
architectures includes studies conducted by Zhu et al., who used poly(ethylenimine)
(PEI) to activate the surface of poly(lactide) (PLA) scaffolds, which was subsequently
modified with gelatin using electrostatic self-assembly [96, 97]. This treatment
successfully promoted the growth of seeded osteoblasts.

14.4
Clinical Potential of Self-Assembling Systems

As discussed above, several preclinical studies have already shown great promise for
the use of self-assembling biomaterials in regenerativemedicine. Particularly, in vivo
experiments using self-assembling peptide amphiphiles by Stupp and colleagues
have shown that these bioactive matrices can be specifically designed to: (i) promote
angiogenesis (rat cornea model); (ii) promote regeneration of axons in a spinal cord
injury model (mouse and rat models), of cartilage (rabbit model), and of bone (rat
model); (iii) promote recovery of cardiac function after infarct (mouse model); and
(iv) show promise as treatments for Parkinson�s disease (mouse models). It is
expected that the self-assembly of supramolecular systems will, in time, lead tomany
effective regenerative medicine therapies providing an excellent platform to design
for bioactivity, harmless degradation with appropriate half-lives after providing a
function, and noninvasive methods for clinical delivery:

. Design for bioactivity: it is possible to engineer these peptide-based, self-
assembling systems to include various combinations of amino acid sequences

Figure 14.17 Osteoblasts growing on a fibrous poly(L-lactic acid)
(PLLA) scaffold coated with molecules comprising cholesterol
and lysine moieties. (Reproduced with permission from Ref. [8];
ª 2004, Elsevier Limited.)
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that are bioactive and can enhance the regeneration process – that is, deliver growth
factors, contain cell adhesion sequences, mimic the bioactivity of growth factors,
and so on.

. Harmless degradation: peptide-based, self-assembling systems are capable
of being degraded by enzymes in the body into basic amino acids that can be
metabolized naturally, with appropriate half-lives after providing a function.
Their degradation characteristics can bemanipulated throughmolecular design.
Ideally, such bioactive materials would provide a specific function (i.e. deliver
growth factors, attract and adhere desired cell types, etc.) to enhance the
regenerative process, and simultaneously degrade as the tissue starts to regen-
erate. Over time, what is left would be the completely regenerated tissue. The
challenge would be to determine the �appropriate� degradation rate for optimal
regeneration.

. Noninvasive methods for clinical delivery: the ability of these peptide-
based molecules to self-assemble spontaneously allows for the administration of
materials through noninvasive methods. For example, a solution of the self-
assembling molecules could be injected into the defect site, after which gelation
in vivo could be triggered by ions within the body.

14.5

Conclusions

Today, research into the development of self-assembling biomaterials for regen-
erative medicine continues to expand–the main aim being to achieve real
improvements in the quality of life for mankind. Without strategies for regen-
eration, genomic data and personalized medicine will not have the significant
impact that is being promised. It is important that therapies for regenerative
medicine must be not only highly effective and predictable, but also as nonin-
vasive as possible, with the capacity to reach deep into problem areas of the
heart, brain, skeleton, skin and other vital organs. It is for this reason that self-
assembly at the nanoscale appears as the most sensible technological strategy, to
signal and recruit the organism�s own cells, or to manage the delivery of cell
therapies to the correct sites after effective in vitro manipulation. The ability to
design at both the nanoscale and macroscale will open the door to vast
possibilities for biomaterials and regenerative medicine, with materials that can
be designed to multiplex the required signals, can be delivered in a practical and
optimal manner, and can reach targets across barriers via the blood circulation.
In addition, molecular self-assembly on the surfaces of implants may enhance
the bioactivity and predictable biocompatibility of metals, ceramics, composites
and synthetic polymers. Self-assembly is at the root of structure versus function
in biology and, in the context of regenerative medicine technology, is the
�ultimate inspiration from Nature�.
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1
Spin-Polarized Scanning Tunneling Microscopy
Mathias Getzlaff

1.1
Introduction and Historical Background

Until the 1980s an idealized and rather unrealistic view was found in surface physics
for a lack of techniques which allowed real-space imaging. During this time, surfaces
were often assumed to be perfect – that is, imperfections such as step edges,
dislocations or adsorbed atoms were neglected. Most of the important information
was gained rather indirectly by spatially averaging methods or experimental tech-
niques with insufficient resolution.
However, in 1982, with the invention of the scanning tunneling microscope by G.

Binnig and H. Rohrer [1, 2], the situation changed dramatically. This instrument
allowed, for the first time, the topography of surfaces to be imaged in real space with
both lateral and vertical atomic resolution.
Subsequently, a number of different spectroscopic modes were introduced which

provided additional access to electronic behavior, thus allowing the correlation of
topographic and electronic properties down to the atomic scale.
In 1988, Pierce considered the possibility of making the scanning tunneling

microscope sensitive towards the spin of tunneling electrons by using spin-sensitive
tipmaterials as a further development [3], and this was also predicted – theoretically –
by Minakov et al. [4]. As a step towards this aim, Allenspach et al. [5] replaced the
electron gun of a scanning electron microscope with a scanning tunneling micro-
scope tip. Thus, in field emission mode the electrons impinged on a magnetic
surface, and the spin polarization of the emitted electrons was subsequently moni-
tored; this, at least in principle, would allow magnetic imaging with nanometer
resolution.
However, it was the first �direct� realization by Wiesendanger et al. [6] that opened

the possibility of imaging themagnetic properties at atomic resolution.Moreover, the
importance of this proposal was not restricted only to basic studies but was also
applicable to research investigations. Meanwhile, a rapidly increasing interest
emerged from an industrial point of view, a concept which became even more
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important when considering the need for dramatic increases in the storage density of
devices such as computer hard drives. Clearly, further developments in this area will
require tools that allow high spatial resolution magnetic imaging for an improved
understanding of nanoscaled objects such as magnetic domains and domain wall
structures.
In this chapter, we will describe the successful development and implementation

of spin-polarized scanning tunneling microscopy (SP-STM), and will also show – by
means of selected examples – how our understanding of surface magnetic behavior
has vastly increased in recent years.

1.2
Spin-Polarized Electron Tunneling: Considerations Regarding Planar Junctions

First, let us assume that two ferromagnetically or antiferromagnetically coupling
layers are separated by an insulator (Figure 1.1, left part). The following discussion
can also be extended to ferromagnetic nanoparticles located within an insulating
matrix (Figure 1.1, right part).
In order for an electric current to occur, there is the prerequisite that the thickness

of the barrier should be small enough so as to allow quantummechanical tunneling.
It is also essential for this discussion that this process is assumed to conserve the spin
orientation.
The dependence of the tunneling current on the relativemagnetization is shown in

Figure 1.2, assuming two ferromagnetic thin layers. The total resistivity for the
parallel alignment is less than for the antiparallel orientation. This effect, which is
known as tunneling magnetoresistance (TMR), represents a band structure effect
that relies on the spin resolved density of states (DOS) at the Fermi level. In
comparison, giant magnetoresistance (GMR) is caused by a spin-dependent scatter-
ing at the interfaces (further information is available in Ref. [7]).
In order to discuss the behavior of two ferromagnetic electrodes separated by an

insulating barrier, themodel of Julli�ere [8] is used; this employs the assumptions that
the tunneling process is spin-conserving, and that the tunneling current is propor-
tional to the density of states of the corresponding spin orientation in each electrode.

FM 1

FM 2
insulator

I ferromagnetic nanoparticles

insulating matrix

I

Figure 1.1 Tunneling magnetoresistance can occur when
ferromagnetic thin films are separated by an insulating layer (left),
and when ferromagnetic nanoparticles are embedded in an
insulating matrix (right).
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In this situation, the tunneling current for a parallel magnetization is given by:

I"" / n"1n
"
2 þ n#1n

#
2 ð1:1Þ

with ni being the electron density of electrode i at the Fermi level EF. For the
antiparallel orientation, the tunneling current amounts to:

I"# / n"1n
#
2 þ n#1n

"
2 ð1:2Þ

With ai ¼ n"i =ðn"i þ n#i Þ being the part of majority electrons of electrode i, and
1�ai ¼ n#i =ðn"i þ n#i Þ that of the minority electrons, the spin polarization Pi of
electrode i is given by:

Pi ¼ n"i �n#i
n"i þ n#i

¼ 2ai�1 ð1:3Þ

This allows the differential conductance for a parallel orientation to be expressed
as:

G"" ¼ Gp / a1a2 þð1�a1Þð1�a2Þ ¼ 1
2
ð1þP1P2Þ ð1:4Þ

and for an antiparallel orientation as:

G"# ¼ Gap / a1ð1�a2Þþ ð1�a1Þa2 ¼ 1
2
ð1�P1P2Þ ð1:5Þ

E

s

d

E E

s

d

E

I I

Figure 1.2 Dependence of the tunneling current on the relative
magnetization of two ferromagnetic layers. For a parallel
orientation a large quantity of spin down electrons at the Fermi
energy can tunnel into empty down states; this results in a high
tunneling current. In contrast, for an antiparallel orientation
the quantity of empty down states is significantly lower, leading to
a reduced tunneling current.
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The magnitude of the TMR effect is given by:

TMR ¼ G""�G"#

G"# ¼ Gp�Gap

Gap
¼ Rap�Rp

Rp
ð1:6Þ

where Rp (Rap) is the resistance for the (anti)parallel orientation, respectively. By
using the spin polarization, the TMR effect can be written as:

TMR ¼ DR
Rp

¼ 2P1P2

1�P1P2
ð1:7Þ

In the above considerations, it has been assumed that the magnetizations in both
ferromagnetic electrodes are oriented parallel or antiparallel. However, the differen-
tial conductance also depends on the angleQ between both directions of magnetiza-
tion. This behavior is shown in Figure 1.3 for an Fe–Al2O3–Fe junction. Thus, until
now the situation has been discussed for Q¼ 0� and Q¼ 180�, respectively. For an
arbitrary angle Q, the differential conductance can be expressed as:

G ¼ G0 � ð1þP1P2cosQÞ ð1:8Þ
with G0¼ (Gp þ Gap)/2 being the spin-averaged conductance.

1.3
Spin-Polarized Electron Tunneling in Scanning Tunneling Microscopy (STM):
Experimental Aspects

The substitution of a ferromagnetic electrode (as discussed above) with a ferromag-
netic probe tip represents the situation in SP-STM. The insulating barrier is realized
by the vacuum between the sample and the tip, which are separated by a distance of
several Ångstroms, thus allowing the laterally resolved determination of magnetic
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Figure 1.3 Dependence of the tunneling conductance (inverse
resistance) of a planar Fe-Al2O3-Fe junction on the angle Q
between the magnetization vectors of both electrodes. (Data
taken from Ref. [9]).
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properties. As a consequence, the zero bias anomaly – that is, the decrease in theTMR
with increasing bias voltage in planar junctions – is not present for SP-STM
investigations because the anomaly can be attributed to scattering of electrons at
defects in amorphous barriers [10].
The following sections describe the two fundamental experimental aspects con-

cerning spin-polarized electron tunneling in an STM experiment. Here, different
probe tips and modes of operation are employed in order to obtain magnetic
information from a sample.

1.3.1
Probe Tips for Spin-Polarized Electron Tunneling

In order to realize SP-STM, the probe tip should fulfill most of the following
conditions:

. The higher the spin polarization of the apex atom, the more pronounced the
magnetic information (cf. Equations 1.4–1.7) in comparison to electronic and
topographic information. Due to the typical reduction of this spin polarization by
adsorbates from the residual gas, evenunder ultra-high vacuum (UHV) conditions,
a clean environment or an inert tip material is certainly advantageous [11].

. The sensitivity can also be improved by periodically reversing the magnetization
direction, thus directly probing the local tunneling magnetoresistance.

. Theinteractionbetween tip andsampleshouldbeas lowaspossiblebecause thestray
field of a ferromagnetic tip may modify or destroy the sample�s domain structure.

. Controlling the orientation of the magnetization axis of the tip parallel or perpen-
dicular to the sample surface allows the domain structure of any sample to be
imaged, independent of whether its easy axis is in-plane or out-of-plane.

1.3.1.1 Ferromagnetic Probe Tips
With regards to stray field minimization, bulk tips made from ferromagnetic 3d
transitionmetals (see Refs. [12, 13]), with their high content ofmagneticmaterial and
high saturation magnetization are an unfavorable choice. This mostly restricts their
application to ferri- and antiferromagnetic samples [14], which are practically
insensitive to external fields. Nevertheless, the stray field can be reduced either by
using amaterial which exhibits a low saturationmagnetization, or by using thin-film
tips with a film thickness comparable to (or less than) the tip–sample separation [15].
The spin dependence of image potential states can also be used as a sensitive probe of
surface magnetism [16], allowing high-resolution magnetic imaging at tip–sample
distances larger than in normal tunneling experiments, and thereby reducing the
stray field of the ferromagnetic tip.
The first path was realized by Wulfhekel and Kirschner [17–23], who periodically

switched the magnetization direction of an amorphous CoFeNiSiB tip with a small
coil wound around the tip (see Figure 1.4). Such a tipmust exhibit a low coercivity, as
this allows minimization of the coil size and thus the coil�s stray field at the sample
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position, as well as a low saturationmagnetization. Themost important precondition
is an extremely low magnetostriction in order to suppress any modulation of the tip
length due to the periodic remagnetization process. Consequently, the tips will be
sensitive to the perpendicular component of the samplemagnetization [21]. In order
to realize an in-plane sensitivity, the same type of technique is applicable; however,
the �tip� would now consist of a ferromagnetic ring, themagnetization ofwhich is also
periodically switched by using a coil [25, 26].
In order to realize the second situation (see Ref. [27]), an in situ preparation of

magnetic thin films is necessary. Typically, a polycrystalline tungsten (W) wire is
electrochemically etched (this is important for tip stability). The W tip is heated to at
least 2200K upon introduction into the UHV chamber; otherwise, the magnetic
coating material is frequently lost during the approach. This high-temperature flash
removes oxides and other contaminants, thereby enhancing the binding between the

Figure 1.4 Schematic representation of the SP-STM as operated
byWulfhekel and Kirschner [17]. A soft magnetic tip is periodically
magnetized in opposite directions along the tip axis by a small coil
wound around the tip thus being sensitive to an out-of-plane
magnetization. The resultant variation in tunneling current is
measured using a lock-in technique. (From Ref. [24], with
permission of IOP Publishing Ltd.)
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tip surface and themagnetic overlayer.While the overall shape of the tip [as shown in
the scanning electron microscopy (SEM) overview image of Figure 1.5a] remains
almost unaffected by the high-temperature treatment, the high-resolution SEM
image shown in Figure 1.5b reveals that the tip diameter is increased to 1mm, most
likely due to melting of the tip apex. Following this high-temperature treatment, the
tips are magnetically coated with a magnetic film exhibiting a thickness of several
monolayers (MLs). In contrast to bulk tips, the magnetization direction is governed
by the shape anisotropy. The anisotropy of thin film tips can thus be adjusted by
selecting an appropriate film material. For example, while 3–10ML Fe [27] and
<50ML Cr [28] are almost always sensitive to the in-plane component of the
magnetization, 7–9ML Gd [29], 10–15ML Gd90Fe10 [30] and 25–45ML Cr [30] are
usually perpendicularly magnetized at low temperature. The well-known spin
reorientation transition of Co films on Au (see Refs [31, 32]) which occur with
increasing thickness of the magnetic material allows tuning of the magnetically
sensitive direction of the tip with the same set of coating materials. For thin Co
coverages (<8ML) on a Au-coated W tip, an out-of-plane magnetic sensitivity is
achieved, whereas for thicker Co films the in-plane component of the sample
magnetization can be probed [33].
At least qualitatively, this observation can easily be understood. Two anisotropy

terms are relevant: (i) the shape anisotropy which arises due to the pointed shape of
the tip; and (ii) the surface and interface anisotropy of the film. The first term will
always try to force the magnetization along the tip axis – that is, perpendicular to the
sample surface. In contrast, the second term ismaterial-dependent. Due to the rather
large curvature of the tip as compared to the thickness of the coating film (see
Figure 1.5c), the effective surface and interface anisotropy of a thin film can be
deduced from an equivalent film on a flat W(110) substrate. For instance, in the case
of 10ML Fe the two anisotropy terms favor different directions. While the shape
anisotropy still tries to force the magnetization along the tip axis, the ferromagnetic

Figure 1.5 Scanning electronmicroscopy (SEM)
images of an electrochemically etched,
polycrystalline W tip after a high-temperature
flash at T> 2200 K. (a) The overview shows the
shaft of the tip, which exhibits a diameter of
0.8mm; (b) High-resolution image of the very
end of the tip. The tip apex has an angle of about
15� and the tip diameter amounts to

approximately 1mm; (c) Schematic
representation of the tip apex (in scale). The
magnetic film is very thin compared to the
curvature of the tip. Most likely, a small magnetic
cluster protrudes from the tip, and this is
responsible for the lateral resolution of the
SP-STM. (From Ref. [24], with permission of
IOP Publishing Ltd.)
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film on W(110) exhibits a strong in-plane anisotropy [35] which obviously over-
comes the shape anisotropy. An external field of 2 T is required to force the tip
magnetization out of the easy (in-plane) into the hard (out-of-plane) direction [34];
this is consistent with results of Elmers and Gradmann [35] concerning thin film
systems.
Even at room temperature magnetic thin film tips can be used for several days

without losing their spin sensitivity. Initially, this is surprising as any surface is
continuously exposed to the residual gas in the vacuum chamber which, depending
on the reactivity of the sample under investigation, leads to amore or less rapid – but
continuous – degradation of the surface spin polarization [36]. However, the
geometry of the tunnel junction must be taken into account as it differs from that
of an open surface. While residual gas particles may impinge onto a flat, uncovered
surface from the entire half-space, the tip apex is almost completely shadowed by the
sample, as shown schematically in Figure 1.5c. Thereby, gas transport onto the tip
apex is dramatically reduced. Of course, the same argument can be applied to the
sample surface which is, however, only valid for the particular location of the sample
surface that is right under the tip apex. As this location varies when scanning the tip
across the sample, the shadowing is only temporarily effective for any particular site
of the sample surface, whereas the tip is shadowed at all times.

1.3.1.2 Antiferromagnetic Probe Tips
Despite the fact that themagnetic dipole interaction between the sample and the tip is
considerably reduced for ferromagnetic ultrathinfilm coatings on a nonmagnetic tip,
in comparison to thicker coatings or even bulk ferromagnetic tips, an additional
influence cannot be ruled out. One straightforward and experimentally feasible
solution, however, is to use an antiferromagnetically coated (see Ref. [30]) or a bulk
antiferromagnetic tip consisting of, for example, aMnNi alloy [37–40]. The tip should
exhibit no significant stray field, since opposite contributions compensate on an
atomic scale, thus allowing the nondestructive imaging and investigation of spin
structures even for magnetically soft samples. The spin sensitivity is determined
solely by the orientation of themagneticmoment of the atom that forms the very end
of the tip apex; the orientation of all other magnetic moments plays no role.
Furthermore, the tip is insensitive to external fields, which allows direct access to
intrinsic sample properties in field-dependent studies.
In order to demonstrate this insensitivity, we can refer to an investigation

conducted by Kubetzka et al. [30]. Here, the response of an identically prepared
system to an applied perpendicularmagneticfield is shownusing a ferromagnetic tip
on the one hand, and an antiferromagnetic tip on the other hand. Figure 1.6a shows a
series of dI/dUmaps – that is, maps of the differential conductance, of 1.95ML Fe on
W(110) recorded with a ferromagnetic GdFe tip. Figure 1.6a(i) shows an overview of
the initial state, while Figure 1.6a(ii) is taken at higher resolution, as indicated by the
frame in Figure 1.6a(i). Because the coverage is slightly below 2ML, narrowML areas
can be seen with a bright appearance at the chosen bias voltage. These ML areas
efficiently decouple double layer (DL) regions on adjacent terraces. At 350mT [see
Figure 1.6a(iii)] the domain distribution is asymmetric; the bright domains have
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grown and the dark domains have shrunk. In some places the magnetic contrast
changes abruptly from one horizontal scan line to the next (see arrows), this being
the result of a rearrangement of the sample�s magnetic state during the imaging
process. At 700mT [see Figure 1.6a(iv)] the sample has almost reached saturation
within the field of view. However, it becomes obvious in the overview image,
subsequently recorded at the same location in zero applied field [see Figure 1.6a(v)],
that this field value does not reflect intrinsic sample properties. A large fraction of
the dark domains has survived outside the region which was scanned previously at
700mT. Thus, superpositioning of the applied field and the additional field
emerging from the magnetic coating of the tip is much more efficient than the
applied field alone.
Figure 1.6b shows an analogous series of images of a sample whichwas identically

prepared but imaged with an antiferromagnetic Cr-covered tip. This exhibits an out-
of-plane sensitivity, like the GdFe tips [30]. A dark domain ismarked as an example to
be recognized in all five images. The domain structure in Figure 1.6b(i)–(iii) displays
no significant difference to the corresponding structures in Figure 1.6a. Since a
rearrangement of the domain structure during imaging is not observed throughout
this series, the occurrence of such events in Figure 1.6a can be attributed to the
GdFe tip�s stray field. As in Figure 1.6a(iii), the dark domains are compressed at
350mT, which proceeds at 700mT. At this field value, and in contrast to Figure 1.6a,
a large fraction of the dark domains has survived. In the overview image of
Figure 1.6b(v), which was taken again subsequently in a zero-applied field, the
previously scanned area exhibits no significant difference in domain distribution in

Figure 1.6 (a) dI/dU maps of 1.95ML Fe/W
(110) recorded with a GdFe tip (out-of-plane
contrast): (i) 500� 500 nm2 overview of
magnetic initial state; (ii) 250� 250 nm2 zoom-
in; (iii) Asymmetry at B¼ 350mT: dark domains
are compressed and form 360� walls; (iv)
saturation is observed within the field of view;
(v) the influence of the tip�s stray field becomes
obvious in the overview recorded at B¼ 0mT;

(b) Analogous series of an identically prepared
sample, recorded with a Cr-coated tip: (i, ii)
magnetic initial state; (iii) asymmetry at
B¼ 350mT; (iv) a large fraction of the walls has
survived at 700mT, in contrast to (a); (v) the
scanned area exhibits no significant difference in
comparison to its surrounding. (Reprinted with
permission from Ref. [30]; copyright (2002)
American Physical Society.)
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comparison to its surrounding. This result directly demonstrates the advantage of a
stray field free tip.

1.3.1.3 Optically Pumped GaAs Probe Tips
The concept of spin-polarized tunneling between amagnetic surface and an optically
pumped GaAs tip (as discussed below) was first proposed by Pierce [3]. This
experimental approach allows both the sign and the polarization direction of
photoexcited electrons to be modified, simply by choosing an appropriate laser light
helicity and experimental geometry. Varying the spin polarization of the tunneling
electrons with a simultaneously constant intensity of the incident light enables the
magnetic effects to be separated from the topographic and electronic effects. The
corresponding schematic arrangement (see Figure 1.7) proves that the experiment
can be made sensitive to either the out-of-plane or the in-plane magnetization
direction by changing the direction of the incident light to be parallel and perpen-
dicular to the sample surface, respectively.
Optically pumped p-typeGaAs is widely used as a source to produce spin-polarized

electrons close to the Fermi level. The physical principle is based on two properties of
this material: (i) It is a direct band-gap semiconductor; and (ii) the degeneracy of the
p-like valence band is lifted by spin–orbit interaction into a fourfold degenerate p3/2
level (G8 band edge) and a twofold degenerate p1/2 level (G7 band edge). The spin–orbit
splitting amounts to Dso¼ 0.34 eV. If circularly polarized light (sþ or s�) with an
energy slightly above the energy gap of Egap¼ 1.52 eVof p-GaAs is irradiated onto the
sample, the electronic transition in GaAs must fulfill the optical selection rule
Dmj¼mf�mi¼�1, where mf,i is the angular momentum of the final and initial
states, respectively (see Figure 1.8). When using sþ light, the relative transmission
probability into mj¼�1/2 states is threefold higher than that into mj¼�3/2 states

Figure 1.7 Schematic experimental set-up to
realize spin-polarized electron tunneling using
optically pumped GaAs tips, as proposed in
Ref. [3]. (a) Spins aligned perpendicular to the
sample surface can be detected by a GaAs tip
excited by helical light incident along the surface

normal; (b) When the incident light is along the
sample surface the experiment is sensitive to
electron spins parallel to the surface plane.
(Reprinted fromRef. [24], with permission of IOP
Publishing Ltd.)
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(and vice versa fors� light). As a result, while the theoretical limit of the electron spin
polarization in photoemission is �50%, values as high as 43% have been achieved
experimentally [41].
The preliminary experiments on GaAs–insulator–ferromagnet tunnel junctions

were reported in Ref. [42]. The specimen was prepared by cleaving a GaAs crystal in
air along the (1 1 0) plane. A 20–40Å layer of Al was then evaporated onto the GaAs
(1 1 0) surface and subsequently oxidized. Onto this insulating barrier was then
deposited a 150Å thick Co film, whichwas itself protected by a 50ÅAu cap layer. The
chosen experimental set-up required that the light would traverse the ferromagnetic
layer and the insulator before reaching the semiconductor. Aftermagnetization of the
Co film perpendicular to the plane, a dependence of the tunneling current on the
helicity of the light was measured, which suggested the existence of spin-polarized
transport. However, an even stronger signal was detected when there was no
tunneling barrier between the semiconductor and the ferromagnet� this was ex-
plained by �. . .an intensity modulation of the circularly polarized light upon
transmission through the magnetically ordered layer, determined by the polar
magneto-optic coefficients� [42]. The reduction of the helical asymmetry when using
a tunnel barrier, compared to a situation without any barrier, was explained in a later
analysis [43, 44] by a negative tunneling conductance. As this method to create spin-
polarized electrons involves neither amagneticmaterial normagnetic fields, it offers
excellent conditions for application in SP-STM.
In spite of this favorable situation,GaAs tips havenot yet beenused successfully for

the imaging of magnetic surfaces. Similar to the experiments performed with planar
junctions, this may be caused by difficulties in separating spin-polarized tunneling
from magneto-optical effects [45–49].
Compared to the proposal of Pierce [3] (as shown in Figure 1.7), the first successful

observation of spin-polarized electron tunneling with the scanning tunneling

Figure 1.8 (a) Schematic band structure of GaAs
in the vicinity of the G-point of the Brillouin zone.
The width of the band gap between the
conduction (G6) and the fourfold degenerate p3/2
valence band edge (G8) amounts to 1.52 eV.
Another 0.34 eV lower there is the twofold

degenerate p1/2 level (G7); (b) Allowed
transitions between different mj sublevels for
circularly polarized light of opposite helicity (sþ

ands�). The transitionprobability is represented
by the thickness of the arrows. (Reprinted from
Ref. [24], with permission of IOP Publishing Ltd.)
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microscope, using a GaAs electrode [50], was obtained by exchanging the role of tip
and sample – that is, by using a Ni tip and a GaAs(110) surface. Moreover, instead of
optically pumping the GaAs sample and thereby producing spin-polarized charge
carriers in the GaAs, the reverse process was used, with spin-polarized electrons
being injected from the Ni tip into the conduction band of GaAs. Upon transition of
the injected electrons from thismetastable state in the conduction band into the final
state in the valence band recombination, luminescence was seen to occur and the
circular polarization of the emitted photons was analyzed.
Evidence for a second explanation for the failure of magnetic imaging with

GaAs electrodes – namely an insufficient lifetime of the spin carriers at the tip
apex – comes from analogous STM-excited luminescence experiments performed
with single crystalline Ni(110) tips and a stepped GaAs(110) sample [51]. With the
tip positioned above flat terraces, a high-spin injection efficiency was measured.
However, the intensity of the recombination luminescence on the upper terrace
was found to have decreased by a factor of 1000. Simultaneously, the polarization
decreased by a factor of 6. This observation was explained by a reduction of either
the spin injection efficiency or of the spin relaxation lifetime, and attributed to the
metallic nature of the step edge caused by midgap states of the (111) surface. As a
sharp tip must possess numerous step edges around the apex atom, it is a
straightforward conclusion that the spin relaxation lifetime may be drastically
reduced at the very end of the tip.

1.3.1.4 Nonmagnetic Probe Tips
Surprisingly, even nonmagnetic tips can be used to image certain magnetic sample
properties, as demonstrated by Bode et al. [52, 53] and by Pietzsch et al. [54]. The
images shown in Figure 1.9a and b [54] were taken for slightly less than 2ML Fe on

Figure 1.9 Domain walls as observed with a
nonmagnetic W tip. (a) No external field applied;
(b) Taken at 600mT. The external field enforces
pair formation. Sensitivity to the spin orientation
inside thewalls is lost, and all walls are imaged as
dark lines. Thus, the image provides information

on the magnetization lying along an easy or a
hard direction.Note the five lines in the left stripe
running in a direction bottom-left to top-right;
these are not domain walls but are dislocation
lines. (Reprinted from Ref. [54], with permission
of Springer. Copyright (2004).)
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W(110), which allows a comparison with the results shown in Figure 1.6 (which were
obtained using amagnetic tip).However, a tungsten tipwithout anymagnetic coating
was now used, whereupon the dark lines revealed the presence of domain walls. The
main difference between the twomeasurementswas that thenonmagnetic tip didnot
provide sensitivity to the spin orientation inside thewalls. Instead, bothwalls of a pair
were imaged equally, in contrast to the observation made with the ferromagnetic
tip [55] (cf. Figure 1.26). This is a consequence of the fact that themeasurementmade
with the W tip does not involve spin-polarized tunneling; rather, it is the spin-
averaged electronic structure of the sample that gives rise to the signal. The electronic
structure of theDL stripes is locallymodified due to the presence of a domainwall. In
otherwords, the electronic structure is sensitive towhether themagnetization is in an
easy or a hard direction. First-principle calculations have shown [52, 53] that the
spin–orbit-induced mixing of different d-states depends on the magnetization
direction, and changes the local density of those states that are detectable by non-
spin-polarized STS.
As an important implication of this effect, the magnetic nanostructure of surfaces

can be investigated with conventional nonmagnetic tips. This has the clear advantage
that there is definitely no dipolarmagnetic stray field from the tip that could interfere
with the sample. In addition, the preparation of a magnetic tip is omitted.

1.3.2
Modes of Operation

In the following sections, different modes of operation enabling to achieve a
magnetic contrast using magnetic probe tips will briefly be discussed from a
theoretical point of view according to Ref. [56].

1.3.2.1 Constant Current Mode
In the situation when the tip and sample are magnetic, the tunneling current can be
described as a sum of a spin-averaged I0 and a spin-dependent term Isp [56] (cf.
Equation 1.8):

Ið r!t;U; qÞ ¼ I0ðr!t;UÞþ Ispðr!t;U; qÞ ð1:9Þ

¼ const: � ðnt~nsðr!t;UÞþm
!
t
~m
!

sðr!t;UÞÞ ð1:10Þ

with nt being the non-spin-polarized local density of states (LDOS) at the tip apex,~ns
the energy-integrated LDOS of the sample, andm! t and~m

!
s the vectors of the (energy-

integrated) spin-polarized LDOS with:

~m
!

sðr!t;UÞ ¼
ð
m
!

s ðr!t;EÞdE ð1:11Þ

and q the angle between the magnetization direction of tip and sample. For a non-
spin-polarized STM experiment – that is, using either a nonmagnetic tip or a
nonmagnetic sample – the second term, Isp, vanishes.
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The constant current mode is restricted to some limited cases, which is partly due
to the integral in Equation 1.11 and taken over all energies between the Fermi energy
EF and eU, with U being the applied bias voltage because Isp becomes reduced if the
spin polarization changes sign between EF and eU. Furthermore, the magnetically
induced corrugation is small compared to the topographic and electronic corruga-
tion; this is due to the exponential dependence of the tunneling current on the
distance between tip and sample. Nevertheless, it is still possible to obtain informa-
tion of complex atomic-scale spin structures at ultimate magnetic resolution (as
shown in Ref. [56]), although it is necessary to understand the influence of the
tip [57, 58].

1.3.2.2 Spectroscopy of the Differential Conductance
The difficulties of separating the topographic, electronic and magnetic information
can be overcome by measuring the differential conductance, dI/dU, with a magnetic
tip [56]:

dI=dUð r!t;UÞ / nt~nsð r!t;EF þ eUÞþm
!
t
~m
!

sð r!t;EF þ eUÞ ð1:12Þ
In this situation, the measured quantity no longer depends on the energy-

integrated spin polarization, but rather on the spin polarization in a narrow energy
window DE around EF þ eU.
The differential conductance is determined experimentally by adding a small ac-

voltage to the dc-bias voltage at a frequency which is significantly above the cut-off
frequency of the feedback loop that ensures a constant current. The amplitude of the
ac-voltage is responsible for the width DE. The current modulation is amplified by
means of a lock-in technique.
The electronically homogeneous surfaces maps of differential conductance reflect

the magnetic behavior, since any variation of the signal must be due to the second
spin-dependent term, Isp. The situation becomesmore complicated for electronically
heterogeneous surfaces; nevertheless, a careful comparison between spin-averaged
and spin-resolved measurements often allows a distinction to be made between
topographic and electronic contrast compared to the magnetically induced informa-
tion. However, this set of experiment requires measurements to be made with both
nonmagnetic and magnetic probe tips.
The determination of differential conductance also provides access to the spin

polarization of a surface which is locally resolved [59–61].
The recording of inelastic tunneling spectra (i.e. the second derivative of the

conductance d2I/dU2) with a magnetic tip in an external magnetic field, it becomes
possible to study directly – that is, without a separating insulating layer – magnon
excitations in magnetic nanostructures [62].

1.3.2.3 Local Tunneling Magnetoresistance
As an alternativemethod, the local tunnelingmagnetoresistance dI=dm! t between the
magnetic tip and magnetic sample can be determined by modulation of the tip
magnetization direction and determining the variation of the tunneling current
using a lock-in technique. This type of measurement was first proposed by Johnson
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andClarke [63] and later accomplished byWulfhekel andKirschner [17]. By taking the
derivative of Equation 1.10 one obtains:

dI=dm
!

t / ~m
!

s ð1:13Þ
Thus, the signal is proportional to the energy-integrated spin-polarized LDOS.One

significant advantage of this technique relates to the detailed knowledge of the
magnetization of the probe tip. A nonvanishing signal is also obtained only if a local
magnetization is present. Furthermore, this method allows the investigation of
samples in a single domain state; this situation differs from the spectroscopy of
differential conductance, which demands that different magnetic domains are
simultaneously visible in a single image. Consequently, due to the direct detection
of magnetic information, knowledge of the electronic properties is no longer
required.
It must be borne in mind, however, that the interpretation of chemically hetero-

geneous surfaces (e.g. of alloys) remains difficult. Both, the sign and magnitude, of
the element-specific spin polarization may vary, thereby avoiding any direct identifi-
cation of the domain structure. Nonetheless, the chemical contrast plays an addi-
tional role.

1.4
Magnetic Arrangement of Ferromagnets

In this section, we will demonstrate the magnetic arrangement of ferromagnetic
systems for systems which exhibit localized magnetic moments, and also which
represent an itinerant or bandmagnet. A typical representative of the former group is
the rare-earth metal gadolinium, while the transition metal cobalt is typical of the
latter group.

1.4.1
Rare-Earth Metals: Gd/W(110)

In analogy to the low-temperature experiments performed with ferromagnet–
insulator–superconductor planar tunneling junctions [64, 65], where the quasipar-
ticle density of states of superconducting aluminum is split by a magnetic field into
spin up and spin down parts, two spin-polarized electronic states with opposite
polarization can be used to probe the magnetic orientation of the sample relative to
the tip, thus enabling spin-polarized scanning tunneling spectroscopy (SP-
STS) [60].
The principle of SP-STS is shown schematically in Figure 1.10, using a sample

which exhibits an exchange split-surface state with a relatively small exchange
splitting, Dex. This situation is, for example, realized for the Gd(0001) [66–70], Tb
(0001) [71] and Dy(0001) surfaces [72]. If Dex is too large, then one spin component
would be too far from the Fermi level and not accessible by STS, as for example in the
case of Fe(001), where Dex amounts to 2.1 eVand only the minority band appears as a
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peak in the dI/dU spectra just above the Fermi level [73]. In contrast, the majority
(minority) part of the Gd(0001) surface state has a binding energy of �220meV
(500meV) at 20 K [71]; that is, the exchange splitting only amounts to 700meV, far
below the Curie temperature of 293K.
In the following section we consider vacuum tunneling between a Gd(0001)

surface and a tipmaterial; for simplicity, we assume a constant spin polarization (see
Figure 1.10a, lower part). If the magnetization direction of the tip remains constant,
then two possible magnetic orientational relationships occur between the tip and
sample – parallel or antiparallel – under the assumption that themagnetization of the
tip and sample is aligned. Since, however, both the majority and the minority
component of the Gd(0001) surface state appear in the tunneling spectra, the spins
of one component of the surface statewill in any case be parallelwith the tip, while the
spins of the other component will be antiparallel. Therefore, the spin valve effect will
act differently on the two spin components; due to the strong spin dependence of the
density of states, the spin component of the surface state parallel to the tip
magnetization is enhanced at the expense of its counterpart being antiparallel.

Figure 1.10 (a) The principle of SP-STS using a
sample with an exchange split surface state, for
example, Gd(0001), and a magnetic Fe tip with a
constant spin polarization close to EF. Due to the
spin valve effect the tunneling current of the
surface state spin component being parallel to
the tip is enhanced at the expense of its spin
counterpart; (b) This should lead to a reversal in

the dI/dU signal at the surface state peak
position upon switching the sample
magnetically; (c) Exactly this behavior could be
observed in the tunneling spectrameasured with
the tip positioned above an isolated Gd island
(see arrow in the inset). (Reprinted with
permission from Ref. [27]; copyright (1998),
American Physical Society.)
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Consequently, by comparing tunneling dI/dU spectrameasured above domains with
opposite magnetization, one expects a reversal in contrast at the majority and
minority peak positions (see Figure 1.10b).
Tunneling spectra measured in an external magnetic field with an in-plane

sensitive ferromagnetic probe tip positioned above an isolated Gd(0001) island
show exactly the expected behavior (see Figure 1.10c). The sample was magnetized
in a magnetic field of þ4.3mT applied parallel to the sample surface, and the
spectra were subsequently measured in remanence with the tip positioned above
the Gd island (this is marked by an arrow in the inset of Figure 1.10c). The
direction of the magnetic field was then reversed (to �4.3mT) and further dI/dU
spectra were monitored at the same location. Figure 1.10c shows the tunneling
spectra measured in remanence after the application of a positive or negative field.
A comparison of the spectra reveals that for a positive field, the differential
conductance dI/dU measured at a sample bias which corresponds to the binding
energy of the occupied (majority) part of the surface state, is higher than for
negative field. The opposite is true for the empty (minority) part. Freestanding Gd
islands on W(110) were chosen for this experiment, since it is known from Kerr
effect measurements [74] that the coercivity is only 1.5mT – that is, much lower
than the applied field. Thus, it can be safely concluded that the magnetization of
the sample was switched by the external field while the tip magnetization
remained unchanged.
Further information relating to magnetic imaging of the Gd(0001) surface can be

found in Refs [36, 68, 70], while data concerning the surface of another rare earth
metal, Dy(0001), are available in Ref. [72].

1.4.2
Transition Metals: Co(0001)

The domain structure of the surface of a Co(0001) single crystal has been studied by
Wulfhekel et al. [17–23]. The uniaxialmagnetocrystalline anisotropy of hcp-Co points
along the c-axis – that is, perpendicular to the (0001) surface. However, the total
energy of the sample is minimized by the formation of surface closure domains
where the magnetization locally tilts towards the surface plane, thereby reducing the
dipolar energy. As the magnetocrystalline anisotropy energy and dipolar energy are
similar in size, and the in-plane components of the magnetocrystalline anisotropy
energy are almost degenerate, a complicated dendritic pattern is formed at the
surface. Figure 1.11a shows the typical dendritic-like perpendicular domain pattern
of Co(0001) as measured by Wulfhekel et al. [23]. Due to the fact that the tip
magnetization is intentionally modulated by a small coil, the bright and dark
locations in Figure 1.11a can be assigned to specific magnetic orientations, namely
the magnetization vector points out of or into the surface, respectively. A sharp
contrast can be recognized in Figure 1.11b, which is completely absent in the
topographic image [21]. The absence of any correlation confirms that this contrast
is not caused by different local structural or electronic properties; rather, it represents
a domain wall separating two regions of different magnetization directions. This
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domain wall is found to correspond to the domain wall across two canted surface
domains (see Figure 1.11c).
Further information concerning the ferromagnetic transition metal Fe on W(110)

andMo(110) is provided below. The spin-resolved electronic properties of dislocation
lines that occur during thin film growth of Fe films on W(110) are described in
Ref. [75], while details of the complexmagnetic structure of Fe onW(001) are reported
in Refs [76, 77]. The easy magnetization axis was shown to be layer-dependent,
whereas the second and third Fe layers were magnetized along h110i or equivalent
directions; the easy axis of the fourth layer was rotated by 45�.

1.5
Spin Structures of Antiferromagnets

The lateral averaging of magnetically sensitive techniques often fails in the imaging
of antiferromagnetic surfaces because the overall detected magnetization is equal to
zero. Here, we will show how SP-STM can be used to overcome this difficulty. The
first example is the topological anti-ferromagnetism of Cr(001); a second example,
namely the atomic resolution of magnetic behavior, will be demonstrated using the
antiferromagnetic Mn monolayer on W(110) and Mn3N2 films on MgO(001).
The antiferromagnetic nature was additionally reported for the first monolayer of

Fe onW(001) [77]. The antiferromagnetic coupling between a whole atomic layer and
a ferromagnetic substrate was investigated for Mn on Fe(001) [25, 26, 78]; a Co layer
on a Cu-capped Co substrate exhibits a ferromagnetic or antiferromagnetic coupling,
depending on the interlayer thickness [79].Magnetite Fe3O4 represents a ferrimagnet
with a high spin polarizationnear the Fermi level. SP-STMwas used to investigate the
corresponding (001) [39, 40, 80–83] and (111) surfaces [40, 84].

Figure 1.11 (a)Magnetic domain image on Co(0001) obtained by
SP-STM; (b) A sharp domain wall at the end of a branch, at
high magnification; (c) Schematic cross-section of the closure
domain pattern of Co. (Reprinted with permission from Ref. [23];
copyright (2003), EDP Sciences.)
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1.5.1
Topological Anti-Ferromagnetism of Cr(001)

The Cr(001) surface for which the topological step structure is directly linked to the
magnetic structure represents a topological anti-ferromagnet; that is, each terrace
exhibits a ferromagnetic alignment of themagneticmoments, although between two
adjacent terraces the magnetization possesses an antiparallel orientation that was
predicted, on a theoretical basis, by Bl€ugel et al. [85].
By using the scanning possibilities, the antiferromagnetic coupling between

neighbored terraces of a Cr(001) surface can be imaged directly [70, 86–94]. The
topography (see Figure 1.12a) presents a regular step structure with terrace widths of
about 100 nm [88]. The line section in the bottom of Figure 1.12a shows that all step
edges in the field of view are of single atomic height – that is, 1.4 Å. This topography
should lead to a surface magnetization that periodically alternates between adjacent
terraces and, indeed, this was observed experimentally (see Figure 1.12b). The line
section of the differential conductance drawn along the same path as in Figure 1.12a
indicates two discrete levels with sharp transitions at the positions of the step edges.
The typical domainwall width, asmeasured on a steppedCr(001) surface, amounts

to 120–170 nm [86]. In analogy to ferromagnetic domainwalls (these are discussed in
detail in Chapter 9), this value is determined by intrinsic material parameters – that
is, the strength of the exchange coupling and the magnetocrystalline anisotropy.
Clearly, the domain wall width cannot remain unchanged very close to a screw

Figure 1.12 (a) Topography and (b) spin resolved map of the dI/
dU signal of a clean and defect free Cr(0 0 1) surface as measured
with a ferromagnetic Fe-coated tip. The bottom panels show
averaged sections drawn along the line. Adjacent terraces are
separated by steps of monatomic height. (Reprinted with
permission from [88]; copyright (2003) by the American Physical
Society.).
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dislocation where the circumference becomes comparable with or smaller than the
intrinsic domain wall width.
The dependence of domain wall width on the distance from the screw dislocation

of the Cr(001) surface is shown in Figure 1.13a [88]. Here, approximately 100 nm
from the next step edge, a single screw dislocation can be recognized in the upper
left corner of the image. The magnetic dI/dU map of Figure 1.13b reveals that this
screw dislocation is the starting point of a domain wall which propagates towards
the upper side of the image. Starting at the tail of the arrow (zero lateral displace-
ment), eight circular line sections are drawn counterclockwise around the screw
dislocation at different radii ravg, from 75nm down to 7.5 nm; these data are plotted
in Figure 1.13c. The domain walls were fitted using the model provided in Chapter
9. The results are shown as gray lines in Figure 1.13c; except for the smallest average

Figure 1.13 (a) Topography and (b) magnetic dI/dU signal of a
Cr(001) surface with a single screw dislocation. The magnetic
frustration leads to the formation of a domain wall between the
dislocation; (c) Circular sections drawn at different radii around
the center of the screw dislocation. (Reprinted with permission
from Ref. [88]; copyright (2003), American Physical Society.)
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radius (ravg¼ 7.5 nm), an excellent agreement with the experimental data was found.
At an average radius ravg¼ 75 nm, the domainwall width amounted to 125 nm, being
in close agreement with the intrinsic domain wall width of Cr(001) as determined far
away from screw dislocations. This was not surprising, as the circumference
amounted to about 500 nm – much larger than the intrinsic domain wall width.
However, as soon as ravg was reduced below 60 nm a significant reduction in domain
wall width was observed, although the circumference still exceeded the intrinsic
domainwall width. The results showed clearly that the domain wall width was always
considerably narrower than the circumference of the cross-section.
We can now discuss a more complex structure, namely the influence of the

distance and chirality between two adjacent spiral terraces onmagnetic structures on
Cr(001) films [90, 93]. Figure 1.14a shows a topographic STM image of a 9 nm-thick
Cr(001) film [93] where the feature of the surface morphology is that the Cr layers
form high-density, self-organized spiral terraces. Each terrace is displaced by a
monatomic step height, and a screw dislocation is clearly visible in the center of
each spiral pattern. The typical diameter of these spiral terraces is 50 nm. A complex
spin frustration and characteristic magnetic ordering is present, being restricted by
the topological asymmetry of the spiral terraces. Figure 1.14b shows the dI/dU
magnetic image obtained simultaneously in the same area of Figure 1.14a, exhibiting
a magnetic contrast. A comparison of the two images of Figure 1.14a and b reveals
that most parts of the observed magnetic contrasts are consistent with a topological
antiferromagnetic structure. The maximum magnetic contrast corresponds to the
topological antiferromagnetic order, and a deviation from the maximum magnetic
contrast can be recognized as the spin frustrationwhich appear in the region near the
screw dislocations and between two spirals.
The magnetic structure can be deduced from the observed dI/dUmagnetic signal

intensity by assuming the orientation of the tipmagnetization parallel to the bcc [100]
direction. For example, the derived magnetic structures of two adjacent spirals (the
regions A and B indicated in Figure 1.14b) are shown in Figure 1.15 by arrows.
Although the two adjacent spirals have the same chirality, the sign is opposite

Figure 1.14 STM images of (a) the topography and (b) dI/dU
magnetic signal obtained simultaneously from the same area of a
9 nm-thick Cr(001) film. (Reprinted with permission from
Ref. [93]; copyright (2007), Elsevier.)
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between regions A andB; the distance between the two screw dislocations ds is 20 and
32 nm for the regions A and B, respectively. Although the magnetization rotates
gradually around the center of the spiral in the case of ds¼ 75 nm [90], this does not
occur for ds¼ 20 nm and 32 nm, which suggests that the spin-frustrated region
decreaseswith decreasing ds. There seems to be little difference in the sign of chirality
of spirals.
In order to understand its origin, we can calculate the magnetic structure of these

spiral terraces [93]; the result is shown in the two lower panels in Figure 1.15. The
white (black) contrast represents the magnetization to be parallel (antiparallel) to the
[100] direction. The topological antiferromagnetic order appears in a series of
adjacent terraces, as well as in the most part of spiral terraces; the frustrated regions
(the gray regions in the simulated figures) are evident between the center of adjacent
spirals. It should be noted that the observed and calculated magnetic structures are
clearly asymmetric with respect to the straight line connecting two screw disloca-
tions, in spite of the different ds-values. The simulated spin alignments are in good
qualitative agreement with the observed results.

Figure 1.15 Observed (upper) and simulated (lower) magnetic
structures of two adjacent spirals: (a) region A and (b) region B
indicated in Figure 1.14b. The directions of the magnetization are
represented by the arrows. The distance between the two screw
dislocations is 20nm (region A) and 32nm (region B). (Reprinted
with permission from Ref. [93]; copyright (2007), Elsevier.)
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1.5.2
Magnetic Spin Structure of Mn with Atomic Resolution

The deposition of Mn on W(110) in the submonolayer regime results in a pseudo-
morphic growth; that is, Mnmimics the bcc symmetry as well as the lattice constant
of the underlying substrate [95]. By using a clean W tip, atomic resolution could be
achieved on the Mn islands, as demonstrated by Heinze et al. [96] (see Figure 1.16a).
Additional information is provided in Refs [70, 97]. The diamond-shaped unit cell of
the (1�1)-grown Mn ML is clearly visible. The line section drawn along the dense-
packed ½1 1� 1� direction exhibits a periodicity of 0.27 nm, which almost perfectly fits
the expected nearest-neighbor distance of 0.274 nm. The measured corrugation
amplitude amounts to 15 pm. A calculated STM image for a conventional tip without
spin polarization is given for comparison (see inset of Figure 1.16a). Clearly, the
qualitative agreement between theory and experiment is excellent.
In a second set of experiments [96], different ferromagnetic tips were used. Since it

is known from first-principles computations that the easy magnetization axis of the
Mn ML on W(110) is in-plane [96], the experiment required a magnetic tip with a
magnetization axis in the plane of the surface in order to maximize the effects. This
condition is fulfilled by Fe-coated probe tips [27]. Figure 1.16b shows an STM image
taken with such a tip, where the periodic parallel stripes along the [001] direction of
the surface can be recognized. The periodicity along the ½1 1�0� direction amounts to
4.5 Å, which corresponds to the size of the magnetic c(2� 2) unit cell. The inset in
Figure 1.16b shows the calculated STM image for the magnetic ground state, that is,
the c(2� 2)-antiferromagnetic configuration. Thus, theory and experiment give a
consistent picture. Even the predicted faint constrictions of the stripes along the [001]
direction related to the pair of second-smallest reciprocal lattice vectors are visible in
the measurement. Again, experimental and theoretical data can be compared more
quantitatively by drawing line sections along the dense-packed ½1 1�1� direction (see
Figure 1.16b). The result, which is plotted in Figure 1.16c, reveals that the periodicity,
when measured with a Fe-coated probe, is twice the nearest-neighbor distance (i.e.
0.548 nm).

Figure 1.16 Comparison of experimental and theoretical STM
images of a Mn ML on W(110) with (a) a nonmagnetic W tip and
(b) a magnetic Fe tip; (c) Experimental and theoretical line
sections for the images in (a) and (b). Theunit cell of the calculated
magnetic ground-state configuration is shown in
(a) and (b) for comparison. The image size is 2.7� 2.2 nm.
(Reprinted with permission from Ref. [96]; AAAS.)
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The pronounced dependence of the effect on themagnetization direction of the tip
can be exploited to gain further information on the magnetization direction of the
sample. This is done by using a tip that exhibits an easy magnetization axis that is
almost perpendicular to the one of the sample surface. This condition is fulfilled by a
W tip coated with about 7ML Gd [29]. The gray line in Figure 1.16c represents a
typical line section as measured with such a Gd-coated probe tip. Indeed, the
corrugation amplitude was always much smaller than that for Fe-coated tips and
never exceeded 1 pm, thus supporting the theoretical results that the easy axis of the
Mn atoms is in-plane.
In the following section it will be shown, by reference to the studies of Yang

et al. [98] and Smith et al. [99], that both magnetic and nonmagnetic atomic-scale
information can be obtained simultaneously in the constant current mode for
another Mn-based system which consists of Mn3N2 films grown on MgO(001) with
the c axis parallel to the growth surface, which is (010). The surface geometrical unit
cell, containing sixMnatoms and fourNatoms (3 : 2 ratio), can be denoted as c(1� 1),
whereas the surface magnetic unit cell is just (1� 1).
The bulk structure of Mn3N2 exhibits a face-centered tetragonal (fct) rock salt-type

structure. The bulk magnetic moments of the Mn atoms are ferromagnetic within
(001) planes, lie along the [100] direction, and are layerwise antiferromagnetic along
[001]. Besides the magnetic superstructure, every third (001) layer along the c
direction has all N sites vacant, which results in a bulk unit cell exhibiting c¼ 12.13Å
(six atomic layers).
Figure 1.17a presents a SP-STM image [98] of the surface acquired using a Mn-

coatedW tip thus being sensitive to the in-plane direction. Although the row structure
with period c/2 is observed, a modulation with period c of the height of the rows is
additionally obvious. The modulation shown in Figure 1.17b is evident for both
domains D1 and D2 by the area-averaged line profiles taken from inside the boxed
regions on either side of the domain boundary. For the domain D1 (red line), the
modulation amplitude is about a factor of 2 larger than for the domainD2 (blue line).
As the height modulation is proportional to mtms cos q, with mt and ms being the

Figure 1.17 (a) SP-STM image acquired using a
Mn-coated W tip; (b) Two area-averaged line
profiles (red and blue) corresponding to the
regions inside the red and blue rectangles in (a);
(c) Simulated SP-STM map: contrast: white $
black) q: 0$p. The inset shows the moments

of tip (m!t) and the sample (m!s) for the two
different domains and the angles between them.
Each ball represents a magnetic atom.
(Reprinted with permission from Ref. [98];
copyright (2002), American Physical Society.)
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moment of the tip and sample, respectively, and q the angle between them (cf.
Equation 1.8), it is simple to show that q¼ arctan (Dz2/Dz1), where z1 and z2 are the
height modulation in domains D1 and D2, respectively. In the case shown here, with
Dz1¼ 0.04Å and Dz2¼ 0.02Å, q amounts to �27�.
A high peak (H) on one side of the domain boundary converts to a low peak (L) on

the other side. This inversion is simulated in Figure 1.17c by a simple antiferromag-
netic model configuration of spin moments and a tip spin at the angle q¼ 27�. The
gray scale for each magnetic atom is proportional to mtms cos q (white: q¼ 0; black:
q¼p). Clearly, the inversion occurs when the difference f� q¼ p/2, where q and f
are the two different angles between tip and samplemoments in domainsD1 andD2,
respectively.
The data can now be used to separate themagnetic and nonmagnetic components.

Beginning with the SP-STM image shown in Figure 1.18a [98], the average height
profile z(x) where x is along [001] (Figure 1.18b, dark blue line) and also z(x þ c/2)
(Figure 1.18b, light blue line) are plotted. Clearly, by taking the difference and sum of
these two functions, themagnetic componentwith periodicity c and thenonmagnetic
component with period c/2 can be extracted: mtms cos [q(x)]� [z(x)� z(x þ c/2)]/2.
This is further justified if it is assumed that the bulk magnetic symmetry is
maintained at the surface. When using this procedure, the resulting magnetic
profile for the data of Figure 1.18 has a period of c and a trapezoidal wave shape,
as shown in Figure 1.18c (violet line). The nonmagnetic profile is also shown in

Figure 1.18 (a) SP-STM image acquired using a
Mn-coated W tip; (b) Area-averaged line profile
z(x) of the whole image of (a) (dark blue), and
z(x þ c/2) (light blue); (c) The resulting
nonmagnetic component (red) and magnetic
component (violet) for the Mn-coated tip; (d)

Nonmagnetic (green) and magnetic (black)
components for the Fe-coated tip on a similar
sample region. (Reprinted with permission from
Ref. [98]; copyright (2002), American Physical
Society.)
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Figure 1.18c (red line) exhibiting a period of c/2 and a sinusoidal shape, the same as
for the average line profile acquired with a nonmagnetic tip. The magnetic compo-
nent amplitude is about 20% of the nonmagnetic component amplitude.

1.6
Magnetic Properties of Nanoscaled Wires

The behavior of perpendicularly magnetized Fe double layer nanowires epitaxially
grown on a steppedW(110) single crystal [29, 55, 69, 100–103] with an average terrace
width of about 9 nm is presented as an example of magnetic wires exhibiting a width
in the nanometer range (see Figure 1.19a) [104]. This study was carried out at low
temperatures, below about 10K. At higher temperatures a reorientation to an in-
plane easy axis occurs with the spin reorientation temperature being coverage-
dependent for samples with a coverage between 1.5 and 2.2 atomic layers [105]. The
sample was prepared by the deposition of 1.6ML Fe on the W(110) substrate held at
elevated temperature of 450K. This preparation procedure leads to step-flow growth
of the second Fe ML on top of the closed first Fe layer, thereby creating a system of
nanowires with alternating FeML andDL coverage elongated along the step edges of
the substrate (this situation is shown schematically in Figure 1.19b, which also
contains the line section corresponding to the line shown in Figure 1.19a). The
coverage range between 1.4 and 1.8ML Fe/W(110) is characterized by magnetic
saturation at relatively low external perpendicular fields combined with the absence
of a hysteresis – that is, zero remanence. As shown schematically in Figure 1.19c, this
antiparallel order is a consequence of the dipolar coupling which reduces the

Figure 1.19 (a) Topographic STM image (scan
range: 50 nm� 50 nm) of 1.6ML Fe/W(110)
after annealing to 450 K; (b) Line section
measured at the bottom edge of the STM image.
The local coverage alternates between one and
two atomic layers. White arrows symbolize the
easy magnetization directions of the mono- and

the double layer; that is, in-plane and
perpendicular to the surface, respectively; (c)
Adjacent perpendicularly magnetized DL stripes
exhibit an antiparallel dipolar coupling. Within
domain walls the Fe DL on W(110) locally
exhibits an in-plane magnetization. (Reprinted
with permission from Ref. [104]; Elsevier.)
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magnetic stray field of the perpendicularly magnetized Fe DL. At domain walls the
magnetization vector may locally be oriented along the hard magnetic axis – that is,
in-plane.
Tunneling spectroscopy was used to image the corresponding magnetic domain

structure. Since it is known from full dI/dU spectroscopy curves how the contrast
must be interpreted (see Section 1.3.2), it is no longer necessary tomeasure the entire
spectra at every pixel of the image as this is very time-consuming (about 10–20 h per
image for the investigation discussed here [104]). Instead, the dI/dU signal at a fixed
sample bias already gives a good contrast. Figure 1.20 shows the simultaneously
recorded topography (panel a) and the dI/dU signal (panel b) of 1.5ML Fe/W(110).
The measurement time for this image was about 30min. Due to its different
electronic properties, the Fe ML appears dark, but this is not related to the magnetic
properties. Instead, theML is known to exhibit an in-planemagnetization [107]which
cannot be detected using Gd-tips which are sensitive only to out-of-plane magneti-
zation [29]. Clearly, the magnetic domain structure is dominated by DL nanowires
which aremagnetized alternately up and down, although exceptions from thismodel
can easily be recognized. Several domainwalls within single Fe nanowires are visible;
some of these are marked with arrows in Figure 1.20b. There are also numerous
adjacent nanowires which couple ferromagnetically rather than antiferromagneti-
cally. It is likely that these DL nanowires approach very close to each other – or may
even touch – so that the exchange coupling dominates.
Imaging by SP-STM can also be used to deducemacroscopic magnetic properties,

a situation demonstrated by Pietzsch et al. [104, 108] for a system of Fe nanowires as
just discussed above. These authors showed that spin-resolved dI/dU maps in a
varying external field could be used to obtain the magnetic hysteresis curve of the

Figure 1.20 (a) STM topograph and (b) magnetic dI/dU image of
Fe nanowires on W(110). Both images were measured
simultaneously. The sample exhibits a demagnetized
antiferromagnetic ground state which is energetically favorable
due to flux closure between adjacent perpendicularly magnetized
Fe nanowires [106]. (Reprinted with permission from Ref. [104];
Elsevier.)
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surface area under investigation; that is, SP-STMenables the observation ofmagnetic
hysteresis down to the nanometer scale.
Replacing W(110) with Mo(110) provides the unique possibility of observing the

modification of magnetic properties of the Fe nanostructures, but leaving the
structure and morphology almost unaffected [33, 109]. The magnetic easy axis is
directed along the [001] direction for Fe/Mo(110) [110], while the easy axis is ½1 1�0� for
Fe/W(110) films [111]. The pseudomorphic ML (ps-ML) Fe/Mo(110) nanostructures
are perpendicularly magnetized at low temperatures [112], whereas the ps-ML Fe/W
(110) is magnetized in-plane along the ½1 1�0� direction [113].
Figure 1.21a shows the topography and Figure 1.21b the simultaneously recorded

dI/dUmap of 0.5 ps-ML Fe deposited onto the Mo(110) single crystal at 700K [109].
Monatomic Mo terraces decorated with the regular narrow Fe nanostripes grown by
step-flow growth at the step edges are visible. The location of the Fe atoms on theMo
(110) surface is better visible on the dI/dUmap (see Figure 1.21b) due to the element
specific contrast resulting from the differences of the spin-averaged dI/dU signal
which are connected with the local electronic surface properties that are different for
Fe and Mo [112]. Uncovered Mo surfaces are indicated in Figure 1.21b by white
arrows. The Fe nanowires show two different colors, representing two different
values of the local dI/dU signal for equivalent surface regions (ML Fe/Mo(110)) for
which the spin-averaged conductance signals should be the same [24]. All STM
images and conductance maps shown in Figure 1.21 were measured using W tips
covered by 10ML Au and subsequently by 4ML Co. It is known [114] that 4ML Co
prepared on W(110)/Au reveal an out-of-plane magnetic easy axis. Therefore, it may
be expected that the magnetization of the tip would show perpendicular to the front
plane of the tip – that is, along the tip axis – leading to an out-of-plane magnetic
sensitivity of the tip. The contrast observed for the Fe nanostructures results from the
perpendicularly magnetized Fe nanostripes, in agreement with Ref. [112].
The perpendicularlymagnetizedML Fe nanostripes shown in Figure 1.21b are not

antiferromagnetically ordered; that is, only two of the stripes are magnetized �up�,

Figure 1.21 (a, c) Topographic STM images and
(b, d) simultaneously measured differential
conductance dI/dUmaps of 0.5 ps-Fe (a, b) and
of 1.0 ps-ML Fe (c, d) grown on Mo(110) at
700 K, respectively. Images (c, d) have been
measured on the vicinal surface of the Mo
substrate. Black and white lines in (b, d) located
at step edges are artifacts due to scanning too

quickly over the step edges. The black dots
observed in (d) are due to adsorbates [24, 107].
Images and conductance maps were measured
using a W/10ML Au/4ML Co magnetic tip. The
Fe nanostructures reveal an out-of-plane
magnetic contrast. (Reprinted with permission
from Ref. [109]; copyright (2005), American
Physical Society.)
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whereas the orientation of the magnetization for the remaining stripes shows in the
opposite direction (�down�). This means that the dipolar coupling between adjacent
ML Fe nanowires is weak. The strength of the dipolar coupling between adjacent
stripes increases with the stripe width and decreases with the distance between
adjacent stripes [113]. The distance between adjacent ML Fe nanowires can be
diminished down to a minimum by an increase of Fe coverage up to 1ML. The
topography of the 1ML Fe deposited onto the vicinal surface of theMo(110) crystal is
presented in Figure 1.21c. Narrow ML Fe nanowires obtained on the vicinal surface
are antiferromagnetically ordered, as demonstrated on the conductivity map (see
Figure 1.21d).

1.7
Nanoscale Elements with Magnetic Vortex Structures

The domain structure of nanoscale magnetic elements has attracted considerable
interest. The dependence of the domain structure on shape [115, 116], size [117] and
edge structure [118] has been explored inmany experiments. Further information on
nanoislands gained by SP-STM are provided concerning Fe islands on W
(110) [102, 119, 120], Fe islands on Mo(110) [112, 121], Co islands on Cu(111)
[122, 123], Co islands on Pt(111) [124–126], Co islands on Au(11 ) [14], and FeAu alloy
islands on Mo(110) [127, 128].
Due to their small dimensions, these elements are often superparamagnetic. This

issue is addressed in Refs [112, 121],making use of time-dependent SP-STM studies.
In a further development, Krause et al. showed [129] that superparamagnetic Fe
nanoislands with typical sizes of 100 atoms could be addressed and locally switched
using amagnetic probe tip. SP-STM thus provides an improved understanding of the
underlying mechanism due to the feasibility to separate and quantify three funda-
mental contributions involved in magnetization switching, namely the current-
induced spin torque, heating the island by the tunneling current, and Oerstedt field
effects.
However, the influence of the thickness in conjunction with the magnetocrystal-

line anisotropy concerning nanoscale elements has rarely been studied [130]. Micro-
magnetic calculations have shown [131] that the lowest-energy domain configuration
of permalloy rectangles depends critically on the thickness. With increasing thick-
ness, a transition from the so-called C-state via the Landau-type or vortex configura-
tion into a diamond state (double-vortex) was found. This behavior is caused by the
thickness-dependent contribution of the magnetostatic energy, which must be paid
wherever themagnetization is perpendicular to the element�s rim.At a certain critical
thickness it is energetically favorable to avoid the stray field by magnetizing the
element along the edges throughout the entire particle, leading to a so-called flux
closure arrangement.
This thickness-dependent behavior was corroborated experimentally by Bode

et al. [120] using Fe islands on W(110). The left column of Figure 1.22 [120] shows
the topography for different heights of the Fe islands, with the mean island height h

1.7 Nanoscale Elements with Magnetic Vortex Structures j29



varying between 3.5 and 8.5 nm. The lateral dimensions of the islands, irrespective of
their height, are almost equal. The islands shown in Figure 1.22a exhibit an average
height of approximately 3.5 nm (see line section). In the right-hand panel of
Figure 1.22a the different magnetization states of islands can be distinguished by
means of different dI/dU intensities. This variation results from spin-polarized
tunneling between themagnetic STM tip (due to a coating withmore than 100MLCr
the tip is sensitive to the in-plane direction [28]) and the magnetic sample, and
therefore represents different relative in-plane orientations of the magnetization in
tip and sample. As no significant variation was found on top of the atomically flat

Figure 1.22 Topographic images (first column),
spin-resolved dI/dUmaps (second column) and
topographic line sections (third column) of Fe
islands on W(110) with different mean island
heights h: (a) 53.5 nm, (b) 54.5 nm, (c) 57.5 nm,
and (d) 58.5 nm. The data were obtained at

T¼ 14 K. The resulting island domain
configurations are schematically represented in
the fourth column. (Reprinted with permission
from Ref. [120]; copyright (2004), American
Institute of Physics.)
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island surface, it would appear that these Fe islands are single domain, as shown
schematically in the right-hand panel of Figure 1.22a. Evidently, there exists a close
correlation between the magnetization direction of individual Fe islands and the
surrounding FeML; dark (bright) Fe islands are always surrounded by a dark (bright)
ML. With increasing thickness the magnetic pattern of the Fe islands becomesmore
and more complex such that, at h¼ 54.5 nm (see Figure 1.22b) a two-domain state is
present. The island in Figure 1.22c exhibits a height h of 57.5 nm, while the
corresponding spin-resolved dI/dUmap shows the typical pattern of a single vortex
state. A diamond state is found on the even higher island shown in Figure 1.22d
(h¼ 58.5 nm).
Thus, themagnetic ground state is expected to be a vortex, as can be understood by

the following consideration. If the dimensions of the particles are too small they do
not form a single domain state, as this would require a relatively high stray field (or
dipolar) energy. On the other hand, if the dimensions were too large, such domains
would be formed such as those found in macroscopic pieces of magnetic material,
because the additional cost of domain wall energy cannot be compensated by the
reduction in stray field energy. By exhibiting a vortex configuration, the magnetiza-
tion curls continuously around the particle center, drastically reducing the stray field
energy and avoiding domainwall energy. Yet, the question arises as to the diameter of
this core. An earlier investigation conducted by Shinjo et al. [132], using magnetic
force microscopy, suggested an upper limit of about 50 nm caused by the intrinsic
lateral resolution thatwas due to detection of the strayfield. In the following section, it
will be seen that an enhanced lateral resolution can be obtained using the technique
of SP-STM, as shown by Wachowiak et al. [28, 102].
In order to gain a detailed insight into the magnetic behavior of the vortex core, a

zoom into the central region was carried out where the rotation of the magnetization
into the surface normal is expected. Maps of the dI/dU signal measured with
different Cr-coated tips that are sensitive to the in-plane and out-of-plane component
of the local sample magnetization are shown in Figure 1.23a and b, respectively [28].
The dI/dU signal as measured along a circular path around the vortex core (the circle
in Figure 1.23a) exhibits a cosine-like modulation, indicating that the in-plane
component of the local sample magnetization curls continuously around the vortex
core. Figure 1.23b, which was measured with an out-of-plane sensitive tip on an
identically prepared sample, exhibits a small bright area approximately in the center
of the island. Therefore, the dI/dU map of Figure 1.23b confirms that the local
magnetization in the vortex core is tilted normal to the surface (Figure 1.23c). The line
section across the vortex core enables the width to be determined at about 9 nm,
which is not restricted due to lateral resolution.

1.8
Individual Atoms on Magnetic Surfaces

Themeasurement of spin polarization states of individual atoms and understanding
how atomic spins behave in a condensed matter environment, are essential steps
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towards the creation of devices, the functionality of which can be engineered at the
level of individual atomic spins.
The direct observation of a spin polarization state of isolated adatoms remains

challenging because isolated atoms have a low magnetic anisotropy energy that
causes their spin to fluctuate over time due to environmental interactions. In the
following section, measurements made by Yayon et al. [133] concerning the spin
polarization state of individualFe andCr adatoms on ametal surface, are described. In
order to fix the adatom spin in time, the adatoms were deposited onto ferromagnetic
Co nanoislands, thereby coupling the adatom spin to the island magnetization
through the direct exchange interaction.
Cobalt islandswere chosen as a calibrated substrate where differentmagnetization

states (�up� " and �down� #with respect to the surface plane) are easily accessed [122].
The left-hand part of Figure 1.24 shows a representative topograph of Fe adatoms
adsorbed onto triangular Co islands on the Cu(111) surface. The spatial oscillations
seenon theCu(111) surface are due to interference of surface state electrons scattered
from the adatoms and Co islands [134].
In the right-hand part of Figure 1.24, panel (a) shows a color-scaled spin-polarized

dI/dUmap, together with topographic contour lines (measured simultaneously) for
Fe and Cr atoms codeposited on two Co islands with opposite magnetization. The Fe
and Cr atoms can easily be distinguished by their topographic signatures (Cr atoms

Figure 1.24 Left: Topograph of Fe adatoms
adsorbed onto triangular Co islands on Cu(111)
at T¼ 4.8 K. Fe adatoms are seen as green
protrusions on the Co islands and blue
protrusions on the bare Cu(111) surface. Right:
(a) Spin-polarized dI/dU map of Fe and Cr
adatoms on # and "Co islands on Cu(111); (b, c)

Zoom-ins of areas marked by dashed lines on #
and " islands in (a); (d, e) Line scans through the
centers of Fe and Cr adatoms on # and " islands,
respectively (marked by dashed lines in b and c).
(Reprinted with permission from Ref. [133];
copyright (2007), American Physical Society.)
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protrude 0.07 nm from the island surface, while Fe atoms protrude 0.04 nm). Spin-
contrast between adatoms sitting on the two islands is seen as line cuts through
Fe and Cr atoms (see Figure 1.24b–e). Fe atoms sitting on the # island exhibit a larger
dI/dU signal than those on the " island, while Cr atoms on the # island show a smaller
dI/dU signal than those on the " island. This confirms the parallel nature of the Fe/Co
island spin coupling and the antiparallel nature of the Cr/Co island spin coupling
over this energy range. SP-STS thus clearly reveals single adatom spin contrast: Each
type of adatom yields a distinct spectrum, and over the energy range of the Co island
surface-state Fe and Cr adatoms show opposite spin polarization. However, this
measurement does not unambiguously determine the direction of the total spin of
the adatom because the total spin is an integral over all filled states, whereas the
spectra shown here were recorded over a finite energy range.
For a better understanding of themagnetic coupling between adatoms and islands,

a density functional theory (DFT) calculation was also carried out [133]. The
adsorption energies of Fe and Cr atoms on a ferromagnetic 2ML film of Co on
Cu(1 1 1) were calculated with the adatom moment fixed parallel and antiparallel to
the magnetization of the Co film. The resulting values (see Figure 1.25) showed that
Fe adatoms preferred a ferromagnetic alignment to the Co film, while Cr adatoms
preferred an antiferromagnetic alignment. Comparison with the spin-polarized
measurements implied that the Fe and Cr adatoms exhibit a negative spin polariza-
tion over the energy range of the Co island surface state.

Figure 1.25 Calculated binding energies of ferromagnetic and
antiferromagnetic configurations for Fe andCr adatoms on a 2ML
high Co film on Cu(111). Error bars indicate the energy difference
between hcp and fcc adatomadsorption sites. Cartoons depict the
lowest-energy magnetic coupling configuration for Fe and Cr
adatoms on the Co film. (Reprinted with permission from
Ref. [133]; copyright (2007), American Physical Society.)

34j 1 Spin-Polarized Scanning Tunneling Microscopy



As discussed in Section 1.5.1, the Cr(001) surface exhibits a topological antiferro-
magnetic order. By increasing thenumber of adatoms, however, a small proportion of
the Fe atoms on this surface will also exhibit an antiferromagnetic coupling to the
underlying Cr(001) terraces [135, 136].
It is known from spin-polarized photoemission experiments that even nonmag-

netic atoms such as oxygen (see Ref. [137] for O/Fe(110) and Ref. [138] for O/Co
(0001)), sulfur [139] and iodine [140] become polarized upon chemisorption onto
ferromagnetic surfaces. For each of these systems, SP-STM allows a deeper insight
on the basis of its atomic resolution. For example, it was found that individual oxygen
atoms on an Fe DL would induce highly anisotropic scattering states which were of
minority spin character only [141]. This spin-dependent electron scattering at the
single impurity level opens the possibility of understanding the origin of magneto-
resistance phenomena on the atomic scale.
In the case of Fe islands, it has been reported that magnetic domains can be

observed even after the deposition of a sulfur layer [142], and can act as a passivation
species. These findings can be understood on the basis of the above discussion, also
taking into account the fact that spin-polarized electrons from the interface with
binding energies near the Fermi level are not fully damped but rather exhibit an
attenuation length of at least several monolayers. Additionally, this mean free path is
spin-dependent [143], such that an appropriate adsorbate layer may allow to extend
the SP-STM to operate even under ambient conditions.

1.9
Domain Walls

The motion of domain walls is often hindered by lattice defects, leading to Bar-
khausen jumps in magnetic hysteresis curves. By using a high lateral resolution, the
effective pinning of domain walls by screw-and-edge dislocations was first presented
by Krause et al. [144] for Dy films on W(110).
Here, we will describe the details of two further aspects concerning domain walls

which require an effective lateral resolution of SP-STM. First, we report on the
behavior of domain walls in external magnetic fields, as investigated by Kubetzka
et al. [103]; second, we will outline details of the widths of domain walls in nanoscale
systems, referring to the studies conducted by Pratzer et al. [107].
The formation and stability of 360� domain walls plays a crucial role in the

remagnetization processes of thin ferromagnetic films, with possible implications
for the performance and development of magnetoresistive and magnetic random
access memory (MRAM) devices. These are formed in external fields applied
along the easy direction of the magnetic material when pairs of 180� walls with
the same sense of rotation are forced together. Their stability against remagne-
tization into the uniform state is a manifestation of a hard axis anisotropy
perpendicular to the rotational plane of the wall. This anisotropy may be of
crystalline origin or – in films with an in-plane magnetic easy direction – due to
the shape anisotropy.
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Within Fe DL wires on W(110) that are separated by narrow regions with ML
coverage (see Figure 1.26a [103]), two types of 180� walls can be distinguished using a
ferromagnetic probe tip prepared by coating a W tip with several ML of Fe and
therefore being sensitive to the in-plane magnetization component [27]. The wall
width amounts to w¼ 7 nm. The intermediate dI/dU signal (gray) corresponds to a
perpendicular magnetization oriented either up or down. These two cases cannot be
distinguished with a tip exhibiting a pure in-plane sensitivity unless the symmetry is
broken by an external field. Figure 1.26 shows dI/dU maps in an increasing
perpendicular magnetic field of up to 800mT. Areas magnetized parallel to the field
direction grow at the expense of antiparallel ones, and pairs of 180� walls are forced
together, which is equivalent to the formation of 360� walls. As expected, their lateral
extension decreases with increasing field value. A closer inspection of these field-
dependent measurements reveals that: (i) the magnetization rotates along every
single nanowire with a defined chirality; and that (ii) the rotational sense is the same
in each of the 12wireswithin the imaged area.However, as the azimuthal angle of the
tip magnetization is unknown, the absolute sense of rotation cannot be determined.
For the same reason, it cannot be decided on the basis of these data alonewhether the
walls are of Bloch or N�eel type, although the facts that the closed DL film is
magnetized in-plane along ½1 1�0� at elevated temperatures and the domain walls
are oriented along the samedirection, are indicative of their Bloch-type character. The
first of the above observations is to be expected for stability reasons, as neighboring
walls of opposite chirality (unwinding or untwisted walls [108]) will attract each other
and can easily annihilate, in contrast to winding walls. As a consequence, the cooling
process of the sample from above the Curie temperature to the measurement
temperature of 14 K will result in a defined chirality within every individual wire,
since such a structure is more stable against thermal fluctuations. The observed
average distance between neighboringwalls does not therefore necessarily reflect the
magnetic ground state at low temperatures, as it might be a relic from the cooling
process which is effectively frozen in a metastable state. The second of the observa-
tions will be discussed in Section 1.10.
With increasing external magnetic field, the tip�s magnetization is successively

rotated from in-plane towards the perpendicular direction. Its in-plane direction is
also reversed during data acquisition at 400mT (see Figure 1.26, black arrow), and
this causes an inverted contrast for the remaining upper part of the image. At this
field value a group of five 360� walls has formed a row (see ellipse), a correlation that
might arise from their in-plane strayfield.At 800mTmost of the 360�wallswithin the
scanned area have been remagnetized by a rotation via the hard [001] in-plane
direction.
Attention isnowdrawn to theFeML located in-between theFeDL. Figure 1.27 [107]

shows the topography (panel a) and the magnetic dI/dU signal (panel b) of 1.25ML
Fe/W(110) grown at T¼ 500K. Several domain walls separating dark and bright
domains of the Fe ML can clearly be recognized in the overview of Figure 1.27b.
Because of their different electronic properties, the DL stripes appear dark at this
particular sample bias. At approximately the center of the white box in Figure 1.27b
can be seen a bright spot; this is caused by a domain wall in this particular DL. The
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Figure 1.26 dI/dU maps of the surface area
exhibiting Fe DL wires on W(110) imaged in an
increasing perpendicular magnetic field. Pairs of
180� domain walls are gradually forced together,
which is equivalent to the formation and
compression of 360� walls. At 800mT, most of
these have vanished; that is, the Fe film is in

magnetic saturation. With increasing external
magnetic field the tip�s magnetization is
gradually forced from the in-plane towards the
perpendicular direction. (Reprinted with
permission from Ref. [103]; copyright (2003),
American Physical Society.)

1.9 Domain Walls j37



inset of Figure 1.27b presents this location at higher magnification. Averaged line
sections drawn along the white lines across domain walls in the ML and the DL are
plotted in Figure 1.27c lower and upper, respectively, where clearly the ML domain
wall is much narrower than the DL wall. The inset of Figure 1.27c shows the data in
the vicinity of the ML domain wall in greater detail, and reveals a domain wall width
w < 1 nm. In order to allow a more quantitative discussion the measured data have
been fitted with a theoretical tanh function of a 180� wall profile [145]. This can be
extended to an arbitrary angle between the magnetization axis of tip and sample
f [107, 146] by

yðxÞ ¼ y0 þ ysp cos arccos tanh
x�x0
w=2

� �� �
þ f

� �
ð1:14Þ

where y(x) is the dI/dU signalmeasured at position x, x0 is the position of the domain
wall,w is thewall width, and y0 and ysp are the spin-averaged and spin-polarized dI/dU
signals, respectively. Due to the Fe-coated tip which exhibits in-plane sensitivity, it is
known that fDL¼p/2 and fML¼ 0. The best fit to thewall profile of theDL is achieved
with wDL¼ 3.8� 0.2 nm. The profile of the ML domain wall is much narrower. If the
fit procedure is performed over the full length of the line section wML¼ 0.50� 0.26
nm,whereaswML¼ 0.66� 0.18 nm is found if thefit is applied to the data in the inset
of Figure 1.27c; this confirms the result of the analysis of themagnetization curves –
that is, an almost atomically sharp domain wall.
A domain wall width of only six to eight atomic rows was also observed for an

antiferromagnetic Fe monolayer on W(001) [147]. Such a narrow domain wall width
can, in theory, be understood to arise from band structure effects, also taking into
account intra-atomic noncollinear magnetism [148].

Figure 1.27 (a) Topographic and (b) spin-
resolved dI/dU image showing the in-plane
magnetic domain structure of 1.25ML Fe/W
(110). Several ML and DL domain walls can be
recognized in the highermagnified inset; (c) Line
sections showing domain wall profiles of the ML

(bottom) and the DL (top). The inset shows that
theML domain wall width is on the atomic scale,
with wML¼ 6� 2Å. (Reprinted with permission
from Ref. [107]; copyright (2001), American
Physical Society.)
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With regards to noncollinear effects it is important to distinguish between inter-
atomic and intra-atomic magnetism. The first type is well known, and has been
observed experimentally for small magnetic clusters [149] and in magnetic
layers [150]; it has also been described on a theoretical basis [56, 151–157]. Inter-
atomic magnetism can be understood within the Heisenberg model, taking into
account atomicmagnetic moments which are nonparallel for different atoms. Intra-
atomic noncollinear effects arise from the tunneling current which flows through
orbitals of the same atom, whilst that directly at the tip apex possesses a spin density
orientation that is noncollinear [55].

1.10
Chiral Magnetic Order

Due to the inversion symmetry of bulk crystals, homochiral spin structures are
unable to exist. However, as low-dimensional systems lack structural inversion
symmetry, these single-handed spin arrangements may occur due to the Dzya-
loshinskii–Moriya interaction [158, 159] arising from the spin-orbit scattering of
electrons in an inversion asymmetric crystal field. This observation is now discussed
with reference to the studies of Bode et al. [160], which were carried out in the same
systemMn/W(110) for which atomic resolution of themagnetic properties had been
demonstrated [96] (see Section 1.5.2).
In metallic itinerant magnets, spin-polarized electrons of the valence band hop

across the lattice and exert the Heisenberg exchange interaction between magnetic
spin moments S

!
located on atomic sites i and j:

Eexch ¼
X
i;j

Jij S
!
i � S

!
j ð1:15Þ

As a consequence of a coulombic interaction, the exchange interaction is isotropic.
Owing to the presence of a spin–orbit interaction, which connects the lattice with the
spin symmetry, the broken parity of the lattice at an interface or surface gives rise to
an additional interaction that breaks the inversion invariance of the Heisenberg
Hamiltonian in Equation 1.15. This Dzyaloshinskii–Moriya interaction [158, 159]

EDM ¼
X
i;j

D
!
ij � ðS

!
i � S

!
j Þ ð1:16Þ

arises from the spin–orbit scattering of hopping electrons in an inversion asymmet-
ric crystal field (where D

!
ij is the Dzyaloshinskii vector). In such an environment the

scattering sequence of spin-polarized electrons, for example i ! j ! i versus j !
i ! j, is noncommutative. The presence of this interaction has far-reaching con-
sequences. Depending on the sign, the symmetry properties and the magnitude of
D
!
ij, uniaxial ferromagnetic or antiferromagnetic structures fail to exist and are

instead replaced by a directional noncollinear magnetic structure of one
specific chirality C

! ¼ S
!
i � S

!
iþ 1, being either right-handed (C> 0) or left-handed
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(C< 0). In fact, J, D and also the anisotropy constants K, create a parameter space
containing magnetic structures of unprecedented complexity [161], including 2-D
and 3-D cycloidal, helicoidal or toroidal spin structures, or even vortices.
Figure 1.28a shows the topography of 0.77 atomic layers of Mn grown on aW(110)

substrate [160]. The magnetic structure can be directly imaged with SP-STM using
magnetically coated W tips. Figure 1.28b shows a high spatial resolution constant-
current image measured on the atomically flat Mn layer using a Cr-coated probe tip
which is sensitive to the in-plane magnetization [28]. The SP-STM data reveal
periodic stripes running along the [001] direction, with an inter-stripe distance
matching the surface lattice constant along the ½1 1� 0� direction (this was discussed
earlier in Section 1.5.2). The additional important observation is, however, that the
line section in the lower panel of Figure 1.28b, representing themagnetic amplitude,
is not constant but is rather modulated, with a period of about 6 nm. Further, the
magnetic corrugation is not simply a symmetric modulation superimposed on a

Figure 1.28 SP-STM of the Mn monolayer on
W(110) and potential spin structures. (a)
Topography of 0.77 atomic layers of Mn on
W(110); (b) High-resolution constant-current
image (upper panel) of the Mn monolayer taken
with a Cr-coated tip. The stripes along the [001]
direction are caused by spin-polarized tunneling
between the magnetic tip and the sample. The
averaged line section (lower panel) reveals a
magnetic corrugation with a nominal periodicity
of 0.448 nm and a long wavelength modulation.
Comparison with a sine wave (red), expected for

perfect antiferromagnetic order, reveals a phase
shift of p between adjacent antinodes. In
addition, there is an offsetmodulation (blue line)
which is attributed to a varying electronic
structure owing to spin–orbit coupling; (c)
Artist�s impression of the considered spin
structures: a spin density wave (SDW), a helical
spin spiral (h-SS) and a left-handed cycloidal spin
spiral (c-SS). (Reprinted with permission from
Ref. [160]; copyright (2007), MacMillan
Publishers Ltd.)
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constant offset I0. Instead, an additional long-wave modulation of I0 (blue line) is
present which is ascribed to spin–orbit coupling-induced variations of the spin-
averaged electronic structure. When using in-plane-sensitive tips, the minima of the
magnetic corrugation are found to coincide with the minima of the long-wave
modulation of the spin-averaged local density of states. Within the field of view
(see Figure 1.28b), three antinodes of the magnetic corrugation are visible. Compar-
ing the experimental data with a sine function (red), representing perfect antiferro-
magnetic order, reveals a phase shift of p between adjacent antinodes.
The long wavelength modulation of the magnetic amplitude observed in

Figure 1.28b may be explained by two fundamentally different spin structures: (i)
a spin density wave (SDW) as it occurs, for example, in bulk Cr; or (ii) a spin spiral.
Whereas, a SDW is characterized by a sinusoidal modulation of the size of the
magnetic moments and the absence of spin rotation, the spin spiral consists of
magneticmoments of approximately constantmagnitude butwhose directions rotate
continuously. Spin spirals that are confined to a plane perpendicular or parallel to the
propagation direction are denoted as either helical spirals (h-SS) or cycloidal spirals
(c-SS). Figure 1.28c shows an artist�s impression of a SDW, a h-SS and a c-SS. The
magnetic contrast vanishes in either case twice over onemagnetic period because: (i)
the sample magnetic moments themselves vanish periodically; or (ii) the magnetic
moments beneath the tip apex are orthogonal with respect to the tip magnetization
mt. The two cases can, however, be distinguishedby addressing different components
of the samplemagnetization.Whereas, in case (i) amaximum spin contrast is always
achieved at lateral positions where the magnetic moments are largest, and indepen-
dent ofmt, in case (ii) a rotation ofmt can shift the position ofmaximumspin contrast.
Such a rotation ofmt can be achieved by subjecting an in-plane-sensitive Fe-coated

tip to an appropriate external magnetic field (see sketches in Figure 1.29 [160]). For
samples without a net magnetic moment, it is expected that the sample magnetiza-
tion would remain unaffected. The SP-STM images and line sections of Figure 1.29
show data taken at a perpendicular field of 0 T (Figure 1.29a), 1 T (Figure 1.29b) and
2T (Figure 1.29c). By using the encircled adsorbate as a marker, a maximum

Figure 1.29 Field-dependent SP-STM
measurements. Magnetically sensitive constant-
current images of the Mn monolayer on W(110)
(top panels) and corresponding line sections
(bottom panels) taken with a ferromagnetic Fe-
coated tip at external fields of (a) 0 T, (b) 1 T and
(c) 2 T. As sketched in the insets, the external field
rotates the tipmagnetization from in-plane (a) to

out-of-plane (c), shifting the position of
maximum spin contrast. This proves that theMn
layer does not exhibit a spin density wave but
rather a spin spiral rotating in a plane orthogonal
to the surface. (Reprinted with permission from
Ref. [160]; copyright (2007), MacMillan
Publishers Ltd.)
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magnetic contrast at this lateral position in zero field is observed, indicating large in-
plane components of the samplemagnetization here. This is also corroborated by the
line section, which – in agreement with the in-plane-sensitive measurements of
Figure 1.28b – shows a high magnetic corrugation at the maximum of the spin-
averaged long-wave modulation. With an increasing external field the position of
highmagnetic corrugation shifts to the left (see Figure 1.29b) until a node reaches the
adsorbate at 2 T (Figure 1.29c). The line sections reveal that the magnetic field shifts
the position of high magnetic corrugation, but leaves the long-wave spin-averaged
modulation unaffected. At 2 T – that is, with an almost perfectly out-of-plane
magnetized tip – a maximum magnetic contrast is achieved and the spin-averaged
signal exhibits a minimum (see line section of Figure 1.29c). Although this observa-
tion rules out a SDW, it provides clear proof of a spin spiral with magnetic moments
rotating from in-plane (imaged in Figure 1.29a) to out-of-plane (imaged in
Figure 1.29c).
The islands exhibit a spin spiral of only one chirality, as would be expected for a

Dzyaloshinskii–Moriya interaction-driven magnetic configuration. The azimuthal
orientation of the tip magnetization, however, cannot be reliably controlled, and
consequently it is not possible to test experimentally whether the observed spin spiral
is helical or cycloidal.
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2
Nanoscale Imaging and Force Analysis with
Atomic Force Microscopy
Hendrik H€olscher, Andr�e Schirmeisen, and Harald Fuchs

2.1
Principles of Atomic Force Microscopy

2.1.1
Basic Concept

The directmeasurement of the force interaction between distinctmolecules has been
a challenge for scientists for many years. In fact, only very recently was a demon-
stration given that these forces can be determined for a single atomic bond, by using
the powerful technique of atomic force microscopy (AFM). But how is it possible to
measure interatomic forces, which may be as small as one billionth of one Newton?
The answer to this question is surprisingly simple: It is the same mechanical

principle used by a pair of kitchen scales, where a spring with a defined elasticity is
elongated or compressed due to the weight of the object to be measured. The
compressionDz of the spring (with spring constant cz) is a directmeasure of the force
F exerted, which in the regime of elastic deformation obeys Hooke�s law:

F ¼ cz � Dz: ð2:1Þ
The only difference from the kitchen scale is the sensitivity of themeasurement. In

AFM, the �spring� is a bendable cantilever with a stiffness of 0.01Nm�1 to 10Nm�1.
As interatomic forces are in the range of some nN, the cantilever will be deflected by
0.01 nm to 100 nm. Consequently, the precise detection of the cantilever bending is
the key feature of an atomic force microscope. If a sufficiently sharp tip is directly
attached to the cantilever, it would be possible to measure the interacting forces
between the last atoms of the tip and the sample through the bending of the
cantilever.
In 1986, Binnig, Quate and Gerber presented exactly this concept for the first

atomic force microscope [1]. These authors measured the deflection of a cantilever
with sub-Ångstr€omprecision by a scanning tunnelingmicroscope [2] and used a gold
foil as the spring. The tip was a piece of diamond glued to this home-made cantilever
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(see Figure 2.1), and by using this set-up the group was able to image sample
topographies down to the nanometer scale.

2.1.2
Current Experimental Set-Ups

During the past few years the experimental set-up has beenmodified while AFM has
become awidespread research tool. Some20 years after its invention, the commercial
atomic forcemicroscope is available from a variety ofmanufacturers. Althoughmost
of these instruments are designed for specific applications and environments, they
are typically based on the following types of sensors detection method and scanning
principles.

2.1.2.1 Sensors
Cantilevers are produced by standard microfabrication techniques, mostly from
silicon and silicon nitride as rectangular or V-shaped cantilevers. Spring constants
and resonance frequencies of cantilevers depend on the actualmode of operation. For
contact AFM measurements these are about 0.01 to 1Nm�1 and 5–100 kHz,
respectively. In a typical atomic force microscope, cantilever deflections ranging
from 0.1Å to a few micrometers are measured, which corresponds to a force
sensitivity ranging from 10�13N to 10�5 N.
Figure 2.2 shows two scanning electron microscopy (SEM) images of a typical

rectangular silicon cantilever. When using this imaging technique, the length (l),
width (w) and thickness (t) can be precisely measured. The spring constant cz of the
cantilever can then be determined from these values [3].

Figure 2.1 (a) The basic concept of the first atomic force
microscope built in 1986 by Binnig, Quate and Gerber. A sharp
diamond tip glued to a gold foil scanned the surface, while the
bending of the cantilever was detected with scanning tunneling
microscopy; (b) The ultimate goal was to measure the force
between the front atom of the tip and a specific sample atom.
(Reproduced from Ref. [1].)
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cz ¼ ESi
w
4

t
l

� �3

ð2:2Þ

where ESi¼ 1.69� 1011Nm�2 is the Youngs�s modulus. The typical dimensions of
silicon cantilevers are as follows: lengths of 100–300mm; widths of 10–30mm; and
thicknesses of 0.3–5mm.
The torsion of the cantilever due to lateral forces between tip and surface depends

also on theheight of the tip, h. The torsional spring constant can be calculated from [3]

ctor ¼ G
3
wt3

lh2
ð2:3Þ

where GSi¼ 0.68� 1011Nm�1 is the shear modulus of silicon.
As the dimensions of cantilevers given by the manufacturer are only average

values, the high-accuracy calibration of the spring constant requires the measure-
ment of length, width and thickness for each individual cantilever. The length and
width can bemeasured with sufficient accuracy using an optical microscope, but the
thickness requires high-resolution techniques such as SEM. In order to avoid this
time- and cost-consumingmeasurement one can determine the cantilever thickness
from its eigenfrequency in normal direction [3–5]

t ¼ 4
ffiffiffi
3

p

0:5968612p

ffiffiffiffiffiffiffi
rSi
ESi

r
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

�7:23�10�4 s=m

l2f 0 ð2:4Þ

where the density of silicon rSi¼ 2330 kgm�3.

Figure 2.2 (a) Scanning electron microscopy
image of a rectangular silicon cantilever with a
width of 127mm and a thickness of 4.4mm; (b) A
different view of the same cantilever reveals that
the cross-section of the cantilever is trapezoidal
and the cantilever has two geometric widths – a
smaller one on the tip side and a broader one on
the reverse side. Hence, most manufacturers

provide a �mean width�, which for the cantilever
shown is (7.6 þ 29.9)/2¼ 18.75mm. The
trapezoidal shape of the cantilever is caused by
the anisotropic etching of the silicon during
microfabrication of the cantilever. (Images
courtesy of Boris Anczykowski, nanoAnalytics
GmbH; used with kind permission.)
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The formulas presented above are only valid for rectangular cantilevers. Equations
for V-shaped cantilevers can be found in Refs. [6, 7].

2.1.2.2 Detection Methods
In addition to changes in the cantilevers, the detection methods used to measure the
minute bendings have also been improved. Today, commercial AFM instruments use
the so-called laser beam deflection scheme shown in Figure 2.3. The bending and
torsion of cantilevers can be detected by a laser beam reflected from their reverse
side [8, 9], while the reflected laser spot is detected with a sectioned photo-diode. The
different parts are read out separately. For this, a four-quadrant diode is normally
used, in order to detect the normal as well as the torsional movements of the
cantilever. With the cantilever at equilibrium the spot is adjusted such that the upper
and lower sections show the same intensity. Then, if the cantilever bends up or down,
the spotwillmove and the difference signal between the upper and lower sectionswill
provide a measure of the bending.
The sensitivity can be improved by interferometer systems adapted by several

research groups (seeRefs [10–13]). It is also possible to use cantileverswith integrated
deflection sensors based on piezoresistive films [14–16]. As no optical parts are

Figure 2.3 Principle of an atomic force
microscope using the laser beam deflection
method. Deflection (normal force) and torsion
(friction) of the cantilever are measured
simultaneously by measuring the lateral and
vertical deflection of a laser beam while the
sample is scanned in the x–y-plane. The laser
beam deflection is determined using a four-
quadrant photo diode. If A, B, C and D are
proportional to the intensity of the incident light
of the corresponding quadrant, the signal

(A þ B) – (C þ D) is a measure for the
deflection, and (A þ C) – (B þ D) is a measure
of the torsion of the cantilever. A schematic of the
feedback system is shown by the solid lines. The
actual deflection signal of the photo-diode is
compared with the set-point chosen by the
experimentalist. The resultant error signal is fed
into the PID controller, which moves the z-
position of the scanner in order to minimize the
deflection signal.
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required in the experimental set-up of an atomic forcemicroscope, when using these
cantilevers the design can be very compact [17]. An extensive comparison of the
different detection methods available can be found in Ref. [4].

2.1.2.3 Scanning and Feedback System
As the surface is scanned, the deflection of the cantilever is kept constant by a
feedback system that controls the vertical movement of the scanner (shown sche-
matically in Figure 2.3). The system functions as follows: (i) The current signal of the
photo-diode is comparedwith a preset value; (ii) the feedback system, which includes
a proportional, integral and differential (PID) controller, then varies the z-movement
of the scanner to minimize the difference. As a consequence, the tip-sample force is
kept practically constant for an optimal set-up of the PID parameters.
While the cantilever ismoving relative to the sample in the x–y-plane of the surface

by a piezoelectric scanner (see Figure 2.4), the current z-position of the scanner is
recorded as a function of the lateral x–y-position with (ideally) sub-Ångstr€om
precision. The obtained data represents amap of equal forces, which is then analyzed
and visualized by computer processing.
A principle of a simple laboratory class experiment – the imaging of a test grid – is

shown in Figure 2.5. The comparison between the topography and the error signal
shows that the PID controller needs some time at the step edges to correct the actual
deflection error.

2.1.3
Tip–Sample Forces in Atomic Force Microscopy

Alargevarietyofsamplepropertiesrelatedtotip-sampleforcescanbedetectedusingthe
atomic forcemicroscope. The obtained contrast depends on the operationalmode and

sl
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Figure 2.4 Schematic of the scan process. The cantilever scans
the sample surface systematically in the x- and y-directions. Typical
scan sizes ranging from less than 1 nm� 1 nm to
150mm� 150mm can be used.
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the actual tip-sample interactions.Beforediscussingdetails of the operationalmodesof
AFM, however, we must first specify the most important tip–sample interactions.
Figure 2.6 shows the typical shape of the interaction force curve that the tip senses

during an approach towards the sample surface.Upon approachof the tip towards the

Figure 2.5 A simple laboratory class experiment
demonstrating the scanning process of an
atomic force microscope in contact mode. The
cantilever is scanned over a simple test grid
made of silicon. The feedback keeps the
deflection (and therefore the force) constant, and
the z-position of the scanner is interpreted as the

topography of the sample. The resultant map is
plotted as a gray-scale image (lighter areas
correspond to higher topography, upper left
graph). The simultaneously plotted error signal
(lower graph) shows that the feedback fails to
keep the deflection constant at the step edges.
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Figure 2.6 Tip–samplemodel force after theDMT-Mmodel for air
Equation 2.9, using the parameters described in the text. The
dashed line marks the position z0, where the tip touches the
surface.
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sample, the negative attractive forces (which represent, for example, van derWaals or
electrostatic interaction forces) increase until a minimum is reached. This turn-
around point is due to the onset of repulsive forces, caused by Pauli repulsion, which
will start to dominate upon further approach. Eventually, the tip is pushed into the
sample surface and elastic deformation will occur.
In general, the effective tip–sample interaction force is a sum of different force

contributions, and these can be roughly divided into attractive and repulsive compo-
nents. The most important forces are summarized as follows.

2.1.3.1 Van der Waals Forces
These forces are caused by fluctuating induced electric dipoles in atoms and
molecules. The distance-dependence of this force for two distinct molecules follows
1/z7. For simplicity, solid bodies are often assumed to consist of many independent
noninteracting molecules, and the van der Waals forces of these bodies are obtained
by simple summation. For example, for a sphere over a flat surface the van derWaals
force is given by

FvdWðzÞ ¼ �AHR
6z2

; ð2:5Þ

whereR is theradiusofthesphereandAHis theHamakerconstant,whichistypically in
the rangeof�0.1 aJ [18]. This geometry is oftenused to approximate the vanderWaals
forces between the tip and sample. Due to the 1/z2 dependency, van derWaals forces
are considered long-range forces compared to the other forces that occur in AFM.

2.1.3.2 Capillary Forces
Capillary forces are important under ambient conditions. Water molecules con-
dense at the sample surface (and also on the tip) and cause the occurrence of an
adsorption layer. Consequently, the atomic forcemicroscope tip penetrates through
this layer when approaching the sample surface. At the tip–sample contact, a water
meniscus is formed which causes a very strong attractive force [19]. For soft
samples these forces often lead to unwanted deformations of the surface; however,
this effect can be circumvented by measuring directly in liquids. Alternatively,
capillary forces can be avoided by performing the experiments in a glovebox with
dry gases, or in vacuum.

2.1.3.3 Pauli or Ionic Repulsion
These forces are the most important in conventional contact mode AFM. The Pauli
exclusion principle forbids that the charge clouds of two electrons showing the same
quantum numbers can have some significant overlap; first, the energy of one of the
electrons must be increased, and this yields a repulsive force. In addition, an overlap
of the charge clouds of electrons can cause an insufficient screening of the nuclear
charge, leading to ionic repulsion of coulombic nature. The Pauli and the ionic
repulsion are nearly hard-wall potentials. Thus, when the tip and sample are in
intimate contact most of the (repulsive) interaction is carried by the atoms directly at
the interface. The Pauli repulsion is of purely quantummechanical origin, and semi-
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empirical potentials are mostly used to allow an easy and fast calculation. One well-
known model is the Lennard–Jones potential, which combines short-range repulsive
interactions with long-range attractive van der Waals interactions:

VLJðzÞ ¼ E0
r0
z

� �12
�2

r0
z

� �6
� �

ð2:6Þ

where E0 is the bonding energy and r0 the equilibrium distance. In this case, the
repulsion is described by an inverse power law with n¼ 12. The term with n¼ 6
describes the attractive van der Waals potential between two atoms/molecules.

2.1.3.4 Elastic Forces
Elastic forces and deformations can occur if the tip is in contact with the sample. As
this deformation affects the effective contact area, knowledge about the elastic forces
and the corresponding deformationmechanics of the contact is an important issue in
AFM. The repulsive forces that occur during the elastic indentation of a sphere into a
flat surface were analyzed as early as 1881 by H. Hertz (see Refs [20, 21]),

FHertzðzÞ ¼ 4
3
E� ffiffiffiffi

R
p

ðz0�zÞ3=2 for z � z0; ð2:7Þ

where the effective elastic modulus E�

1
E� ¼

ð1�m2
t Þ

Et
þ ð1�m2

s Þ
Es

ð2:8Þ

depends on the Young�s moduli Et,s and the Poisson ratios mt,s of the tip and surface,
respectively. Here, R is the tip radius and z0 is the point of contact.
This model does not include adhesion forces, however, whichmust be considered

at the nanometer scale. Two extreme cases were analyzed by Johnson et al. [22] and
Derjaguin et al. [23]. The model of Johnson, Kendall and Roberts (the JKR model)
considers only the adhesion forces inside the contact area, whereas the model of
Derjaguin, Muller and Toporov (the DMTmodel) includes only the adhesion outside
the contact area. Variousmodels analyzing the contactmechanics in the intermediate
regime were suggested by other authors (see Ref. [24] for a recent overview).
However, inmany practical cases it is sufficient to assume that the geometric shape

of the tip and sample does not change until contact has been established at z¼ z0, and
that afterwards, the tip–sample forces are given by the DMT-M theory, denoting
Maugis� approximation to the earlier DMT model [24]. In this approach, an offset
FvdW(z0) is added to the well-known Hertz model, which accounts for the adhesion
force between tip and sample surface. Therefore, the DMT-M model is often also
referred to as Hertz-plus-offset model [24]. The resulting overall force law is given by

FDMT-MðzÞ ¼
�AHR

6z2
for z � z0 ;

4
3
E� ffiffiffiffi

R
p

ðz0�zÞ3=2�AHR
6z20

for z < z0 :

8>><
>>: ð2:9Þ
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Figure 2.6 shows the resulting tip–sample force curve for the DMT-M model.
The following parameters were used, representing typical values for AFMmeasure-
ments under ambient conditions:AH¼ 0.2 aJ;R¼ 10 nm; z0¼ 0.3 nm; mt¼ms¼ 0.3;
Et¼ 130GPa; and Es¼ 1GPa.

2.1.3.5 Frictional Forces
Frictional forces counteract the movement of the tip during the scan process, and
dissipate the kinetic energy of the moving tip–sample contact into the surface or tip
material. This can be due to permanent changes in the surface itself, by scratching or
indenting, or also by the excitation of lattice vibration (i.e. phonons) in the material.

2.1.3.6 Chemical Binding Forces
Chemical binding forces arise from the overlap of molecular orbitals, due to specific
bonding states between the tip and the surfacemolecules. These forces are extremely
short-ranged, and can be exploited to achieve atomic resolution imaging of surfaces.
As these forces are also specific to the chemical identity of the molecules, it is
conceivable to identify the chemical character of the surface atoms with AFM scans.

2.1.3.7 Magnetic and Electrostatic Forces
These forces are of long-range character and might be either attractive or repulsive;
they are usually measured when the tip is not in contact with the surface (i.e.
�noncontact� mode). For magnetic forces, magnetic materials must be used for tip or
tip coating. Well-defined electrical potentials between tip and sample are necessary
for the measurement of electrostatic forces.
More detailed information on the intermolecular and surface forces relevant for

AFM measurements can be found in the monographs of Israelachvili [18] and
Sarid [25]. Details of the most important forces are summarized in Figure 2.7.
Although, in principle, every type of force can be measured using the atomic force
microscope, the actual sensitivity to a specific force depends on the mode of
operation. Hence, the most important modes are introduced in the next section.

Figure 2.7 Summary of the forces relevant in atomic force
microscopy. (Image courtesy of Udo D. Schwarz, Yale University;
used with kind permission.)
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2.2
Modes of Operation

Although an atomic force microscope can be driven in different modes of operation,
we concentrate here on the two most important modes that are widely used to image
sample surfaces down to the atomic scale.

2.2.1
Static or Contact Mode

The contact mode, which historically is the oldest, is used frequently to obtain
nanometer-resolution images on a wide variety of surfaces. This technique also has
the advantage that not only the deflection, but also the torsion of the cantilever, can be
measured. As shown by Mate et al. [26], the lateral force can be directly correlated to
the friction between tip and sample, thus extendingAFM to friction forcemicroscopy
(FFM).
Some typical applications of an atomic force microscope driven in contact-mode

are shown in Figure 2.8a and b. Here, the images represent a measurement of a L-a-

Figure 2.8 (a) Atomic force microscopy image
obtained in contact mode of a monomolecular
DPPC (L-a-dipalmitoyl-phophatidycholine) film
adsorbed onto mica. The image is color-coded;
that is, dark areas represent the mica substrate
and light areas the DPPC film; (b) The

simultaneously recorded friction image shows a
lower friction on the film (dark areas) than on the
substrate (light areas). The graphs represent
single scan lines obtained at the positions
marked by a dark line in the above images.
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dipalmitoyl-phophatidycholine (DPPC) film adsorbed onto a mica substrate. The
lateral force was simultaneously recorded with the topography, and shows a contrast
between theDPPCfilm and the substrate. This effect can be attributed to the different
frictional forces on DPPC and the mica substrate, and is frequently used to obtain a
chemical contrast on flat surfaces [27, 28].

2.2.1.1 Force versus Distance Curves
So far, we have neglected one important issue for the operation of the atomic force
microscope, namely the mechanical stability of the measurement. In static AFM the
tip is allowed to approach very slowly towards the surface, and the attractive forces
between the tip and sample must be counteracted by the restoring force of the
cantilever. However, this fails if the force gradient of the tip–sample forces is larger
than the spring constant of the cantilever. Mathematically speaking, an instability
occurs if

cz <
qFtsðzÞ
qz

: ð2:10Þ

In this case the attractive forces canno longer be sustained by the cantilever and the
tip �jumps� towards the sample surface [29].
This effect has a strong influence on static-mode AFM measurements, as exem-

plified by a typical force-versus-distance curve shown in Figure 2.9. Here, the force
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Figure 2.9 A schematic of a typical force versus distance curve
obtained in staticmode. The cantilever is approached towards the
sample surface.Due to strongattractive forces it �jumps� (snap-in)
towards the sample surface at a specific position. During
retraction, the tip is strongly attracted by the surface and the �snap-
out� point is considerably behind the �snap-in� point. This results
in an hysteresis between approach and retraction.
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acting on the tip recorded during an approach and retraction movement of the
cantilever is depicted. Upon approach of the cantilever towards the sample, the
attractive forces acting on the tip bend the cantilever towards the sample surface. At a
specific point close to the sample surface these forces can be no longer sustained by
the cantilever spring, and the tip �jumps� towards the sample surface.Now, the tip and
sample are in direct mechanical contact, and a further approach towards the sample
surface pushes the tip into the sample. As the spring constant of the cantilever usually
is much softer than the elasticity of the sample, the bending of the cantilever
increases almost linearly.
If the cantilever is now retracted from the surface, the tip stays in contact with

the sample because it is strongly attracted by the sample due to adhesive forces,
and the force Fadh is necessary to disconnect the tip from the surface. The �snap-
out� point is always at a larger distance from the surface than the �snap-in�, and
this results in an hysteresis between the approach and retraction of the cantilever.
This phenomenon of mechanical instability is often referred to as the jump-to-
contact. Unfortunately, this sudden jump can lead to undesired changes of the tip
and/or sample.

2.2.2
Dynamic Modes

Despite the success of contact-mode AFM, the resolution was found to be limited in
many cases (in particular for soft samples) by lateral forces acting between tip and
sample. In order to avoid this effect, the cantilever can be oscillated in a vertical
direction near the sample surface. AFM imaging with vibrating cantilever is often
denoted as dynamic force microscopy (DFM).
The historically oldest scheme of cantilever excitation in DFM imaging is the

external driving of the cantilever at a fixed excitation frequency exactly at or very close to
the cantilever�s first resonance [30–32]. For this driving mechanism, different
detection schemes measuring either the change of the oscillation amplitude or the
phase shift were proposed. Over the years, the amplitude modulation (AM) or
�tapping� mode, where the oscillation amplitude is used as a measure of the
tip–sample distance, has developed into the most widespread technique for imaging
under ambient conditions and liquids.
In a vacuum, any external oscillation of the cantilever is disadvantageous. Standard

AFM cantilevers constructed from silicon exhibit very high Q-values in vacuum,
which results in very long response times of the system. Consequently, in 1991
Albrecht et al. [33] introduced the frequency modulation (FM) mode, which works
well for high-Q systems and subsequently has developed into the dominant driving
scheme for high-resolution DFM experiments in ultra-high vacuum (UHV) [34–37].
In contrast to the AM mode, this approach features a so-called self-driven oscilla-
tor [38, 39] which, when placed in a closed-loop set-up (�active feedback�), uses the
cantilever deflection itself as the driving signal, thus ensuring that the cantilever
instantaneously adapts to changes in the resonance frequency. These two driving
mechanisms are discussed in more detail in the following section.
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2.3
Amplitude Modulation (Tapping Mode)

2.3.1
Experimental Set-Up of AM-Atomic Force Microscopy

As an alternative to the contact mode, the cantilever can be excited to vibrate near its
resonant frequency close to the sample surface. Under the influence of tip–sample
forces the resonant frequency (and consequently also the amplitude and phase) of the
cantilever will change and serve as the measurement parameters. This is known as
the dynamic mode. If the tip is approached towards the surface, the oscillation
parameters of amplitude and phase are influenced by the tip–surface interaction, and
can therefore be used as feedback channels. A certain set-point (e.g. the amplitude) is
given, whereby the feedback loop will adjust the tip–sample distance so that the
amplitude remains constant. The controller parameter is recorded as a function of
the lateral position of the tip with respect to the sample, and the scanned image
essentially represents the surface topography.
The technical realization of dynamic-mode AFM is based on the same key

components as a static AFM set-up. A sketch of the experimental set-up of an atomic
force microscope driven in AM mode is shown in Figure 2.10.
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Figure 2.10 Set-up of a dynamic force
microscope operated in AM or tapping mode. A
laser beam is deflected by the reverse side of the
cantilever, with the deflection being detected by a
split photo-diode. The cantilever vibration is
caused by an external frequency generator

driving an excitation piezo. A lock-in amplifier is
used to compare the cantilever driving with its
oscillation. The amplitude signal is held constant
by a feedback loop which controls the
cantilever–sample distance.
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The deflection of the cantilever is typicallymeasuredwith the laser beamdeflection
method, as indicated [8, 9], but other displacement sensors such as interferometric
sensors [12, 13, 30, 40] have also been applied. During operation in conventional
tapping mode, the cantilever is driven at a fixed frequency with a constant excitation
amplitude from an external function generator, while the resulting oscillation
amplitude and/or the phase shift are detected by a lock-in amplifier. The function
generator supplies not only the signal for the dither piezo; its signal serves
simultaneously as a reference for the lock-in amplifier.
This set-up can be operated both in air and in liquids. A typical image obtainedwith

this experimental set-up in ambient conditions is shown in Figure 2.11. For a direct
comparison with the static mode, the sample is also DPPC-adsorbed onto a mica
substrate. In contactmode the frictional forces aremeasured simultaneouslywith the
topography, whereas in dynamicmode the phase between excitation and oscillation is
acquired as an additional channel. The phase image provides information about the
different material properties of DPPC and the mica substrate. It can be shown, that
the phase signal is closely related to the energy dissipated in the tip–sample
contact [41–43].
Due to its technical relevance the investigation of polymers has been the focal point

of many studies (see Ref. [44] for a recent review). High-resolution imaging has been
extensively performed in the area of materials science; for example, by using specific

Figure 2.11 (a) A dynamic force microscopy image of a
monomolecular DPPC film adsorbed onto mica; (b) The phase
contrast is directly related to the topography; that is, the phase is
different between the substrate and the DPPC film.

62j 2 Nanoscale Imaging and Force Analysis with Atomic Force Microscopy



tips with additionally grown sharp spikes, Klinov et al. [45] obtained true molecular
resolution on a polydiacetylene crystal.
Imaging in liquids opens up an avenue for the investigation of biological samples

in their natural environment. For example, M€oller et al. [46] have obtained high-
resolution images of the topography of the hexagonally packed intermediate (HPI)
layer ofDeinococcus radiodurans, using tapping-mode AFM. A typical example of the
imaging of DNA in liquid solution is shown in Figure 2.12.

2.3.1.1 Theory of AM-AFM
Based on the above description of the experimental set-up, it is possible to formulate
the basic equation of motion describing the cantilever dynamics of AM-AFM:

m€zðtÞþ 2pf 0m
Q0

_zðtÞþ czðzðtÞ�dÞþ ¼ adczcosð2pf dtÞ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
external driving force

þ Fts zðtÞ; _zðtÞ½ �|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
tip-sample force

:

ð2:11Þ
Here, _zðtÞ is the position of the tip at the time t; cz,m and f 0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiðcz=mÞp
=ð2pÞ are

the spring constant, the effective mass, and the eigenfrequency of the cantilever,
respectively. As a small simplification, it is assumed that the quality factor Q0

combines the intrinsic damping of the cantilever and all influences from surround-
ingmedia, such as air or liquid (if present) in a single value. The equilibriumposition
of the tip is denoted as d. The first term on the right-hand side of the equation
represents the external driving force of the cantilever by the frequency generator. It is
modulated with the constant excitation amplitude ad at a fixed frequency fd. The
(nonlinear) tip–sample interaction force Fts is introduced by the second term.
Before discussing the solutions of this equation, some words of caution should be

added with regards to the universality of the equation of motion and the various
solutions discussed below. Equation 2.11 disregards two effects, which might
become important under certain circumstances. First, we describe the cantilever
by a spring-mass-model and neglect in this way the higher modes of the cantilever.

Figure 2.12 Topography of DNA adsorbed onto mica imaged
in buffer solution by tapping mode AFM. The graph shows a
single scan line obtained at the position marked by a white arrow
in the image.
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This is justified inmost cases, as the first eigenfrequency is by far themost dominant
in typical AM-AFM experiments (see Refs [41, 47–50]). Second, we assume in our
model equation of motion that the dither piezo applies a sinusoidal force to the
spring, but do not consider that the movement of the dither piezo simultaneously
also changes the effective position of the tip at the cantilever end by aexc(t)¼
ad cos(2pfdt) [47, 51, 52]. This effect becomes important when ad is in the range of
the cantilever oscillation amplitude.
In a first step, we assume that the cantilever vibrates far away from the sample

surface. Consequently, we can neglect tip–sample forces (Fts� 0), resulting in the
well-known equation of motion of a driven damped harmonic oscillator.
After some time the external driving amplitude forces the cantilever to oscillate

exactly at the driving frequency fd. Therefore, the steady-state solution is given by the
ansatz

zðt 	 0Þ ¼ dþA cosð2pf dtþ fÞ; ð2:12Þ
where f is the phase difference between the excitation and the oscillation of
the cantilever. With this, we obtain two functions for the amplitude and phase
curves:

A ¼ adffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f d

2

f 0
2

� �2
þ 1

Q0

f d
f 0

� �2
r ; ð2:13aÞ

tanf ¼ 1
Q0

f d=f 0
1�f d

2=f 0
2 : ð2:13bÞ

The features of such an oscillator are well known from introductory physics
courses.
If the cantilever is brought closer towards the sample surface, the tip senses the

tip–sample interaction force, Fts, which changes the oscillation behavior of the
cantilever. However, as the mathematical form of realistic tip–sample forces is
highly nonlinear, this fact complicates the analytical solution of the equation of
motion Equation 2.11. For the analysis of DFM experiments we need to focus on
steady-state solutions of the equation of motion with sinusoidal cantilever oscilla-
tion. Therefore, it is advantageous to expand the tip–sample force into a Fourier
series

Fts½zðtÞ; _zðtÞ� � f d

ð1=f d
0

Fts½zðtÞ; _z ðtÞ�dt

þ 2f d

ð1=f d
0

Fts½zðtÞ; _zðtÞ�cosð2pf dtþ fÞdt� cosð2pf dtþ fÞ

þ 2f d

ð1=f d
0

Fts½zðtÞ; _zðtÞ�sinð2pf dtþ fÞdt� sinð2pf dtþ fÞ
þ . . . ; ð2:14Þ

where z(t) is given by Equation 2.12.
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Thefirst termintheFourierseriesreflects theaveragedtip–sample forceoverone full
oscillationcycle,whichshifts theequilibriumpointof theoscillationbya small offsetDd
fromd tod0.Actual values forDd, however, are verysmall. For typical amplitudesused in
AM-AFM in air (some nm to some tens of nm), the averaged tip–sample force is in the
rangeofsomepN.TheresultantoffsetDd is less than1 pmfor typical setsofparameters.
As this is well beyond the resolution limit of anAM-AFMexperiment in air, we neglect
this effect in the following and assume d� d0 and D¼ d�A.
For further analysis, we now insert the first harmonics of the Fourier series

Equation 2.14 into the equation of motion (Equation 2.11), thus obtaining two
coupled equations [53, 54]

f 20�f 2d
f 20

¼ Iþ ðd;AÞþ ad
A
cosf; ð2:15aÞ

� 1
Q0

f d
f 0

¼ I�ðd;AÞþ ad
A
sinf; ð2:15bÞ

where the following integrals have been defined:

Iþ ðd;AÞ ¼ 2f d
czA

ð1=f d
0

Fts½zðtÞ; _zðtÞ�cosð2pf dtþ fÞdt

¼ 1

pczA2

ðdþA

d�A
ðF# þF"Þ z�dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2�ðz�dÞ2
q dz;

ð2:16aÞ

I�ðd;AÞ ¼ 2f d
czA

ð1=f d
0

Fts½zðtÞ; _zðtÞ�sinð2pf dtþ fÞdt

¼ 1

pczA2

ðdþA

d�A
ðF#�F"Þdz

¼ 1

pczA2 DEðd;AÞ:

ð2:16bÞ

Both integrals are functions of the actual oscillation amplitude A and the
cantilever–sample distance d. Furthermore, they depend on the sum and the
difference of the tip–sample forces during approach (E#) and retraction (F"), as
manifested by the labels �þ � and ��� for easy distinction. The integral Iþ is a
weighted average of the tip–sample forces (F# þ F"). On the other hand, the integral
I� is directly connected to DE, which reflects the energy dissipated during an
individual oscillation cycle. Consequently, this integral vanishes for purely conser-
vative tip–sample forces, where F#and F"are identical. Amore detailed discussion of
these integrals can be found in Refs. [55, 56].
By combining Equations 1.13b and 1.16b we obtain a direct correlation between

the phase and the energy dissipation.1)

1) The ���-sign on the right-hand side of the
equation is due to our definition of the phase f
in Equation 2.12.
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sinf ¼ � A
A0

f d
f 0

þ Q0DE
pczA0A

� �
: ð2:17Þ

This relationship can be also obtained from the conservation of energy princi-
ple [41–43].
Equation (2.15) can be used to calculate the resonance curves of a dynamic force

microscope, including tip–sample forces. The results are

A ¼ adffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f d

2

f 0
2 �Iþ ðd;AÞ

� �2
þ 1

Q0

f d
f 0
þ I�ðd;AÞ

� �2
r ; ð2:18aÞ

tanf ¼
1
Q0

f d
f 0
þ I�ðd;AÞ

1� f d
2

f 0
2 �Iþ ðd;AÞ

: ð2:18bÞ

Equation 2.18a describes the shape of the resonance curve, but it is an implicit
function of the oscillation amplitude A, and cannot be plotted directly.
Figure 2.13 contrasts the solution of this equation (solid lines) with numerical

solution (symbols). As pointed out by various authors (see Refs [47, 57–63]), the
amplitude versus frequency curves aremultivalued within certain parameter ranges.
Moreover, as the gradient of the analytical curve increases to infinity at specific
positions, some branches become unstable. The resulting instabilities are reflected
by the �jumps� in the simulated curves (marked by arrows in Figure 2.13), where only
stable oscillation states are obtained. Obviously, they are different for increasing and
decreasing driving frequencies. This well-known effect is frequently observed in
nonlinear oscillators (see Refs [64, 65]).
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Figure 2.13 Resonance curves for tappingmode
operation if the cantilever oscillates near the
sample surface with d¼ 8.5 nm and A0¼ 10 nm,
thereby experiencing the model force field given
by Equation 2.9. The solid lines represent the
analytical result of Equation 2.21, while the
symbols are obtained from a numerical solution
of the equation of motion, Equation 2.11. The

dashed lines reflect the resonance curveswithout
tip–sample force, and are shown purely for
comparison. The resonance curve exhibits
instabilities (�jumps�) during a frequency sweep;
these jumps take place at different positions
(marked by arrows), depending on whether the
driving frequency is increased or decreased.

66j 2 Nanoscale Imaging and Force Analysis with Atomic Force Microscopy



In AM-AFM, the cantilever might be oscillated at any frequency around the
resonance peak. Here, we restrict ourselves to the situation where the driving
frequency is set exactly to the eigenfrequency of the cantilever (fd¼ f0). With this
choice – which is also very common in actual DFM experiments – we have defined
imaging conditions leading to handy formulas suitable for further analysis. A
discussion on the alternative cases of driving the cantilever slightly above or slightly
below resonance can be found in the Refs [66–68].
From Equation (2.18a) we obtain the following relationship between the free

oscillation amplitude A0, the actual amplitude A, and the equilibrium tip position d:

A0 ¼ A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þðQ0Iþ ½d;A�Þ2

q
: ð2:19Þ

In order to derive this formula, we used the approximation that the maximal value
of the free oscillation amplitude at resonance is given by A0� adQ0.
Solving this equation allows us to study amplitude versus distance curves for

different effective Q-factors, as shown in Figure 2.14 for a Q-factor of 300. As
observed previously in the resonance curves displayed in Figure 2.13, stable and
unstable branches develop, which can be unambiguously identified by a comparison
with numerical results (symbols).
Mostnoticeable, thetapping-modecurveexhibits jumpsbetweenunstablebranches,

which occur at different locations for approach and retraction. The resulting bistable
regime then causes a hysteresis between approach and retraction, which has been the
focus of numerous experimental and theoretical studies (see Refs [47, 61, 66, 67, 69–
72]). As shownby various authors, the instability in conventional AM-AFMdivides the
tip–sampleinteractionintotworegimes[47,61,70,72].Beforetheinstabilityoccurs, the
tip interacts during an individual oscillation exclusively with the attractive part of
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conventional (�tapping mode�) AM-AFM for
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solution of the equation of motion,
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the tip–sample force. After jumping to the higher branch, however, the tip senses also
the repulsive part of the tip–sample interaction.
In Figure 2.15 the oscillation amplitude is plotted as a function of the nearest

tip–sample distance. In addition, the lower graph depicts the corresponding tip–
sample force (cf.Figure2.6).Theoriginof thenearest tip–samplepositionD isdefined
by this force curve. As both the amplitude curves and the tip–sample force curve are
plotted as a function of the nearest tip–sample position, it is possible to identify the
resulting maximum tip–sample interaction force for a given oscillation amplitude.
A closer look at the A(D)-curves helps to identify the different interaction regimes

in AM-AFM. During the approach of the vibrating cantilever towards the sample
surface, this curve shows a discontinuity for the nearest tip–sample position D (the
point of closest approach during an individual oscillation) between 0 and �1 nm.
This gap corresponds to the bistability and the resulting jumps in the amplitude
versus distance curve.When the jump from the attractive to the repulsive regime has
occurred, the amplitude decreases continuously, but the nearest tip–sample position
does not reduce accordingly, remaining roughly between�0.8 nmand�1.5 nm.As a
result, larger A/A0 ratios do not necessarily translate into lower tip–sample interac-
tions – a point which is important to bear in mind while adjusting imaging
parameters in tapping mode AM-AFM imaging. In contrast, once the repulsive
regime has been reached, the user�s ability to influence the tip–sample interaction
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strength bymodifying the set-point forA is limited, thus also limiting the possibilities
of improving the image quality.
For practical applications, it is reasonable to assume that the set-point of the

amplitude used for imaging has been set to a value between 90% (¼ 9 nm) and 10%
(¼ 1 nm) of the free oscillation amplitude. With this condition, we can identify the
accessible imaging regimes indicated by the horizontal (dashed) lines and the
corresponding vertical (dotted) lines in Figure 2.15. In tapping mode, two imaging
regimes are realized: the tapping regime (left) and the bistable tapping regime
(middle). The first can be accessed by any amplitude set-point between 9 nm and
1nm, and results in amaximum tip–sample forces well within the repulsive regime.
The second regime, belonging to the bistable imaging state, is only accessible during
approach; here, the corresponding amplitude set-point is between 9 nm and 8nm.
Imaging in this regime is possible with the limitation that the oscillating cantilever
might jump into the repulsive regime [68, 70].

2.3.1.2 Reconstruction of the Tip–Sample Interaction
Previously, we have outlined the influence of the tip–sample interaction on the
cantilever oscillation, calculated the maximum tip–sample interaction forces based
on the assumption of a specific model force, and subsequently discussed possible
routes for image optimization. However, during AFM imaging, the tip–sample
interaction is not known a priori. However, several groups [52, 73–75] have suggested
solutions to this inversion problem. Here, we present an approach which is based on
the analysis of the amplitude and phase versus distance curves which can easily be
measured with most AM-AFM set-ups.
Let us start by applying the transformation D¼ d�A to the integral Iþ in

Equation 2.16a, where D corresponds to the nearest tip–sample distance, as defined
in Figure 2.10. Next we note that, due to the cantilever oscillation, the currentmethod
intrinsically recovers the values of the force that the tip experiences at its lower
turning point, where F# necessarily equals F". We thus define Fts¼ (F# þ F")/2, and
Equation 2.16a subsequently reads as

Iþ ¼ 2

pczA2

ðDþ 2A

D

Fts
z�D�Affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2�ðz�D�AÞ2
q dz: ð2:20Þ

The amplitudes commonly used in AM-AFM are considerably larger than the
interaction range of the tip–sample force. Consequently, tip–sample forces in the
integration range between D þ A and D þ 2A are insignificant. For this so-called
�large-amplitude approximation� [76, 77], the last term can be expanded at z ! D to

ðz�D�AÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2�ðz�D�AÞ2

q
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A=2ðz�DÞp
, resulting in

Iþ � �
ffiffiffi
2

p

pczA3=2

ðDþ 2A

D

Ftsffiffiffiffiffiffiffiffiffiffi
z�D

p dz: ð2:21Þ
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By introducing this equation into Equation 2.15a, we obtain the following integral
equation:

czA
3=2ffiffiffi
2

p adcosðfÞ
A

� f 20�f 2d
f 20

" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

k

¼ 1
p

ðDþ 2A

D

Ftsffiffiffiffiffiffiffiffiffiffi
z�D

p dz: ð2:22Þ

The left-hand side of this equation contains only experimentally accessible data,
and we denote this term as k. The benefit of these transformations is that the integral
equation can be inverted [65, 76] and, as a final result, we find

FtsðDÞ ¼ � q
qD

ðDþ 2A

D

kðzÞffiffiffiffiffiffiffiffiffiffi
z�D

p dz: ð2:23Þ

It is now straightforward to recover the tip–sample force using Equation 2.23 from
a �spectroscopy experiment� – that is, an experiment where the amplitude and the
phase are continuously measured as a function of the actual tip–sample distance
D¼ d�A at a fixed location.With this input, one first calculates k as a function ofD.
In a second step, the tip–sample force is computed solving the integral in Equa-
tion 2.23 numerically.
Additional information about the tip–sample interaction can be obtained, remem-

bering that the integral I� is directly connected to the energy dissipation DE. By
simply combining Equations 1.15b and 1.16b, we get

DE ¼ 1
Q0

f d
f 0

þ ad
A
sinf

� �
pczA2: ð2:24Þ

The same result was found earlier by Cleveland et al. [41], using the conservation of
energy principle.However, in a further development of Cleveland�s investigationswe
suggest plotting the energy dissipation as a function of the nearest tip–sample
distance D¼ d�A in order to have the same scaling as for the tip–sample force.
An application of the method to experimental data obtained on a silicon wafer is

shown in Figure 2.16, where only the data points before the jump were used to
reconstruct the tip–sample force and energy dissipation. As a consequence, the
experimental force curve showed only the attractive part of the force between tip and
sample, with a minimum of �1.8 nN. This result was in agreement with previous
studies which stated that the tip sensed only attractive forces before the
jump [66, 69, 78].

2.3.2
Frequency-Modulation or Noncontact Mode in Vacuum

In order to obtain high-resolution images with an atomic force microscope, it is very
important to prepare clean sample surfaces that are free from unwanted adsorbates.
Therefore, these experiments are usually performed in ultra-high vacuum with
pressures below 1� 10�10mbar. As a consequence, most DFM experiments in

70j 2 Nanoscale Imaging and Force Analysis with Atomic Force Microscopy



vacuum utilize the FM detection scheme introduced by Albrecht et al. [33]. In this
mode, the cantilever is self-oscillated, in contrast to the AM- or tapping-mode
discussed in Section 2.2.3. The FM technique enables the imaging of single point
defects on clean sample surfaces in vacuum, and its resolution is comparable with
that of the scanning tunneling microscope, while not restricted to conducting
surfaces. During the years after the invention of the FM technique the term
noncontact atomic force microscopy (NC-AFM) was established, because it is
commonly believed that a repulsive, destructive contact between the tip and sample

Figure 2.16 Dynamic force spectroscopy
experiment on a silicon wafer in air (parameters
of the cantilever: fd¼ f0¼ 328.61 kHz,
cz¼ 33.45Nm�1,Q0¼ 537). (a) Ameasurement
of the oscillation amplitude as a function of the
oscillation amplitude shows jumps at different
positions during approach and retraction;
(b) The jumps are also observed in the phase
versus distance curves; (c) Using the algorithm
described in the text, the tip–sample force can be

reconstructed. This curve is calculated from the
approach data. Only the data points before the
jump are used for reconstruction of the
tip–sample force; (d) The energy dissipation per
oscillation cycle can be easily obtained from
Equation 2.28; (e) This graph shows the k(D)-
values computed from the amplitude and phase
versus distance curves plotted in panels (a) and
(b). The jump in these curves results also in a
jump in the k-curve.
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is prevented by this technique. In the following subsection we introduce the basic
principles of the experimental set-up, explain the origin and calculation of the
detected frequency shift, and present applications of this mode.

2.3.2.1 Set-Up of FM-AFM
In vacuum applications, theQ-factor of silicon cantilevers is in the range of 10 000 to
30 000. High Q-factors, however, limit the acquisition time (bandwidth) of DFM, as
the oscillation amplitude of the cantilever requires a long time to adjust. This problem
is avoided by the FM-detection scheme based on the specific features of a self-driven
oscillator.
The basic set-up of a dynamic forcemicroscope utilizing this drivingmechanism is

shown schematically in Figure 2.17. The movement of the cantilever is measured
with a displacement sensor, after which this signal is fed back into an amplifier with
an automatic gain control (AGC); the signal is subsequently used to excite the piezo
oscillating the cantilever. The time delay between the excitation signal and cantilever
deflection is adjusted by a time (�phase�) shifter to a value t0¼ 1/(4f0), corresponding
to �90
, as this ensures an oscillation at resonance. Two different modes have been
established: (i) the constant-amplitude mode [33], where the oscillation amplitude A is
kept at a constant value by the AGC; and (ii) the constant excitation mode [79], where
the excitation amplitude is kept constant. In the following, however, we focus on the
constant amplitude mode.
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Figure 2.17 The schematic set-up of a dynamic
force microscope using the frequency
modulation technique. This experimental set-up
is often used in UHV. A significant feature is the
positive feedback of the self-driven cantilever.

The detector signal is amplified and phase-
shifted before being used to drive the piezo. The
measured quantity is the frequency shift due to
tip–sample interaction, which serves as the
control signal for the cantilever–sample distance.
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The key feature of the described set-up is the positive feedback loop which
oscillates the cantilever always at its resonance frequency, f [39]. The reason for this
behavior is that the cantilever serves as the frequency-determining element. This is in
contrast to an external driving of the cantilever by a frequency generator, where the
driving frequency fd is not necessarily the resonant frequency of the cantilever.
If the cantilever oscillates near the sample surface, the tip–sample interaction

alters its resonant frequency,which is then different from the eigenfrequency f0 of the
free cantilever. The actual value of the resonant frequency depends on the nearest
tip–sample distance and the oscillation amplitude. The measured quantity is the
frequency shift Df, which is defined as the difference between both frequencies
(Df¼ f� f0). The detection method received its name from the frequency demodula-
tor (FM-detector). The cantilever drivingmechanism, however, is independent of this
part of the set-up. Other set-ups use a phase-locked loop (PLL) to detect the frequency
and to oscillate the cantilever exactly with the frequency measured by the PLL [80].
For imaging, the frequency shift Df is used to control the cantilever sample

distance. Thus, the frequency shift is constant and the acquired data represents
planes of constant Df, which can be related to the surface topography in many cases.
The recording of the frequency shift as a function of the tip–sample distance, or
alternatively the oscillation amplitude can be used to determine the tip–sample force
with high resolution (see Section 2.2.4.5).

2.3.2.2 Origin of the Frequency Shift
Before presenting experimental results obtained in vacuum,wewill analyze the origin
of the frequency shift. A good insight into the cantilever dynamics is provided by
examiningthetippotentialdisplayedinFigure2.18.If thecantileveris farawayfromthe
sample surface, the tipmoves in a symmetric, parabolic potential (dotted line), and its
oscillation is harmonic. In such a case, the tip motion is sinusoidal and the resonance

V(z)

E

zD + 2A
D

tip−sample potential
cantilever potential

effective potential

z min

Figure 2.18 The frequency shift in dynamic force microscopy is
caused by the tip–sample interaction potential (dashed line),
which alters the harmonic cantilever potential (dotted line).
Therefore, the tip moves in an anharmonic and asymmetric
effective potential (solid line). zmin is theminimumposition of the
effective potential.
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frequency is given by the eigenfrequency f0 of the cantilever. If, however, the cantilever
approaches the sample surface, the potential –which determines the tip oscillation– is
modified to an effective potential Veff (solid line) given by the sum of the parabolic
potential and the tip–sample interaction potential Vts (dashed line). This effective
potential differs from the original parabolic potential and shows an asymmetric shape.
As a result of this modification of the tip potential the oscillation becomes

anharmonic, and the resonance frequency of the cantilever depends now on the
oscillation amplitude A. Since the effective potential experienced by the tip changes
alsowith the nearest distanceD, the frequency shift is a functional of both parameters
()Df :¼Df(D, A)).
Figure 2.19 displays some experimental frequency shift versus distance curves

for different oscillation amplitudes. These experiments were carried out with
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Figure 2.19 (a) Experimental frequency shift
versus distance curves acquired with a silicon
cantilever (cz¼ 38Nm�1; f0¼ 171 kHz) and a
graphite sample for different amplitudes
(54–180Å) inUHV at low temperature (T¼ 80K).
The curves are shifted along the x-axes to make
them comparable; (b) Transformation of all
frequency shift curves shown in (a) to one
universal curve using Equation 2.32. The

normalized frequency shift g(D) is nearly identical
for all amplitudes; (c) The tip–sample force
calculatedwith the experimental data shown in (a)
and (b), using the formula in Equation 2.33. The
force Fts (Equation 2.34) is plottedusing a dashed-
dotted line; the best fit using the force law Fc is
displayed by a solid line. The border between
�contact� and �noncontact� force is marked by the
position z0.
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an atomic force microscope designed for operation in UHV and at low
temperatures [10].
The obtained experimental frequency shift versus distance curves show a behavior

expected from the simple model explained above. All curves show a similar overall
shape, but differ in magnitude depending on the oscillation amplitude and the
nearest tip–sample distance. During the approach of the cantilever towards the
sample surface, the frequency shift decreases and reaches a minimum. With a
further reduction of the nearest tip–sample distance, the frequency shift increases
again and becomes positive. For smaller oscillation amplitudes, theminimum of the
Df(z)-curves is deeper and the slope after the minimum is steeper than for larger
amplitudes – that is, the overall effect is larger for smaller amplitudes.
This can also be explained by the simple potential model: A decrease in the

amplitude A for a fixed nearest distance D moves the minimum of the effective
potential closer to the sample surface. Therefore, the relative perturbation of the
harmonic cantilever potential increases, which increases also the absolute value of
the frequency shift.

2.3.2.3 Theory of FM-AFM
As described in the previous subsection, it is a specific feature of the FM technique
that the cantilever is �self-driven� by a positive feedback loop. Due to this experimental
set-up, the corresponding equation of motion is different from the case of the
externally driven cantilever discussed in Section 2.2.3. The external driving term
must be replaced in order to describe the self-drivingmechanism correctly; therefore,
the equation of motion is given by

m�€zðtÞþ 2pf 0m�

Q
_zðtÞþ czðzðtÞ�dÞþ gczðzðt�t0Þ�dÞ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

driving

¼ Fts½zðtÞ; _zðtÞ�

ð2:25Þ
where z :¼ z(t) represents the position of the tip at the time t; and cz,m andQ are the
spring constant, the effective mass and the quality factor of the cantilever, respec-
tively. Fts¼�(qVts)/(qz) is the tip–sample interaction force. The last term on the left
describes the active feedback of the system by the amplification of the displacement
signal by the gain factor g measured at the retarded time t� t0.
The frequency shift can be calculated from the above equation of motion with the

ansatz

zðtÞ ¼ dþAcosð2pf tÞ ð2:26Þ
describing the stationary solutions of Equation 2.25. As described in Section 2.2.3, it
is assumed that the cantilever oscillations are more or less sinusoidal, such that the
tip–sample force Fts is developed into a Fourier-series, as in Equation 2.14. This
procedure results in a set of two coupled trigonometric equations [38, 39]:

g cosð2pf t0Þ ¼ f 2�f 20
f 20

þ Iþ ð2:27Þ
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g sinð2pf t0Þ ¼ 1
Q

f
f 0

þ I� ð2:28Þ

where the two integrals IþEquation 2.16a and I�Equation 2.16b were defined in
accordance to Section 2.2.3.2. These two coupled equations can be solved numeri-
cally, if one is interested in the exact dependency of the tip–sample interaction force
Fts and the time delay t0 on the oscillation frequency f and the gain factor g.
Fortunately, a detailed analysis shows that the results of a FM-AFMexperiment are

mainly determined by the tip–sample force, and only very slightly by the time delay, if
t0 is set to an optimal value before approaching the tip towards the sample surface.
These values of the time delay are specific resonance values corresponding to 90


(i.e. t0¼ 1/4f0), and can be easily found by minimizing the gain factor as a function
of the time delay. Therefore, it can be assumed that cos(2pft0)� 0 and sin(2pft0)� 1
and the two coupled Equations 1.27 and 1.28 can be decoupled. As a result, an
equation for the frequency shift is obtained:

Df ffi � f 0
2
Iþ ¼ 1

pczA2

ðdþA

d�A
ðF# þ F"Þ z�dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2�ðz�dÞ2
q dz ð2:29Þ

and the energy dissipation

DE ¼ g� 1
Q

f
f 0

� �
pczA2: ð2:30Þ

As no assumptions were made about the specific force law of the tip–sample
interaction Fts, these equations are valid for any type of interaction as long as the
resulting cantilever oscillations remain nearly sinusoidal.
As the amplitudes in FM-AFM are often considerably larger than the distance

range of the tip–sample interaction, we can again make the �large amplitude
approximation� [76, 77] and introduce the approximation Equation 2.21 for the
integral I�. This yields the formula

Df ¼ 1ffiffiffi
2

p
p

f 0
czA

3=2

ðDþ 2A

D

FtsðzÞffiffiffiffiffiffiffiffiffiffi
z�D

p dz ð2:31Þ

It is interesting to note that the integral in this equation is virtually independent of
the oscillation amplitude. The experimental parameters (cz, f0 and A) appear as pre-
factors. Consequently, it is possible to define the normalized frequency shift [77]

gðzÞ:¼ czA3=2

f 0
Df ðzÞ: ð2:32Þ

This is a very useful quantity to compare experiments obtained with different
amplitudes and cantilevers. The validity of Equation 2.32 is nicely demonstrated by
the application of this equation to the frequency shift curves already presented in
Figure 2.19a. As shown in Figure 2.19b, all curves obtained for different amplitudes
result inoneuniversalg -curve,whichdependsonlyontheactual tip–sampledistance,D.
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2.3.2.4 Applications of FM-AFM
The initial excitement surrounding the NC-AFM technique in UHV was driven by
the first results of Giessibl [81], whowas able to image the true atomic structure of the
Si(1 1 1)-7� 7-surface with this technique in 1995. In the same year, Sugawara
et al. [82] observed the motion of single atomic defects on InP with true atomic
resolution. However, imaging on conducting or semi-conducting surfaces is also
possible by using scanning tunneling microscopy (STM), and these first NC-AFM
images provided no new information on surface properties. The true potential of NC-
AFM lies in the imaging of nonconducting surface with atomic precision, which was
first demonstrated by Bammerlin et al. [83] on NaCl. A longstanding question about
the surface reconstruction of the technological relevant material aluminum oxide
could be answered by Barth et al. [84], who imaged the atomic structure of the high-
temperature phase of a-Al2O3(0 0 0 1).
The high-resolution capabilities of NC-AFM are nicely demonstrated by the

images shown in Figure 2.20. Allers et al. [85] resolved atomic steps and defects
with atomic resolution on nickel oxide. Today, such a resolution is routinely obtained
by various research groups (for an overview, see Refs [3, 34, 35, 86]). Recent efforts
have also been concentrated on the analysis of functional organicmolecules, since in
the field of nanoelectronics it is anticipated that organic molecules in particular will
play an important role as the fundamental building blocks of nanoscale electronic
device elements. For example, atomic resolution on the highly curved surface of a
nanotube [87] was achieved. The analysis of growth properties of thin films [88–90]
with respect to their electronic properties has been investigated, while the intramo-
lecular contrast of individual molecules has also been resolved [91], which might be
directly related to the internal charge density distribution inside the molecules.

Figure 2.20 Imaging of a NiO(0 0 1) sample surface with a
noncontact AFM. (a) Surface step and an atomic defect. The
lateral distance between two atoms is 4.17 Å; (b) A dopant atom is
imaged as a light protrusion about 0.1 Å higher than the other
atoms. (Images courtesy ofW. Allers and S. Langkat, University of
Hamburg; used with kind permission.)
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2.3.2.5 Dynamic Force Spectroscopy
Since its invention in 1986, the atomic forcemicroscope has been used extensively to
study tip–sample interactions for various material combinations. Unfortunately, in
contact mode such investigations were often hindered close to the sample surface by
a �jump to contact� (see Section 2.2.1.1). In tappingmode, on the other hand, the force
analysis is limited due to the instabilities in the amplitude and phase versus distance
curves (see Section 2.2.3.3). Such problems, however, are avoided by using large
oscillation amplitudes in the FM technique.
In Section2.2.4.3 it was shownhow the frequency shift can be calculated for a given

tip–sample interaction law. The inverse problem, however, is even more interesting:
How can the tip-sample interaction be determined from frequency shift data? Various
mathematical solutions to this question have been presented by many research
groups [76, 92–97], and this has led to the dynamic force spectroscopy (DFS)
technique, which is a direct extension of the FM-AFM mode.
Here, we present the approach of D€urig [76], which is based on the inversion of the

integral Equation 2.31 already presented in Section 2.2.4.3. This can be transformed to

FtsðDÞ ¼
ffiffiffi
2

p czA
3=2

f 0

q
qD

ð¥
D

Df ðzÞffiffiffiffiffiffiffiffiffiffi
z�D

p dz; ð2:33Þ

which allows a direct calculation of the tip–sample interaction force from the frequency
shift versus distance curves.
An application of this formula to the experimental frequency shift curves already

presented in Section 2.2.4.2 is shown in Figure 2.19c. The obtained force curves are
almost identical, despite being obtained with different oscillation amplitudes. As the
tip–sample interactions can be measured with high resolution, DFS opens a direct
way to compare experiments with theoretical models and predictions.
Giessibl [77] suggested a description of the force between the tip and the sample by

combining a long-range (van derWaals) and a short-range (Lennard–Jones) term (see
Section2.1.3).Here, the long-range part describes the vanderWaals interaction of the
tip, modeled as a sphere with a specific radius, with the surface. The short-range
Lennard–Jones term is a superposition of the attractive van der Waals interaction of
the last tip apex atom with the surface and the coulombic repulsion. For a tip with
radius R, this assumption results in the tip–sample force:

FncðzÞ ¼ �AHR
6z2

þ 12E0

r0

r0
z

� �13
� r0

z

� �7
� �

: ð2:34Þ

As this approach does not explicitly consider elastic contact forces between tip and
sample, we call this the �noncontact� force law in the following sections.
A fit of this equation to the experimental tip–sample force curve is shown in

Figure 2.19c by a solid line; the obtained parameters are AHR¼ 2.4� 10�27 Jm,
r0¼ 3.4Å, and E0¼ 3 eV [98]. The regime on the right from theminimum fits well to
the experimental data, but the deep and wide minimum of the experimental curves
cannot be described accurately with the noncontact force. This is caused by the steep
increase in the Lennard–Jones force in the repulsive regime ()Fts/ 1/r13 for z < r0).
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The elastic contact behavior can be described with the assumption of the above-
described DMT-Mmodel (see Section 2.1.3), that the overall shape of tip and sample
changes only slightly until point contact is reached and that, after the formation of
this point contact, the tip–sample forces are described by theHertz theory. A fit of the
Hertz model to the experimental data is shown in Figure 2.19 by a solid line. The
experimental force curves agree quite well with the contact force law for distances
D< z0. This shows that the overall behavior of the experimentally obtained force
curves can be described by a combination of long-range (van derWaals), short-range
(Lennard–Jones), and contact (Hertz/DMT) forces.
As Equation 2.31 was derived under the assumption that the resonance amplitude

is considerably larger than the decay length of the tip–sample interaction, the same
restriction applies for Equation 2.33.However, by usingmore advanced algorithms it
is also possible to determine forces from DFS experiments without the large
amplitude restriction. The numerical approach of Gotsmann et al. [94], as well as
the semi-empirical methods of D€urig [92], Giessibl [93] and Sader and Jarvis [97], are
applicable in all regimes.
The resolution of DFS can be driven down to the atomic scale. Lantz et al. [99]

measured frequency shift versus distance curves at different lattice sites of the Si
(1 1 1)-(7� 7) surface, and in this way were able to distinguish differences in the
bonding forces between inequivalent adatoms of the 7� 7 surface reconstruction of
silicon.
The concept of DFS can be also extended to three-dimensional (3-D)-force

spectroscopy by mapping the complete force field above the sample surface [100].
A schematic of themeasurement principle is shown in Figure 2.21a. Frequency shift
versus distance curves are recorded on amatrix of points perpendicular to the sample

Figure 2.21 (a) Principle of 3-D force spectroscopy. The cantilever
oscillates near the sample surface andmeasure the frequency shift
in a x–y–z-box. The 3-D surface shows the topography of the
sample (image size: 10 Å� 10 Å) obtained immediately before
recording of the spectroscopy field; (b) The reconstructed force
field of NiO(0 0 1) shows atomic resolution. The data are recorded
along the dotted line shown in (a).
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surface. By using Equation 2.33, the complete 3-D force field between the tip and
sample can be recovered with atomic resolution. Figure 2.21b shows a cut through
the force field as a two-dimensional (2-D) map.
The 3D-force technique has been applied also to a NaCl(1 0 0) surface, where not

only conservative but also the dissipative tip–sample interaction could be measured
in full space [101]. Initially, the forces were measured in the attractive as well as
repulsive regime, allowing for the determination of the local minima in the
corresponding potential energy curves (Figure 2.22). This information is directly
related to the atomic energy barriers responsible for a multitude of dynamic
phenomena in surface science, such as diffusion, faceting and crystalline growth.
The direct comparison of conservative with the simultaneously acquired dissipative
processes furthermore allowed determining atomic-scale mechanical relaxation
processes.
If the NC-AFM is capable of measuring forces between single atoms with sub-nN

precision, why should it not be possible to also exert forces with this technique? In
fact, the new and exciting field of nanomanipulation would be driven to a whole new
dimension, if defined forces could be reliably applied to single atoms ormolecules. In
this respect, Loppacher et al. [102] were able to exert pressure on different parts of an
isolated Cu–TBBPmolecule, which is known to possess four rotatable legs. Here, the
force–distance curves were measured while one of the legs was pushed by the AFM
tip and turned by 90
, and hence were able to measure the energy which was
dissipated during the �switching� of this molecule between different conformational
states. Themanipulation of single silicon atoms with NC-AFMwas demonstrated by
Oyabu et al. [103], who removed single atoms from a Si(1 1 1)-7� 7 surface with the
AFM tip andwere able subsequently to re-deposit atoms from the tip onto the surface.
This approach was driven to its limits by Sugimoto et al., whomanipulated single Sn-

Figure 2.22 (a) A 3-D representation of the interaction energy
map determined from 3-D force spectroscopy experiments on a
NaCl(1 0 0) crystal surface. The red circular depressions represent
the local energy minima; (b) Potential energy profile obtained
from (a) by collecting the energyminimumvalues along the x-axis.
This curve thus directly reveals the potential energy barrier of
DEbarrier¼ 48meV which separates the local energy minima.
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atoms on the Ge(1 1 1)-c(2� 8) semiconductor surface. By pushing single Sn-atoms
from one lattice site to another, they finally succeeded in writing the term �Sn� with
single atoms (Figure 2.23).

2.4
Summary

In summary, we have presented an overview over the basic principles and modern
applications of AFM. This versatile technique can be categorized into two operational
modes, static and dynamic. The static mode allows the simultaneous measurement
of normal and lateral forces, thus yielding direct information about friction mechan-
isms of nanoscale contacts. The main advantage of the dynamic mode is the
possibility to control tip–sample distances while avoiding the undesirable and
destructive �jump-to-contact� phenomenon. Two different excitation schemes for
dynamic force microscopy were introduced, where the amplitude-modulation or
tappingmode are in particular well-suited to high-resolution imaging under ambient
or liquid conditions. The ultimate �true� atomic resolution, however, is limited to
vacuum conditions using FM or noncontact techniques. Nonetheless, the impact of
AFM reaches far beyond the high-resolution imaging of surface topography: DFS
allows the quantification of tip–sample forces, through the systematic acquisition of
parameters such as amplitude, phase and oscillation frequency as a function of the
relative tip–sample distance. Based on this approach, not only the bonding force of
single interatomic chemical bonds can be measured, but also the full 3-D force field
can be determined, at atomic resolution. Finally, the finding that atomic forces can

Figure 2.23 Final topographic NC-AFM image of the process of
rearranging single atoms at room temperature. The image was
acquired with a cantilever oscillation amplitude of 15.7 nm, using
a Si cantilever. (Reproduced from Ref. [104].)

2.4 Summary j81



not only bemeasured but also exertedwith atomic precisionwill openup the new and
exciting field of nanomanipulation.
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3
Probing Hydrodynamic Fluctuations with a Brownian Particle
Sylvia Jeney, Branimir Lukic, Camilo Guzman, and L�aszló Fórró

3.1
Introduction

Theobservation ofBrownianmotionhas been a subject of interest since the invention
of optical microscopy during the seventeenth century [1]. From then on, the under-
standingof itsorigin remainedasubjectofdebateuntil 1905,whenEinsteindescribed
a convincing model which, assumed that the fluctuations of a small-sized particle
floating in a fluid were caused by momentum transfer from thermally excited fluid
molecules. Einstein identified the mean square displacement of the particle as the
characteristic experimental observable of Brownianmotion, and showed that it grows
linearlywith timeas hDx2(t)i¼ 2Dt, thereby introducing thediffusioncoefficientD [2].
In 1908, Langevin reformulated Newton�s force balance equation by adding to the
instantaneous Stokes� friction [3] a stochastic force term, representing the random
impacts of surroundingmediummolecules on the Brownian particle [4]. At the same
time, Henri pointed out the limited nature of Stokes� formula for the friction force,
whenappliedtoneutrallybuoyant,micron-sizedparticles [5],whichisthecaseformost
Brownian particles used in experiments. In such cases, correlations between friction
and velocity are non-instantaneous, and the positions of the particle are expected to be
correlated up to longer times. The origin of this effect comes from the non-negligible
inertia of the fluid, and this must be accounted for in the description of Brownian
motion. The expression for the mean square displacement using the noninstanta-
neous friction force was introduced by Vladimirsky and Terletzky in 1945 [6], but
remained largely ignored, as their contribution was published in Russian. In 1967,
AlderandWainwrightdiscovered, innumericalsimulations, that theparticle�svelocity
correlations (another characteristic observable of Brownianmotion) display a power-
law decay [7] instead of an exponential relaxation, as expected for instantaneous
friction. These simulations led theoreticians during the 1970s to reconsider the
contribution of fluid mechanics to Brownian motion [8–14], and to address its
relevance in experiments. The idea of using a particle subjected to Brownianmotion
as a reporter of its local environment was settled. With this approach, any deviation
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fromthenormaldiffusivebehavior of theparticle couldbe interpreted as a response to
thematerialpropertiesof its complexenvironment [15,16].Tomeasuresuchbehavior,
a high spatial resolution down to the nanometer scale is needed. Experiments using
dynamic light scattering in colloidal suspensions confirmed that the diffusion of
colloidal particles is influenced byfluidmechanics, andhence is time-dependent [17–
21]. However, in order to achieve a sufficiently high resolution, averaging over an
ensemble of different particleswas necessary. Nowadays, tracking a single particle in a
fluid on time scales sufficiently short to detect hydrodynamic contributions can be
realized by using optical tracking interferometry (OTI). This allows a directmeasure-
ment of Brownianmotion at the same resolution as techniques averaging over many
particles, andan individual particle comes tobe the localBrownianprobe.OTIutilizes
a weak optical trap [22] and interferometric particle position detection. The trapping
laser provides a light source for the position detection of the particle, and at the same
time ensures that the particle remains within the detector range.
In this chapter we provide a complete picture of the measurements of a Brownian

particle immersed in a viscous fluid and held by an optical trap. First, relevant
theoretical insights are exposed and the different timescales of Brownian motion are
summarized. Next, the technical aspects of OTI are described, and methodologies on
dataacquisition,analysisandinterpretationprovided.Theinfluencesofexperimentally
relevant parameters, such as the trapping force constant, the fluid properties and the
Brownian particle itself, are presented. Finally, the overlap of the differentmeasurable
time scales of Brownian motion is quantified, and the consequences are discussed.

3.2
Theoretical Model of Brownian Motion in an Optical Trap

In general, the Brownian motion of a particle in a fluid is the result of thermal
fluctuations of the surrounding fluid molecules. Collisions between a bath of fluid
molecules at temperature T and the particle lead to an exchange of energy that
allows the establishment of a thermal equilibrium between the particle and its
environment. A simple model system to describe the phenomenon quantitatively in
terms of statistical mechanics as well as hydrodynamics consists of a micrometer-
sized sphere immersed in a viscous, so-called Newtonian fluid. Such a system can
typically be observed inOTI. In this section, theoretical predictions on themotion of a
Brownian sphere in a harmonic potential are discussed, starting from the Langevin
equation, and including effects arising from hydrodynamic interactions with the
viscous fluid. The section ends with an overview of different relaxation times related
to the Brownian particle, the fluid and the optical trap.

3.2.1
The General Langevin Equation for a Brownian Sphere in an Incompressible Fluid

There are principally two, counteracting forces that govern themotion of a Brownian
particle. First, the particle is driven through the thermal force Fth(t), that arises from
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random fluctuations of the fluid molecules excited by the thermal energy kBT.
Second, Fth(t) is resisted by the friction force Ffr(t), which (over-)damps the motion
of the fluctuating particle. Ffr(t) is the force exerted on the Brownian sphere by the
surrounding viscous fluid, when the fluid is perturbed through the particle�s
fluctuations. Following from Newton�s second law, the equation of motion can be
written as the generalized Langevin equation:

ms€xðtÞ ¼ FthðtÞþ Ff rðtÞþFexðtÞ; ð3:1Þ

where ms is the inertia of the Brownian sphere (s referring to the sphere�s para-
meters), and Fex(t) represents the sum of any external forces, such as gravity or the
force of the optical trap. For simplicity, we will discuss only the one-dimensional case
for the axis x, even though OTI measurements give access to all three directions x, y
and z.

3.2.1.1 The Random Thermal Force Fth(t)
The random force Fth(t) represents the collisions of the fluid molecules on the
particle. Its contribution in a homogeneous and isotropic medium varies so rapidly
compared to the observable time scales, that Fth(t) should be, on average, zero;
hFth(t)i¼ 0.
Furthermore, as a very large number of collisions occurs during two successive

measurements at times t and t0, the correlation time of Fth(t) ismuch shorter than the
time interval between the two measurements [10]:

hFthðtÞFthðt0Þi ¼ 2kBTghxðtÞxðt0Þi

where kB is the Boltzmann constant, g is the viscous drag of the fluid on the particle
and z(t) is a white noise term with no finite correlation time: hx(t)x(t0)i¼ d(t�t0).
Fth(t) obeys the fluctuation–dissipation theorem, and has the expression:

FthðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBTg

p
xðtÞ ð3:2Þ

In real systems the correlation time will not typically vanish instantaneously,
because of the finite-size and finite-scale interactions which also exist between the
fluid molecules themselves. Viscous and thermal forces will then become spatially
and temporally correlated, through a time-dependent viscous drag g (this is discussed
next). It is worthy of note that Fth(t) can only be described in terms of its statistical
properties, and as its effect has already vanished on experimentally accessible time
scales, Fth(t) has never been measured [23].

3.2.1.2 The Friction Force Ffr(t)
An incompressible isotropic fluid with a viscosity hf(t) and density rf (f refers to fluid
parameters) generates a viscous drag g(t) on the thermally excited Brownian particle
as it moves through the fluid, giving rise to the friction force Ffr(t). A correct
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expression of g(t) and the resulting Ffr(t) is given by solving the Navier–Stokes
equation, describing the hydrodynamic properties of the fluid [24]. Here, the
molecular character of the viscous fluid is neglected, and the fluid is treated as a
continuum, which is valid when the Brownian sphere with radius as and density rs is
much larger than the fluid molecules. Then, the average free path length of the
molecules which compose the fluid is small compared to the dimension of, for
example, the sphere immersed in it. Furthermore, we will only consider the sphere
moving far away from any boundary, like an obstacle placed in its trajectory, which
would make the fluid anisotropic. Two experimentally relevant solutions of the
Navier–Stokes equation can then be distinguished, the first being a commonly used
approximation of the second:

(i) rs � rf : If the sphere has a high inertia ms, and hence a density much higher
than the fluid�s density rf, it will move steadily and at very slow speeds through
thefluid. Thefluid�s response to the particle�s presence can then be considered as
instantaneous, and the solution of the Navier–Stokes equation is simply the
constant Stokes� drag [3]:

g ¼ 6phf as ð3:3Þ
and the friction force Ffr follows Stokes� law, which states that it is instantaneously
linear with the sphere�s velocity _x :

Ff r ¼ �6phf as _x ð3:4Þ
It must be noted here thathf, the dynamic viscosity of the fluid, is considered as

time-independent, thus implying that correlations between successive collisions
of thefluidmolecules on the Brownian particle have already vanished.Motion can
hence be observed as a Markovian process – that is, a random walk.

(ii) rs � rf : As noted by Lorentz [25], Equation 3.1, which includes Stoke�s law
(Equation 3.4), is only consistent with hydrodynamics when ms � mf ¼
ð4=3Þpa3s rf . When the sphere has a density similar to its surrounding
medium – which is usually the case for the neutrally buoyant particles used in
optical trapping – the sphere�s motion will be determined not only by its own
inertia but also by the inertia mf of the surrounding fluid. Then, Brownian
motion theory needs to include frequency-dependent effects, and the time
dependence of _x should be accounted for when computing the drag g .

As the particle receives momentum from the fluctuating fluid molecules, it
displaces thefluid in its immediate vicinity. Although the fluid can still be considered
as a continuum, and even with the conditions of a low Reynold�s number, the fluid�s
flow field will be perturbed. The non-negligible inertia of entrained fluid
mf ¼ ð4=3Þpa3s rf will act back on the sphere. As a consequence, correlations in the
fluid�s fluctuations will persist up to time scales observable by OTI and become
experimentally relevant. The Brownian spherewillmovewith a non-constant velocity
and perform a non-random walk, which will depend heavily on the nature of the
surrounding medium. This phenomenon is commonly called hydrodynamic mem-
ory. Such perturbations give rise to the Stokes–Boussinesq friction force that is
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derived from the Navier–Stokes equation accounting for the inertia of the fluid, and
given as [9]:

Ff r ¼ �6phf as _x�
2
3
pa3s rf €x�6a2s

ffiffiffiffiffiffiffiffiffiffiffiffiffi
phf rf

p ðt
0
ðt�t0Þ�1=2€xðt0Þdt0 ð3:5Þ

The first term is the ordinary Stokes� friction from Equation 3.4, while the second
term is connected to the mass mf of the incompressible fluid displaced by the
Brownian particle. In principle, this term defines an effective mass M¼ms þ mf/2
that should replacems on the left-hand side of the Langevin equation (Equation 3.1).
The third term is time-dependent, stating that the friction force at time t is
determined by the penetration depth of the viscous, unsteady flow around the sphere
at all preceding times. Equation 3.5 confirms that, for a fluid with a density similar to
the density of the Brownian particle, the terms containing rf cannot be neglected, as
they are of the same order of magnitude as the inertial term.
Consequently, an instantaneous disturbance of thefluid from the thermally excited

Brownian sphere will spread, and its initial momentum will be shared with all of the
molecules in a small volume around the sphere. The velocity field of this moving
volume then grows by vorticity diffusion. In an incompressible liquid, this enforces a
back flow at short times, which creates a vortex ring in three dimensions [12]. The
diffusive spreading of this vortex carries themomentum into the fluid on a time scale
tf ¼ a2s rf =hf – the time needed for vorticity to diffuse over the distance of one
particle radius. Figure 3.1 shows a simplified scheme of the characteristic double-
vortex structure of the velocity field caused by the initial displacement of the
Brownian sphere in a simple liquid.

(0)x.(0)x.

Figure 3.1 Schematic visualization of the velocity field of the fluid
after the colloidal particle has been set in motion. (Inspired
from computer simulations by Ref. [26].)
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3.2.1.3 The External Force Fex(t)
Only two different cases for Fex(t) will be considered for deriving the solutions of the
Langevin equation:

(i) Fex(t)¼ 0: When no additional force acts on the sphere and its motion is
considered as free.

(ii) Fex(t)¼�kx(t): Corresponding to the harmonic trapping potential with a force
constant k created by the optical trap, which retains the sphere within the
observation volume of the detector. The sphere�s motion is then qualified as
optically confined.

3.2.2
Solutions to the Different Langevin Equations for Cases Observable by OTI

From the solution of the Langevin equation for a Brownian sphere, the following
measurable quantities of physical interest are derived for further studies in experi-
ments (see Sections 3.3 and3.4) the velocity autocorrelation function (VAF) h _xðtÞ _xð0Þi;
the mean square displacement (MSD) hDx2(t)i, which is related to the velocity
autocorrelation function through:

hDx2ðtÞi ¼ 2
ðt
0

ðt�t0Þh _xðt0Þ _xð0Þidt0; ð3:6Þ

and also the power spectral density (PSD) hj~xðf Þj2i, which mirrors the MSD through
its Fourier transform as

hDx2ðtÞi ¼ 4
ð¥
0

cosð2pf tÞhj~xðf Þj2idf : ð3:7Þ

The following listing of all three measurables derived from the four discussed
Langevin equations is meant to provide a summarizing overview of the theoretical
models of Brownianmotion derived in the literature by various authors. Each model
can be picked accordingly to fit the data acquired by OTI, as discussed in Section 3.4.
The most accurate expressions are also the most complex; however, a good under-
standing of the problem of Brownian motion in a viscous fluid is already gained by
only considering the characteristic limiting behaviors in each situation.

3.2.2.1 Free Brownian Motion

Solving the Langevin Equation using Stokes Friction Solving the Langevin equation
using the Stokes friction of Equation 3.4 and Fex(t)¼ 0 results in a VAF:

h _xðtÞ _xð0Þifree ¼
kBT
ms

e�t=ts ð3:8Þ

and in a MSD:
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hDx2ðtÞifree ¼ 2Dt 1þ ts
t
ðe�t=ts�1Þ

h i
ð3:9Þ

that both decay exponentially with a characteristic time constant
ts ¼ ms=g ¼ 2a2s rs=9hf . This implies that, for a larger/heavier particle and/or a less
viscous fluid, correlations will last longer. IfD¼ kBT/g is the diffusion constant, then
the PSD will be:

hj~xð f Þj2ifree ¼
D

p2f 2½ðg f =2pmsÞ2 þ 1� ¼
D

p2f 2½ð f =fsÞ2 þ 1� ð3:10Þ

with fs¼ 1/2pts, the corresponding characteristic frequency.
For short times (t ! 0), and respectively, high frequencies ( f ! ¥), the particle

moves with its initial velocity:

_xð0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT=ms

p
ð3:11Þ

Then, the motion is ballistic with:

hDx2ðtÞifree ¼ ðkBT=msÞt2 ð3:12Þ

and:

hj~xð f Þj2ifree ¼ ðDf2s =p2Þf �4 ð3:13Þ

At long times (t ! ¥), and respectively, low frequencies ( f ! 0), velocity correla-
tions vanish exponentially with ts, the relaxation time of the particle�s initial
momentum. The particle has then lost all information about its initial velocity, and
diffuses randomly with

hDx2ðtÞifree ¼ 2Dt ð3:14Þ

and respectively

hj~xð f Þj2ifree ¼ ðD=p2Þf �2 ð3:15Þ

Solving the Langevin Equationusing the Stokes–Boussinesq Friction Force Solving the
Langevin equation using the Stokes–Boussinesq friction force of Equation 3.5 and
Fex(t)¼ 0 results in more complex expressions [6, 11]:

h _x ðtÞ _xð0Þif ree¼
kBT

2pa3s rf
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5�8rs=rf

q aþea
2
þ terfc aþ

ffiffi
t

p� ��a�ea
2
�terfc a�

ffiffi
t

p� �h i

with a�¼ 3
2

3� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5�36ts=tf

p
ffiffi
t

p ð1þ9ts=tf Þ
ð3:16Þ

now also including the hydrodynamic effect, decaying with a fluid-dependent time
constant tf ¼a2s rf =hf , which represents the time needed by the perturbed fluid flow
field to diffuse over the distance of one particle radius. For an incompressible fluid,
the initial velocity is now given by _xð0Þ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kBT=ðmsþmf =2Þ
p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kBT=M
p

, and
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ts should in principle be expressed as ts¼ðmsþmf =2Þ=g¼a2s ð2rsþrf Þ=9hf . The
MSD is given by:

hDx2ðtÞif ree¼2Dt 1�2

ffiffiffiffiffi
tf
pt

r
þ4

tf
t
�ts

t
þX

ts
tf
;
t
tf

� �� �

with X
ts
tf
;
t
tf

� �
¼ 3

t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5�36ts=tf

p 1
a3þ

ea
2
þ terfc aþ

ffiffi
t

p� �� 1
a3�

ea
2
�terfc a�

ffiffi
t

p� �� �
:

ð3:17Þ

Equation 3.17 depends on the particle�s inertia through ts and on the fluid�s inertia
through tf. The two times are connected by the relationship ts

tf
� 2rs

9rf
.

The corresponding characteristic frequency ff¼ 1/2ptf appears in the PSD as [27]:

hj~xðf Þj2if ree ¼
D

p2f 2

�
1þ

ffiffiffiffiffiffiffiffiffiffiffiffi
f =2ff

q 	
ð f =fsÞþ

ffiffiffiffiffiffiffiffiffiffiffiffi
f =2ff

q
þðf =9ff Þ

h i2
þ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffi
f =2ff

q� 	2 ð3:18Þ

The behaviors in the time and frequency limits of all three functions remain
similar to the previously discussed case, meaning that, for very short times, the
motion is ballistic and, for very long times, the motion is diffusive. However, the
transition between the two regimes is algebraic and delayed to significantly longer
times compared to the case of simple Stokes� friction. This translates into a slow
algebraic decay in theMSD (Equation 3.12) and results in a VAFwhich is governed by
a power-law rather than by an exponential tail [7]:

h _xðtÞ _xð0Þifree / ðt=tf Þ�3=2; for t � tf ð3:19Þ

This power law is usually referred to in the literature as the �long-time tail�, and
arises from the fluid vortices observed around the colloidal particle, as sketched in
Figure 3.1.
The log-log plot in Figure 3.2a compares the VAF given by Equation 3.8 (red line)

with that given byEquation 3.16 (blue line), both normalized by their respective initial
velocity, for a sphere with radius as¼ 1mm, density rs¼ 1.51 kg dm�3 immersed in
water with viscosity hf¼ 10�3 Pa�s at T¼ 22 �C. It can be seen that the exponential
relaxation resulting from the Stokes� friction changes to a power-law decay when the
fluid�s inertia is accounted for. In the same way, the log-log representations in
Figures 3.2b and 3.2c show a comparison between Equations 3.9 and 3.17, as well as
between Equations 3.10 and 3.18. Differences in theMSD and PSD are less visible in
this representation, but the respective common limiting behaviors, translating to
characteristic slopes are indicated. In Figure 3.2c, the discrepancies visible at high
frequencies above 2MHz (arrow) between both functions, arise from the differences
in the displaced masses; ms, and respectively M. The green bars on the abscissa
highlight the time, and respectively, frequency regions accessible by OTI, as intro-
duced in Section 3.3.
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3.2.2.2 Optically Confined Brownian Motion

The Case of aNonfree Particle In the case of a nonfree particle the situation becomes
more complex. The diffusion of such a particle in an unbounded fluid was first
described by Ornstein and Uhlenbeck [28]. The Langevin equation using the Stokes
friction of Equation 3.4 gives then a velocity autocorrelation function:

h _x ðtÞ _xð0Þi ¼ kBT
msðVþ�V�Þ

½Vþ e�Vþ t�V�e
�V�t�

with V� ¼ 1
2ts

�
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 4ts=tk

p �
ð3:20Þ

The VAF now has a positive part which decays exponentially to zero as
h _xðtÞ _xð0Þi / e�t=ts for t� ts, and a negative part which decays exponentially as:

h _xðtÞ _xð0Þi / �e�t=tk ð3:21Þ
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Figure 3.2 Log-log plots of (a) the normalized
VAF given by Equation 3.8 (red line) and
Equation 3.16 (blue line); (b) the MSD given by
Equation 3.9 (red line) and Equation 3.17 (blue
line); and (c) the PSD given by Equation 3.10 (red
line) and Equation 3.18 (blue line) for a 2mm-

sized sphere in water. The chosen time span
ranges from the short-time to the long-time
limits of each function, which are indicated in
each graph. The green bars on the abscissa
highlight the regions accessible by OTI.
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for t� ts, a new characteristic time constant tk¼ 6phfas/k determined by the trap
stiffness k. The MSD follows as:

hDx2ðtÞi ¼ 2kBT
k

1þ V�
Vþ�V�

e�Vþ t þ Vþ
V��Vþ

e�V�t
� �

ð3:22Þ

and the PSD becomes Lorentzian [29]:

hj~xðf Þj2i ¼ D

p2f 2½1þðfk=f Þ2�
ð3:23Þ

showing that the motion is also influenced by the trapping potential with the
characteristic frequency fk¼ 1/2ptk¼ k/12p2hfas, corresponding to the corner fre-
quency of the Lorentzian function.
In the short time limits, the behavior remains the same as introduced above, but in

the long time limit it is now governed by the confining potential – that is, the optical
trapping constant. Then, the velocity correlations still disappear, but Equation 3.22
approaches the time-independent limit:

hDx2ðtÞit!¥ ¼ 2kBT=k ð3:24Þ

and Equation 3.23 the limit:

hj~xðf Þj2if ! 0 ¼ 4kBTg=pk2 ð3:25Þ

The sphere�s motion is now governed by the potential�s restoring force with
stiffness k.

Using the Stokes–Boussinesq Friction Force Themost complete solution considered
in this work is when the Stokes–Boussinesq friction force of Equation 3.5 and
Fex(t)¼�kx(t) are used to set up the Langevin equation. Then, the VAF is [14]:

h _x ðtÞ _xð0Þi ¼ z31ez
2
1terfc z1

ffiffi
t

p� �
ðz1�z2Þðz1�z3Þðz1�z4Þ

þ z32ez
2
2terfc z2

ffiffi
t

p� �
ðz2�z1Þðz2�z3Þðz2�z4Þ

þ z33ez
2
3terfc z3

ffiffi
t

p� �
ðz3�z1Þðz3�z2Þðz3�z4Þ

þ z34ez
2
4terfc z4

ffiffi
t

p� �
ðz4�z1Þðz4�z2Þðz4�z3Þ

ð3:26Þ

where the coefficients z1, z2, z3 and z4 are the four roots of the equation:

ts þ 1
9
tf

� �
z4 þ ffiffiffiffiffi

tf
p

z3 þ z2 þ 1
tk

¼ 0:
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Correspondingly, the MSD results in:

hDx2ðtÞi¼2Dtkþ 2D

tsþ
tf
9

ez
2
1terfc z1

ffiffi
t

p� �
z1ðz1�z2Þðz1�z3Þðz1�z4Þ

þ ez
2
2terf c z2

ffiffi
t

p� �
z2ðz2�z1Þðz2�z3Þðz2�z4Þ

" #

þ 2D

tsþ
tf
9

ez
2
3terf c z3

ffiffi
t

p� �
z3ðz3�z1Þðz3�z2Þðz3�z4Þ

þ ez
2
4terf c z4

ffiffi
t

p� �
z4ðz4�z1Þðz4�z2Þðz4�z3Þ

" #

ð3:27Þ
and the PSD is given by [27]:

hj~xð f Þj2i¼ D

p2f 2

�
1þ

ffiffiffiffiffiffiffiffiffiffiffiffi
f =2ff

q 	
h
ðfk=f Þ�ð f =fsÞ�

ffiffiffiffiffiffiffiffiffiffiffiffi
f =2ff

q
�
�
f =9ff

	i2
þ
�
1þ

ffiffiffiffiffiffiffiffiffiffiffiffi
f =2ff

q 	2

2
64

3
75

ð3:28Þ
which is by far the most convenient formula of all three quantities to use for fitting
data acquired in OTI experiments. Fortunately, despite their complexity, the limiting
behaviors of all three expressions simplify in the same way as in the above-discussed
cases.

3.2.3
Time Scales of Brownian Motion

All of the above considerations show that many different time scales (as outlined in
Table 3.1) govern the physics of Brownian motion. To better appreciate these times,
we can consider a spherewith radius as¼ 1mminwater. The sphere is set intomotion
by random collisions with fluid molecules within tcol ¼ d�molv�mol � 0:1 ps, the
correlation time of Fth(t), estimated by the ratio of the mean solvent particle
separation d�mol and fluctuation speed v�mol [30]. The momentum is then transferred
from the particle to the fluid on very different time scales. If compressibility effects of
the fluid are taken into account, one-third of the initial momentum is carried off

Table 3.1 Overview of the characteristic time scales of a Brownian particle in a harmonic potential.

Time constant Origin
Typical value for
our model system

tcol ¼ d�mol=v�mol Random molecular collisions 	10�13 s
tsw¼ as/c Sound wave propagation over

the distance of a sphere�s radius
	10�9 s

ts ¼ ms=g ¼ 2a2s rs=9hf Inertia of the Brownian particle 	10�6 s
tf ¼ a2s rf =hf Inertia of the perturbed fluid

surrounding the Brownian particle
	10�6 s

tk ¼ 6phf as=k: Harmonic potential of the optical trap 	10�4 s

Typical values are calculated for a resin sphere (as¼ 1mm, rs¼ 1.51 kg dm�3) in water
(rf¼ 1 kg dm�3, h¼ 10�3 Pa�s).
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rapidly by a spherical sound wave, the front of which leaves the sphere after a time
tsw¼ as/c� 0.7 ns, where c is the speed of sound in the fluid [31]. Equation 3.5, which
was set for an incompressible fluid, has simply to be corrected to include a rapid
change of the particle�s inertial mass ms to the combined massM¼ms þ mf/2 [13].
Consequently, the velocity correlation function starts with the initial value given by
the equipartition theorem, h _xð0Þ _xð0Þi ¼ kBT=ms and, after a short time, on the order
of tsw, decays from kBT/ms to kBT/M due to acoustic damping of the particle�s velocity.
When the sound wave has separated and the particle has relaxed with ts¼ms/
g � 0.9ms or tsþ f ¼ (ms þ mf/2)/g � 0.7ms, the vortex ring develops around the
particle. The region of vorticity (see Figure 3.1) grows diffusively, as the remaining
momentum is distributed over increasingly larger volumes, with the disturbance
taking a time of order tf ¼ a2s rf =hf to leave the particle. Finally, the optical trapping
force,Fex(t), sets in after a time tk¼ 6phfas/k and slows down the sphere, confining its
motion around the potential minimum. The stronger the trap, the earlier optical
confinement will reduce the particle�s free motion.
For the model of a sphere in a harmonic potential with a typical spring constant

k¼ 10mNm�1, ts and tf are in the microsecond range, whereas tk is in the
millisecond range. The relaxation time of the optical trapping potential is thus well
separated from the others, and its separation can be adjusted by choosing suitable
experimental parameters, that is, as, rs, rf, hf and k. The diffusion constant D is on
the order of 1mm2 s�1, and hence the time for the sphere to diffuse over its radius is
on the order of 1 s. Correspondingly, within 1ms, the sphere will have diffused about
1 nm, which is the time and distance range accessible by OTI. This will allow study of
the interplay between tf and tk, as shown in detail in Section 3.4.

3.3
Experimental Aspects of Optical Trapping Interferometry

In OTI, optical trapping is combined with high-resolution interferometric position
detection. The optical trap provides the linear external force Fex(t)¼�kx(t) in the
Langevin equation,whichwillmaintain the studiedmicrospherewithin the detection
range of the system. In general, the principles of optical trapping, as well as
instrumental aspects, are well known and have been reported extensively in the
literature [29, 32]. Therefore, at this point we will present only briefly the opto-
mechanical and electronic components of the set-up. However, the data acquisition
and analysis strategy deserves greater emphasis, as it allows the fine characterization
of interactions between the Brownian probe and its environment.

3.3.1
Experimental Set-Up

The apparatus consists mainly of a custom-built inverted light microscope with a 3-D
sample positioning stage, an infrared laser for trapping, and a quadrant photodiode for
high-resolution 3-D and time-resolvedposition detection. The twomain custom-made
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circular base plates aremade from the titaniumalloy Ti-6AL-4V, on thebasis of its high
tensile strength, light weight, low thermal conductivity, low thermal expansion coeffi-
cient and corrosion resistance compared to steel or aluminum. The commercially
availablemechanicalpiecesareeithermadeofaluminumorsteel. Inorder tominimize
mechanical vibrations, the whole set-up is mounted on a table with tuned damping
(RS-4000, Newport, UK), supported by pneumatic isolators (I-2000, Newport). The
main features of the instrument are shown in Figure 3.3.

3.3.1.1 Optical Trapping Interferometry and Microscopy Light Path
The optical paths can be divided into an infrared (IR) trapping and detection light
path, and a visible illumination and imaging light path, as shown in Figure 3.4. The
trapping beam is emitted by a diode-pumped, ultra-low-noise Nd:YaG laser with a
wavelength of l¼ 1064 nm (IRCL-500-1064-S; CrystaLaser, USA) and a maximal
light power of 500mW in continuous-wave mode. The choice of the near-IR
wavelength satisfies the requirement of minimal water absorption to avoid heating
of the sample in the laser focus [29]. A high-intensity gradient for good trapping
efficiency is achieved by over-illuminating the high numerical back-aperture of the
focusing lens (OBJ). Therefore, the effective laser beamdiameter is expanded 20-fold
by a telecentric lens system (EXP; Beam Expander, Sill Optics, Germany). In order to

Figure 3.3 Photograph of the experimental set-up on a vibration
isolation table. Themechanical frame ismade from titanium, steel
and aluminum to achieve maximal mechanical and temperature
stability. For details of abbreviations, see text and Figure 3.4.
(Photograph courtesy of Daniel Gutierrez.)
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minimize noise, the laser is operated at high power, and its intensity is adapted after
expansion by neutral density filters (NF1) with variable transmission coefficients
(T¼ 0.25, 0.1, 0.01 or 0.001; OWIS, Germany). Increasing the transmission coeffi-
cient of NF1 will decrease the trapping stiffness, as this depends linearly on the laser
power [33]. Next, the IR-beam is reflected by a dichroic mirror (DM1; AHF
analysentechnik AG, Germany) into the high numerical aperture (NA¼ 1.2) of a

60 water-immersion objective (OBJ; UPLapo/IR, Olympus, Japan), which focuses
the laser down to its refraction limit into the object plane of the microscope and
creates the optical trap. The choice of awater-immersion objective lens offers a longer
working distance of up to 280mm compared to oil-immersion lenses. Such a long

Figure 3.4 Schematic layout of the infrared (IR;
red) and visible (yellow) light paths. The laser
beam is expanded 20-fold by a beam expander
(EXP), attenuated if necessary by a neutral
density filter (NF1), and then reflected by a
dichroic mirror (DM1) and focused by the
objective lens (OBJ) into the sample chamber,
which is mounted on a piezostage (PZT). The
scattered IR light is collected by a condenser
(CND), and directed by a second dichroic mirror
(DM2) onto the quadrant photodiode (QPD). A

second neutral density filter (NF2) is placed in
front of the QPD, to avoid possible saturation of
the detector. A 50W halogen light source (Lamp)
illuminating the object plane, through a lens (L)
and diffuser (DIF), is reflected by the first mirror
M, but transmitted through both dichroic
mirrors (DM1 and 2). The image created by the
CND and OBJ is reflected by the second lower
mirror (M) and the 180mm tube lens(TL) onto
the charge-coupled device camera (CCD).
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working distance guarantees a stable space-invariant trap through the entire sample
chamber. This is particularly essential when studies on Brownian particles far away
from any surface boundary are of interest (as will be the case for the experiments
discussed below).
The sample is mounted onto an xyz-piezo scanning table (PZT; P-561, Physika-

lishe Instrumente, Germany) for manipulation and positioning. The PZT with
controller (E-710 Digital PZT Controller; Physikalishe Instrumente, Germany) has
a travel range of 100mm along all three dimensions, with a precision of 1 nm. The
laser light focused by the objective lens is collected with a condenser (CND; 63X,
Achroplan, NA¼ 0.9, water-immersion; Zeiss, Germany), and projected by a second
dichroic mirror (DM2) and two lenses (L1 and L2, with focal lengths f1¼ 30mm and
f2¼ 50mm)with amagnification of f1/f2� 1.67 onto an InGaAs quadrant photodiode
(QPD; G6849, Hamamatsu Photonics, Japan). The QPD is placed in the back focal
plane of the condenser and fixed on an x–y translation stage (OWIS, Germany) for
manual centering of the detector relative to the IR-beam. In order to avoid possible
saturation of theQPD, a secondneutral densityfilter (NF2) can be optionally placed in
front of the QPD. For illumination in the visible range, a 50W halogen lamp is
diffused (DIF) and projected by a mirror (M) through the condenser, objective and a
180mmtube lens (TL) that creates an image of the object plane onto a charge-coupled
device camera (CCD; ORCAER S5107, Hamamatsu Photonics, Japan). The image of
the object plane is digitized (Hamamatsu Digital Controller ORCA ER), and can be
further processed (HiPic, Hamamatsu Photonics, Japan).

3.3.1.2 Sample Preparation
The sample chamber consists of a custom-made flow cell. A coverslip (thickness
	130mm) is stuck to a standard microscope slide using two pieces of double-sided
tape, arranged in such a way as to form a 	5mm-wide and 	70mm-thick channel
with a volume of	20ml. After loading with a suspension of microspheres, the flow-
cell ismounted upside down on the 3-D piezo-stage. In the experiments presented in
Section 3.4, either polystyrene (rs¼ 1.05 kg dm�3; Bangs Laboratories, USA), mela-
mine resin (rs¼ 1.51 kg dm�3; Sigma-Aldrich, USA) or silica spheres (rs¼ 1.96 kg
dm�3; Bangs Laboratories, USA) were used with radii (as) varying from 0.27 to 2mm.
To guarantee the manipulation and analysis of exclusively one particle, a particle
concentration of 106 spheres permilliliter was used tomaximize the average distance
between two neighboring particles and minimize their mutual influence on their
motions [34].

3.3.2
Position Signal Detection and Acquisition

When following the 3-DBrownianmotion of the trapped particle, the scattering of the
strongly focused trapping laser on the particle is measured by the QPD. The InGaAs
Quadrant Photodiode (G6849, Hamamatsu Photonics, Japan) is 2.0mm in diameter
with a dead zone of 0.1mm between the quadrants. The photosensitivity is 0.67 A
W�1 at 1064 nm.TheQPDsignals are fed into a custom-built preamplifier (Pre-AMP;
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ÖffnerMSR-Technik, Germany) which provides two differential signals between the
segments and one signal that is proportional to the total light intensity (Figure 3.5).
Preamplification of the quadrant photodiode signals at 20VmA�1 with 0.67AW�1

photosensitivity leads to a voltage of 13.4 VmW�1. Subsequently, differential ampli-
fiers (AMP; Öffner MSR-Technik) adjust the preamplifier signals for optimal digitali-
zation by the data acquisition board (DAQ) with a dynamic range of 12 bits (NI-6110,
National Instruments, USA). Amplification of the QPD signal is chosen to span the
maximal dynamic range of the acquisition card. The amplifier (ÖffnerMSR-Technik),
with a maximal gain of 500, has a cut-off frequency around 1MHz. The particle�s
position can be detected in all three dimensions. On the QPD, scattered and
unscattered light generate an interference pattern that corresponds to the probe�s
position. A displacement of the particle near the beam focus modulates the optical
power collected by the QPD. When the sphere moves perpendicularly to the optical
axis – that is, along the x-direction – the current signal Sx¼ (Q1 þ Q2)� (Q3 þ Q4)
measured between both top segments (Q1,Q2) and both bottom segments (Q3,Q4) of
the QPD changes correspondingly. The same holds formovements in the y-direction.
Displacements along the z-axis instead affect the sum-signal Sz¼Q1 þ Q2 þ Q3 þ
Q4 of the QPD, and so z displacements can be determined by the changes in total
intensity. The full 3-D position information of the probe is thus encoded in the
interference pattern of the forward-scattered and transmitted laser light recorded by
the QPD. A detailed analysis of the detector response is given for fluctuations
perpendicular to the optical axis in Ref. [35], and along the optical axis in Refs [36]
and [37]. For small displacements from the trap center, thedifferential signals from the
QPDareproportional to the lateral displacements of theparticle in theoptical trap, and
the sum signal to the axial displacement.
The scanning stage, CCD camera and data acquisition are controlled and coordi-

nated by a custom-made program written in VEE (Agilent, USA). Data are saved in
binary format and analyzed with Igor 6.0 (WaveMetrics, USA).
The 3-D position–time traces of the Brownianmotion of the probe can be acquired

up to maximally N¼ 107 points (this limitation is set by the working memory of the
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Figure 3.5 Positionsignalacquisitionanddataprocessing.Intensity
fluctuations are recorded on the quadrant photodiode (QPD) and
converted to volts (Pre-AMP). The signal is amplified (AMP) and
digitized using the acquisition card (DAQ). The VAF,MSDandPSD
are then calculated from the recorded position time trace.
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VEE).Data analysis also becomes very slowwhen the datafiles exceed 3.107 points per
channel, and therefore the combination between data acquisition rate facq and total
recording time ttot,must be adjusted according toN¼ facqttot. A schematic overview of
the signal acquisition and data processing schemes is shown in Figure 3.5.

3.3.3
Position Signal Processing

The three quantities of VAF, MSD and PSD, which were introduced in Section 3.2
can be calculated from the same experimental time trace x(t), which is recorded in
volts and converted to nanometers after fitting to the suitable theory of Brownian
motion (as described in Section 3.4.1). An example of such a time trace, as well as the
resultingVAF,MSDandPSD is shown on the right-hand side of Figure 3.5 for a 2mm
resin bead. For the sake of clarity, only one-dimensional time traces x(t) will be
presented through the remainder of this chapter, even though the developed data
analysis strategy also applies to the y and z directions.
The velocity _xðtÞ ¼ DxðtÞ=Dt of the studied sphere is derived from the steps

Dx(t)¼ x(t þ Dt)� x(t) it performed, where Dt is the lag time related to the acquisi-
tion frequency as facq¼ 1/Dt. For the total number of acquired points N, the total
recording time is expressed as ttot¼NDt.
The velocity autocorrelation function h _xðtÞ _xð0Þi is then defined as:

h _xðtÞ _xð0Þi ¼ 1

ðDtÞ2 hDxðtÞDxð0Þi ¼
f 2acq
N

X
i

Dxðtþ iDtÞDxðiDtÞ ð3:29Þ

with N the total number of acquired points.
h _xðtÞ _xð0Þi can be normalized by its initial value in an incompressible fluid:

h _x2ð0Þi ¼ kBT=ðms þmf =2Þ at t ¼ 0:

The MSD is calculated from x(t) as:

hDx2ðtÞi ¼ 1
N

X
i

½xðtþ iDtÞ�xðiDtÞ�2 ð3:30Þ

The discrete Fourier transform of x(t) is: ~xðf Þ ¼ ð1=f sÞ
P

i e
i2ptf =NxðtÞ, where

t¼ iDt and i¼ 0,�1, . . ., �N/2 and the power spectral density follows as:

hj~xðf Þj2i ¼ j~xðf Þj2
ttot

ð3:31Þ

3.3.4
Temporal and Spatial Resolution of the Instrument

Apart from the signal arising from the particle�s thermal fluctuations, anything
that changes the intensity recorded by the quadrant photodiode will limit the
resolution of the system. The main noise sources are the mechanical instabilities
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of the microscope, and electronic noise combined with laser intensity fluctuations
and pointing instabilities. Mechanical instabilities mainly cause low-frequency
noise (drift). Laser intensity fluctuations may lead to temporal variations in the
spring constants of the optical trapping potential, and pointing instabilities to
unwanted drifting of the trapping focus in the specimen plane. To quantify the
contribution of laser noise to the measured signal x(t), it is decomposed in:

xðtÞ ¼ xsðtÞþ xnðtÞ

where xs(t) is the particle�s thermal fluctuations and xn(t) is the noise contribution
to the signal. A subtraction of its contribution can increase the quality of the
signal. With the assumption that position fluctuations of the sphere and the noise
are uncorrelated – that is, hxs(t)xn(t0)i¼ 0 – the velocity autocorrelation function can
be written as:

h _xðtÞ _xð0Þi ¼ h _xsðtÞ _xsð0Þiþ h _xnðtÞ _xnð0Þi

the MSD of the acquired signal as:

hDx2ðtÞi ¼ hDx2s ðtÞiþ hDx2nðtÞi

and similarly,

j~xð f Þj2 ¼ j~xsð f Þj2 þ j~xnð f Þj2;

where ~xsð f Þ and ~xnð f Þ are the Fourier transforms of xs(t) and xn(t) respectively.
The calibrated (see Section 3.4.1) position fluctuations as a function of time of

a trapped sphere (resin, radius as¼ 1mm in water, k� 5mNm�1, facq¼ 5MHz,
ttot¼ 2 s) are shown in Figure 3.6a (red line). The blue line represents the recordings
of the empty trap�s noise signal xn(t) after the sphere has been released. xn(t) can be
minimized by optimizing the illumination pattern of the incident laser spot on the
QPD. The comparison between xs(t) and xn(t) indicates that the laser noise contri-
bution in this configuration is very small, and its influence on theVAF,MSDandPSD
are shown in Figure 3.6b–d, respectively. As expected, the velocity fluctuations of the
laser spot without a scattering particle are uncorrelated and fluctuate around zero
(Figure 3.6b, blue line). Correspondingly, hDx2(t)in is small and constant (Figure 3.6c,
blue line), whereas hDx2(t)i increases with time (Figure 3.6c, red line). The resolution
of theMSDof the sphere�s position fluctuations can then be enhanced by subtracting
hDx2(t)in from hDx2(t)i. The spatial resolution of	8Å achieved by the apparatus can
be read from the first time points of the MSD (inset of Figure 3.6c, indicated by
brackets).
In the frequency domain (Figure 3.6d), we define fN as the frequency at which

the power spectrum of the trapped bead (red line) drops to the noise level given by
the power spectrum of the empty trap (blue line). The amplifier has a Butterworth-
type low-pass filter with a cut-off frequency at 1MHz, which is slightly above the
frequency fN� 0.8MHz. Therefore, in the following section we will analyze data
in the frequency range up to a maximum of 0.5MHz, setting the time resolution
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of the OTI system at 2 ms. Additionally, in order to avoid aliasing artifacts [38]
from the data acquisition card, the acquired signal is oversampled by a factor of 2;
facq > 2fN.
When plotting the VAF and PSD on a log-log scale, further data processing can be

made to enhance noisy data. As both functions are distributed exponentially, the
number of points in a log-log plot will increase with, respectively, time or frequency.
Therefore, data are commonly averaged from a �block� of consecutive data points [39],
resulting in equidistantly distributed points on the logarithmic scale. In the example
discussed above, data were blocked infive bins per decade (Figure 3.6d, black circles).
The data scattering around their average value gives the standard error, which
remains within the size of the black circles. Together with improving the visibility
of data, blocking allows fitting the data by the least-squares method, which assumes
that the analyzed data points are statistically independent and conform to a Gaussian
distribution [27]. Whilst the second assumption is satisfied by the VAF and PSD (as
defined in Equations 3.29 and 3.31), the first assumption is satisfied only after
blocking.

Figure 3.6 (a) Position signal of the sphere (as¼ 2mm) in the trap
(red) and of the empty trap (blue) acquired during ttot¼ 2 s at
facq¼ 5MHz; (b) VAF, (c) MSD and (d) PSD calculated from the
position signal (the black circles represent the PSD blocked in
five bins per decade). The frequency fN, where the signal reaches
the noise floor, is indicated by an arrow.
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3.4
High-Resolution Analysis of Brownian Motion

After having characterized the performance of the OTI set-up, we can now present
measurements on details in the Brownianmotion of themodel sphere.We demonst-
rate that the theory presented in Section 3.2 may be used for fitting and calibrating
the data. The influence of experimentally relevant parameters on Brownian motion
will be demonstrated, and the consequences of the presence of inertial effects in the
data discussed.

3.4.1
Calibration of the Instrument

Position signal calibration consists of determining the detector sensitivity b and the
spring constant k of the optical trapping potential. The term b has units of Vnm�1, as
the acquired position signal is recorded in volts, and the position of the particle is
expressed in nanometers. Both, experimental and theoretical investigations [40] have
shown that, close to the trap center, the optical trapping forces are well approximated
by three orthogonal forces derived from a harmonic trapping potential. For a given
wavelength of the laser beam, the spring constant along each direction depends
mainly on the particle�s size, the difference between refractive indices of particle and
fluid, and the intensity of the trapping laser light.When the sphere�s radius is known,
the physics of Brownian motion in a harmonic potential (see Section 3.2.2.2) can be
exploited to calibrate the optical trap [38]. Either of three quantities presented in
Section 3.3.3 – namely the VAF, MSD or PSD – can be used to obtain b and k
simultaneously. An overview is provided in Figure 3.7 for measurements of a resin
sphere with radius as¼ 0.5mm, facq¼ 0.5MHz, ttot¼ 20 s. For least-square fitting, the
VAF (top graph) is normalized by its initial value, blocked in 10 bins per decade, and
represented in a linear-log plot, whereas the PSD (bottomgraph) is blocked in 10 bins
per decade and plotted on a log-log scale. As can be seen by comparing Figures 3.2
and 3.6, the bandwidth of OTI allows themeasurement of Brownianmotion within a
time range, duringwhich it is greatly influenced by thehydrodynamicmemory effect.
Hence, the calibration must be made by using a theory that accounts for the fluid�s
inertia – that is, using Equation 3.26 instead of Equation 3.8 for fitting the VAF,
Equation 3.27 instead of Equation 3.9 for fitting theMSD, and Equation 3.28 instead
of Equation 3.10 for fitting the PSD. The black continuous line in each graph of
Figure 3.7 therefore corresponds to Equations 3.26, 3.27and 3.28, respectively, being
fitted to the data (red circles) with the two fitting parameters b and k. All three fits
generally provide an accuracy of better than 6%, depending on the acquisition
frequency and total acquisition time. The relative difference for all fitted values of b
acquired by either of each equation is less than a small percentage [41]. The trapping
force constant k (see Table 3.2 and next section) is obtained from the long-time and
respectively low-frequency, limits of each function, according to Equations 3.21, 3.24
and 3.25, or from the corner frequency fk in Equation 3.23. The twomain sources of
error are uncertainties in the determination of the bead size and of the temperature

108j 3 Probing Hydrodynamic Fluctuations with a Brownian Particle



inside the laser focus. The latter can lead, in particular, to unwanted fluctuations in
the fluid�s viscosity and density [42].

3.4.2
Influence of Different Parameters on Brownian Motion

In this section we describe the influences of the trapping potential, the surrounding
fluid�s properties and the particle�s properties on Brownian motion.

(t
)

10-3

Time (x10-3 s)

(n
m

2 )

50

40

30

20

10

0.0 0.2 0.4 0.6 0.8 1.0

60

0

Frequency (Hz)

10-2

10-3

10-4

10-5

10-6

101 105104103102

(n
m

2
H

z-1
)

Time (s)

3

2

1

0

-1

-2

-3

(x
10

-4
)

10-410-5

2
x(

f)
 

2 x
∆

(t
)

ẋ
ẋ2 (

0)
ẋ(

0)

-e
-t /τk

(t /τ f)-3/2

2kBT
k

4kBT γ

πk2

~

Figure 3.7 Measured VAF (raw data as red line, blocked values as
red circles), MSD (circles, data points were removed for clarity)
andPSD (only blocked values are shownas circles). The respective
fits calculated from Equations 3.26, 3.27or 3.28 are plotted as
black lines.

3.4 High-Resolution Analysis of Brownian Motion j109



3.4.2.1 Changing the Trap Stiffness
The influence of k on each quantity is shown in Figure 3.8 for the example of a resin
sphere, with as¼ 0.5mm, held in three different potentials k1¼ 140mNm�1 (red
line), k2¼ 32mNm�1 (blue line) and k2¼ 12mNm�1 (green line). The variation of the
trapping potential was achieved experimentally by changing the neutral density filter
in front of the laser (NF1 in Figure 3.4). The acquisition frequency and time were
chosen as: facq¼ 0.5MHz, ttot¼ 20 s. Changing k varies only tk, while tp and tf remain
constant, as the particle�s and the fluid�s properties are fixed (tp¼ 0.084ms,
tp¼ 0.25ms).
In the VAF (top graph, Figure 3.8), a distinction can be made between the three

regimes in which the velocity correlations are either positive (t < 10�5 s), negative
(10�5 s < t< 10�3 s), or vanish (t> 10�3 s). As stated by Equation 3.16 and shown in
Figure 3.2 (top, blue line), the velocity correlations of a free particle are always
positive. However, a particle in an optical trap experiences an additional drift towards
the trap center due to Fext(t). As the direction of the potential�s restoring force
Fext(t)¼�kx(t) is opposite to the direction of the initial velocity _xð0Þ, the harmonic
potential eventually introduces negative correlations, so-called anti-correlations in
the VAF. As expected, the anti-correlations increase with k. The relaxation time tk
describes the time scale for which Fext(t) makes the particle return from a displaced
position to the trap center. For the stiffer trap in this example we find, from fitting,
tk1 ¼ 69 ms, while for the softer trap tk3 ¼ 798 ms. As seen in the three data sets in
Figure 3.8, hDx2(t)it!¥ and, respectively, hj~xðf Þj2if ! 0 approach a constant value that
is inversely proportional to k (Equation 3.24) or correspondingly k2 (Equation 3.25). In
Table 3.2 it can be seen that the values for k1, k2 and k3 obtained fromeach relationship
are consistent with each other, and vary by amaximum of 10%, except for k3. A better
precision for characterizing such soft trapping potentials can be obtained by
acquiring data over longer times, as this increases the number of points in the time
range of tk (data not shown).
The data in Figure 3.8 show that for t < 10�5 s and, respectively, f > 10�4Hz, there is

a time range during which the particle is free from any influence of the potential. As
this time range is longer for weaker traps, in order to study the influences of the fluid
and the particle on Brownian motion separately from the influence of an external

Table 3.2 Comparison of the three values k1, k2 and k3 obtained
from fitting the exponential relaxation time, the corner frequency,
or the long time limits of the MSD and PSD.

k1 k2 k3

tk ¼ 6phf as
k 69 ms! 136mNm�1 293ms! 33mNm�1 798ms! 12 mNm�1

fk ¼ k
12p2hf as

2361Hz! 140mNm�1 547Hz! 32mNm�1 197Hz! 12 mNm�1

hDx2ðtÞit!¥ ¼ 2kBT
k 58.6 nm2! 139mNm�1 243.3 nm2! 33mNm�1 998 nm2! 8 mNm�1

hj~xðf Þj2if ! 0

¼ 96kBThf as
k2

10�2 nm2Hz�1

! 135mNm�1
1.6· 10�2 nm2Hz�1

! 35 mNm�1
10�2 nm2Hz�1

! 7Nm�1
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force, the trapping stiffness isminimized and the OTI configuration is used solely as
a position detector for single particle tracking.

3.4.2.2 Changing the Fluid
In order to study the influence of the fluid�s inertia and detect the long-time tail in the
normalized VAF (see Figure 3.1 and Section 3.2.2.1), we track the Brownian motion
of a larger resin sphere (as¼ 1.5mm, rs¼ 1.51 kg dm�3, facq¼ 0.5MHz, ttot¼ 20 s) in
three different solvents having different viscosities hf and, unavoidably, different
densities rf (Figure 3.9). The resin beads are suspended either in a more viscous
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solution of 30% glycerol in water (r30%Glycerol¼ 1.18 kg dm�3, h30%Glycerol¼
2.11
 10�3Pa�s, *), in pure water with an intermediate viscosity (rH20 ¼
1 kg=dm3, hH20 ¼ 10�3 Pa � s, ~), or in pure acetone (racetone¼ 0.790 kg dm�3,
hacetone¼ 0.306
 10�3 Pa�s, &), the fluid with the lowest viscosity we could find.
Decreasing hf results in increasing not only tf as: t30%Glycerol¼ 1.26ms, tH20 ¼
2:25 ms and tacetone¼ 5.8ms, but also ts as: ts30%Gl

¼ 0:36 ms, tsH20
¼ 0:76 ms and

tsac ¼ 2:48 ms. As tf and ts depend on a2s , the use of a larger Brownianparticle increases
bothtimescalesandplacesthemcloserto(orevenwithin)thedetectionbandwidthofthe
instrument.Thechoiceofaresinsphereinthisparticularexperiment ismotivatedbythe
fact that resin, unlikepolystyrene, isnot soluble inacetone.Furthermore, thedifference
between the refractive indices of resin (n¼ 1.68) and acetone (n¼ 1.36) is still high
enough to provide a good contrast and allow visualization of the particle by optical
microscopy, which is not the case for example, with silica (n¼ 1.37).
In order to obtain anticorrelations that are negligible compared to the detection

limit, the trap stiffness is reduced to k� 10mNm�1, and hold this constant from one
fluid to the other. However, this does not prevent tk from changing, as it is dependent
on hf as: tk30%Glyc

� 5:9ms, tkH2O � 2:84ms, tkaceton � 950 ms. With such a weak trap
the persistent positive correlations arising from the hydrodynamic back-flow intro-
duced inSection3.2.1.2 canbe readily identifiedup to 50ms. The data are bestfittedby
the normalized Equation 3.26 (continuous lines). In Figure 3.9, it can be seen that, as
expected, for lower viscosities the correlations last longer (green line). Furthermore,
the log-log representation in the inset allows recognizing of the t�3/2 power law decay
(black line) that is followedbyall threefluids. Inacetone,astsac � 3 ms isalsowithin the
detection range, it is possible to detect between 2 and 6ms an exponential tendency
arising from the combined fluid�s and particle�s inertia (Figure 3.9, green line).
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3.4.2.3 Changing the Particle Density
The direct influence of the particle�s inertia can be determined by comparing the
motion of particles with approximately the same size but different densities. The
MSD was calculated from the measured position fluctuations (facq¼ 1MHz, ttot¼
10 s) of a silica sphere (as¼ 1.97mm, rs¼ 1.96 kg dm�3, red line), of a resin sphere
(as¼ 2mm, rs¼ 1.51 kg dm�3, blue line) and a polystyrene sphere (as¼ 1.94mm,
rs¼ 1.05 kg dm�3, green line) inwaterwith tf � 3.9mm.The influence of the trapwas
again kept minimal at k� 14mNm�1 for the three different beads. Hence, the MSD
can be normalized by its long-time limit hDx2(t)ifree¼ 2Dt in the free regime, when
Fex(t)� 0, as shown in Figure 3.10. Equation 3.27 (continuous lines) corresponds to
the best fit of the data (silica *, resin ~, polystyrene &). Here, the inertia of the
perturbed fluid does not change, so that tf stays constant, while the inertias of the
three particles are different and lead to different values of ts; tssilica ¼ 1:69 ms,
tsresin ¼ 1:34 ms and tsPS ¼ 0:88 ms. Even though differences in ts are in fact small
compared to the time resolution of 2ms, the contribution expected from the particle�s
mass can still be detected.
Changing the particle�s radius as is equivalent to varying both tf and ts, while

keeping ts/tf constant (data not shown) [34].

3.4.3
Implications of the Existence of Long-time Tails in Nanoscale Experiments

Having demonstrated agreement between Brownian motion theory and OTI data,
and studied the influence of parameters which can be varied experimentally, we can
derive a rule of thumb to estimate the time range during which the particle�s motion
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can be considered as effectively free from the influence of the trap. Furthermore, we
can determine for how long the inertia of a Newtonian fluid will influence the
Brownian probe�s motion and prevent it from performing a diffusive random walk
inside an optical trapping potential. This sets the bandwidth of OTI for high-
resolution single particle tracking to probe locally many different media.

3.4.3.1 Single Particle Tracking by OTI
We define the time tfree starting from which the optically confined MSD given by
Equation 3.27 begins to deviate by at least 2% from the free MSD described by
Equation3.17.Werecordthemotionofdifferentpolystyrenespheresofsizesas¼ 0.27,
0.33,0.50,0.74,1.00and1.25mmconfinedbypotentialswithaspringconstantranging
from1 to 100mNm�1. For stronger traps (tk < 1ms), the data are recorded at 500 kHz
during 20 s and calibrated in the range between 2ms and 1ms. For softer traps
(tk > 1ms), the data are recorded at 200 kHz for 50 s and calibrated between 5ms and
10ms. In Figure 3.11, tfree is represented as a function of tk in a log-log scale, which
allowsustoformulateanapproximateempiricalrelationbetweenbothtimescales [41]:

tfree ¼ tk=20 ð3:32Þ
Hence, in the time range [2ms, tfree], which is limited on one side by the noise floor

(see Figure 3.6) and on the other side by tk/20, OTI can track the motion of a single
free Brownian particle. Under these conditions, the sphere probes only its local
environment, for up to three decades in time.

3.4.3.2 Diffusion in OTI
The next issue to address is the question of whether or not the Brownian probe has
time to reach a purely diffusive behavior before it becomes confined by the potential
of the trap. This is equivalent to studying the influence of inertial effects on the
particle�s motion in the optical trap at times shorter than tfree. Therefore, we
investigate the diffusion of a small sphere, which is expected to perturb the fluid
less, and hence tf and the hydrodynamic memory effect are smaller. Furthermore,
we adjust the trappingpotential to be the softest possible, as the time regionwhere the
particle�s motion is free from the influence of the trap lasts longer for high tk.
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We introduce the dimensionless representation hDx2(t)i/2Dt to distinguish be-
tween the free diffusive motion when hDx2(t)i/2Dt¼ 1 (see Section 3.2.2.1) and the
motion influenced by inertial effects when the particle is either free or optically
confined (see Section 3.2.2.1, parts (i) and (ii), respectively). In both cases motion is
nondiffusive as hDx2(t)i/2Dt< 1.
The measured hDx2(t)i/2Dt for a polystyrene sphere (as¼ 0.27mm, k¼ 1.5mN

m�1) is shown in Figure 3.12 (red circles), fitted to Equation 3.27 (black line) and
compared to hDx2(t)ifree/2Dt given by Equation 3.17 (blue line). Here, it can be seen
that hDx2(t)i/2Dt reaches a maximum of 	0.96, but never 1.
For the free particle, hDx2(t)ifree/2Dt¼ 1 would occur within 2% error after

approximately 200ms (Figure 3.12, arrow). Thus, in order to observe free diffusive
Brownian motion, the optical trap would have to be so weak that tfree > 0.2ms is
satisfied, or equivalently tk> 4ms according to Equation 3.32. However, for all the
combinations of particle sizes and spring constants studied, we could never adjust
such a long relaxation time. In the particular case of the sphere with as¼ 0.27mm, a
spring constant k< 1 nN/m would be needed to observe free diffusive motion for at
least one decade in time. However, such a low spring constant does not allow us to
trap and observe the particle for a sufficiently long period of time. Hence, in
experiments using optical traps, the motion of a particle is influenced by either
memory effects and/or by the harmonic potential [41]. This is in contradiction with
assumptions commonly made in optical trapping experiments, where a normal
diffusive behavior of the trapped particle is assumed and inertial effects from the
fluid are ignored [38, 43].
The time-dependent diffusion coefficient can be derived from the VAFor theMSD

as:

DðtÞ ¼
ðt
0

h _xðt0Þ _xð0Þidt0 ¼ 1
2
d
dt
hDx2ðtÞi ð3:33Þ
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Figure 3.12 hDx2(t)i/2Dt for the sphere with as¼ 0.27mm and
k¼ 1.5mNm�1, facq¼ 0.2MHz, ttot¼ 50 s, fitted by Equation 3.34
(black line). The theory for the free particle is given by the blue line
corresponding to Equation 3.24. The arrow indicates the time
when hDx2(t)ifree/2Dt reaches diffusive motion within 2%.
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and approaches the diffusion constant D in the infinite time limit when Fex(t)¼ 0:

D ¼
ð¥
0

h _xðt0Þ _xð0Þidt0 ¼ kBT
6phf as

ð3:34Þ

3.4.3.3 Thermal Noise Statistics
According to our findings, the process of optically confined Brownian motion as
observed by OTI is non-Markovian up to times t > tk, when it becomes dominated by
the trapping potential. Only from then on does motion become uncorrelated,
h _xðtÞ _xð0Þi¼ 0, and can position data points be considered as statistically indepen-
dent. It has been proposed that optical trapping data can be calibrated by thermal
noise analysis using Boltzmann statistics [44]:

pðxÞdx ¼ ce�EðxÞ=kBT ð3:35Þ
which describes the probability p(x)dx of finding the Brownian particle in the
potential E(x) (c normalizes the probability distribution).
From the calibrated time traces acquired with facq¼ 0.5MHz, the probability

distribution is represented in Figure 3.13 for two different resin spheres with
as¼ 0.5mm (red histogram) and as¼ 2mm (green histogram) trapped in a similar
potential with k� 12.5mNm�1 but obviously different tk: tksmall

¼ 69 ms and
tkbig ¼ 798 ms. The position histograms, with a bin width of 1 nm, are compared
for both spheres, and contain either N¼ 400 000 data points, corresponding to an
acquisition time ttot¼ 0.08 s (top graph), N¼ 400 000 points, corresponding to an
acquisition time ttot¼ 0.8 s (middle graph) orN¼ 4 000 000 points, corresponding to
an acquisition time ttot¼ 8 s (bottom graph).
Even though in each histogram there are apparently enough data points to perform

statistical analysis, these points are clearly not statistically independent. Indeed, the
upper histogram features only 	100 statistically independent points for the larger
sphere and 	1000 for the smaller sphere. The smaller sphere will sample the
trapping potential well more rapidly than the larger, which is translated in the
differences between tksmall

and tkbig ; therefore, the larger sphere will take 	10-fold
longer to explore the potential and, consequently, for statistical analysis the trajectory
should be acquired over longer times. The temporal resolution of the Boltzmann
statisticsmethod is determined by the time required to record uncorrelated data, and
is heavily dependent on the particle�s size and tk. The high acquisition rates used
throughout these studies are not needed in this case.

3.5
Summary and Outlook

In this chapter we have shown howOTI can be used to study Brownianmotion down
to hydrodynamic time scales, where the response of the surrounding fluid becomes
dominant. This is only possible due to the high bandwidth (up to 500 kHz) and
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subnanometer spatial resolution of the position detection configuration. The preci-
sion achieved allows us to detect not only the effects of the fluid�s inertia but also the
more subtle effects of the sphere�s inertia.
The details in the motion of the trapped model sphere provide insight into the

interplay between inertial effects and the optical trapping potential, as summarized
by Figure 3.14. This shows in particular, the overlap of tf, the characteristic time of the
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viscous fluid, with tk, the relaxation time of the restoring force of the trapping
potential. The time tfree, which separates tf from tk, was determined empirically and
corresponds to	tk/20. Below this time, OTI can be used solely as a position detector
for single particle tracking with unprecedented spatial and temporal resolution.
At these time scales, the sphere performs a non-random walk, dominated by the

nature of the surrounding medium [45]. The presented method is capable of
providing new insights into the behavior of media that are more complex than just
a simple viscous fluid, thus extending the bandwidth of microrheology by two
decades in time [46]. For example, the high-frequency response of a viscoelastic
polymer solution should provide information on the nanomechanical properties of
the polymer molecules. In particular, highly dynamic polymers, such as those
encountered in a living cell, should transmit their mechanical and dynamic signa-
tures to the Brownian particle. Furthermore, an obstacle in the particle�s trajectory
such as a surface, with for example, various chemical functionalities, or a cell
membrane, should influence Brownian motion in a characteristic way. Such studies
for a variety of biopolymers and surfaces are currently in progress in our laboratory.
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4
Nanoscale Thermal and Mechanical Interactions Studies using
Heatable Probes
Bernd Gotsmann, Mark A. Lantz, Armin Knoll, and Urs D€urig

4.1
Introduction

Thermal properties such as thermal conductivity and diffusivity, although rather
difficult to measure, are important properties for many applications. For example, in
microelectronics, where power densities can be very high, the local generation of heat
and its conduction away from the heated region are a major design issue. In general,
the interplay between thermal and mechanical properties of solids is a fascinating
topic of research, and is of immediate practical relevance in numerous applications.
For example, the mechanical properties of soft matter – namely organic polymers –
exhibit such a strong temperature dependence that in standard analysis techniques,
such as dynamic mechanical thermal analysis (DMTA), both mechanical stress and
temperature are varied.Often, the time scale is also varied,making the analysis rather
complicated [1]. The local heating of materials is also used as a micromanufacturing
technique. In all of these fields, there is a clear trend to extend research down to the
nanoscale, and this is further nurtured by the necessity to understand nanoscale
properties in order to tailor materials for nanoscale applications. The trend towards
nanoscale opens up research fields and applications beyond conventional materials
science. The very definition of temperature, which is a thermodynamic (i.e. statisti-
cal) concept based on local equilibrium, becomes vague on length scales smaller than
themean free path of heat carriers (typically in the range of 10–100 nm) [2–4]. On the
nanoscale, it is commonly observed that interfaces become more predominant in
determining materials properties. This is also true of thermal properties in general,
and leads to fascinating concepts such as phonon engineering that promise tailored
thermal conductance in nanostructures [5].
In order to study and exploit microscale and nanoscale thermal phenomena, a

variety of scanning probemicroscopy (SPM) -based techniques have been developed,
most of which are based on contact scanning force microcopy (SFM). Two examples
of exciting technological applications of these techniques are in the areas of nanoscale
data storage [6, 7] and lithography [8]. In this chapter, experimental procedures and
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results from the broad field of heated-probe SFM are addressed. Although the
applications of these techniques are rather diverse, two common elements are the
use of a sharp, temperature-sensitive tip and the use of SFM techniques to scan this
tip over the surface and simultaneously measure the surface topography. Many of
these applications also require ameans to heat the tip, in turn to heat the sample, on a
highly local scale. In the following sectionswefirst describe the various types of probe
that have been developed for thermal scanning probe microscopy, and outline the
basics of probe-based imaging of thermal properties. Later, we analyze the various
heat-loss mechanisms that play a role in the interpretation of thermal SPM data.
Specific applications are discussed thereafter, including thermomechanical nanoin-
dentation, data storage and nanopatterning and lithography.

4.2
Heated Probes

At the heart of all the techniques described in this chapter is a heatable probe with
an integrated means of sensing the temperature of the probe tip. As with all
scanning probe techniques, the resolution is limited at least in part by the
geometry of the tip apex and the area of contact between the tip and the surface.
The most widely used heated probe is a Wollaston wire probe. In this technique, a
thin, bent platinum/rhodium wire is used to produce heat and detect temperature.
For SPM-based applications, the wire is bent into the shape of a cantilever, as
illustrated in Figure 4.1. Often, also a mirror is glued onto the back of the
cantilever to improve optical detection of the cantilever bending. The temperature
of the wire can be determined by measuring its electrical resistance and using the

Figure 4.1 Schematic diagram of a thermal probe made from a
Wollaston wire process. From Ref. [9].
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known temperature dependence of the electrical resistance of the material.
Although such probes are accurate and easy to handle, their spatial resolution
is limited by the dimensions of the bent wire at the end that acts as the probing
tip. To date, the spatial resolution reported using such probes is limited to about
�100 nm (see for example Figure 4.5).
The spatial resolution can be improved by using microfabrication techniques to

produce cantilevers with very sharp, temperature-sensitive tips. Shi et al. [10] have
made such probes using silicon nitride for the cantilever body andmicrofabricating a
platinum tip with a junction to chromium near the tip apex (see Figure 4.2). This
junction acts as a thermoelement and can be used to measure the temperature of the
tip as it is being scanned over a heated surface, or to investigate local heat sources on a
sample. Majumdar et al. have used such tips to image hot spots in a very-large-scale
integration (VLSI) chip [11] and to image the heat generated by the current flowing
through a carbon nanotube [12]. In the latter experiment, an impressive lateral
resolution of 50 nm was demonstrated.

Figure 4.2 Microfabricated probes for scanning thermal
microscopy (SThM). Cross-section (upper left) and scanning
electron microscopy images of a SThM probe (upper right), the
probe tip (lower left) and the Pt-Cr junction (lower right) at the end
of the tip. (Reprinted from Ref. [10];� 2002, American Society of
Mechanical Engineering.)
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Another approach, developed by IBM, uses an all-silicon microfabricated cantile-
ver with an integrated heater and tip (see Figure 4.3) [13]. Here, the largest part of the
two-legged cantilever is made from highly doped silicon (1020 cm�3 As), whereas the
part of the cantilever that supports the tip is lower-doped (5� 1017 cm�3) and serves
as both heater and sensor. With dimensions of 4mm� 6mm and a thickness of
�200 nm, the heater has a resistance of few kW. The known temperature dependence
of the resistivity of doped silicon can be exploited to sense the heater temperature.
This type of thermal probe has been used in the majority of the experiments
described in this chapter.
The temperature calibration of the heater can be carried out by measuring a

current–voltage response curve (I–V curve) of the cantilever (Figure 4.4). For this, a
resistor is typically placed in series with the cantilever. The measured voltage drop

Figure 4.3 Scanning electron microscopy image of a cantilever
with integrated heater (artificially contrasted) and tip. (Similar
probes were used to obtain the image in Figure 4.7b). (Reprinted
from Ref. [14]; � Springer-Verlag.)
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across the resistor is used to determine the current flowing through the cantilever
and, in combinationwith themeasured voltage drop across the cantilever, can beused
to calculate the electrical power dissipated in the cantilever. Initially, as the current
flowing through the heater is increased, the dissipated power results in an increase in
resistance due to increased scattering of the carriers. As the temperature rises, the
number of thermally generated carriers also increases, which tends to reduce the rate
at which the resistance increases with temperature. When the number of thermally
generated carriers equals the number of dopants, the resistance reaches its maxi-
mumvalue, and begins to decreasewith further increases in power and temperature.
The temperature at which themaximum resistance occurs is a function of the doping
density and is known from the literature [15]. The power needed to reach the
maximum resistance, PRmax, is determined from the measured I–V data. It is
assumed that all of the power dissipated in the cantilever contributes to heating of
the heater structure, and that the temperature change of the heater is a linear function
of the dissipated power. We can then rescale a plot of resistance versus power to a
plot of resistance versus temperature using two known values, namely, the resistance
at room temperature measured at low very low power, and the temperature at
which the maximum resistance occurs. For the doping values used here, the
maximum resistance occurs at 550 �C, and the heater temperature can thus be
calculated using

Theater ¼ RTþPð550�C�RTÞ=PRmax ¼ RTþRthP;

where RT is room temperature.
The implicit assumption here is that the thermal resistance of the system, Rth, is

independent of the heater temperature, Theater. We find that Rth is typically on the
order of 105 KW�1 under ambient conditions. When checking all of these assump-
tions by measuring the temperature of the heater by independent means, we found
that the resulting systematic error is far below the measurement errors, fabrication
tolerances and scatter. Using this calibration method, we estimate an absolute error
of about 30% for the temperature difference DT¼ Theater�RT. Relative measure-
ments and temperature changes, however, can be conducted with a temperature
resolution of �0.1 K.
The time scale that these heaters are able to probe is related to the thermal

equilibration time of the cantilevers. Although the dynamics is not a simple RC-type
exponential [14, 16], it can be approximated by a simple exponential and a single time
constant. For the cantilevers used in most of the examples discussed below, the time
constant is on the order of 7 to 10ms; this is then the time constant that limits fast
thermal sensing. For a rapid application of heat, however, the heater can be operated
in nonequilibrium on timescales down to 1ms and lower [14]. The transient
temperature can be sensed reliably at any time scale by means of the electrical
resistance. By design, the time constant can be decreased to values below 1ms, but
there are trade-offs between power consumption, sensitivity, time constant, ease of
fabrication and the mechanical stability of the cantilever [16, 17]. Therefore, the
optimum design depends critically on the application envisaged. For a detailed study
of cantilever designs and time constants, the reader is referred to Ref. [14].
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4.3
Scanning Thermal Microscopy (SThM)

The thermal conductivity/diffusivity of a sample can be measured by scanning a
heated tip on the sample surface of interest and monitoring the heat flow between
probe and surface. The heater/tip is usually mounted on a cantilever so that the
surface topography can be measured simultaneously with the thermal signal by
applying atomic force microscopy (AFM) techniques. This so-called scanning
thermal microscopy (SThM) method has recently been reviewed [10, 18–22].
In general, the heater is also used as a temperature sensor so that changes in the

heat flow can be measured during scanning. In the Wollaston wire approach, this is
achieved bymeasuring a thermo-voltage, whereas in the IBM approach the tempera-
ture-dependent heater resistance is measured; when the tip is in contact with the
surface, the contact forms a heat-loss path. The corresponding thermal conductivity
can be visualized by measuring changes in the tip temperature that result from
changes in the thermal conductivity as the tip is scannedover the surface.However, to
be able to sense this local heat loss, the conductivity must be large enough to produce
a measurable signal if compared with the electrical noise in the transducer. An
example of a local thermal conductivity map of a polymer blend by Reading et al. [18]
is shown in Figure 4.5. In such a SThM image the color contrast depends on the local
thermal conductivity.
Using this technique, it is relatively straightforward to produce a qualitative image

of relative differences in thermal conductivity. Quantitativemeasurements, however,
are significantly more challenging and require knowledge of both the tip–sample
contact geometry and all of the various thermal resistances and parasitic heat-loss
paths in the system (see Section 4.4). In contrast to the electronic case, heat paths

Figure 4.5 Scanning thermal microscopy image of a polymer
blend. The two phases can be clearly distinguished in the thermal
signal. (Reprinted from Ref. [18]; � 1998; International Scientific
Communications, Inc.)
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cannot easily be insulated, and therefore a heater typically has several heat-loss paths.
The main heat-loss paths, which do not vary with the local sample conductivity, are
conduction through the cantilever legs, nonlocal air conduction between heater and
sample surface, and radiation cooling. Another potential heat-loss path is through a
watermeniscus that can format the point of contact between tip and surface. Thiswill
effectively increase the heat-conduction cross-section, leading to a reduced lateral
resolution. After performing experiments under ambient conditions, Shi et al. [10]
have concluded that heat transfer between heater and sample is dominated by
conduction through a watermeniscus. The heat transfer paths are discussed inmore
detail in Section 4.4.
Themethod described above can be refined bymodulating the heater drive voltage,

which results in a modulation of the heat flow to the sample. The resulting ac
component of the heater temperature can bemeasured using a lock-in amplifier and
used to produce an ac thermal image. This ac heat-loss signal changes depending on
how the modulation period compares with the diffusion time of heat in the tip-
surface contact region – that is, lower-frequency signals diffuse further than do high-
frequency signals. Thus, by varying the modulation frequency of the heater, the
probing depth can be controlled. This can be seen in Figure 4.6, which shows two ac
thermal images taken at 1 and 30 kHz. The sample consists of islands of high-
thermal-conductivity material surrounded by low-thermal-conductivity material,
both covered by a polymer layer. In the image taken at 1 kHz, the ac signal probes
below the polymer layer and strong material contrast is observed, whereas at 10 kHz
both probing depth and contrast are significantly reduced.
The limits of the SThM technology are not easily defined. There is a trade-off

between time and temperature resolution on the one hand, and spatial resolution on
the other hand. For example, increasing the contact area between the tip and sample
increases the thermal conductivity, resulting in larger signals and therefore improved
sensitivity – but at the expense of reduced lateral resolution. As will be shown below
(Section 4.4), the high thermal impedance of the tip and the tip–surface interface
make working on samples with high thermal conductivity challenging. Ideally, the

Figure 4.6 Two ac thermal images of a sample with an island
of high-thermal-conductivity material within a matrix of low-
thermal-conductivity material, both covered by a polymer
coating. Image (a) was taken at 1 kHz and image (b) at 30 kHz.
(Reprinted from Ref. [18]; � 1998, International Scientific
Communications, Inc.)
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thermal impedance of the tip and tip–surface interface should be comparable to, or
smaller than, those of the sample. The tip and tip–sample interface impedances
increase as the tip ismade sharper and the contact area reduced,making high-spatial-
resolution experiments challenging. Nevertheless, a spatial resolution in the range of
some tens of nanometers is feasible on some samples. For example, Shi et al. have
demonstrated a resolution better than 100 nm on metallic wires [10] and better than
50 nmwhen imaging a carbonnanotube [12]. Achallenge for the quantitative analysis
of SThM images is the unknown interaction volume under the probing tip [19].
Nevertheless, the method is very successful in the study of polymers and biological
samples. For a recent review, see Ref. [19].
An example of high-lateral-resolution SThM is given in Figure 4.7. Here, the very

small contrast between two materials of similar thermal conductivity (silicon oxide
and hafnium oxide) is observed. The sample consisted of 2 nm-thick islands of SiO2

surrounded by a 3 nm-thick film of HfO2 on a single-crystal silicon substrate. Note
that both materials have a considerably higher thermal conductivity than polymers.
The measurements were performed in a high-vacuum environment using silicon
probes with integrated silicon heaters (as described in Section 4.2). A lateral
resolution of �25 nm was achieved, and the previously unknown thermal conduc-
tivity of the 3 nm-thickHfO2 filmwas determined. This example nicely demonstrates
the potential of using SThM for quantitative measurements, even at high spatial
resolution.

Figure 4.7 (a) Scanning thermal microscopy image
(1.6mm� 1.8mm) and (b) topography image
(2mm� 2mm� 5 nm) of a HfO2 film on a Si substrate.
The round holes are filled with 2 nm-thick SiO2. From the
image contrast between the HfO2 and the SiO2 regions, the
thermal conductivity of HfO2 can be determined quantitatively.
(Images reproduced from Ref. [23].)
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4.4
Heat-Transfer Mechanisms

Most of the applications described in this chapter use a sharp, heated probe to deliver
heat to a surface on a highly localized scale. However, this process is often rather
inefficient because of the high thermal resistance of nanometer-sharp tips and
nanometer-sized contact areas, in combination with the other parasitic heat-loss
paths present in the system.
In this section, we analyze the various heat-loss paths and mechanisms that can

play a role in heated-probe experiments. The analysis in this section is taken from
some unpublished results of U. D€urig and B. Gotsmann. The majority of heat-loss
paths are undesirable in the sense that they do not contribute to the image contrast in
SThMand reduce the efficiency of delivering heat to the sample in other applications.
The various heat-loss mechanisms that can contribute to heat loss from a heated tip
are illustrated in Figure 4.8 and described in more detail in the corresponding
Sections 8.4.1–8.4.6. Which of these mechanisms contribute in a given experiment
and the relative magnitudes of their contributions depend on the details of the
cantilever design and the experimental conditions. The potentially undesirable heat-
loss mechanisms include conductive heat loss through air and the cantilever
(Section 4.4.1) and also thermal radiation (Section 4.4.2). Heat conduction through
the tip is desirable, but the thermal resistance of the tip (Section 4.4.4) and
conduction through a water meniscus (Section 4.4.3) that can form between the
tip and sample limit the sensitivity and resolution. The thermal resistance of
the tip–surface interface (Section 4.4.6) and the thermal spreading resistance in the
sample (Section 4.4.5) are material-specific and determine the image contrast in
SThM. The relative magnitudes of these resistances also play an important role in
determining the efficiency of heat delivery to the sample. As a quantitative example,
we calculate the thermal impedances of the various heat-loss paths for the micro-
fabricated silicon cantilever with integrated silicon heater described at the end of
Section 4.2. Finally, in Section 4.4.7, we describe a set of experiments designed to
quantify the various thermal resistances.

4.4.1
Heat Transport Through the Cantilever Legs and Air

Microfabricated silicon heater structures integrated into a cantilever structure
typically have a minimum size on the order of micrometers. Usually, they are
integrated into �u�-shaped cantilever structures that provide bothmechanical support
and electrical connections to the heaters. These cantilever structures result in
additional heat-loss paths that, however, do not go through the tip but rather into
the support structure and from there into the surrounding air. If the cantilever is close
to a sample surface, then a fraction of this heat will be conducted through the air into
sample, but will not lead to a significant temperature increase in the sample owing to
the distributed nature of the heat transfer. The thermal coupling between cantilever
and sample is relatively strong if the cantilever–surface distance is comparable to the

4.4 Heat-Transfer Mechanisms j129



mean free paths of air molecules (�60 nm). For the cantilever design shown in
Figure 4.3, the tip height is�500 nm, resulting in a strong coupling to the substrate.
For cantilevers that are long relative to the dimensions of the heater and to the
cantilever–surface distance,most of the heat is conducted through the air and into the
substrate. For the cantilever in Figure 4.3, the conductivity through cantilever allows
the heat to spread along the cantilever by a distance on the order of a few tens of
micrometers. Heat conduction along the cantilever and into the air is analogous to a

Theater conduction in cantilever

air conduction 
and radiation

tip

interface

sample

room temperature

room temperature

Figure 4.8 (a) Heat paths relevant for experiment using heated
probes (numbers refer to text sections in which they are
described); (b) Schematic representation as thermal resistances.
Note that the distinction between tip, interface and spreading
resistances is not possible in every case.
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lossy transmission line. Thus, it can be modeled as a series of thermal resistances,
describing conduction through the cantilever with a set of parallel resistances at each
node that give the conduction through the air to the sample, as illustrated in
Figure 4.8b. Earlier studies of the heat transfer through the cantilever–air gap and
within the silicon cantilever/heater [14, 16] predicted that for typical dimensions (see
Figure 4.3) – that is, a cantilever thickness of�200 nm – a cantilever/heater–surface
distance of 500 nm, a heater size �5� 5mm and a cantilever width of �5mm, the
thermal resistance of the combined air/cantilever heat loss path is on the order of
105 KW�1 and the thermal response times are approximately 10ms. If the cantilever
is operated in a vacuumenvironment, heat loss through the air is eliminated and heat
flows directly through the cantilever to the thick silicon cantilever support structure.
For the cantilever design shown in Figure 4.3, the thermal resistance of this heat loss
path is on the order of 5–10� 105 KW�1.

4.4.2
Heat Transfer Through Radiation

Heat loss due to thermal black-body radiation, which involves the propagation of
electromagneticwavesfromahotobject, isdescribedbytheStefan–Boltzmannequation

S ¼ p2k4B
60�h3c2

�
T4
1�T4

2

�
:

Here, the cooling power per area, S, is expressed in terms of the Boltzmann
constant, kB, the Planck constant, �h, the speed of light, c, the temperature of the
heated body, T1, and the temperature of the environment, T2. For a heater tempera-
ture 100K above the environment temperature, this corresponds to a thermal
resistance of �6� 108 KW�1 for effective heater dimensions of (9mm)2. Compared
to the thermal resistance of the cantilever and air heat-loss paths of about 1–10�
105 KW�1, the contribution due to black-body radiation is negligible. In ambient
conditions, the overall thermal resistance is dominated by air conduction and in
vacuum by conduction through the legs to the support structure.
In heated-probe SPM experiments, the distance between the heater and sample is

often less than 1mm. In this case, the Stefan–Boltzmann equation is only an
approximation, and near-field effects must be taken into account. Such effects have
a long history of theoretical analysis (see for example Refs [24–28]). Experimentally,
however, the effect appears difficult to pin down, and very few reports have been
made [29–32]. It has been predicted on a theoretical basis that, compared with
Stefan–Boltzmann�s law, heat transport by evanescent thermal radiation will depend
heavily on the materials involved, with a strong distance dependence (1/d2 for most
cases) and a weakened temperature dependence (T2 formost cases) [25]. The effect is
also heavily dependent on the dielectric constants of the heater and the sample
material. According to theory, we can expect that the near-field effect for a polymer
surface is very small. However, for a silicon surface it can be significantly higher,
depending on the doping [26–28], but even in this case the effect is expected to be
negligible when compared to the total thermal resistance of the cantilever.
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Under ambient conditions, the distant-dependent cooling of the heater/cantile-
ver is dominated by air cooling, and therefore it is not possible to observe near-
field cooling effects. Under vacuum conditions, the contribution to cooling due to
thermal radiation should become measurable – not so much because of the
increased overall thermal resistance without air conduction but rather because we
can use the distance dependence to demonstrate the existence of near-field
cooling. In air, the distance dependence is dominated by air conduction, whereas
in a vacuum the air conduction is of course eliminated and conduction through
the cantilever legs does not depend on the heater–sample distance. Thus, on
approaching a surface in vacuum, any variation in the thermal resistance that is
observed prior to tip–surface contact can likely be attributed to near-field radiation
effects.

4.4.3
Thermal Resistance of a Water Meniscus

Under ambient conditions, humidity in the air usually results in the formation of a
watermeniscus around the tip–sample contact. The size and thermal conductance of
themeniscus are a function of both humidity and samplematerial, and therefore are
difficult to control. Thermal conduction through such a water meniscus effectively
increases the tip–sample contact area and thereby reduces lateral resolution. On the
other hand, the meniscus improves thermal contact, especially on rough surfaces,
and may even be necessary to make nanoscale measurements possible in the first
place. In a groundbreaking report, Shi andMajumdar concluded that in experiments
using a �100 nm-diameter metal tip on a metal surface, the influence of the water
meniscus is of the same order of magnitude as the conduction through the
solid–solid tip–sample contact [10]. Moreover, they also concluded that for relatively
blunt tips under ambient conditions, thermal conduction through the air gap
between the tip sidewalls [33] predominates, whereas for sharper tips, solid–solid
and water–meniscus conduction dominate [10]. The effects of conduction through a
water meniscus can of course be avoided by operating the heated tip in a low-
humidity or vacuum environment.

4.4.4
Heat Transfer Through a Silicon Tip

The thermal resistance of the tip stems from the conductance of phonons in the
silicon tip and from the layer of native oxide covering it. In the tip, the resistivity is
larger than that of bulk silicon because of enhanced phonon scattering at boundary
surfaces [3]. The thermal resistance of the silicon tip can be estimated using
predictions for the thermal resistivity of silicon nanowires as a function of diame-
ter [34]. Integrating the expression for the varying diameter of a cone-shaped tip with
a typical opening angle of 50� down to the apex with a radius of 5–10 nm yields a
thermal resistance on the order of 106 to 107 KW�1 because of phonon scattering.
This is in agreement with finite-element calculations [35].
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To develop a �hands-on� feeling for this rather complex subject, we first derive a
simple model for heat conduction in conical structures, in particular with regard to
ballistic phonon transport. Let us initially consider a cylindrical rod with a cross-
section A¼ d2p/4 (d¼ rod diameter). Let us further assume that a constant current
Ith of thermal energy flows through the rod, which is driven by a temperature
difference along the rod axis (x-axis). For a temperature gradient DT/Dx, the heat
flow is)

Ith ¼ kA
Dx

DT ; ð4:1Þ

where k denotes the thermal conductance of the rod and DT is the temperature
difference across a cylindrical slice of thicknessDx. In using Equation 4.1, we assume
that the phonon mean free path is large compared with the diameter of the rod. For
very thin rods, say d < 100 nm for crystalline Si, this assumption is no longer valid and
one must account for phonon scattering at the boundaries by renormalizing the
thermal conductance according to the so-called Mathiessen�s rule [36, 37]:

k0 ¼ k
1

1þ l
d

� k
d
l
; d ? l; ð4:2Þ

where l denotes the phonon mean free path.
Let us now consider a rotational symmetric, conical conductor with opening angle

Q (see Figure 4.9). The diameter of a circular slice at distance x from the cone tip is
thus d(x)¼ 2x|tan(Q/2). If d� l, we can calculate the temperature profile along the
cone axis by approximating the cone by a stack of short cylindrical rods of length
Dx�l and diameter d(x), yielding (x1� x2 p Dx):

Figure 4.9 Schematic of the conical tip: Q is cone angle, d the
cone diameter at x0, l the phonon mean free path, and u the
opening angle for the intersection of the phonon mean free path
with the surface of the cone.
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T1�T2 ¼ Ith
1

ptan Q
2

ðx2
x1

k
dx
x2

: ð4:3Þ

The cylindrical rod approximation has also been applied for d ( l by simply
replacing the constant thermal conductivity k by the renormalized value k0 [36].
However, it is not obvious that this approach is applicable because the cone cross-
section changes significantly over a distance l along the tip axis. Therefore, let us
examine the problem in more detail.
Consider a point on the cone axis at a distance x0 from the apex (see Figure 4.9).We

assume that d < l. Let S be the spherical cap defined by the intersection of the conical
tipwith a sphere of radius l centered at x0. A fraction of the phonons emanating from
S arrive at x0 in a direct path without interference from the tip surface. These
unperturbed phonons impinge from a solid angle

tan
u
2
¼ dðx0 þ lÞ

2l
¼ dðx0Þ

2l
þ tan

Q
2
: ð4:4Þ

The fraction of the total heat transport seen at x0 due to these direct phonons is

hd ¼ IdthðuÞ
IdthðpÞ

¼
2p
ðu
0

Tðx0Þ�ðx0 þ lÞ
dT=dx � l cosu=2sinu=2 du=2

2p
ðp
0

cosu=2sinu2 du=2

¼ Tðx0Þ�Tðx0 þlÞ
dT=dx � l sin2u=2 � dðx0Þ

l
sin2u=2:

ð4:5Þ

The factor (T(x0)�T(x0 þ l))/(ldT/dx) accounts for the reduced thermal energy
carried by the impinging phonons with respect to the value calculated from the local
thermal gradient at x0. As the temperature difference T(x0)�T(x0 þ l)ffiT(x0)/1/d2

(see below), the factor is equal to d/l. Similarly, for the fraction of heat transported by
the phonons scattered off the wall, one can write

hd ¼ IwthðuÞ
IthðpÞ

¼
2p
ðp
0

DTwðu0Þ
DTðu0Þ cosu0=2=2sinu0=2 du0=2

2p
ðp
0

cosu0=2sinu0=2 du0=2

� dðx0Þ
l

cos2u=2:

ð4:6Þ
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As for the direct phonons, the factorDTw/DTdenotes the fraction of heat carried by
a phonon scattered from the wall with respect to a thermal equilibrium phonon. A
calculation (A. D€urig, unpublished results) yields

DTwðu0Þ � DTðu0Þ
dðx0Þ
l

dðx0Þ
l

< 1

1
dðx0Þ
l

	 1
;

8>><
>>: ð4:7Þ

where the equality holds for u¼ 0 and deviations for u> 0 have been neglected.
Hence, we obtain as final result

k0ðx0Þ ¼ kðhd þhwÞ � k
dðx0Þ
l

; ð4:8Þ

in exact agreement with Mathiessen�s rule.
According to Equation 4.3, the thermal resistance of a conical heat conductor with

an apex diameter d0 ? l can be written as

R ¼ 1
k
4l
p

ðl
d0 << l

1

d3
dx

� 1
k

2l
ptanQ=2

1

d20

¼ 3
8

1
tanQ=2

Rs;

ð4:9Þ

where

Rs ¼ 1
k
4l
3p

1

ðd0=2Þ2
ð4:10Þ

is the so-called Sharvin resistance for ballistic transport through a circular
aperture (see e.g. Ref. [38]). It is interesting that, despite the short effective
mean free path due to boundary scattering, the resistance of a conical conductor
still retains the characteristics of ballistic transport expressed by the inverse d20
dependence. Also, the length of the cone does not enter because more than 90%
of the temperature change occurs over a distance on the order of three times the
apex diameter. Substituting the corresponding values for the thermal conductivity
k¼ 165WK�1m�1 and the mean free path l¼ 100 nm, one obtains the following
for the thermal resistance of a Si tip:

R � 3:86� 108 KW�1 nm2 1

tanQ=2d20
: ð4:11Þ

The cone angle dependence and explicit values ofR for a representative set ofQ and
d0 values are tabulated in Table 4.1. Note that the tip resistance increases markedly if
the cone angle is less than �45�.
Next, we investigate the influence of interface scattering at the apex for a tip in

contact with a substrate surface. Specifically, let us assume that the substrate is a
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poorly conducting material, such as a polymer film, which has a correspondingly
short phonon mean free path? d0. The heat transmitted through the apex is carried
away radially, where the temperature drop in the substrate is given by the spreading
resistance (see e.g. Ref. [38] and Section 4.4.5):

Rsp ¼ 1
2ksd0

: ð4:12Þ

Here, ks denotes the thermal conductance of the substrate.
Consider a heat current impinging on the interface. A fraction h is reflected back

into the tip owing to scattering at the apex (seeFigure 4.10a).Whether the scattering is
elastic or inelastic is not important for the subsequent discussion. Because of the
ballistic nature of the propagation, thermalization of the reflected phonon will occur
far away from the interface, and therefore will not influence the local thermal
equilibrium at the interface. Let T and Ith be the interface temperature and the
thermal current in the absence of scattering, respectively. The heat transmitted into
the substrate is thus Itth ¼ ð1�hÞIth. Correspondingly, the substrate temperature at
the interface isTs¼T�h(T� T0), where T0 is the substrate temperature far from the
interface.

Figure 4.10 Schematic of boundary scattering at the tip apex.

Table 4.1 Normalized thermal resistance of a conical tip as a
function of the cone angle and thermal resistance forQ¼ 90� as a
function of apex diameter.

R(Y)/R(90�) 1 1.73 2.41 3.73 7.60
Y 90 60 45 30 15

R (90�) (KW�1) 3.86· 108 9.65· 107 1.54· 107 3.86· 106 9.65· 105

d0 (nm) 1 2 5 10 20
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The net heat current flow in the tip is Itth ¼ Ith�Irth, whereI
r
th ¼ hIth denotes the

reflected current in the tip. As argued above, the tip temperature at the apex is not
altered. Nevertheless, we introduce an effective temperature at a virtual tip interface
T 0 ¼ T þhðT1�TÞ, where T1 is the tip temperature far from the interface (see
Figure 4.10b). With this definition, the heat balance can be satisfied with regard to
the net current, T 0 ¼ T1�ItthR, where the heat conduction in the tip is represented by
the single resistive element, R. The virtual tip interface is connected to the substrate
surface bymeans of a resistive element thatmust satisfy the equationT 0�Ts ¼ ItthRb.
Hence, one obtains

Rb ¼ h
1�h

ðRþRspÞ: ð4:13Þ

The scattering physics is captured in the reflection coefficient

h ¼ að1�cosu=2Þ � a 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4tan2Q=2þ 1

p
 !

; ð4:14Þ

where 0 
a 
1 is a type of accommodation factor for the back-scattering of the
phonons into the tip and (1� cos u/2 accounts for the fraction of the solid angle
covered by the back-scattered phonons that escape form the tip apex and
thermalize in the heat bath. The particular choice for u is heuristically motivated
by the observation that the temperature gradient is roughly one order of magni-
tude lower at a distance above the apex that corresponds to a cone diameter of
twice the aperture diameter.
The substrate temperature is one of the key parameters for studying thermo-

mechanical material properties. It can be written as

Ts ¼ Rsp

RþRb þRsp
ðT1�T0ÞþT0 ¼ 1�h

1þR=Rsp
ðT1�T0ÞþT0; ð4:15Þ

Note that already for ratherweak back scattering the interface resistance accounts
for a significant fraction of the total resistance, that is, a¼ 0.3 yields Rb l0.5
(R þ Rsp) (see Equations 4.13 and 4.14). Figure 4.11 shows the substrate tempera-
ture as a function of tip cone angle for a¼ 0.5 and 0.75 and for various ratios of
R þ Rsp¼ (ksl)/(kd0) < 1 corresponding to cases in which the spreading resistance
is dominating the tip resistance. Under such conditions, the substrate temperature
is rather insensitive to the values substituted for the accommodation coefficient a
and the cut-off angle u.
As observed experimentally [8, 14, 35, 39, 40] and also described in Section 4.4.8,

the simple model predicts that the temperature rise at the substrate interface is on
the order of 0.4 to 0.7 times the total temperature difference between tip and
substrate for parameters that correspond to typical experimental conditions. It is
clear that the model cannot capture the complexities of phonon scattering in a
predictive manner. Instead, a phenomenological parameter amust be introduced to
match experimental observations with model predictions. However, the model
provides a means for assessing the scaling properties and provides qualitative
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insight based on intuitive physical arguments. A deeper discussion of physical
mechanisms governing thermal transport of nanometer-scale tip–surface contacts is
presented in Sections 4.4.5–4.4.8.

4.4.5
Thermal Spreading Resistance

The spreading resistance in the sample is probably the best understood of all the
thermal resistances involved. Commonly, it is well approximated by Equation 4.12,
which says that the resistance scales inversely with the contact diameter d0. The
scaling is borne out by the fundamental heat conduction Equation 4.1 by observing
that the mean gradient DT/Dx scales as 1/d0 for diffusive transport in a half-space.
For a thin film on a substrate, one can account for the effect of the substrate by

using an approximate solution proposed by Yovanovich et al. [41]:

Rsp ¼ 1
2ksd0

� 1
2pkst

log
2

1þks=ksub

� �
: ð4:16Þ

Here, ks and t are the thermal conductance and the thickness of the film,
respectively, and ksub denotes the thermal conductivity of the substrate on which
the film has been deposited. In all experiments discussed below, the film thickness is
at least one order ofmagnitude larger than the contact diameter, andwe can disregard
the finite-size correction term.
For polymer films, a value of ks� 0.2–0.3WK�m�1 is typical. The thermal

conductance can increase by up to a factor of 2 under a pressure of 1GPa. As the
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Figure 4.11 Substrate temperature at the tip apex: a¼ 0.75
(solid lines) and 0.5 (dashed lines) and R/Rsp¼ (ks l)/(k d0)¼
0.025 (blue), 0.05 (green), 0.1 (red) and 0.25 (cyan).
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stress under the tip varies during an experiment and is transient within the
tip–surface interaction volume, we must resort to estimating an effective pressure-
increased thermalconductivity [42].For theexperimentdescribedbelow,weuseavalue
of kpol of 0.3–0.6WK�m�1. For a contact diameter of d0¼ 10nm, we obtain an
estimatedRsp of approximately (0.8� 1.6)� 108KW�1 for polymers,�106–107KW�1

for oxides, �3� 105KW�1 for silicon, and down to 104KW�1 for metals.

4.4.6
Interface Thermal Resistance

As discussed in Section 4.4.4, the thermal resistance of the interface Rint defies
accurate prediction. The situation is further complicated because the interface
resistance usually depends heavily on the quality of the interface and the contact
pressure. For most of the cases described in this chapter, we can assume a single-
asperity contact characterized by a contact diameter d0. Contact mechanics models
can be invoked to estimate d0. For a tip with a radius of 10 nm and applied loads of a
few tens of nanoNewtons, d0 is on the order of a few nanometers.
On the other hand, the values of the interface resistance reported in the literature

were measured on macroscopically large areas (rather than a tip–surface contact).
Typical values for silicon–polymer interfaces are in the range of 10�8 to 10�7 Km2

W�1 [43, 44]. For a silicon–silicon interface, the corresponding value obtained for
phonon scattering is 2.1� 10�9 Km2W�1. The subject of interface scattering has
been extensively reviewed by Swartz and Pohl, who discuss the thermal interface (or
boundary) resistance between various materials as well as related models [45].
Returning to the nanoscale tip contact, it is not immediately clear how to relate the

macroscopic data to the nanoscale interface resistance.One simple approach adopted
by King [35] is to treat the interface as a scattering site for phonons in silicon and to
assume that the total interface resistance is inversely proportional to the contact area,
which yields Rint¼ 2.1� 10�9 Km2W�1� 4/(p d20)� 2.7� 107 KW�1 for d0¼
10 nm. Alternatively, if we substitute the measured value for the polymer–silicon
interface resistance, we obtain Rint¼ 10�8 to 10�7 Km2W�1� 4/(p d20)� 1.3� 108

to 109 KW�1 for d0¼ 10 nm.
Alternatively, it is shown in Section 4.4.4 that the resistance due to boundary

scattering at the tip apex is proportional to the sum of the thermal resistances
associated with the conduction paths through substrate and tip. Therefore, this has
two components: one scaling as 1/d0 and corresponding to the spreading resistance
in the substrate; and the other scaling as 1=d20 and corresponding to the tip resistance.
The question then arises how this is to be reconciled with the 1=d20 scaling suggested
by extrapolating from the macroscopic scale.
The interface resistance is a somewhat artificial construct, which bridges the gap in

the conduction path where the temperature of the phonon gas cannot be defined
unequivocally. The temperature is well defined only if the phonons thermalize by
means ofmutual scattering. Therefore, the gap typically extends over a distance on the
orderof thephononmean freepathoneither sideof the interface.For consistencywith
the concept of a thermal resistance, the interface resistance is defined as the tempera-
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turedifferencedividedby thenetheatfluxacross thegap, asmeasuredby an imaginary
observer with an apparatus that is in thermal equilibrium with the phonon gas. Note,
however, that unlike a regular thermal resistor, the interface resistance cannot be
brokenup into a stringof series resistors to calculate the temperature at anypoint along
the gap. In fact, such temperatures have nomeaning andmerely serve as amathemati-
cal concept. The interface temperature of the tip, T0 (which was introduced in
Figure 4.10b), is an example of such a fictitious temperature. Moreover, the ballistic
tip resistance, R (see Equation 4.9 in Section 4.4.4) constitutes part of the overall
interfaceresistance.Therefore,wemustwrite thefollowingfor the interfaceresistance:

Rint ¼ Rb þR; ð4:17Þ
which spans the entire ballistic propagation path of the phonons through the conical
tip, including boundary scattering at the tip–substrate interface up to their thermali-
zation in the substrate. It is also clear from the above discussion that we cannot simply
extrapolate frommacrosopic results to nanoscale thermal contacts without accurately
accounting for the conduction path. What one can do, however, is to extract a mean
backscattering probability from macroscopic experiments. Using the same type of
reasoning as in Section 4.4.4, one obtains the following for the interface resistance for
a unit area of a planar contact:

r int ¼ h
1�h

l
k
: ð4:18Þ

Withh� a, andassumingl� 1nmandk� 0.3WKm�1 for themean freepathand
the thermalconductanceofpolymers, respectively, onemust substitutea� 0.75 to0.97
in order to obtain the experimentally observed values of rint� 10�8 to 10�7 Km2

W�1 [43, 44].Theupperboundfor themeasured interface resistanceyields a somewhat
unrealistically highvalueof 0.97 for thebackscatteringprobability.However, itmust be
borne in mind that it is difficult to obtain good contact uniformity in a large-scale
experiment, and therefore the experimental values must be seen as upper bounds.

4.4.7
Combined Heat Transport Through Tip, Interface and Sample

Wedefine the heating efficiency c (similar to – but a simplification of Equation 4.15 and
Figure 4.11) as the increase in the sample surface temperature divided by the total
temperature difference between heater and substrate:

c ¼ Rsp

Rtip þRint þRsp
: ð4:19Þ

Here, Rtip denotes the nonballistic, diffusive component of the tip resistance (the
ballistic part is captured inRint, as explained in Section 4.4.6). This definition is useful
for understanding sensitivity issues when using heated probes. The heating effi-
ciency c is a strong function of tip size – that is, of the lateral resolution. Small values
of c imply that also the measured signal will be small, indicating that achieving high
lateral resolution becomes increasingly difficult.
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As outlined in Section 4.4.4 and inferred experimentally [8, 14, 35, 39, 40], typical
values for c range from 0.3 to 0.7 for polymer samples. In the case of better thermal
conductors, c can bemuch lower; for example, onmetals we estimate c� 10�3–10�4,
for semiconductors c� 10�2–10�3, and for oxides c� 10�1. This points to the
challenges expected when extending the SThM method to both the nanoscale
(e.g. a¼ 5 nm in the above calculations) and to sample materials having a higher
thermal conductivity than the commonly used polymers or oxides.
We note that, although the heating efficiency reflects the temperatures, it does not

reflect how efficient a probe is in terms of heating power. For the cantilever type shown
in Figure 4.3 operating in air, the ratio of power going through the tip to that lost to
other heat paths is approximately 105/108 (K/W)¼ 0.001. Thus, from a power
consumption point of view, the delivery of heat to the sample through the tip is
very inefficient. Improving the efficiency requires either a reduction in the interface
and the tip thermal resistances or an increase in the air/cantilever thermal resistance.
The tip and interface resistances can of course be decreased by using a blunter tip, but
at the expense of lateral resolution. Increasing the cantilever thermal resistance
requires a decrease in the heater and lead cross-sections and/or an increase in the
cantilever length. Among the design issues that restrict the freedom to reduce the
heater/lead cross-sections are the mechanical stability, cantilever stiffness, mechani-
cal response time, power consumption of the heater, electrical resistance and noise,
thermal response time and fabrication tolerances.

4.4.8
Heat-Transport Experiments Through a Tip–Surface Point Contact

The sheer number of heat-transport paths described above renders an understanding
of heat transport in heated probes challenging, let alone the direct measurement of
individual components of heat transport. In order to distinguish between different
heat paths, we have chosen a threefold approach:

. Bringing the tip into and out of contact with the sample opens and closes heat
channels.

. Operation in a vacuum removes the distance-dependent cooling path through the
air, which tends to dominate the small change in cooling that occurs when the tip is
brought into contact with the sample in ambient conditions and completely
eliminates conduction through the water meniscus.

. By varying the contact area, a, only some of the contributions will be affected
(interface and spreading part).

The total thermal resistance of the heater, Rth, is given by

Rth ¼ ðTheater�RTÞ=P; ð4:20Þ

where Theater is the temperature of the heater, RT is the room temperature, and P the
heating power. The thermal resistance due to conduction through the cantilever legs
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and radiation can be determined from the data obtained before the tip contacts the
sample. The tip–surface thermal conductance can then be determined by subtracting
this value from the datameasured with the tip in contact with the sample. Figure 4.12
shows an example of such an experiment performed using a thermal probe similar to
that shown in Figure 4.3 and a sample consisting of 80 nm of SU8 (an epoxy-based
photoresist) on a silicon substrate. Out of contact, the displacement translates into a
distance change between heater and sample. In contact, the displacement translates
into a load force as the tip is pressed against the polymer. In this experiment, the
average Theater was approximately 315 �C, and the change in Theater resulting
from contact was about 1.5 K. From the difference between the thermal resistance
out-of-contact (�1.077MKW�1) and the thermal resistance in-contact (1.071–1.073
MKW�1), the thermal resistance due to heat transport through the tip–surface
contact was calculated to be 2� 3� 108 MKW�1 (see Figure 4.14).
The tip–sample resistance is given by

Rts ¼ Rtip þRint þRsp; ð4:21Þ
as illustrated in Figure 4.13, whereRtip is the diffusive thermal resistance of tip,Rint is
the tip–sample interface resistance, and Rsp is the spreading resistance in the
polymer.
To experimentally quantify the different contributions to Rts, we can vary the

individual contributions by varying the samplematerial and the applied force. As the
contributions depend on the contact radius, 0.5 d0, it is useful to vary this parameter.
To study the contact area dependence of the overall thermal resistance of the
tip–polymer contact, we vary the force during an approach experiment. The contact
area is calculated using the JKR model [46]. For this purpose, the applied force, the
pull-off force and the tip radius need to be known. The applied force and pull-off force
are determined from the cantilever spring constant and the knownmotion of the tip
holder relative to the sample surface. The tip radius is measured ex situ by means of

Figure 4.12 Thermal resistance of heated cantilever/tip as a
function of displacement and contact with an 80 nm-thick SU8
film on a silicon substrate. (Reproduced from Ref. [14];
� Springer-Verlag.)

142j 4 Nanoscale Thermal and Mechanical Interactions Studies using Heatable Probes



scanning electronmicroscopy. The data shown in Figure 4.14 were obtained for a tip
with Rtipffi 13.5 nm corresponding to a variation of the contact diameter from 7nm
just before the contact breaks at a pull-off force of�15 nN to 13 nm at the maximum
load of 35 nN.
Clearly, the thermal resistance depends on the tip force and hence on the contact

diameter. Motivated by the above discussion, we propose the following ansatz for the
thermal resistance:

Rts ¼ A0 þA1=d0 þA2=d
2
0: ð4:22Þ

Figure 4.13 Schematic representation of the thermal resistances
involved in heat transfer between the heater and a polymer
sample. (Reproduced from Ref. [14]; � Springer-Verlag.)

Figure 4.14 Experimental thermal resistance Rth of a typical
tip–sample contact on a polymer (SU8) film and fit (blue, dash-
dotted line) containing the three components Rtip or A0 (green,
dotted), Rint or A2 (black, solid) and Rsp or A1 (red, dashed).
(Reproduced from Ref. [14]; � Springer-Verlag.)
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Indeed, a good fit to the data is obtained with this second-order ansatz. In
Figure 4.14, the individual contributions are shown as a green dotted line for the
A0 term, a red dashed line for theA1/d0 term, and a solid black line for theA2=d

2
0 term.

Recalling the results fromSectionsNaN.2.4–NaN.2.6, it is surprising that there is a
significant A0 term (�9� 107 MKW�1). All components – tip, interface and
spreading – should have an explicit dependence on d0. We attribute the contribution
A0 to the thermal resistance of the tip Rtip. This may appear as a rather strong
assumption, because we argued in Section 4.4.4 that the thermal resistance of the tip
is predominated by ballistic conduction, and therefore the diffusive (nonballistic)
thermal resistance of the tip should be vanishingly small in comparison.However, in
practical applications the inner structure of the tip may play a role. In particular, the
oxide cap covering silicon tips can contribute decisively to the thermal resistance of
the tip. The value of this contribution can be estimated on its own as an independent
thermal resistance by using approximate dimensions or as a mesoscopic link
enabling �phonon tunneling� between the silicon cone and the sample [47]. The
uncertainty remains large, and we estimate 107–108 MKW�1 for the oxide cap.
Accordingly, the total value of Rtip might be dominated by the value for the oxide cap,
and we therefore also expect 107–108 MKW�1 for Rtip. This interpretation is
supported by control experiments using the same tip on a silicon sample.
TheA2=d

2
0 term is an unequivocal sign for ballistic transport, and therefore itmust

be assigned to the interface resistance Rint (see Section 4.4.6). The A1/d0 term stems
from the spreading resistance in the polymer sample. As discussed in Sections 4.4.4
and 4.4.6, it is composed of a real diffusive component and an interface contribution.
It is difficult to assess the magnitude of the latter without detailed knowledge of the
tip structure at the interface, whichwould allow one tomake realistic assumptions on
the scattering efficiency at the interface to the polymer. We note, however, that the
magnitude is consistent with the diffusive spreading resistance for polymers (see
Section 4.4.5).Hence,most likely the interface scattering contribution is rather small.
It is interesting to note that all three terms contributing to the overall thermal
resistance are of similar magnitude, namely, on the order of 108 MKW�1, which
results in a heating efficiency of c� 40% in this example (assuming that the A1/d0
term corresponds to a purely diffusive spreading resistance).

4.5
Thermomechanical Nanoindentation

Thermomechanical nanoindentation can be viewed as a powerful nanoscale
extension to the existing methods of indentation (hardness testing) and dynamic
thermomechanical analysis (modulus testing). The process involves pressing a
heated tip into a sample using a defined tip temperature, load/heat duration, and
load force. The indentation dynamics and the yield of the sample can be used to
understand its material properties. Apart from the metrology discussed in this
section, the technique has applications in data storage and in nanoscale patterning
and lithography.
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The indentation process yields considerable insight into the thermomechanical
properties of materials – in particular of polymers – on the nanometer scale [48–52].
Traditionally, indentation processes are used to determine the hardness of a material
[53], in which experiments an indenter produces a permanent deformation at the
surface of thematerial under investigation. The hardness is determined by the size of
the indentationwith respect to the loadingforce.As thegeometryof the indenterplaysa
fundamental role, common hardness definitions are based on individual, defined
geometries, such as a ball (Brinell) or a pyramid (Vickers) [53]. In the experiments,
typicallyaspecific load isappliedforspecific timedurations toyieldcomparableresults.
Although it has not been widely used in traditional hardness testing, temperature

is an additional important parameter in indentation experiments [14, 52]. As the
mechanical properties of materials typically depend largely on temperature, the
control of this parameter opens up interesting new areas of investigation. Heated
probes provide an easy means to vary the temperatures on any given surface. In
addition, controlling the probe temperature is relatively straightforward, and the low
heat capacity of the probes allows the temperature of the probe to be switched at
relatively high rates.
Polymers are one class of materials in which the mechanical and viscoelastic

properties change dramatically with temperature, for example, at the polymer�s glass
transition temperature, Tg [1, 54]. At this temperature, the internal configurational
changes within the polymer chain (which are linked to the translationalmotion of the
chain) become slow compared to the typical experimental observation time scale of
1–100 s. As a result, the material drops out of equilibrium into a so-called �glassy�
state, and its materials properties change dramatically. The elastic modulus, for
example, increases by orders of magnitude.
Heated probes are ideally suited to investigate the mechanical properties of

polymers on a nanometer scale over a wide range of temperatures, from room
temperature to several hundred degrees Celsius, and time scales varying over orders
of magnitude down to the microsecond regime.
As an example, Figure 4.15 shows the result of an indentation experiment using

heated probes. The indentations were written as a function of the load force, F, and
the tip temperature, T, for indentation times of 10ms using a tip having a radius of
about 10 nm. The image shows the topography measured in contact mode after
writing the indentations using the same tip. Whereas, in the lower left part of
the image, no permanent indentations were formed, they appeared very clearly in
the upper right part at high temperatures and forces. Clearly, in order to produce
permanent indentations a certain minimum force and/or temperature must be
applied. The corresponding characteristic line at the onset of indentation formation is
called the writing threshold (see shaded region in Figure 4.15). For practical purposes,
this dividing line can be defined as the load/temperature combination that leads to
indentations of 1 nm depth: T(F)d ¼ 1 nm.
Figure 4.16 exemplifies the threshold behavior of writing indentations with

increasing temperature at a given load of 50 nN and a pulse duration of 10ms.
Whereas, below the threshold temperature Th, no permanent indentations can be
formed, above Th their depth increases linearly with temperature.
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Before turning to the physical interpretation of such temperature–load plots, let us
briefly see how they can be used in practice. Of particular interest are thewell-defined
intersections of the writing threshold curves with the axes – that is, the writing
temperature in the limit of no load force applied, T0, and the load force in the limit of
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Figure 4.16 Depth of indentations in a polymer
film (polymethylmethacrylate, PMMA) as a
function of heater temperature for a load of
50 nN and heat- and force-pulse durations of
10ms. Above a threshold heater temperature Th

of �450 �C, the indentation depth increases
linearly with the heater temperature. For the
parameters applied, Th is therefore closely
related to the glass-transition temperature, Tg, of
the polymer.

Figure 4.15 Atomic force microscopy image of
indentations written into a polymer film at
various combinations of load forces and tip
temperatures using an indentation time of 10ms.
Blocks of 5� 5 indentations spaced 36.6 nm
apart arewritten using the sameparameters. The
blocks are written with increasing force and

temperature along the x- and y-axis, respectively.
The heater temperature is determined as
described in the text. The polymer temperature
under the tip is estimated using the results of the
heat-transfer experiments described in
Section 4.4.
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no heat applied, F0. The quantities T0 and F0 are a function of both indentation time
and tip geometry.
T0 is the writing temperature needed in the limit F ! 0, which is also the limit of

zero stress. In this limit the Tg is defined and therefore, for a given tip radius and
indentation time, T0 is a measure of the Tg.
For a givenheater temperature, the temperature reached in the polymerunderneath

the tip depends on the geometry of the tip (see Section 4.4). Whereas, the opening
angle of the tip cone has relatively little effect, the contact area – and therefore the heat
transport from the tip to the polymer – differ for blunt and for sharp tips.
To reach more quantitative statements about the Tg of a polymer, we must

normalize the effects of the tip geometry. There are two possible solutions to this:

. First, to obtain comparable results, one can use the same tip for all samples being
studied. Assuming that the tip shape stays constant over the range of experiments,
this procedure yields comparable results that can be correlated to traditionally
measured Tg values of polymers.

. The second approach is to pick one of the polymers as a reference sample and to
normalize the results on the other polymers with respect to this reference polymer.

Clearly, the first approach is prone to difficulties relating to the necessary constant
geometry of the tip, is restricted to the use of a single tip, and therefore cannot be
appliedasageneralmethod. In thesecondmethod, theTgvaluesmeasuredarerescaled
with respect to a reference tip on the reference sample, which cancels to first order the
relative difference in heat-transfer properties resulting from the use of different tips.
By using these two approaches, a correlation to Tg measured by conventional

means can bemade [6, 14], as shown in Figure 4.17. All experimental data were either
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obtained with a tip of approximately 10 nm radius or rescaled using reference
samples [poly(methylmethacrylate) (PMMA) and polystyrene] to the case of a
particular tip with specific opening angle and tip radius (Rtip¼ 10 nm), which yielded
Th at 400 �C for 10ms-long heat pulses. The writing temperaturesmeasured correlate
very well with the respective Tg values of the polymers. This holds for uncrosslinked
polymers, such as PMMA or Poly-a-Me-styrene, as well as for highly crosslinked
polymers, such as the epoxy-resist SU8. In fact, the largest deviation of the data from
the linear fit is less than 10%.
The excellent correlation of the indentation-writing andTg values demonstrates the

applicability of the method for determining Tg for unknown samples. This is insofar
surprising as theTg values for the given samples were determined usingmacroscopic
bulk methods of dynamic mechanical analysis (DMA) or differential scanning
calorimetry (DSC) and, in particular, also because these methods work on much
longer time scales (1–100 s).
The second parameter obtained from the threshold curve, F0, can be used to

determine the hardness of thematerials. As a demonstration,measured indentation-
writing threshold curves are shown in Figure 4.18 for a class of similar polymers. The
samples are thin films (120 nm thick) of polystyrene crosslinked using benzocyclo-
butene (BCB) as crosslinking groups [55]. This system is an ideal system to study the
effects of the crosslink density on the thermomechanical properties of polymers.
Increasing the crosslink density by incorporating a larger amount of BCBmonomers
increases both the hardness and Tg [56].
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Figure 4.18 Indentation-writing threshold plots
determined by writing indentation arrays, as
shown in Figure 4.15. Each datum point refers to
the temperature needed to write an indentation
of 1 nmdepth at a given load. Here, thins films of
polystyrene that have different crosslink

densities are compared. The percentage values
in the inset refer to the relative amount of
crosslinking benzocyclobutene (BCB)
monomers with respect to styrene monomers in
the polymer.

148j 4 Nanoscale Thermal and Mechanical Interactions Studies using Heatable Probes



To a good approximation, the temperature needed to write an indentation
decreases linearly with the writing load applied. This linearity can be used to
extrapolate T0 and F0 from data taken in a limited force/temperature range. For
example, in Figure 4.18 the writing-threshold curves reach neither T0 nor F0.
Nevertheless, both values may be determined by extrapolation to zero force and
room temperature, respectively. To verify the validity of this extrapolation, direct
measurements of F0 were performed at room temperature using the same tip. A
comparison of the extrapolated and the directly measured hardness values for the
polymers is shown in Figure 4.19.
A well-known issue in hardness testing is the wear of the indenter. This poses a

problem in particular in the case of nanoindentation because, in order to draw valid
conclusions, the indenter geometry must be known. Typically, this issue is circum-
vented by choosing indenters having relatively blunt apexes and/or using diamond
materials. For true nanoscale applications using indentations that are confined in
both the normal and the lateral direction, the wear of the probe is an unsolved issue.
The writing-threshold experiment as depicted in Figure 4.15 can be a workable

solution, because the forces acting on the tip can be minimized. A grid with limited
writing forces and subsequent extrapolation to room temperature can be applied to
minimize tip wear. Thus, measuring the temperature dependence of writing
permanent indentations is an elegant way to measure the real hardness data by
extrapolation.
The indentation experiments shown above demonstrate how sensitively thermo-

mechanical nanoindentation depends on the load and temperature. Underlying, of
course, are thematerial properties of the polymer, such as hardness and theTg, aswell
as the tip geometry and heat-transfer properties of the cantilever/tip. All of these
govern the indentation formation. As discussed above, the indentation-writing
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Figure 4.19 Comparison of two methods to
determine sample hardness by nanoindentation.
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obtained by extrapolating the writing-threshold
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hardness in a more conventional manner: the
minimumforce required to obtain an indentation
of 1 nm is determined, with tip and sample at
room temperature. Within experimental
uncertainty, the two methods yield identical
results.

4.5 Thermomechanical Nanoindentation j149



threshold experiment results in a relationship of Tthresh(F) (or F(Tthresh)) that is linear
within the uncertainties given.
One explanation of the existence of a defined threshold for the forceneeded towrite

a permanent indentation is to argue that the stress build-up in the polymer has to
overcome a critical stress, the yield stress of the polymer. It has been found
macroscopically that the yield stress sy [57, 58] of polymers is a function of
temperature. More precisely, around Tg, sy varies linearly with temperature, with
sy� 0 for T¼ Tg, which is consistent with our observation of the linear shape of the
writing-threshold curves. Hence, we can write F(Tthresh)/sy(T). This model of
yielding is also supported by the analysis of the indentation shapes as a function
of indentation parameters [59] (T. Altebaeumer, unpublished results).
A model that explains the observed indentation behavior simply as a yielding

phenomenon, however, is not fully satisfactorily. Yield implies a permanent defor-
mation of thematerial. In polymers, such a permanent change is linked to a change in
the topology of the material, which proceeds via chains sliding with respect to each
other. In the case of yielding, this sliding is forced by the external stress, which has to
overcome the inherent monomer-sliding friction in the polymer [60].
In macroscopic yield experiments, two types of yield behavior are generally

observed, namely shear yielding and crazing. Shear yielding occurs in partially
crystalline and tough polymers (such as polycarbonates) which can extend to a
multiple of their initial lengths. Just above a critical yield stress, the polymers often
form shear bands on a macroscopic scale. Crazing is observed in brittle polymers
such as polystyrenes; these polymers can elongate by only a small percentage before
they rupture, and therefore the stress–strain curve is only slightly bent just before
fracture. At the same time, one often observes elongated voids in the material called
�crazes�.
Clearly, both macroscopic phenomena encounter difficulties at the nanometer

scale. Both typically have a length scale much larger than the length scale of the
nanoindentation experiments. Moreover, inmany of thematerials studied here such
mechanisms should be largely constrained by the high crosslink density. Therefore,
we note that the macroscopic definition of yielding must be applied with care on the
nanometer scale.
In an alternativemodel, thematerial is not assumed to undergo yielding but rather

a viscoelastic deformation (like rubber) in the heated state at a temperature above Tg.
Elastic deformation in this regime still proceeds via the deformation of polymer
chains, which implies a relativemovement of polymer chains. In contrast to yielding,
the chains in rubbery deformation are almost free to slide and are only held in place
by entanglement or crosslink sites. The monomer relaxations in the polymer
backbone, which couple to the translational motion of the polymer chains, are fast,
and the friction between the monomers is reduced to very low values. Polymer
motion is mainly limited by the chain-like nature and the network constraints of the
material. In viscoelastic deformation, the external force is mainly needed to deform
the polymer network because monomer friction is low.
After cooling to temperatures below Tg, monomer relaxations in the backbone

becomeorders ofmagnitude slower and limit the translationalmotion of the polymer
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chains: the indentation is �frozen in� and the �loaded rubber springs� are kinetically
hindered from relaxing.
This picture of rubbery indentation is more compliant with our nanoscopic length

scales because no macroscopic changes in the material are involved. In addition, as
has been argued [14, 61], this picture of �rubbery indentation� also captures some
apparent physics better than the yield picture. For example, it works much better at
ultrafast indentation times, which are possible experimentally. Moreover, even
polymers with extremely high degrees of crosslinking can undergo a rubbery
deformation if the deformation is small. On the other hand, rubbery indentation
implies temperatures above Tg, in clear contradiction to findings of a linear threshold
curve all the way down to F0. In the threshold curve no apparent transition through
the glass transition exists.
In nanoindentation experiments, Tg is not easy to quantify. It can be expected,

however, that Tg increases for the high indentation rates typical of these experiments
and decreases for the high stresses. Even for the lowest stresses that can be applied in
the experiments, significant shear stresses of �100MPa will have to be considered.
Although at compressive stresses,Tg always increases inmacroscopic experiments, it
is expected that under shear or tensile stress the underlying alpha-transition is eased.
We note that a theory on yielding by Robertson [62] predicts WLF (Williams–
Landel–Ferry) kinetics below Tg under shear stress, but this theory was found to
be useful only near Tg [63]. All in all, Tg is difficult to predict for such experiments.
As mentioned above, an important aspect of both models is the difference in the

indentation dynamics because in the yield picturemonomer friction is predominant,
whereas in the rubbery picture the chain/network topology of the polymer is the
limiting factor.
In the rubbery picture, polymer backbone dynamics above Tg generally follow

the so-called �time–temperature superposition� [1, 64] and their kinetics are well
described by the WLF equation:

T ¼ logðtref=tÞT¥�c1T ref

logðtref=tÞ�c1
:

Here, t,Tand kB are the indentation time, indentation temperature of the polymer,
and the Boltzmann constant, respectively. The WLF parameters tref, Tinf, Tref and c1
are the fit parameters characteristic for individual polymers. Note that usually these
parameters are found to be independent of the actual quantity measured, be it shear
modulus, viscosity or heat capacity. We therefore expect rubbery indentation to be
essentially controlled by backbone kinetics following WLF.
In the yieldingmodel, again the indentation kinetics is controlled by the dynamics

of the backbone and is essentially of Arrhenius-type with a single activation energy
Ea [65]:

1
t
¼ 1

t0
exp

Ea

kBT
:

Thus, to distinguish between �rubbery indentation� and yielding, the indentation
kinetics should be investigated.
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First experiments [66] revealed that the indentation kinetics measured using
PMMA and SU8 samples between 1ms and 1 s cannot be fitted by a single activation
energy (i.e. Arrhenius kinetics). An overall fit using WLF was satisfactory. An
example of such an experiment is shown in Figure 4.20. Writing-threshold curves,
defined as theminimumheater temperature needed to achieve an indentation depth
of 1 nm at a given indentation time and at constant load force, were measured. Two
prototype polymers are used: one is a thin film of PMMA; and the other a highly
crosslinked thermoset, the epoxy SU8. A good fit with WLF can be obtained for
PMMA. The temperatures needed are clearly above the Tg of about 120 �C, in
agreement with our rubbery-indentation picture.
In a highly crosslinked system such as SU8, viscous flow can no longer account for

the indentation. In this case, the load force was relatively high (200 nN), so that
indentation times down to 1ms were feasible with limited heater temperatures. Here
also, a reasonable WLF fit was obtained despite the fact that, for long indentation
times, the writing-threshold temperatures were considerably lower than the Tg of
about 200 �C. Note, however, that for these data points the quality of the data does not
allow the exclusion of a transition to Arrhenius-type behavior at long indentation
times.
More detailed experiments using a crosslinked polystyrene sample were per-

formed to investigate the topic further. These data are shown in Figure 4.21, in the
form of an Arrhenius plot. Although the curve can be fitted linearly at long times,
there is a clear deviation from the linear fit above a temperature of 180 �C that
coincides with the Tg of the material measured using DSC. Above Tg, the data is well-
fitted using WLF and a Vogel temperature T¥ of Tg� 50 �C. Below Tg, however, the
simple linear Arrhenius model is the best fit. Despite the many uncertainties, the
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Figure 4.20 Writing-threshold heater temperature (i.e. the
temperature required to write an indentation of 1 nm depth at a
constant load force) as a function of heating time at a fixed load for
a linear polymer PMMA (&) and a highly crosslinked epoxy SU8
(~). The solid lines are fits using WLF kinetics (for which it was
taken into account that the actual polymer temperature is
significantly lower than the heater temperature).
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activation energy can be quantified and is found to be comparable with the activation
energy of macroscopic polystyrene samples (1–2 eV).
It is concluded that WLF kinetics predominates at higher temperatures, and that a

smooth transition to Arrhenius kinetics can be observed at lower temperatures/
longer times. As expected, the transition occurs close to the Tg of the polymer.
These two physical pictures only manifest themselves in the different indentation

dynamics. Only in the rubbery model above Tg does the chain-like nature of the
polymers become apparent. On the other hand, it becomes clear that both physical
pictures are useful to understand the experiments, and a distinction between them
may appear artificial. The reason for this difference to themacroscopic polymerworld
is twofold: (i) because of the nanometer scale of the experiment and the crosslinked
nature of the materials, macroscopic phenomena such as shear bands or crazes are
absent; and (ii) the variations of shear stress and indentation rates are rather extreme.
This forces a transition between the two conventionally fully separate regimes, which
usually are switched only by the temperature and Tg.
In summary, amore unified picture of the indentation process emerges. For better

clarity, we would like to propose a schematic, qualitative picture (see Figure 4.22). In
this schematic, we capture themechanics of thematerial using springs and dashpots.
Springs ks and kp are connected in series and, correspondingly, in parallel to the
dashpot. The elastic part of the medium is symbolized by ks, whereas kp is the elastic
part linked to conformational changes of the polymer network. The dashpot, g , is
linked to the glass-to-rubber transition in the polymer. BelowTg, the dashpot is locked
and can only be deformed by high stress; above Tg, it is open, representing the low-
friction sliding of the polymer chains.

Figure 4.21 Arrhenius plot of thermomechanical indentation
kinetics experiment. Below the glass transition temperature (Tg)
of 180 �C (dashed line) an Arrhenius fit (solid line) is used. Above
Tg,WLF yields a good fit (dash-dotted line). The sampleusedwas a
crosslinked polystyrene film; the indentation depth was 4 nm.
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Figure 4.22a describes (from left to right) the events during an indentation using a
hot tip. If the hot tip is in contact with the polymer sample, the polymer is above Tg,
whichmeans that the dashpot is open and essentially free tomove. Upon application
of external stress, both springswill be deformed according to their strength, as shown
by the dashed line in the stress–strain diagram inFigure 4.22b. Let us assume that the
total deformation is dt. Upon cooling, we lock the dashpot in the deformed state, and
by releasing the external stress, sF,h, spring ks relaxes to its uncompressed length.
This state is show in the center of Figure 4.22a. We observe a partial loss of the
indentation depth (to dc for the cold case) as we retract the tip which results from
elastic recovery in the material.
However, the kp� g system is still deformed, and a residual stress given by the

deformation of the polymer network spring kp is locked in the deformation. In fact,
this residual stress canbeused to erase the indention (aswill be shown inSection4.6),
and we also found stress-dependent relaxation in retention studies of the indenta-
tions. This deformation above Tg implies that the dynamics follows WLF kinetics
because the backbone relaxation dynamics also follows this law. And indeed, we did
observe this behavior for hot tips, as shown above.
If we deform the polymer below Tg, the situation is rather different, however.

Under a cold tip, the dashpot is initially in the locked state. If we apply stress, the
entire deformation at low stress values will first be absorbed only by the elastic spring
ks. The dashpot only opens once a critical stress, the yield stresssy, has been attained,
as indicated by the solid line in Figure 4.22b. At the yield stress, the backbonemotion
is forced by the external stress and we have reached the writing threshold. As the
dashpot opens, kp is deformed accordingly, producing internal stress and, similarly to
the hot case, we obtain elastic stress relaxation upon removal of the external force.
The state of the polymer after indentation is therefore remarkably similar in the

two physical pictures discussed. Stress is stored in the deformed polymer network
and is frozen in by the glassy state of the cold polymer. Only the amounts of elastic
recovery (to dc and dh) and of the internally stored stress (si,c and si,h) differ slightly.
Experimentally, there is evidence of a higher remaining stress in cold indentations
than in hot written ones because, at elevated temperature, the former relax faster (A.
Knoll, unpublished results). The other significant manifestation of the two mechan-

Figure 4.22 (a) Model representation of the polymer and the
indentation process. From left to right: Undeformed polymer,
polymer heated and deformed by the tip, and relaxed cold
indentation; (b) Schematic of the stress–strain curves during an
indentation experiment with hot and cold tips. See text for details.
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isms is in the indentation dynamics, wherewe see a transient crossover fromyielding
to rubbery deformation with increasing temperature.
It is concluded that nanoindentation is a universal technique to study the

deformation physics of polymers at the nanometer scale. By varying load, force,
heat and temperature, important material properties – such as glass temperature,
hardness, shift factors and yield-activation energies – can be extracted.

4.6
Application in Data Storage: The �Millipede� Project

The capability of scanning probe techniques to modify and image a surface on the
nanometer scale makes these techniques obvious candidates for data-storage appli-
cations. In fact, since the invention of the STM, many demonstrations of bit
formation and imaging have been reported in the literature using almost every
SPM technique and many different storage media and write mechanisms. Perhaps
the most impressive of these demonstrations – at least from a density point of view –

is the manipulation of individual atoms on a surface [67]. Although the storage
densities that could be achieved with such techniques are very impressive, the
construction of an actual storage system based on one of these ideas requires that
numerous issues be addressed, including automated bit detection, system data rate,
error correction, bit retention, power consumption, eraseability/cyclability, servo/
tracking, reliability and cost. Many of these requirements are actually in competition
with each other. For example, the highest storage densities demonstrated so far– that
is, atomic scale – were achieved with very slow read-back speeds and had rather
complex system requirements, such as ultra-high-vacuum conditions and low
temperatures.
One scanning probe storage technology that achieves a balance between the many

competing system requirements is the thermomechanical approach developed by
IBMand referred to internally as the �millipede� project [6, 7, 68]. In order to achieve a
data rate comparable to those of conventional storage technologies, IBM has used
microelectromechanical systems (MEMS) technology to fabricate large arrays of
cantilevers that can be operated in parallel, with each cantilever writing and reading
data in its own small storage field. The internal name of the project – �millipede� –
refers to the approximate 1000 cantilevers that were used in one of the first prototype
systems.

4.6.1
Writing

The write mechanism used is the thermomechanical nanoindentation of polymers, as
described in Section 4.5. The basic write process is illustrated in Figure 4.23. Data are
written by pulsing the voltages applied to the cantilever to obtain suitable heat and
force pulses while the tip is being scanned over the surface. Indentations placed at
predefined positions along the data track can be used to encode data, with for
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example, an indentation representing a logical �1� and the absence of an indentation a
logical �0�. Storage densities greater than 1 Tb in�2 have been demonstrated using
this scheme in combination with appropriate coding [69].

4.6.2
Reading

The data are read back by measuring the topography of the polymer surface using
same tip that wrote the data. In the IBM approach, this is done using a read-back
mechanism based on heat-transport sensing. For this purpose, a second heater has
been integrated into the cantilever structure. This second heater is remote from the
tip, and can be heated without causing much of an impact on the tip temperature.
When operated in ambient air conditions, the thermal resistance of the read heater
exhibits a strong dependence on the distance between heater andmedium surface, as
discussed in Section 4.4.1. This thermal resistance dependence results in turn in a
heater temperature dependence and hence also an electrical resistance dependence
on the distance between heater and medium surface. (The electrical resistance
change with temperature is an intrinsic property of silicon, as discussed in Sec-
tion 4.2.) This situation can be exploited to sense the topography by applying a
constant voltage to the heater andmonitoring the changes in the electrical resistance
that result as the tip is being scanned over the surface. For example, when the tip
moves into an indentation (a �1�), the distance between cantilever and surface is
reduced and the heat-transfer rate increased. This leads to a resistance change of the
�1 kW heater of DR/R� 10�4 per nanometer (Figure 4.24).

4.6.3
Erasing

Erasing [6] is achieved by exploiting the mechanical stress that is stored in an
indentation. The thermomechanical writing process described above results in
indentations that are a metastable, deformed state of the polymer with a significant
amount of stored elastic energy. If a sufficiently hot tip is pressed against the surface

Figure 4.23 The principle of thermomechanical writing. The tip
is heated by applying a current pulse to a resistive heater
integrated in the silicon cantilever, directly behind the tip.
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in the close vicinity of an indentation – that is, in the region of the rim around the
indentation – then the increase in temperature in the indentation will result in a
decrease in the viscosity of the polymer, which allows the elastic stress in the
indentation to relax, effectively erasing the indentation. This process usually results
in the creation of a new indentation, which can then be erased by repeating the
procedure. Thus, a previously written data track can be erased by overwriting the data
track with a series of closely spaced indentations. With this procedure, each new
indentation erases the preceding one such that, at the end of the data track, all
indentations will have been erased except for the last one. A demonstration of this
principle is shown in Figure 4.25.

Figure 4.24 The principle of thermomechanical
reading. Heat is generated by applying a current
to a resistive heater integrated into the silicon
cantilever. The heat transfer between heater and
medium surface varies as a function of the
distance between the cantilever and surface.

Decreasing the distance between tip and
medium leads to an increase in the cooling,
which in turn decreases the temperature and
increases the resistance, producing a detectable
signal.

Figure 4.25 Atomic force microscopy topographical images
illustrating theprinciple of thermomechanical writing and erasing.
The images show (a) an empty area; (b) an area with indentations
written at 1 Tb in�2; and (c) an erased area. The grayscale covers
5 nm in all three images.
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4.6.4
Medium Endurance

Medium endurance is a critical issue. The first challenge for polymer media is to be
robust against repeated scanning with a sharp tip. In general, polymers tend to
quickly roughen (and form ripples) when they are scanned repeatedly with a sharp
tip, even at low load forces (see Section 4.6.5). Of the many solutions proposed to
overcome medium wear, only a few can be readily applied to the nanoscale. On the
nanometer scale, the homogeneity of the medium is crucial for nanoscale data-
storage applications, and thus phase separation,filler particles or similar ideas cannot
be used.
One elegant way to solve the issue ofmediumwear is to introduce a high degree of

crosslinking into the polymer. This not only solves the roughening issue during
sliding (reading) [56] but also facilitates erasing, because it provides themediumwith
a means of storing elastic energy and results in a type of �shape memory�. To date,
more than 104 write/erase cycles have been demonstrated using highly crosslinked
polymer media (H. Podzidis et al., unpublished results).
The dramatic improvement in wear endurance that occurs with increasing

crosslinking is demonstrated in Figure 4.26, where the wear rate is plotted as a
function of crosslink density for a set of polystyrene samples that were repeatedly
scanned with a sharp tip. At a critical value of crosslinking, the mobility of the
polymer is significantly reduced. This occurs when there is a sufficient number of
crosslinks so that each region of cooperative polymer motion (typically �1–3 nm in
size) is affected.

Figure 4.26 The peak amplitude of roughening
induced by the wear of crosslinked polystyrene
using a sharp tip scanning the surface, as in the
reading operation. Here, the wear rate is defined
as the cumulative amplitude of surface-
topography changes normalized by the number

of repeated scans of the same area. Thewear rate
is a strong function of crosslinkage. The crosslink
density is given in units of molecular weight
between crosslinks in the polymer chain.
(Reprinted from Ref. [56]; � 2006, American
Chemical Society.)
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4.6.5
Bit Retention

Bit retention and the long-term stability of written data are also governed by the
polymer mobility below the Tg value. This mobility is fundamentally provided by the
activation energy of a backbone motion – that is, the so-called alpha-relaxation.
Depending on the polymer, this can be as be asmuch as several electron volts, and can
thus be sufficiently high for typical lifetime requirements. Lifetimes of 10 or more
years at operating temperatures of up to �80 �C have been extrapolated from
experimental data.

4.6.6
Tip Endurance

Tip endurance may limit the feasibility of several SPM-based data-storage schemes
that involve mechanical contact between probe and surface. The endurance require-
ments of a tip will, of course vary, depending on the application and the system
architecture. In general, however, a single tipwill have to scan distances ranging from
104 to 108 m during the lifetime of the device, without losing its ability to read and
write data. In thermomechanical data storage, the polymer medium is relatively soft
compared to the hard silicon tips used for reading andwriting.However, even for this
combination, tip wear still is an important issue, and other – even harder – tip
materials are also currently being investigated. Lubrication has proved to be key in
improving the endurance of hard-disk drives, and may also prove to be useful for
probe-based storage.
The density limits of thermomechanical data storage are predicted to be well above

the 1 Tb in�2 mark. Ultimately, the density limits will be determined by the mobility
of the polymer that corresponds to finite regions in which cooperative motions of
polymer chains or chain segments occur. These regions range in size from 1 to 3 nm.
As a small number of such regions must occur in each indented zone, a limit will
appear somewhere at or below an indentation spacing of 10 nm.

4.6.7
Data Rate

The data rate is commonly one of the weaker aspects of SPM-related data-storage
schemes. In the thermomechanical approach, two factors contribute to data-rate
limitations:

. The cantilevered tip must be able to follow the topography mechanically; this
translates into the requirement of a high mechanical resonant frequency.

. Temperature-based displacement sensor must be able to respond to these topog-
raphy-induced height changes, ideally with a low power consumption.

The situation is further complicated by the requirement for low applied forces
during the read operation in order to minimize tip and polymer wear. This low-force
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requirement in turn entails the need for a small spring constant, which tends to
reduce the resonance frequency. Finally, during the write operation, the cantilever
must also be able to apply and withstand forces on the order of hundreds of
nanoNewtons. Thus, in order to achieve a competitive thermomechanical storage
technology, all of these competing requirements must be carefully balanced and the
cantilever design highly optimized. However, even with optimization, a data rate per
cantilever/tip well above 1MHz appears speculative. Consequently, a high degree of
parallelization of 102 to 104 tips operating in parallel is required to achieve a sufficient
user data rate, and this is feasible only if the fabrication employs VLSI silicon
technology. To date, the fabrication of prototype cantilever arrays with thousands of
tips has been demonstrated, as illustrated in Figure 4.27. Moreover, parallel read/
write operation at high densities using a small subset of cantilevers has been
achieved [70]. Currently, three electrical connections to the array chip are required
for each cantilever that is to be operated, and thus the number of cantilevers that can
be operated in parallel is limited by the area available for bonding wires. The
demonstration of higher degrees of parallelization will require the integration of
some of the system electronics behind the cantilevers, and this is an area of current
research. The other basic components required to make an actual prototype storage
system based on this technology, including a MEMS scanner, a position-sensing and
servo-control scheme, a bit-detection scheme and error-correction codes as well as a

Figure 4.27 Microfabricated 64� 64 cantilever/tip array for thermomechanical data storage.
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system controller, have also been developed. All of this makes the route to highly
parallel SPM-based storage appear feasible.

4.7
Nanotribology and Nanolithography Applications

Applications of heated probes going beyond thermal imaging and thermomechanical
indentation can more generally be described as exposing surfaces to heated tips. In
this section, examples are presented that lead to the modification and patterning of
surfaces. First, experiments are described that involve scanning with a hot tip on
polymer samples, with the aim of understanding nanoscale wear. Second, the
controlled removal of material with the application to scanning-probe lithography
(SPL) is developed and analyzed. Finally, dip-pen nanolithography using heated tips
will be discussed.

4.7.1
Nanowear Testing

Nanowear testing using AFM is commonly performed to understand the nanoscale
wear of various materials. Wear in general is a complex phenomenon, and often very
different physical mechanisms come simultaneously into play, such as thermally
activated bond rupture, adhesion, frictional shear stress, third-body lubrication, and
so on [71]. Thus, in wear experiments, certain parameters are varied to elucidate the
wear mechanisms. For example the repetition of wear cycles, the load force on the
scanning tip, the scanning speed, or environmental conditions, such as humidity, are
examined. Temperature is less suitable as a variable in such experiments, as
mentioned above in the context of thermal imaging. However, temperature is a
decisive parameter controlling wear, in particular of polymers. Let us, for example,
consider the wear of polymer surfaces around Tg. The glass-transition region is often
very sharp and covers only few degrees; for thin films Tgmay vary by several degrees
because offinite-size effects. A temperature variation of a sample aroundTg therefore
involves ramping the temperature in relatively small steps, with each step including
settling for minutes, or even hours, to equilibrate the sample. In contrast, the tip
temperature is easily varied and settles within microseconds. Therefore, heating the
tip rather than the sample makes it possible to perform wide temperature variations
in a single experiment [8, 14, 72].
As an example, let us consider experiments in which a variably heated tip is

raster-scanned over polymer surfaces. While the tip temperature is continuously
increased along the slow-scan axis, low loading forces are maintained between
the tip and polymer surface. A real-space image of thermal degradation (a �wear
track�) is generated, in which each fast scan line corresponds to a certain tip
temperature. A wear experiment of a polymer film of polystyrene (PS), a standard
linear polymer, is shown in Figure 4.28a. Here, three regimes can easily be
identified:
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(i) At low temperatures, a ripple pattern is generated. The activated kinetics of ripple
formation of PS has been studied using both variable sample temperatures [73]
and heated tips [39]. Activation energies of the ripple process that exhibit a
similarity with the yield process discussed above have been established.

(ii) A second regime is the glass-transition region – that is, at tip temperatures that
lead to a heating of the polymer in the interaction region under the tip up to Tg.
There rather drastic effects become apparent in a dramatic increase of the ripple
amplitude.

(iii) In the third regime, above Tg, the material becomes so ductile that it is swept to
the sides of the heated scan.

A very different trend is observed when the same experiment is performed with a
thermoset material in which material transfer is more suppressed, for example in a
highly crosslinked epoxy, such as a 100 nm-thick film of SU8 (see Figure 4.28b).
Because of the high crosslink density of SU8, no ripple pattern can be formed.
Overall, the surface remains unchanged by the wear test, and only a marginal
depression is observed at the largest temperatures. If any debris is formed it is
apparently so volatile that it cannot be traced on the surface with the probing tip after
the wear procedure.
The third example (see Figure 4.28c) demonstrates yet another characteristic

degradation mode, where a chemical reaction is induced by the heated tip. The

Figure 4.28 Wear tracks on different polymer
samples obtained by raster-scanning a heated tip
over a surface. The tip temperature is increased
along the slow-scan direction (vertical). Thewear
track consists of 512 lines of 2.5mm length
scanned at 10Hz. After the wear process, the
images were obtained with an unheated tip in
AFM imaging mode. (a) A polystyrene surface

scanned four times; the grayscale covers an
image corrugation of 17 nm. (Reprinted from
Ref. [39]; (c) 2004, American Chemical Society.);
(b) SU8 thermoset scanned 10 times; the
grayscale covers a corrugation of 1.7 nm;
(c) Diels–Alder polymer scanned 10 times; the
grayscale covers a corrugation of 5 nm.
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material is a highly crosslinked material in which the crosslinks are thermally
reversible by virtue of a retro-Diels–Alder reaction [8]. The crosslinks are opened
when a temperature of 130 �C is reached, and the material constituents are small
molecular fragments that are rather volatile and may either diffuse onto the tip or
evaporate. As observed in Figure 4.28c, no change in the surface is seen in areas
scanned with heater temperatures of up to 320 �C. On further increasing the
temperature, the depth of the wear track increases linearly up to 550 �C, although
there is a clear lack of debris. In addressing the mechanism for track formation,
compression is ruled out based on the observation thatmeasured wear is cumulative.
Repeating the experiment in a given area yields a proportional increase of the wear
depth. Hence, it can be concluded that thematerial is lost by evaporation or diffusion
onto the tip. The debris-less removal of material renders this method and the
Diels–Alder polymer candidates for lithography applications. However, before we
test this idea further let us briefly consider maskless lithography (ML2), in particular
SPL.

4.7.2
Nanolithography Applications

Inmicroelectronics, the time and expense required to produce amask set is an issue in
the prototyping of integrated circuitry [74]. For this reason, electron-beam lithogra-
phy (EBL), which is an ML2 technique, is often used to prototype individual devices.
The main drawback of ML2 efforts with respect to conventional lithography is the
comparatively low exposure throughput. To remedy this, efforts are underway to
develop EBL systems to operate a multitude of beams in parallel so as to reduce the
overall exposure time [74]. However, further development and research is needed to
control the crosstalk due to the high-voltage control signals and source brightness.
The need for UHV conditions is also seen as an obstacle.
Currently, numerous SPL-based systems are under development – or have at least

been proposed – and, in comparison to EBL tools, these will be more compact and
simpler systems. The fabrication of large arrays of probes for massively parallel
operation has been realized. One of the most powerful demonstrations of research-
scale SPL used electrons extracted from a conducting tip to expose a resist [75].
Structures with resolutions of 30 nm have been transferred, and parallel operation
has been demonstrated. The main challenges to this particular technique are the
need for a conducting substrate, the high voltage necessary to extract electrons, the
reliability of the electron-extraction process, and the lack of a simple overlay strategy.
Heated probes can also be used for SPL. For example, local heating has been used to

induce the crosslink reaction of a conventional photoresist locally [76], afterwhich the
pattern is developed in the same way as in conventional lithography. Based on the
example given in Figure 4.28c, an alternative SPLmethod can be applied that directly
removesmaterial from the exposed region. This approach offers specific advantages:

. It combines exposure and development in a single step, which not only makes the
method simpler but also enables direct inspection of the exposure and direct repair
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in a separate repair step. A prerequisite here is that the same probe can be used for
imaging, which is possible because the exposure creates a surface topography that
can easily be measured. Thereby, the difficult issue of reliability of SPL is directly
tackled.

. It also facilitates the use of a simple overlay strategy based on exposure/develop-
ment of alignment marks. These marks can be imaged and used to align the new
layer to be exposed. Note that the same strategy could be used for stitching error
correction or self-calibration of probe positioning.

. In contrast to conventional nanoindentation or nanoscratch-based methods [77],
this variant helps to achieve high resolution because the material is not simply
displaced but is actually removed from the exposure site [8]. This permits
achievements similar to those with other SPL techniques.

A demonstration of a high-resolution exposure of such a material is given in
Figure 4.29 [78]. The imaged area was inscribed using pixels spaced 3.0 nm apart in a
line, with a spacing of 107 nm between the lines. Each pixel was written using a heat
pulse of 20ms duration and a loading force of 40 nN. The Diels–Alder polymers were
shown to permit the production of repeatable lithographic features of 12–15 nm in
size (full width at half maximum) by sequential inscription. Thismakes it possible to
overlay line patterns and faithfully reproduce line-crossings, both features which are
desirable in lithography.

Figure 4.29 Comparison of lithography results
using tips to (re)move material in a direct quasi-
single exposure and development step. The
material used is a reversibly crosslinked polymer
described in Ref. [8]. Left panel: Conventional
�scratch�-type lithography using high forces
(300 nN). The tip-heater temperature is varied
from left to right, from room temperature to
440 �C. Independently of temperature, it is
shown that the plastic deformation leads to a

displacement of material to the sides of the
individual lines written, making line-crossing
impossible. Right panel: Similar experiment
using a low load force (30 nN) and a heating
ramp between 300 and 500 �C. In this case,
material is removed and not just translated, and
line-crossings are possible. A sketch of the
difference between the two lithography
processes is shown in the center panel.
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The concept of removing material can be amplified by using materials that
undergo an exothermic reaction when being volatized; in this regard, explosives
have been used by King et al. [72]. The volatilization rate of a thin film of pentaer-
ythritol tetranitrate exhibits a strong dependence on the tip temperature and
exposure time. Although the study of King and coworkers emphasized the analytical
application of heated probes, the nanostructuring context is evident.
For nanostructuring in a broader sense, it is interesting not only to transfermaterial

along a surface (as in �nanowear� experiments) or to remove material (as in the SPL
examples above), but also to deposit materials. The deposition of material is particu-

Figure 4.30 (a) Schematic of the operation of
thermal dip-pen lithography (tDPN), which uses
a heated AFM cantilever with a tip coated with a
solid �ink�. When the tip is hot enough tomelt the
ink, it flows onto the substrate. No deposition
occurs when the tip is cold, thus enabling

imaging without unintended deposition; (b) A
topographic AFM image of a continuous
nanostructure deposited from an indium-coated
tip onto a borosilicate glass substrate. (Reprinted
from Ref. [80]; (c) 2004, American Institute of
Physics.)
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larly appealing for biological applications. Although various methods exist to deposit
material from liquid or gas phases using a scanned probe tip (such as local oxidation
of semiconductor surfaces [79]), the direct deposition of liquid droplets or lines using
dip-pen lithography (DPN) has recently attracted considerable attention. In this
method, an AFM tip that has been covered with a liquid to be deposited is brought
into contact with a surface at locations where the liquid is to be deposited. In
numerous experiments performed over the past few years, a range of materials have
been successfully deposited, notably those used for biopatterning applications. A
major challenge of DPN is the controlled switching on and off of the deposition
process. Since inmany applications, arrays of probesmust be run in parallel in order
to achieve sufficient throughput, individual probes cannot easily be brought into and
out of contact independently; otherwise, all probeswouldwrite the same pattern.One
strategy to circumvent this problem relies on heated probes, where the temperature
of the tip – the sidewalls of which are the �ink� reservoir – can be used to turn the
deposition on and off. This has been demonstrated by Sheehan et al. [80] (see
Figure 4.30), where lines of ink (octadecylphosphonic acid)werewritten at linewidths
down to 100 nm in a controlled manner.
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5
Materials Integration by Dip-Pen Nanolithography
Steven Lenhert, Harald Fuchs, and Chad A. Mirkin

5.1
Introduction

The concept of using a tip coated with an ink – that is, a pen – to write on a surface has
been used throughout history and is widely used today for recording or communi-
cating information by hand. Although the most ancient written texts appear to have
been carved in surfaces using sharp tools such as a knife or chisel, there are several
reasons why the pen has eventually become the hand-writing tool of choice. First, the
constructive nature of the pen typically enables a higher contrast than carving,
making it possible to distinguish the writing from the surface background without
further processing steps. Second, pen writing is relatively independent of the contact
force in comparisonwith carving. Andfinally, if desired, a variety of different inks can
be readily integrated on the same surface.
The same conceptual advantages thatmake the pen a useful tool on themacroscale

also translate to the nanoscale when the tip of an atomic force microscope is used as
an ultra-sharp pen to transfermaterial to a surface with nanometer scale resolution, a
method known as dip-pen nanolithography (DPN) [1]. By using this technique, high-
resolution chemical patterns can be constructed on surfaces in a single deposition
step. Because the ink-transfer is independent of the contact force between the atomic
forcemicroscope tip and the substrate in almost all known cases, it is possible to carry
out DPN reproducibly and in parallel, without the requirement for feedback from
individual tips. By coating different tips with different inks, it then becomes possible
to integrate a wide variety of molecules on a surface. As with other scanning probe
lithography (SPL) methods (e.g. mechanical modifications, oxidation, local thermal
treatments), DPN offers ultra-high lateral resolution, well below 20nm. As a direct
write lithographic method, DPN enables arbitrary patterns to be drawn without the
need for a mask, with capabilities comparable to those of electron-beam lithography
(EBL). Additionally, it is a tool that is ideally situated to rapidly produce laboratory
prototypes and structures that are incompatible with the harsh conditions associated
with conventional microfabrication techniques (soft biological structures in
particular).
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Importantly, DPNmakes it possible to integrate differentmaterials on scales (both
in size and complexity) that appear impossible to reach by any other direct-write
fabrication method. Such a method is clearly desirable for the fabrication of
biomolecular arrays, and opens entirely new possibilities in the study and develop-
ment of nanotechnology. This chapter will introduce the fundamental concepts in
DPN technology, with a focus on aspects which enable nanoscale materials integra-
tion. In order to gain an understanding of what to expect, theoretical models will be
introduced, followed by experimental approaches to controlling ink transport of
various ink–substrate combinations, tip-coating methods, driving forces and char-
acterization methods. Examples of unique applications of materials integration by
DPN will then be described that cannot be achieved by any other method. Excellent
reviews have been produced by Mirkin and others that summarize the DPN
literature, and the reader is referred to those works for a more complete description
of the vast amount of work already published on DPN to date [2–4].

5.2
Ink Transport

DPN is made possible by the transport of a material (ink) from the tip of an atomic
forcemicroscope to a surface at point where the tip contacts the surface (Figure 5.1a).
As in the case of a macroscopic pen, the ink must flow from the tip of the pen to the
paper, and this transport process is typically driven by an interaction between the ink
and the substrate. However, quantitative differences appear when this technique is
carried out at the nanoscale tip of an atomic force microscope. Most striking is that
DPN is able to produce patterns consisting of a single molecular layer. The most

Figure 5.1 (a) Schematic illustration of the concept of dip-pen
lithography DPN. (Reprinted from Ref. [1], with permission from
the American Association for the Advancement of Science.); (b)
Atomic force microscopy (AFM) friction image of patterns of the
thiol mercaptohexadecanoic acid patterned on gold h111i with
15 nm line widths. (Reprinted fromRef. [5], with permission from
the American Association for the Advancement of Science.)
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thoroughly studied (and widely reproduced) ink–substrate combination for DPN is
the patterning of alkanethiols on gold surfaces. Alkanethiols spontaneously self-
assemble on gold surfaces under the appropriate conditions to form tightly packed
self-assembled monolayers (SAMs). Typical thiol inks include octadecanethiol
(ODT), which forms a methyl-terminated SAM, and mercaptohexadecanoic acid
(MHA), which forms a carboxylic acid-terminated SAM. Figure 5.1b shows an
example of a high-resolution DPN pattern of MHA on a single crystalline gold
surface, with line widths of 15 nm. As the radius of curvature of the tip used to make
that patternwas approximately 10 nm, it has beenhypothesized that a sharper tipmay
enable the fabrication of even smaller features [5]. The ultimate resolution limit of
DPN has yet to be determined. It has even been proposed that DPN can be used to
generate features consisting of single molecules, and that the practical limit lies in
detecting such small features by atomic force microscopy (AFM) [6].
In a typical experiment aimed at characterizing the transport rate of an alkanethiol

such as MHA or ODT from the atomic force microscope tip to a gold surface, the
coated tip is placed in contact with different areas of the surface for different amounts
of time. These contact areas can then be imaged in situ by rapidly scanning the
patterned area with the same tip in lateral force mode to obtain a friction contrast
image such as that shown in Figure 5.2a. Upon plotting the area (or radius, r) of the
spots as a function of contact time, it is possible to quantify ink transport rate. It is
reproducibly observed that the surface area covered by a single dot is roughly
proportional to the contact time, albeit with some exceptions – for example, in the
case of very long contact times [7]. Based on this simple assumption, a single
parameter can be used to describe the transport rate – namely a spreading constantC
expressed in units of mm2 s�1 (dashed line in Figure 5.2b). Once this transport rate
has been determined, and is considered in a calibration, it then becomes possible to
control dot dimensions and fabricate arbitrary patterns in a lithography process [8].

5.2.1
Theoretical Models for Ink Transport

The ability to obtain quantitative data on transport rates of inks, as well as the
morphological information obtained by in situAFM imaging, opens the possibility of
testing theoretical models for the nanoscale ink transport in DPN. In addition to the
perfectly round and sharp spots reproducibly achievedwhenpatterning thiols on gold
under optimal conditions, occasionally it can be observed that some spots appear
more diffuse, are surrounded by a halo of lower lateral force microscopy (LFM)
contrast or consist only of a ring. Furthermore, in some cases an �anomalous
diffusion� is observed where, instead of circles, fractal-like branches appear.
Figure 5.3 shows schematics of four models that have been developed to explain
and understand the different spreading phenomena observed in DPN experiments.
The first three models (see Figure 5.3a–c) focus on the deposition of thiol SAMs on
gold, where a strong chemical binding of the inkmolecule to the substrate is expected
and anomalous diffusion is not observed. The fourth model explains anomalous
diffusion in terms of strong intermolecular interactions within the ink.
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The first two models (Figure 5.3a and b) are based on diffusion theory, and are
similar in that they both assume the tip to be an infinite point source, and use
diffusion theory to describe the spreading of a thiol monolayer on a gold surface. The
first model (Figure 5.3a) assumes a constant flux of molecules flowing from the tip,
with a concentration of zero outside a spread island. That idea is consistent with the
experimental observations that the area tends to increase linearly with contact time,
and that themonolayer islands have sharp edges in themajority of AFM images. The
secondmodel (Figure 5.3b) assumes a constant concentration at the tip and an area of

Figure 5.2 (a) Lateral force image of octadecanethiol dots
deposited on a gold surface at different contact times; (b) A typical
plot of the radius (r) of the spots versus contact time (t), including
fits to two theoretical models. (Reprinted with permission from
Ref. [9]; � 2002, American Physical Society.)
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a lower density of thiol molecules on the surface diffusing from the tightly packed
monolayer. This second model allows for variation in the flux from the source,
explains the occasional presence of halos and provides a slightly better fit to the
experimental data (solid line in Figure 5.2b). The constant-concentration model also
allows the derivation of an absolute diffusion coefficient using three physically
relevant fit parameters (tip contact area, ratio of the concentration on the tip to that of
a tightly packed monolayer and the diffusion coefficient).
In addition to the general idea ofmodeling the tip as a point source fromwhich ink

molecules diffuse, the effect that a microscopic condensed water meniscus forming
at the tip–substrate contact point in the presence of humidity has been considered in
order to further unravel themechanisms by which the inkmolecules make their way
to the surface [10]. In particular, amphiphilicmolecules such asMHA,which are only
very slightly soluble in water, might be expected to show an affinity for the air–water
interface. The meniscus interface transport model (Figure 5.3c) was therefore
developed and can be used to explain the formation of hollow ring patterns. This
model can also predict the transport behavior of a variety of amphiphilic molecules,
including some that physisorb on the substrate.

Figure 5.3 Drawings of different models of ink
transport. (a) Diffusion model with constant flux
from the tip. (Reproduced with permission from
Ref. [14];� 2001, American Institute of Physics.);
(b) Diffusion model with a constant
concentration at the tip. (Reprinted with
permission from Ref. [9]; � 2002, American

Physical Society.); (c) Meniscus interface
transport model. (Reproduced with permission
from Ref. [15]; � 2006, American Institute of
Physics.); (d) Model for anomalous diffusion
based on collective behavior. Reproduced with
permission from Ref. [13]; � 2006, American
Institute of Physics.)
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Molecular dynamics simulations have suggested that SAM growth on the nano-
scale involves a molecular basis that cannot be adequately described by analytical
diffusion models [11]. For instance, it was shown that, even in the case of strong
binding (e.g. alkanethiols on gold), themonolayerwill grow asmolecules from the tip
displace molecules already bound to the surface, in a mechanism more akin to
spreading than to diffusion. Computer simulations have also been able to recreate
anomalous diffusion [12] in silico by considering the collective behavior of the
molecules in a SAM (Figure 5.3d) [13]. There is evidence supporting aspects of each
of thesemodels, and there is no consensus as towhich is the best. Further innovations
from theoreticians, as well as carefully planned experiments designed to test the
different models, are necessary to determine the true situation at the DPN tip.

5.2.2
Experimental Parameters Affecting Ink Transport

Several experimental parameters have been observed to influence the ink transport in
DPN, including: driving forces (chemical interactions and external fields), ink
composition, surface properties (chemistry and roughness), humidity, temperature
and tip geometry. It is necessary to understand and control these parameters in order
to optimizeDPNprocesses for a particular application. This is especially important if
different materials and nanostructures of the desired materials are to be integrated
on the same substrate.

5.2.2.1 Driving Forces
In order for the ink to move from the tip to the substrate, a driving force is required,
otherwise the ink will simply remain on the tip. Internal driving forces (i.e. in the
absence of external fields) are typically based either on a chemical reaction of the ink
with the substrate (chemisorption) resulting in a SAM, or on physical adhesion of the
ink to the substrate (physisorption). Another approach is to apply an externalfield, for
instance by heating the tip (thermal DPN) or applying a voltage (electrochemical
DPN). It is worth noting that all DPN fabrication process require some sort of
interaction between the ink and the substrate, evenwhen the driving force is provided
externally.

5.2.2.2 Covalent Reaction with the Substrate
The covalent reaction of the ink molecules with the substrate to form a SAM is the
most straightforward and widely used driving force in DPN. The most reproduced
andwell-studied system is the formation of thiol SAMs, as described in Section 5.2.1.
However, covalent self-assembly has also been used as a driving force for other ink
molecules. As an example, considerable effort has beenmade to develop reproducible
methods forDPNon semiconducting or insulating surfaces such as silicon and glass,
as thiols are limited to self-assembly on metallic surfaces.
Functional silane molecules are widely used for the fabrication of SAMs on

semiconductor surfaces, and are the therefore the first choice. However, a drawback
of patterning silanes by DPN in air is that they polymerize in the presence of water,
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and tend to be liquid in theirmonomeric state (thiol inks in contrast are typically solid
at room temperature). Despite these challenges, it has been shown that through
careful optimization of the experimental conditions – for example, selection of the
molecule, control of humidity and functionalizing the AFM tip – it is possible to
pattern SAMs of functional silanes [16–18]. Another approach is to choose a
functional group for self-assembly that is not as sensitive to water; for example,
silazanes have been shown to be suitable inks on semiconductor surfaces by covalent
reaction with OH groups on the surface [19].
Perhaps the most generally applicable strategy for depositing and integrating

arbitrary molecules on an arbitrary surface by DPN is to prefunctionalize the desired
surface with a bulk SAM, which can then be covalently linked to the ink molecule of
choice. This approach has been particularly useful for the patterning of biofunctional
molecules (this will be discussed in more detail in Section 5.6). Briefly, it has been
used successfully for direct DPN of synthetic macromolecules [20], peptides [21] and
DNA [22].

5.2.2.3 Noncovalent Driving Forces
While chemisorption of the DPN ink results in highly stable patterns, covalent
reactions tend to be highly specific – and therefore in some cases it is desirable to be
able to deposit an ink noncovalently. Examples include patterning on inert substrates,
the integration of differentmaterials on the same substrate, and/or the fabrication of
multilayer structures. Such noncovalent deposition is, for example, themethod used
for patterning with macroscopic pens.
Numerous examples of noncovalent patterning have been reported in the litera-

ture. For example, the first instance of controlled deposition of organic materials
from an AFM tip was the deposition of thiols on mica [23]. Electrostatic interactions
have been used as a driving force to pattern charged conducting polymers [24], as well
as polyelectrolytes which could be used as templates for layer-by-layer assembly [25]
on silicon substrates. Inorganic nanostructures were fabricated by depositing
inorganic precursors dispersed in a copolymer surfactant or dissolved in an ethylene
glycol solvent which wets the substrate [26, 27]. Luminescent polymer nanowires
were patterned on glass using only adhesion as a driving force [6, 28]. Nanoparticles
(Fe3O2 and gold) have been picked up by an AFM tip and deposited noncovalently in
controlled fashion onto mica surfaces in air by DPN [29, 30]. Semiconductor
precursors, which are expected to react with each other and precipitate CdS only
in the water meniscus, were used as inks to fabricate semiconductor nanostructures
on mica [31]. Another approach is to mix a functional molecule with a well-
characterized ink, as has been demonstrated by the DPN patterning of binary ink
mixtures [32]. Finally, surfactants can be added to the ink in order to tune the
�wettability� of the ink on the substrate, providing another parameter that can be used
to control ink transport [33].

5.2.2.4 Tip Geometry and Substrate Roughness
In addition to chemical interactions between the ink and substrate, it is also apparent
that the topography of the substrate and geometry of the tip play a role in ink
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transport. The effect that these parameters have on the minimum feature size was
systematically investigated in the case of alklythiol patterning on gold surfaces, where
the smallest line widths (14 nm) could be achieved with the sharpest tips, and on the
smoothest gold available [8]. In another study on the effect of tip-geometry, the AFM
tips were deliberately made blunt using laser ablation [34]. It was then found that not
only did the minimum feature size depend on the tip radius, but also the rate of ink
transport – an idea consistent with several of the ink transport models described
above.

5.2.2.5 Humidity and Meniscus Formation
A significant amount of evidence is available which suggests that the transport of ink
molecules with polar groups (such as the thiol MHA) are heavily dependent on
humidity, with higher humidity showing higher diffusion constants. Although there
seems to be only a slight (if any) humidity dependence for the nonpolar molecule
ODT [9, 10], the effect cannot be ignored in the patterning of just about all other
molecules.Humidity is therefore an important parameter that must be controlled in
order to optimize DPN conditions. Ideally, this is achieved by encasing the DPN
apparatus in an environmental chamber, or locally by placing a water-containing
capillary tube near the atomic force microscope tip. Although the possibility that the
humiditymight affect the ink properties or substrate reactivity has not been excluded,
it is generally thought that the mechanism for humidity dependence depends on the
presence of ameniscus that condenses at the tip of anAFMwhen it contacts a surface
in the presence of humidity [35].
Theoretical studies ofmeniscus formation at an atomic forcemicroscope tip based

on Monte Carlo simulations have predicted that the meniscus should depend not
only on humidity, but also on the tip geometry and surface chemistry [36]. Striking
images confirming the presence of such meniscus formation (and indeed showing
that the meniscus can grow larger than expected) have been made possible by using
environmental scanning electron microscopy (ESEM), as shown in Figure 5.4 [37].
Interestingly, studies of the kinetics of meniscus formation between an atomic force
microscope tip and gold surfaces showed similar trends as the early patterning rates
of thiols on gold. It has therefore been hypothesized that growth of the water
meniscus may in some cases be the rate-limiting step in DPN ink transport [15, 38].

Figure 5.4 Environmental scanning electron microscopy (ESEM)
series of meniscus formation on a cantilever tip at three different
relative humidities (left, 40%; center, 60%; right, 99%).
(Reproduced with permission from Ref. [37].)
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It should be noted that, although the humidity clearly influences ink transport in
DPN, it does not appear to be a prerequisite, as patterning has been achieved at 0%
humidity and even in ultra-high vacuum [9, 10].

5.2.2.6 External Driving Forces
Another approach to controlling the transport of materials from an atomic force
microscope tip to the surface is to apply an external driving force between the tip and
the substrate. Although this poses an engineering challenge in fabricating externally
addressable tips, the ability to switch a particular pen on and off greatly increases the
versatility, especially when one considers parallel arrays of tips where each may be
addressable for large scale integration. Two examples are the use of heatable
cantilevers (thermal DPN) and the application of a voltage between the tip and
sample (electrochemical DPN).

5.2.2.7 Thermal DPN
The idea of thermal DPN is similar to that of a soldering iron; that is, the material on
the tip of the microscope should be heated above its melting temperature in order to
facilitate transport to the surface. The concept is shown schematically in Figure 5.5.
Although heating the ink can be a disadvantage for biological inks, which may be
sensitive to high temperature and dehydration, it provides a useful means of
patterning other materials. For example, octadecylphosphonic acid (OPA) was the
first compound to be patterned on silicon by using thermal DPN [39]. It was observed
that OPA only began to write when the tip was heated above a critical temperature.

Figure 5.5 Schematic of the concept of thermal DPN. At low
temperature, the ink does not transfer from the tip (top), while
upon heating the tip the ink flow can be controlled (bottom).
(Reproduced with permission from Ref. [39]; � 2004, American
Institute of Physics.)
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The method has since been applied to the deposition of conducting polymers [40].
Although it was initially suggested that thermal DPN is necessary for organic
compounds with highmelting points, it has since been shown that such compounds
can also be patterned at room temperature (well below theirmelting temperatures) by
humidity-controlled DPN. For instance, OPA as well as other compounds with
melting points up to 230 �C have been patterned at room temperature under the
appropriate humidity [41]. The mechanism of transport in thermal DPN of organic
inks therefore remains unclear, although it appears to be possible to control the ink
transport by controlling the tip temperature. Most striking is that indium metal
nanostructures could be directly written by thermalDPN [42]. Furthermore, byfilling
a single carbon nanotube with molten copper and then dispensing it under
observation with a transmission electron microscope, it has been suggested that
using such a carbon nanotube-based spotwelder in thermal DPN might enable the
ultra-high resolution of molten metals by thermal DPN [43]. Such direct, nanoscale
writing of water-insoluble metals has not been shown to be possible below the
melting point of the metal.

5.2.2.8 Electrochemical DPN
Another approach to controlling the transport of ink from the atomic force micro-
scope tip is to use the water meniscus as a nanoscale electrochemical cell, where
metal salts can be dissolved, reduced and precipitated to form metal nanostructures
on the surface; this method, which is referred to as electrochemical DPN (E-DPN), is
illustrated schematically in Figure 5.6 [44]. This method was further applied to the
controllable transport of his-tagged proteins, which have an affinity to certain metal
ions such as Ni2þ . By carrying out E-DPN on nickel-coated surfaces, the surface
could be locally ionized, thereby allowing proteins on themicroscope tip to transport
the surface and bind. The same approach of combining local surface oxidation with
material transport from the atomic force microscope tip was used to locally oxidize a
pre-existing SAMand to simultaneously deposit organic inks to those sameareas [45].

Figure 5.6 Schematic of electrochemical DPN (E-DPN). The
water meniscus that condenses in air between the AFM tip
and sample is used as a nanometer-sized electrochemical cell.
(Reproduced with permission from Ref. [44].)
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5.3
Parallel DPN

5.3.1
Passive Arrays

The constructive and chemically drivennature ofDPNmakes it uniquely amenable to
being carried out in parallel, using arrays of tips, and without the need for accessing
each tip electronically for force feedback. A rough alignment of the tip-array with the
surface is sufficient, since if the tips are touching the surface then the ink will be
transported at a constant rate which is determined primarily by the ink–substrate
combination. The first demonstration that DPN could be readily carried out in
parallel, employed micromachining processes to fabricate one-dimensional arrays
with 32 silicon nitride tips or eight boron-doped silicon tips, the latter having sharper
tips at the expense of pendensities [46]. Thenumber of tips in a single linear arraywas
then scaled up to the centimeter scale, using arrays of up to 250 tips, all ofwhichwrote
simultaneously [47]. Parallel DPN was then scaled up again to a two-dimensional
arrays of tips that covered a square centimeter and consisted of 55 000 probes writing
simultaneously; an example is shown in Figure 5.7 [48]. The parallel and constructive
capabilities of DPN are what give it the potential to integrate materials on unprece-
dented scales.

5.3.2
Active Arrays

One factor which limits the complexity of patterns that can be generated by
parallel DPN as described above, is that every tip necessarily writes the same

Figure 5.7 Massively parallel dip-pen nanolithography (DPN)
with two-dimensional (2-D) tip arrays. (a) Scanning electron
microscopy image of a small section of a 55 000 tip array covering
an area of 1 cm2. (Image courtesy of NanoInk.); (b) Fluorescence
image of phospholipid patterns generated with the 2-D arrays at a
throughput of 5 cm2min�1 [49].
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pattern, provided that it is coated with ink. That is, it would be impossible to get
each tip in an array to write a different pattern using passive tips. In addition to the
possibility of controlling the driving force by external fields (e.g. by thermal DPN
or E-DPN, as described earlier), another innovative step in the development of
DPN probes for parallel materials integration was taken in which the cantilevers
could be externally actuated. The first approach of this type used thermal bimorph
cantilevers, where heating one side of the cantilever caused it to bend down so that
the tip contacted the substrate and the ink could flow [50]. Again, by optimizing
the tip fabrication the resolution of patterns generated by active pen arrays could
be brought down below 100 nm [51]. Another approach would be to use electro-
statically actuated cantilevers, where the cantilever bends towards the surface
based on an applied electric field in order to avoid the possibility of unwanted
heating of the tip or thermal crosstalk between neighboring cantilevers [51].
Actuated probes not only increase the available complexity of patterns that can be
generated by a single ink, but also open the door to the integration of different
materials from different tips in an array on an area smaller than the dimensions of
the tip array itself. This can be done by writing with one tip, and then moving the
array such that a neighboring tip writes on or near the same area that has already
been patterned.

5.4
Tip Coating

5.4.1
Methods for Inking Multiple Tips with the Same Ink

An essential part of any DPN process is to bring the ink onto the atomic force
microscope tips. This is typically achieved either by thermally evaporating the ink
onto the tips, or by immersing the tips in the ink in a type of dip-coating process.
Thermal evaporation is rather straightforward and typically results in a homoge-
neous ink coating, for instance of ODT. However, the majority of ink molecules –
and especially the more polar ones – do not seem suited to evaporation, and tend
to function better when the tip is coated from solution. For solution coating, the
entire cantilever chip can be dipped by hand into an ink solution and, upon
removing the tip and allowing the solvent to dry (e.g. under a stream of inert gas),
a typically homogeneous coating results. However, the distribution of the ink on
the tip when coated in this way will inevitably depend on exactly how the ink wets
(or de-wets) the tip, and also on how the ink solutes concentrate on the tip as it
is dried. Functionalization of the atomic force microscope tip before coating is
therefore sometimes beneficial. For instance, in order to reproducibly pattern
proteins it was found useful to precoat the tips with a SAM of a thiolated
polyethylene glycol [11-mercapto-undecylpenta(ethylene glycol)disulfide(PEG)],
which makes the tip hydrophilic but prevents the denaturing of adsorbed
proteins [52].
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5.4.2
Ink Wells

Inking the tips in the ways described above is well suited for single tips, or in the
case that the requirement is to coat all tips with the same ink. However, in order to
take advantage of the potential for DPN to integrate differentmaterials on the same
substrate in parallel, it is necessary to deliver different inks selectively to different
tips in an array. For this purpose, microfluidic ink-delivery systems have been
developed [53, 54]. An example of tips being dipped in wells that coat only every
second tip in an array is shown in Figure 5.8a. An array where only every second tip
is coated is useful for many experiments that require uncoated tips as negative
controls, or in cases where there is a need to have the patterns spaced further apart
than the spacing of the tips in the array. Today, ink wells are available commercially
(from the company NanoInk) that allow the integration of up to 24 different inks on
a one-dimensional array. Figure 5.8b shows an example of two different fluores-
cently labeled phospholipids integrated on a single cantilever array [49]. In similar
fashion, a chip has also been developed that allows local vapor coating onto tip
arrays [55].

Figure 5.8 One-dimensional tip arrays coated with phospholipids
using ink wells. (a) Optical micrograph of tips in contact with the
inkwells. Every second tip in the array is being dippedwith one ink;
(b) Multi-channel fluorescence and bright-field micrograph of
phospholipids doped with different inks. Every second tip is
coated with a red dye, every fourth tip with a green dye, and the
remaining tips function as negative controls.

5.4 Tip Coating j183



5.4.3
Fountain Pens

Oneparticularly elegant approach to delivering ink to the atomic forcemicroscope tip
is through the integration ofmicrofluidic channels directly onto the tip itself, in order
to generate a nanofountain probe (NFP), such as that shown in Figure 5.9 [56]. As
standard microfabrication techniques were used, it has been possible to generate
parallel arrays of NFPs integrated on a single chip, with different ink reservoirs
leading to different tips in the same array, thus enabling the parallel integration of
different inks [57]. As in the case of macroscopic pens, NFPs can be expected to be
particularly useful for the patterning of inkswhere the solventmust remain in the ink
until after patterning, as tips coated by dipping in solution are subject to drying.

5.4.4
Nanopipettes

Although micropipettes and nanopipettes differ technically from DPN (in that they
do not necessarily utilize an atomic force microscope tip), they are conceptually
similar toDPNandNFPs in severalways, and are thereforeworthy of briefmention at
this point. Cantilevered micropipettes similar to those used for scanning near-field
optical microscopy (SNOM) have been used for the local delivery of an etchant to a
chrome film, with a resolution of 1mm [58]; indeed, subsequent studies led to the

Figure 5.9 Fountain pens. (a) A cross-sectional schematic of the
volcano-like tip in the process of writing; (b) A schematic of the
entire chip including the reservoir; (c, d) SEM imagesof the tip and
entire chip, respectively. (Reproduced with permission from
Ref. [56]; � Wiley-VCH Verlag GmbH & Co. KGaA.)
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fabrication of spots of 280 nm diameter [59]. In similar manner, an electrochemical
fountain pen was used to fabricate freestanding platinum nanowires with a diameter
of 150 nm. By using a voltage-controlled feedback circuit derived from scanning ion
conductance microscopy (SICM), submicron and multicomponent features consist-
ing of biomolecules such as DNA and protein have also been fabricated [60, 61].
Although the practical resolution of micropipettes and nanopipettes is much lower
than for DPN, and it is difficult to imagine thembeing used in parallel, they do have a
significant advantage for the patterning of biomolecules in that they are able to
function under water [62].

5.5
Characterization

In addition to tip inking and writing, a third indispensable part of the DPN process is
the characterization and quality control of the resultant patterns. A convenient
capability of DPN, which is also shared by most scanning probe-based lithography
processes, is that the same tip can be used for both patterning and imaging, in the
case of DPN by AFM. In particular, lateral force imaging is typically used for the
characterization of chemical contrast in covalently bound inks such as thiols on gold
(as described earlier and shown in Figure 5.2). There are two practical issues to be
aware of when characterizing DPN patterns generated by the same tip that has been
used for imaging:

. An inked tip will typically continue to write during imaging, and therefore high
scan speeds must be used to minimize this effect.

. The vast majority of DPN is carried out in contact mode, using cantilevers with a
too-low spring constant for use in intermittent contact or tapping mode imaging
in air. This is especially the case for parallel DPN, where it is impractical to have a
separate tapping feedback mechanism for each tip. As the contact mode typically
provides inaccurate heights in air, it is often necessary to change the tip and realign
it to find the patterned area in order to obtain quantitative height information.

Although these two issues represent disadvantages in a high-throughput lithogra-
phy process, they can actually serve as significant advantageswhen characterizing the
ink transport. For instance, in an early study using DPN,monolayer growth could be
observed in situ by scanning the same area repeatedly at high resolution; this allowed
observation of themonolayer growth dynamics as alkanethiols were transferred from
the tip to a gold substrate [63]. It is also possible to carry out DPN in tappingmode by
using a single tip for the simultaneous deposition and imaging of soft materials, as
well as obtaining accurate height information [64]. When this method was applied to
the deposition of poly-D,L-lysine hydrobromide onto mica surfaces, it was possible to
observe the nucleation and growth dynamics of polymer crystals at a submicron scale
that is inaccessible to other methods (Figure 5.10) [65].
In theDPNpatterning of a new ink or substrate, it is essential to determine that the

patterns generated are indeed composed of the intended ink. If a particular

5.5 Characterization j185



topographical morphology is known, then this information can be obtained from
AFM measurements. For instance, the AFM images of DPN-patterned collagen
fibrils showed a helical repeat of 65 nm, whichwas consistent with scanning electron
microscopy (SEM) observations of collagen fibrils. Another example is the formation
of anisotropic structures formed during the DPN patterning of peptide amphi-
philes [66]. Another way of distinguishing DPN patterns from artifacts that might
result frommechanical contact of the tip, condensed water or residual solvent, would
be to carry out the appropriate negative controls using either uncoated tips or tips
dipped only in the solvent, in the absence of the desired ink molecules.
More often than not, it is necessary to confirm the chemical identity of the ink

molecules on the surface by other analytical methods. For example, X-ray photoelec-
tron spectroscopy (XPS) is often used to identify elements present in DPN pat-
terns [17, 21, 25, 29, 31, 67–69]. Infrared spectroscopy [68] andmass spectrometry [67]
are also powerful characterization tools that have the added advantage of providing
structural information. Furthermore, AFM is a rather slow characterization method
and, in the case of high-throughput, parallel DPN characterization can easily become
the rate-limiting step in the fabrication process. In that case, optical characterization
is ideal, and this can be achieved by usingDPN-generated thiolmonolayers as a resist
against chemical etching so that the patterns become visible under optical micros-
copy [48]. Another approach would be to use a fluorescently labeled ink, which not
only enables rapid characterization but also provides some chemical information
about the patterns [6, 28, 49, 70–72]. Optical characterization using scanning near-
field optical microscopy (SNOM) detection of single molecules deposited by DPN

Figure 5.10 Topographical AFM image sequence (1 to 8) of
epitaxial crystal nucleation and morphology changes from
threefold to fourfold symmetry during growth of poly-D,L-lysine
crystals on a mica surface as molecules are transferred from the
microscope tip during each scan. (Reproduced fromRef. [65] with
permission from the American Association for the Advancement
of Science.)
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suggests that the practical resolution limits of DPNmay not be in the patterning, but
rather in the ability to detect patterns with dimensions smaller than the AFM tip used
to fabricate them [6]. Finally, it is often useful to characterize the AFM tips as well as
the presence and distribution of the ink on the tips, which can typically be achieved
using SEM or optical microscopy.

5.6
Applications Based on Materials Integration by DPN

Functional chemical patterns fabricated by DPN have been used for a wide variety of
scientific applications, and it can be expected that industrial applications will follow.
Even in the many published applications, including for example etch resists [73] or
templates for selective deposition [74], when only a single ink molecule is patterned
onto a single surface, DPN has several advantages over conventional direct-write
lithographic techniques such as EBL. While the latter is able to provide competitive
lateral resolution, it is severely limited in its throughput as well as its cost. Further-
more, in contrast to DPN, EBL involves removingmaterial from the substrate, which
requires an extra development step. One advantage of placing resists and template
molecules directly onto the surface is that the remainder of the surface is left free of
contaminants. That being said, the ability to generate multicomponent nanostruc-
tures opens entirely new possibilities that are inaccessible by any other method.
Some of the more striking examples will be briefly described in the following
sections, in order to provide an overview of the types of unique application made
possible by DPN.Whilst the examples are categorized based on selective adsorption,
combinatorial chemistry and biological arrays, these categories are by no means
complete and a significant amount of overlap is apparent between them.

5.6.1
Selective Deposition

Although the selective deposition of materials onto patterned surfaces is not limited
to DPN patterns, the rapid prototyping capabilities and ability for DPN to generate
multicomponent nanostructures on a small scale adds a newdimension to thefield. A
few of the strategies that can be used to immobilize different particles from solution
by selective adsorption or templating are shown in Figure 5.11. In addition to the
adsorption strategies shown, covalent binding, nonpolar adhesion forces and entro-
pic effects can also be used to direct binding towards desired areas of the substrate.
The surface passivation of the background is often a crucial step in fabricating
templates for selective adsorption. Most often, successful selective adsorption will
involve combinations of more than one of these strategies.
As a first example of electrostatic templating on DPN patterns, positively charged

colloidal particles were immobilized electrostatically onto negatively charged MHA
patterns. By fabricating a variety of MHA dot array patterns with different dot sizes
and spacings, it was possible to screen the pattern dimensions for those capable of
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organizing the particles such that each dot had exactly one particle bound, in a
combinatorial fashion [74]. Such an approach was later applied to the fabrication of
arrays of individual bacterial cells [75]. In another approach, the positive and
negatively charged polyelectrolytes poly(diallyldimethylammonium) chloride
(PDDA) and poly(styrenesulfonate) (PSS) have been directly patterned on silicon
surfaces by DPN. Upon the addition of a complementary polyelectrolyte, selective
adsorption was observed which suggested a compatibility of the method with layer-
by-layer assembly [25]. Furthermore, such electrostatic templates have been used in
combination with molecular combing to organize aligned DNA strands, a biological
moleculewhich also falls into the polyelectrolyte category and can readily be adsorbed
electrostatically [76].
DNA-directed self-assembly on DPN patterns has been used to organize two

different-sized nanoparticles into nanoarrays, with the spacing between different-
sized particles in an array being as low as 500 nm [74]. This method of self-sorting
was improved by using noncomplementary DNA as a passivation layer, enabling
larger particles to be immobilized [87]. Protein nanoarrays selectively bound toMHA
patterns [77], or patterned by direct write methods [52], have been used to subse-
quently immobilize other protein molecules by molecular recognition. Covalent
linking of the biofunctional group biotin was carried out selectively onDPNpatterns,
enabling the binding of streptavidin protein by molecular recognition and subse-
quent binding of biotinylated materials [72]. Similarly, the covalent coupling of
proteins to DPN templates was carried out using succinimide chemistry [78]. Finally,
nonpolar carbon nanotubes were selectively adsorbed to DPN templates based on
differences in surface energy between the patterned and passivated regions [79].
Although not often emphasized in the literature, passivation is a crucial step in

selective adsorption, such that the materials to be integrated on the surface do not
simply bind everywhere. In aDPNexperiment, the background is typically blocked by
a low-surface energy (methyl-terminated) compound such as ODT [74] or, in the case

Figure 5.11 Schematic representation of different strategies for
selective adsorption or templating. Left to right: charge-based
recognition; macromolecular encoding (i.e. DNA); and specific
binding of ligands. (Image courtesy of NanoInk.)
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of protein or cells, the adsorption of PEG-terminated passivation layers is preferred
due to their nondenaturing character [52]. Nonspecific adsorption is in fact a major
problem that limits the applicability of templating-based fabrication methods,
although it can be overcome to some degree through chemical modification of the
surface and optimization of the solution conditions (e.g. pH and ionic strength).
Nonetheless, the fact that nonspecific adsorption cannot be completely eliminated
is a qualitative advantage that constructive, parallel DPN has over serial methods
based on sequential selective adsorption and patterning steps.

5.6.2
Combinatorial Chemistry

The idea of placing different chemical compounds on the same surface, for exposure
to identical solution conditions, lends itself well to combinatorial chemistry. In
addition to the possibility of ultra-high-density chemical arrays, the nanoscale
resolution of DPN also enables studies of collective molecular interactions, as well
as how the properties of nanoscale aggregates might differ from bulk behavior. For
instance, the ability for nanopatterned SAMs to function as resists against the
chemical etching of metallic films has been investigated combinatorially as a
function of pattern dimension in order to minimize feature sizes [73]. Solid-state
nanostructures with features as low as 15 nm have been fabricated by the direct
deposition of etchant [67], while nanostructures of variousmetals such as gold, silver
and palladium have been generated with 35 nm dot diameters and 53 nm line
widths [80, 81].
As a first demonstration of the ability to screen the chemical behavior of different

compounds on the same surface, four different thiol molecules were patterned
within an area of 5 mm2 on a single gold surface to form combinatorial libraries,
as shown in Figure 5.12. The libraries were then used to study molecular

Figure 5.12 (a) Schematic representation of the combinatorial
library design consisting of the four different molecular inks; (b)
Lateral force microscopy image of the library described in panel
(a). (Reproduced with permission from Ref. [82].)
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displacement from the surface by repeatedly scanning the same area with an ink-
coated tip and observing the order in which the spots disappeared as they were
exchanged by new molecules from the tip [82]. In another creative approach to
combinatorial chemistry, DPN was used to pattern molecules on cantilevers which
could, in principle, be used as force sensors for determining interactions between
molecular libraries [83].
Another unique application for DPN is in the study of microscale and nanoscale

phase separation. For instance, phase separation andpattern formation in conjugated
polymers spin-coated onto combinatorially nanostructured DPN templates was
studied as a function of polymer concentration and MHA dot diameter [84]. The
information resulting from those screenings of pattern dimensions enables one to
control pattern formation in thin organic films, with potential applications in the
fabrication of organic electronic and optical devices. Furthermore, by coating the tip
with a mixture of two (or more) inks it becomes possible to observe if, and how, the
molecules de-mix during the DPN writing process by using in situ AFM measure-
ments [85]. The use of such separated phases for selective adsorption provided the
ability to reduce line widths down to 10 nm.

5.6.3
Biological Arrays

The complex integration of biological molecules such as DNA, protein and
phospholipids on hierarchical scales, ranging from molecular dimensions up to
the size of entire organisms, provides the basis for the molecular machinery that
makes life possible. The ability to understand, control and even mimic such
interactions has long been a dream, not only for biologists but also for nanoscien-
tists in a variety of disciplines. Robotic spotting methods have already proven
valuable in the biotechnology industry for the fabrication of biological arrays, even
with spot sizes on the order of hundreds of micrometers. Smaller spots not only
have evolutionary advantages of higher spot density, sensitivity and lower require-
ments for sample volumes, but also open entirely new possibilities. For instance,
the ability to integrate more than one biomolecule or biological entity (e.g. a virus)
under the surface area covered by a single adherent cell in a spatially defined
manner is especially exciting for unraveling the roles of intermolecular interactions
in biological systems.
The patterning of DNA by DPN was first achieved by the selective deposition of

oligonucleotides onto thiol-patterned surfaces [86]. Later, reproducible protocols for
direct deposition from the AFM tip were developed [22, 87]. Figure 5.13 shows an
example of a binary DNA array that was used to reversibly hybridize both fluores-
cently labeled oligonucleotides as well as gold nanoparticles of two different dia-
meters [22]. This illustrates the ability for DNA arrays to organize nanomaterials in a
highly specific manner. Furthermore, whilst fluorescence is an invaluable tool for
characterizing biomolecular arrays, many biological materials are not easily obtain-
able in functional form with fluorescent labels. Therefore, label-free detection
methods such as AFM topography show great promise [71]. The physical–chemical
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similarity between different DNA strands of the same sequence renders them
promising for parallel arraying, as DNA strands of different sequence can be
patterned under the same environmental conditions.
A variety of different proteins have also been patterned by DPN, both by selective

adsorption and by direct-write processes. In the majority of cases, selective
adsorption using various coupling strategies appears to be most successful in
fabricating functional protein nanoarrays to date, as selective adsorption can be
carried out without dehydration of fragile proteins [70, 72, 77, 78, 88, 89]. For
example, an antibody nanoarray-based detection assay for HIV in patients� plasma
exceeded the limit of detection of conventional enzyme-linked immunosorbent
assay (ELISA)-based immunoassays (5 pgml�1 plasma) by more than 1000-
fold [90]. Direct-write approaches hold the promise of larger-scale integration,
and have also proven their ability to successfully generate functional protein
nanoarrays. For example, collagen was the first protein to be directly deposited
onto gold by first reducing disulfide bridges in the biopolymer, and then allowing
the collagen fibrils to reassemble on the gold surfaces. Functional his-tagged
proteins have been deposited directly onto nickel oxide surfaces via metal affinity
[91]. Unmodified antibodies were directly patterned onto gold surfaces by nonspe-
cific adsorption [52].

Figure 5.13 A binary DNA array fabricated by
direct-write DPN. (a) Fluorescence image
showing two different fluorescent probes
selectively hybridized to the different spots;
(b) AFM topography of the same area after
dehybridization of the fluorescent probes and

attachment of oligonucleotide-labeled
nanoparticles of two different diameters (5 nm
and 13 nm). (Reproduced from Ref. [22] with
permission from the American Association for
the Advancement of Science.)
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In addition to DNA and protein, phospholipids represent another ubiquitous
biomolecule that can be patternednoncovalently byDPNon a variety of surfaces, with
linewidths as small as 100 nm [49]. In contrast to the transport behavior ofmost other
inks –where the dot and linewidth can be controlled by the tip-contact time and scan
speed, aswell as humidity –phospholipid inks tend to stack intomultilayer structures
where the thickness of the film can be controlled by those same parameters
(Figure 5.14). Upon immersion into aqueous solution, the multilayers can be spread
on the surface to form a single monolayer, a lipid bilayer membrane, or remain as
stablemultilayers, depending on the substrate. Aunique property of phospholipids is
that they amphiphilic and are lyotropic liquid crystals that tend to organize into
different supramolecular structures, where their fluidity depends on the hydration.
Their transport rate from ink wells onto the tips, as well as from the tip to the
substrate, can therefore be precisely controlled.
If one views viruses as nanoparticles, themethods described earlier for templating

can be applied directly to the immobilization of viruses. For example, arrays of virus
particles have been generated using genetically modified cow pea mosaic virus that
covalently couple to maleimides patterned by DPN [32, 92]. Another approach based
on several steps of selective adsorption to the DPN pattern of MHA has resulted in
arrays of influenza virus particles [70] andof single tobaccomosaic virus particles [93].
In this process, Zn2þ are first bound to the MHA nanopatterns, after which
antibodies specific for the virus in question are selectively adsorbed; finally, the
virus particles are adsorbed on top of those two layers. Remarkably, it was shown that
this method could be used to position functional viruses capable of infecting cells
cultured on the arrays, as illustrated in Figure 5.15. The use ofDPN-basedmethods to
organize biological molecules and particles on a subcellular level, and to interface
them with living systems, opens numerous possibilities in the emerging field of
nanobiology.

Figure 5.14 Phospholipid DPN patterns with
control of multibilayer stacking. (a) Reflection-
mode optical micrograph of phospholipid
squares patterned on plasma-oxidized silicon at
various speeds (scale bar¼ 5mm); (b) Theheight
of phospholipid multilayers (and corresponding

number of bilayer stacks) measured by AFM is
plotted as a function of scan speed (on a
logarithmic scale) at two different relative
humidities. (Reproduced with permission from
Ref. [49]; � Wiley-VCH Verlag GmbH & Co.
KGaA.)
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5.7
Conclusions

In conclusion, DPN provides the ability to simultaneously integrate and nanostruc-
ture a diverse range of materials on a variety of surfaces, at unprecedented levels of
both spatial resolution and complexity. In principle, several thousand different
materials could be integrated in thousands of different combinations with nanoscale
resolution over square-centimeter (or larger) surface areas. Althoughmuch remains
to be done before this dream is achieved, the barriers appear to be surmountable.
Clearly, a basic understanding of the mechanisms behind the nanoscale transport of
ink will be necessary in order to reproducibly carry out and extend the capabilities of
DPN. In addition, innovative probe designs and inking strategies will be essential in
order to expand the capability of DPN for large-scale materials integration.
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6
Scanning Ion Conductance Microscopy of Cellular and Artificial
Membranes
Matthias B€ocker, Harald Fuchs, and Tilman E. Sch€affer

6.1
Introduction

Eukaryotic cells are enclosed by a plasma membrane, which creates an internal
environment that is separated from the outside. The membrane defines a physical
border and is impermeable to macromolecules. Integral proteins in the membrane
play an essential role for inter- and transcellular processes [1, 2]. In order to
understand the properties of membranes and membrane proteins, it is important
that cell biology, medicine and pharmacology gain insight into the complex barrier-
crossing transport mechanisms. In particular, knowledge concerning the perme-
ability of barriers for substances such as drugs is of great relevance.
Special electrochemical and microscopic methods are used to study the ion-

permeability of barrier-forming cell structures. For example, transepithelial electrical
resistance (TER)-spectroscopy provides information about the barrier properties of
cell layers [3–5]. The development of artificial membranes was an important step in
the characterization of membranes [6, 7]. One advantage of artificial membranes is
the possibility of inserting selected proteins into the membrane, which in turn
creates the possibility of performing single-channelmeasurements on these selected
proteins [8].
For the microscopic characterization of local sample properties, scanning probe

microscopes have been developed in various forms. Scanning probe microscopes
are based on a small, locally confined probe that is sensitive to various types of
physical quantity. To date, several instruments have been developed for the charac-
terization of different sample properties, although only a few are suitable for
application in an aqueous environment – an essential requirement when analyzing
biological samples under native conditions. Perhaps themost prominentmember of
the group is the atomic force microscope [9], which allows the creation of high-
resolution topographical images of biological samples in buffer solutions [10]. The
atomic forcemicroscope employs themechanical interaction between a sharp tip and
the sample surface under investigation on the nanometer scale. In addition to
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topography, it is possible tomeasuremechanical sample properties such as elasticity
[11]. Many analyses have already been conducted on cellular membranes [12, 13],
artificial membranes such as solid supported membranes [14, 15] and membrane
proteins [16–19].
Unfortunately, the investigation of soft and fragile samples often proves to be

problematic due to mechanical interactions between the tip and the sample. In the
case of cells, a force-induced deformation reduces the resolution of atomic force
microscopy (AFM) imaging, and native conditions are therefore not always repro-
duced [20]. Additionally, the sample can be damaged irreversibly or be compressed,
leading to errors, for example, in the measurement of sample height [21]. In
particular, the investigation of free-standing, pore-suspending artificial membranes
with AFM has proved difficult, with very few successful measurements on such
membranes having been reported [22–25]. All such reports refer to the problem of
interaction forces between the atomic force microscope tip and the suspended
membrane, which often leads to rupture of themembrane, even atminimal imaging
forces.

6.1.1
Scanning Ion Conductance Microscopy

Scanning ion conductance microscopy (SICM), as invented by Hansma et al. in
1989 [26, 27], is based on the measurement of an ion current through a small
aperture, which is usually formed by a nanopipette. In order to provide a medium
for ion conduction, the nanopipette is filled with an electrolyte. A silver/silver
chloride (Ag/AgCl) electrode is placed inside the pipette (the pipette electrode),
while the sample is placed in a dish that isfilled typically with the same electrolyte. A
second Ag/AgCl electrode is placed inside the electrolyte in the dish (the bath
electrode). By applying a voltage between both electrodes and recording the ion
current through the pipette (typically on the nanoamp�ere scale), locally resolved
images of sample topography can be generated when scanning the sample. The
advantage of the SICM is that no mechanical forces are necessary for imaging a
sample surface.
In SICM there is a heavy dependence of the ion current on the distance between the

pipette tip and sample surface for generating the feedback signal for scanning. This
distance dependence is based on a �current squeezing effect�, which allows the
presence of the sample surface to be sensed at a distance where no mechanical
interactions between tip and sample occur. In this way, soft and delicate samples such
as living cells can be imaged in a �noncontact� configuration [28, 29]. In addition,
single ion channels on living cells can be recorded at specified positions with this
technique [30]. Improved imaging techniques have been developed based on the
principle of an ac measurement. For example, the tip–sample distance can be
modulated, thereby modulating the measured ion current; the amplitude of the
modulated current can then be used for feedback control [31–33]. The technique of
SICM has proved useful in obtaining high-resolution images of fine surface
structures such as microvilli [34, 35] or membrane proteins [36].
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For many applications, however, it is important to measure the ion current
independently of the sample topography, and for this purpose several different
extensions to SICM have been developed. In one revision, the scanning ion
conductance microscope was combined with an atomic force microscope [37, 38].
For this, a bent nanopipette [39, 40], coated with a reflective metal layer, was used as
the atomic force microscope �tip� and scanned over the sample surface. A laser beam
was then focused onto the bent pipette and the reflected light projected onto a split
photo-diode. The mechanical deflection of the pipette provided the feedback signal
for topography imaging, while the ion current was recorded simultaneously. As an
option, the bent pipette was driven in the tapping-mode [41, 42], which simplified the
imaging of soft samples in liquid solutions.
Another modification involved the combination of SICMwith scanning near-field

optical microscopy (SNOM). This combined microscope allowed living cells to be
investigated and topography images with additional optical information to be
recorded [43–45]. Yet another extension of SICM was the combination with shear
force microscopy [46, 47], a technique that is also used in conjunction with the
scanning near-field optical microscope [48, 49]. In SICM with complementary
shear force distance control, the pipette is transversally oscillated at a mechanical
resonant frequency. The sample topography is then detected by shear forces
between the pipette tip and sample surface, causing a reduction in the oscillation
amplitude.

6.2
Methods

6.2.1
The Basic Set-Up

In a basic SICM set-up a nanopipette with a small tip opening diameter is positioned
close to a sample surface (Figure 6.1a). The nanopipette is filled with an electrolyte
and the sample is placed in an electrolyte-filled dish. Typically, the electrolytes in the
nanopipette and in the dish are identical, so that no osmotic flow in or out of the
pipette occurs. For the current measurement a voltage is applied between two silver/
silver chloride (Ag/AgCl) electrodes. Ag/AgCl electrodes have electrochemical
properties that make them well suited to applications in SICM. For example, they
have a very small equilibrium constant at room temperature so that only a small
amount of Agþ -ions exists in the electrolyte. Additionally, they are easily fabricated,
for example by the electrolytic deposition of silver chloride on a silver wire. One of the
electrodes is placed inside the pipette (the pipette electrode), while the other electrode
is place inside the electrolyte in the dish (the bath electrode). The ion current from the
pipette electrode through the pipette, and through its small tip opening to the bath
electrode, is measured with a high-impedance current amplifier. The applied voltage
is in the range of some hundred millivolts, and the measured ion current is in the
nano- and picoamp�ere range. The closer the tip is to the sample surface, themore the
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ion current is restricted (�squeezed�) by a narrow gap formed between the pipette tip
and the sample surface [26, 50]. The measured ion current is therefore indicative of
the tip–sample distance. The ion current signal is passed to a computer, where a
feedback signal is generated and used to drive an x-, y-, z-scanner, consisting of
piezoelectric actuators (abbreviated as piezos). Depending on the pipette geometry
and on the imaging parameters used, topographical imaging without mechanical
interaction between tip and sample is possible. Hence, noncontact images of sample
topography can be recorded, which is especially valuable for the imaging of soft
biological samples such as living cells and artificial membranes.

6.2.2
Nanopipettes

In order to deliver an ion current through a small opening, pipettes proved to be a
practical solution. Pipette fabrication is a well-known technique, and pipettes have a
wide range of applications in extracellular physiology, for example, in patch–clamp
recording [51, 52]. Usually, pipettes are drawn (using a �pipette puller�) from glass
capillarieswith an initial diameter of 1–2mm.Theprinciple of a pipette puller is based
on local heating of the capillary with a heated coil or a laser beam. While heating, a
pulling force is applied to both ends of the capillary such that, when themelting point
of the glass is reached, the pulling force leads to a separation of both ends of the
capillary, thereby formingfinepipettes. Themost commonly usedglass is borosilicate;
this softens at 825 �C and, as it is pulled, maintains its ratio of inner to outer diameter
over the total drawn-out length [53]. A wide variety of opening diameters can
be generated with borosilicate glass pipettes, down to some tens of nanometers
(Figure 6.1b). Finer pipettes for higher-resolution imaging can be produced from
quartz capillaries, with inner tip opening diameters of approximately 12nm [36].

Figure 6.1 (a) Schematic of the scanning ion
conductance microscope. A dc voltage between
two Ag/AgCl electrodes induces an ion current
through the pipette. The ion current signal is
passed to a computer, which generates a
feedback signal that controls the position of a

z-scanner. Images are generated by scanning
the sample in x,y-direction; (b) Scanning electron
microscopy (SEM) image of the tip of a
nanopipette. The inner opening diameter is
60 nm. For SEM imaging the pipette was sputter-
coated with a 10 nm-thick aluminum layer.
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6.3
Description of Current–Distance Behavior

When placing the electrolyte-filled nanopipette with the pipette electrode into an
electrolyte-filled dish with the bath electrode and applying a voltage U between the
electrodes, an ion current is measured. When the tip of the pipette is far away from
the sample surface the current is maximal (saturation current Isat):

Isat ¼ U
Rp

: ð6:1Þ

For calculating the pipette resistanceRp a simple analytical model can be used [46].
The geometry of the pipette is assumed to be conical (Figure 6.2a). The resistance can
be approximated through sectioning the cone into successive disks of infinitesimal
thicknesses, leading to

Rp ¼ 1
k
� Lp
prpr i

ð6:2Þ

where k is the specific conductivity of the electrolyte, Lp is the length of the drawn-out
end of the pipette, rp is the inner radius of the capillary, and ri is the inner diameter of
the tip opening. For typical borosilicate glass pipettes and electrolytes, Rp is in the
range of 50–200MW. The resistance of the electrolyte bath inside the dish is on the
order of kilo-ohms, so that the total resistance of the circuit can be approximated by
Rp. With this, the inner tip opening diameter can be estimated as

r i � Isat
U

� LP
pkrP

: ð6:3Þ

For standard 1mm outer diameter borosilicate glass pipettes, for example, rp¼
0.29mm. In many cases, a phosphate-buffered saline (PBS) solution with 137mM
NaCl (k� 1.3Wm) is used as electrolyte. LP is typically in the range of 5mm, and
U¼ 200mV. For example, from ameasured current Isat¼ 1 nA, an inner tip opening
radius of ri� 21 nm is deduced.

Figure 6.2 (a) Schematic of a simple model for the
current–distance behavior of a cone-shaped pipette; (b)
Measuredand calculated ion current versus z-piezodisplacement.
Measurement were made with a borosilicate glass pipette over a
mica surface, applying a voltage of U¼ 200mV.
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When the tip is at a distance to the sample surface that is comparable to the tip
opening diameter, the measured ion current shows a heavy dependence on the
tip–sample distance. This is because the current then has to �squeeze� through the
narrow gap between the pipette wall and the sample surface, which leads to an
increase in the resistance. Nitz et al. [46] constructed an analytical model for the
distance-dependent resistance Rz, obtaining

RzðzÞ � 3
2p

� lnðro=r iÞ
kz

; ð6:4Þ

where ro is the outer tip diameter of the pipette and z is the tip–sample distance. This
leads to a distance-dependent ion current of

IðzÞ � Isat 1þ z0
z

� ��1
; ð6:5Þ

with

z0 ¼ 3
2
� rPr i lnðro=r iÞ

LP
: ð6:6Þ

The ratio of ri to ro usually stays constant while pulling the pipette from the
borosilicate capillary [53]. In Figure 6.2b, a measurement of ion current versus
z-piezo extension (the tip–sample distance with an unknown offset) is displayed
(black trace). The range of the z-piezo extension is 1mm. At a large tip–sample
distance (right-hand side in Figure 6.2b), the ion current is independent of distance,
yielding a saturation current of Isat¼ 0.549 nA. By using Equation 6.3, ri can be
approximated as 12 nm. The calculated ion current I(z) obtained from the analytical
model (Equation 6.5) is also displayed (gray, dashed trace); a horizontal offset was
applied here to optimize thematch. The analytical modelmatches themeasured data
well. From the offsetting procedure, a tip–sample distance of 18 nm is found at the
leftmost position in the graph (at a z-piezo displacement of 0 nm).

6.4
Imaging with SICM

6.4.1
Modulated Scan Technique

The dependence of the measured ion current on tip–sample distance can be utilized
in a feedback loop to keep the tip–surface distance constant while scanning, thus
allowing topographical images of a sample surface to be recorded. In practice,
however, this imaging mode has proved vulnerable to current drift. One method of
reducing the influence of current drift is to apply short voltage or current
pulses [54, 55] instead of a constant voltage between the pipette and bath electrode.
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Another method is based on modulating the tip–sample distance [31–33]. This
distance is modulated sinusoidally with an amplitude of up to some hundred
nanometers and with a frequency of a several hundred Hertz (Figure 6.3a, upper
graph). For large tip–sample distances, this modulation does not have any influence
on the ion current. For small tip–sample distances, the behavior of the ion current is
displayed in Figure 6.3a (lower graph). At distances furthest from the surface, the ion
current reaches the saturation current (plateaus in the graph).When approaching the
sample surface during the modulation cycle, the influence of the squeezing effect
becomes greater so that the current decreases. At the point of closest approach the
current is smallest, but increases again when the tip retracts from the surface. An
amplitude signal can be generated either by using a lock-in amplifier or a trigger-
basedmethod [47]. The amplitude of the current signal is used as input to a feedback
loop, which regulates the mean tip–sample distance to keep the amplitude signal
constant.
Measurement of the ion current (black, left axis) and of the amplitude signal (gray,

right axis) versus z-piezo extension is shown in Figure 6.3b. The ion current shows
the distance-dependent behavior (as discussed above), while the amplitude signal is
constant for large tip–sample distances (right-hand side in Figure 6.3b) and increases
for decreasing tip–sample distances. The amplitude signal is less sensitive to current
drift than the ion current, and may also help minimizing the risk of lateral forces
being applied to the sample.

6.4.2
Cellular Membranes

Use of the modulated scan technique allows the gentle imaging of delicate biological
samples such as living cells, and also allows the recording of well-resolved images of
fine surface structures such as microvilli [34] or membrane proteins [36]. Living,

Figure 6.3 (a) Schematic diagram to illustrate
the principle of the modulated scan technique.
Upper trace: sinusoidal modulation of the
tip–sample distance. Lower trace: the resulting
ion current. The current decreases periodically at
the points of closest approach between pipette
tip and sample. The value of themaximal current

drop provides the amplitude signal which is used
for feedback; (b) Measured ion current (black
trace) and ion current amplitude (gray trace)
versus z-piezo extension while modulating the
tip–sample distance with an amplitude of
120 nm at a frequency of 800Hz.
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confluent MDCK-II cells, for example, exhibit a large cell body and locally raised
cell–cell contacts (Figure 6.4a); substructures on the cell membrane are also visible.
Another example is the imaging of living Schwann cells (Figure 6.4b); these occur in
the peripheral nervous system and are essential for generating themyelin sheath and
maintaining the metabolism and integrity of the nerve. The SICM image shows the
typical spindle-shaped body of the Schwann cell. On the basis of the excellent long-
term stability provided by modulated scanning techniques it is possible to image
specific surface areas, continuously, for several hours and thus to observe dynamic
processes occurring on the cell membranes [35, 56]. As an example, Gorelik et al.
were able to study the mechanism by which aldosterone activates sodium reabsorp-
tion via the epithelial sodium channel [57].

6.4.3
Artificial Membranes

The study of artificial membranes represents a new application area for SICM. The
investigation of pore-suspending membranes with other scanning probe techniques
such as AFM has proved difficult due to mechanical interactions that can cause
damage to the membrane. In contrast, the noncontact imaging characteristic of
SICMallows themapping of such pore-suspendingmembranes withoutmechanical
interaction between the pipette tip and the sample surface.
In a study of black lipid membranes (BLMs), highly ordered porous silicon proved

to be a useful substrate for spanning the membrane over the pores, although for this
purpose the substrate must first be functionalized. In the M€uller–Rudin tech-
nique [6, 7], the membrane is applied in a solvent locally to the substrate; this causes
it to spread over the surface, delivering a membrane monolayer (the spreading
process is shown in Figure 6.5a). The scan was started directly after applying the
membrane to the surface (scan direction: downwards). Initially, all of the pores were

Figure 6.4 (a) Scanning ion conductance microscopy (SCIM)
topographic image of living MDCK-II cells in phosphate-buffered
saline (PBS)solution.Thegrayscale ranges fromblack towhiteover
1.8mm; (b) SICM topographic image of living rat Schwann cells in
PBS solution. The grayscale ranges from black to white over 5mm.
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open (Figure 6.5a, upper half), but when reaching the vertical center of the image the
first suspended pores became visible, with only suspended pores being observed in
the lower section of the image. This effect was due to the solvent reaching the scan
areawhile scanning, thus suspending the poreswithmembrane. The same area, after
re-scanning, is shown in Figure 6.5b. Here, all the pores are suspended with
membrane, although the porous structure of the substrate can still be recognized
by the small depressions in the membrane surface. This state remained stable over
several hours, after which time a droplet of a membrane-dissolving detergent was
applied to the electrolyte (Figure 6.5c). Initially, the membrane remained unaffected
(upper section), but after some minutes some pores began to re-open (middle
section), and a few minutes later only open pores remained (lower section). A
re-scan of the area showed only open pores (Figure 6.5d). Taken together, these
measurements demonstrated the gentle imaging character of SICM.

Figure 6.5 Scanning ion conductance
microscopy topographic images of a highly
ordered porous silicon substrate at different
stages of coverage with a lipid membrane. (a)
Topography imaged directly after applying the
membrane solution to the silicon substrate (scan
direction: downwards). In the lower section of the
image, the membrane is already suspended over
the pores; (b) After spreading over the surface the
membrane is suspended over all pores and was

stable for hours; (c) Applying a small amount of
detergent (Tween 20) to the PBS solution
destroyed the membrane (scan direction:
downwards). In the upper section of the image,
themembranewas still present, while in the lower
section it was already destroyed; (d) Finally, the
porous silicon substrate was totally free of
membrane again. The scan rate was 5 s per line
with a resolution of 256� 256 data points. The
grayscale ranges fromblack towhite over 120nm.
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6.4.4
SICM with Shear Force Distance Control

The fact that SICM can be used for imaging biological samples, with a resolution in
the nanometer range, makes it an interesting candidate for combination with other
scanning microscopy techniques. Of particular interest is the measurement of ion
current independent of sample topography, and for this purpose the nanopipette can
be used as a shear force sensor. Shear forces are well known from SNOM set-ups,
where they serve to keep the optical fiber at a constant distance from the sample
during scanning [48, 49]. In a shear force configuration, the probe is vertically
oriented with respect to the sample surface, while a dither piezo excites a transverse
mechanical vibration of the probe. The amplitude of the vibration depends heavily on
the tip–sample distance: at small distances, the shear forces between the tip and
sample reduce the vibration amplitude, which therefore can be used as a measure of
tip–sample distance. To date, severalmethods have been established for detecting the
vibration amplitude, including optical readout [48] and the use of a piezoelectric
tuning fork sensor [58]. Although the lattermethod faced problemswhen adapted for
use in liquids (due to electrical short circuits), several solutions were described,
including a custom piezoelectric detection design [59], an electrically insulating
layer [60] and a diving bell concept [61].
In a combined shear force and scanning ion conductance microscope, the

nanopipette acts both as probe for the ion current and as probe for the shear force
measurement. For the detection of vibration amplitude an optical readout was
used [46], as this system functions equally well in liquid and in air [62]. An improved
optical detection design was based on the use of a pair of periscopes (Figure 6.6) [47].
Here, a collimated laser beam from a laser diode passes down through one periscope
tube. Inside the tube, the beam is reflected by amirror and passes through a lens that
provides the interface to the liquid and focuses the beam onto the thin end of the
pipette. In the second periscope tube, a two-segment photo-diode detects the light
scattered by the pipette, resulting in a vibration amplitude signal.With this periscope-
based detection system the vibration amplitude can be detected close to the pipette
tip, where the sensitivity is highest. Furthermore, the second tube can be positioned
to detect either the transmitted or the reflected light from the pipette. The optical
reflectivity of the pipette can be increased by coating with a thin metal layer. In order
to induce pipette vibrations a dither piezo is used. By using the vibration amplitude
as input to the feedback loop controlling the tip–sample distance, the sample
topography can be imaged. The simultaneously recorded ion current then yields
a complementary image of ion current at a constant tip–sample distance.
The combined scanning ion conductance and shear force microscope can be used

for the investigation of local variations in ion conductance of biological specimens.
This is of special interest for research in the field of the barrier-forming structures
such as endothelial or epithelial cell layers. In multicellular organisms, these
structures form the interface between different fluid compartments and play an
important role in inter- and transcellular processes [1, 2]. Gaining insight into the
complex barrier-crossing transport mechanisms is a common interest of cell biology,
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medicine and pharmacology, as malfunctioning of these barriers may have patho-
logical implications.
Special electrochemical and microscopic methods are required to study the ion-

permeability of barrier-forming cell structures. For example, experimental techni-
ques such as the measurement of TER may provide valuable information about the
barrier properties of cell layers [63, 64]. In addition to such integratingmeasurements
of the total cell layer impedance, the combined scanning ion conductance and shear
forcemicroscope canprovide further insight into cellular transportmechanisms, as it
allows the simultaneous recording of topographic data and local ion conductance
with high lateral resolution. One such example is the investigation of the functional-
ity of tight junctions between livingMDCK-II cells (Figure 6.7). Here, the shear force
image shows the topography of the cells, while the ion current image reveals lines of
increased conductance at the position of the cell–cell contacts.

6.5
Outlook

The gentle character of SICM provides for a broad range of possible applications.
Examples include the possible study of proteins in pore-suspending membranes, as
well as combinations with other imaging techniques. By using the ion current signal
of SICM tomaintain a constant tip–sample distance, complementary signals such as

Figure 6.6 (a) Schematic of the combined ion
current and shear force measurement set-up.
The components for the ion current
measurement are grayed out. The pipette is
vibratedby a dither piezoparallel to the surface. A
periscope design based on two tubes is used to
measure the vibration amplitude optically. The

first tube is used to focus a laser beam onto the
pipette tip; the second tube contains a split
photo-diode, which detects themodulated beam
and thereby the vibration amplitude of the
pipette. The vibration signal provides a
complementary input to the computer.
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local optical intensity can be recorded simultaneously. It has been shown that the end
of a tapered nanopipette can serve as a near-field light source for SNOM [32, 43, 65],
this being achieved by coupling a laser light into the nanopipette via an optical fiber.
Coating the outside of the nanopipette with a reflective metal layer then helped to
confine the laser light to the aperture (i.e. the tapered end of the nanopipette).
Provided that the sample and substrate were transparent, the SNOM signal could
then be collected through an objective and detected using a photomultiplier located
beneath the SICM set-up. In this way, living cells have been successfully investigated
using a combined SICM/SNOM set-up. An alternative use of the SICM probe as a
confined light source for SNOM was suggested by Bruckbauer et al. [44, 45]. This
method was based on the fluorescence that occurred when a calcium indicator (with
which the nanopipette is filled) binds with calcium in the sample solution and is
illuminated with laser light. The mixing zone where the fluorescent complex forms
serves as a localized light source. Another viable combination was that of scanning
confocal microscopy (SCM) [66], where the set-up comprised an inverted light
microscope fully configured for SCM, on which the SICM set-up was placed. During
lateral scanning the vertical position of the sample was controlled by SICM and, as a
result, the optical confocal volume, which was located just beneath the end of the
nanopipette, followed the topography of the sample. This allowed fluorescence
images of a surface to be recorded simultaneously with topographic data.
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7
Nanoanalysis by Atom Probe Tomography
Guido Schmitz

7.1
Introduction

The emergence of nanotechnology is closely related to progress in microscopy.
Certainly, the existence of atoms as indivisible units of matter may be postulated, as
did Greek philosophers several centuries BC (Demokritos 460-371). Also the impor-
tant properties of small clusters of these elementary units may be deduced by a
series of clever physical experiments and suitable reasoning. But it is almost
impossible to master the technology of nanostructured devices and to establish
their mass production without being able to monitor – to �see� – the real structure of
the fabricated devices. Thus, any important step in reducing the size scale of a
technology will require the development of a suitablemeans ofmicroscopy. Since the
structural width of modern devices scales down to only a few nanometers, much
interest persists in imaging techniques of atomic resolution. Furthermore, to go
beyondmere imaging, chemical analysis of the structurewith atom-by-atomaccuracy
and, perhaps, in three-dimensional (3-D) spatial resolution in desired.
With transmission electronmicroscopy (TEM), scanning probemicroscopy (SPM)

and field ion microscopy (FIM), three major branches of microscopy are currently
able to achieve atomic resolution in everyday practical studies. Interestingly, the first
demonstration of imaging individual atoms was achieved in 1951 [1], using FIM.
Since that time, whilst both TEMand SPMhave foundwidespread applications, FIM
techniques have remained in a tiny niche, with very few laboratories being able to
master and develop the related methods. This is all the more surprising as the
fundamental process of FIM – the field evaporation of atoms – offers the exciting
possibility to perform a chemical analysis simply by counting the individual atoms.
Instruments which use this approach are referred to as atom probes (APs), and

have been used for about 40 years. Unfortunately, their detector and computing
possibilities remained rather limited until the 1980s, with the technique being
reserved to specialized laboratories. However, based on the recent substantial
progress in instrumentation this situation has changed significantly and, indeed,
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is about to undergo further dramatic development. Depending on their standpoint,
some research groups have claimed this to be a �revolution� [2], while even those less
euphoric scientists have admitted �quite remarkable progress� over the past 20 years.
By exploiting the achievements of fast electronics andmodern computing, a real 3-D
atomic reconstruction of the analyzed volume has become possible, with the
maximum number of identified atoms being pushed beyond the hundred million
benchmark (see Figure 7.1). Today, atom probe tomography (APT) is capable of
providing the chemical analysis of a functional nanodevice as a complete unit, with
atomic accuracy.
A second branch of innovation has emerged with the development of efficient

pulsed laser sources. By assisting in the process of field evaporation by short laser
pulses (of down to a few hundred femtoseconds duration), the practical analysis of
nonconductive materials has become a realistic perspective. Recent successful
measurements of former difficult classes of materials, such as semi-conductors
and ceramics, are encouraging and have initiated intensivemethodical research. The
concept of laser assistance dates back almost 30 years when the technical limitations
of the lasers available prevented their widespread use. As a consequence, the ideawas
buried among many other interests and, only very recently, has experienced a
renaissance.
In the following sections we will examine atom probe tomography in greater detail

which, with its increasingly widespread application, can no longer be neglected as
an important branch of analytical microscopy. As the typical reader will most likely
have only a basic knowledge of the subject, we will first describe the functional
principles of the method, the basic algorithms of the 3-D reconstruction, and its
accuracy. The instrumental technique and practical specimen preparation will then
be considered. Applications of the method will be illustrated by some case studies
which address actual problems of thin-film nanoscience. The final section is devoted
to themost recent trends in atomprobe tomography, including the use of pulsed laser
sources to extend the method to complex materials, semiconductors, silicides and
oxides as are found in microelectronic devices. It should be noted that the selected

Figure 7.1 Evolution of the atom probe method in terms of
analyzed number of atoms or total volume per measurement. For
an explanation of the abbreviations, see Section 7.2.
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examples were biased by the author�s personal interests, and are not aimed to provide
a complete overview of the extensive studies conducted in recent years. Those readers
seeking additional information should consult recent reviews [2, 3] and textbooks and
other reports on the atom probe method [4, 5] and FIM [6].

7.2
Historical Development

Atom probe tomography applies the principle of FIM, and represents the latest
progress in this area. Themethoddates back to the pioneering studies of E.W.M€uller,
who invented the field ionmicroscope in 1951 [1] after years of experimentation with
electron emission microscopy for which the resolution was limited by the finite
thermal energy of the electrons. With FIM, M€uller was able to demonstrate atomic
resolution images of tungsten surfaces as long ago as 1957 [7]. Although capable of
achieving image magnifications in the range of one million – and thereby of atomic
resolution – a field ion microscope is a surprisingly simple instrument, when
compared to the complex electron optics of electron microscopes. Usually, no
imaging lens is needed here. Owing to its simple projective geometry, the instrument
does not suffer from the problems of stability associated with electron microscopy.
In 1965, M€uller and colleagues were the first to combine FIM with time-of-flight

(ToF) mass spectrometry, thus creating the so-called one-dimensional atom probe
(1D-AP), the first tool to be used for quantitative chemical analysis in the nanometer
range [8]. Rapid progress in detector technology during the 1980s led to the creation
of single-ion detectors with sufficient spatial resolution and high detection rates.
Important milestones here were the introduction of microchannel plates, of CCD
cameras, and of rapid charge-to-digital converters which allowed picosecond time
measurements. With this equipment, the early atom probe of M€uller experienced a
remarkable improvement and, by combining chemical identification by ToF mass
spectrometry with the spatial information of the atom position, the numerical 3-D
reconstruction of the spatial arrangement of the atomic species became possible. The
atom probe had truly advanced to become a modern tool of real 3-D analysis!
Meanwhile, a variety of instrumental concepts of three-dimensional atom probes

(3D-APs) were designed and put into operation. The first effectively functioning
instrument was the �position-sensitive atom probe� (PoSAP), which was described in
1986 by Cerezo and Smith [9]. A second, improved, instrument which could handle
data from multiple atoms in parallel, the tomographic atom probe (TAP), was
presented later (in 1993) by Blavette and coworkers [10]. In fact, as this instrument
becamemore popular andwas used inmany laboratoriesworldwide, it lent its name to
the general term for the method, namely atom probe tomography (APT). Today, the
technical development of APT is in a continual state of flux, with new instruments
being introduced on a regular basis. The field of view, and in turn the size of the
investigated volume, was significantly improved essentially by reducing the speci-
men–detector separation, which led to the wide- angle tomographic atom probe
(WATAP). Likewise, the additionof a laser beam line led to themethodof laser-assisted
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field evaporation (LATAP)while,more recently, different energy focusing devices have
been developed in order to improve the mass resolution [11, 12].
One remarkable achievement here has been that of the local electrode atom probe

(LEAP) [13]. By placing amicrometer-sized electrode in front of an array ofmicrotips,
this instrument moderates the serious restrictions in specimen geometry, namely
that a needle of high aspect ratio is needed. At the same time, the total number of
atoms analyzed permeasurement – and thus the size of the reconstructed volume – is
increased by one to two orders of magnitude.

7.3
The Physical Principles of the Method

7.3.1
Field Ionization and Evaporation

All FIM techniques utilize the fact that electrical fields are concentrated at tips of
sharp curvature. By supplying moderate voltages, enormous field strengths in the
range of some 10Vnm–1 are easily obtained at the apex of nanometer-sized tips,
whereas fields of such magnitude could be never obtained with macroscopic
geometries. Thus, a typical field ion microscope consists of an ultra-high-vacuum
(UHV) chamber with a specimen stage which holds the sample tip, a high-voltage
supply and a viewing screen with the capability of imaging the ion impacts
(Figure 7.2). A positive potential is supplied to the metallic specimen, while the
entrance face of the screen is kept at ground. In order to reduce thermal energies, a

Figure 7.2 Schematic representation of a field ion microscope. MCP ¼ multi-channel plate.
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cryostat is required to cool the tip to 20–50K. The field at the tip surface is controlled
by the supplied voltage according to the relationship

F ¼ V
b �R ; ð7:1Þ

in which V denotes the voltage supplied to the tip, and b denotes a dimensionless
factor that varies with the exact geometry of the tip but is found in the range of 5 to 10.
With increasing distance from the tip surface the field decays logarithmically, which
means that the dominant drop of the field appears on the firstmillimeter from the tip
surface.
In order to produce a field ion micrograph, an imaging gas (usually He, Ne, or a

mixture of both) is introduced into the vacuum chamber. Close to the apex of the
sample, the gas atoms are polarized and drawn towards the surface by the inhomo-
geneous field around the tip. Provided that there is sufficient field strength and a
suitable distance between the gas atom and surface, a finite probability exists that an
electron will tunnel from the gas atom into the band structure of the specimen. The
potential well for electron transfer by tunneling is sensitively controlled by the local
field strength. As a consequence, the ionization rate of the gas atoms is a function of:
(i) the tip voltage; and (ii) the surface topography. After being ionized, the positively
charged particle is accelerated towards the imaging screen where, by means of a
multichannel plate and a phosphorus anode, the ion impact produces a visible light
flash.
The trajectory of the ionized gas atom is determined by the shape of the electric

field. As their thermal energy is negligible compared to the energy gain within the
field, the ions are practically starting at rest. As a consequence, there is a one-to-one
correspondence between the location of ionization at the tip surface and the impact
position on the screen. Because of the discrete atomic structure of the sample, the
local field at the surface varies in correlation to the surface corrugation. In particular,
the edges of atomic terraces are protruding features and thus, are regions of elevated
field strength and pronounced ionization rate. Therefore, the protruding edges of
atomic terraces in crystalline structures are imaged as bright concentric rings that
surround low-indexed pole directions of the crystal. This is illustrated in Figure 7.3,
which shows a comparison of a field ion micrograph and the corresponding ball
model of the imaged structure.
In order to achieve a clear field ion micrograph, the so-called �best imaging field�

must be established at the tip surface. To a good approximation, this field strength is
only a function of the imaging gas (e.g. 35 Vnm–1 and 44Vnm–1 for Ne and He,
respectively). By increasing the field strength beyond this point, an alternative
process of �field evaporation� is observed. As soon as the field reaches a threshold
which is characteristic of the sample material, atoms of the tip themselves are
ionized, desorbed from the surface, and accelerated towards the screen thereby
following very similar trajectories as the former gas atoms.
It is important to understand that the electrical field does not simply tear away the

atoms, causing significant damage to the surface structure. Rather, the process
remains controlled by a finite energy barrier, which must be overcome by thermal
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activation or by quantum mechanic tunneling at very low temperatures. In other
words, there is a clear justification in using the term �evaporation�, as it resembles the
situation of vaporization in thermal equilibrium. This can be explained by the most
simple model suitable for understanding field evaporation.
In Figure 7.4, the one-dimensional potential curves of a surface atom in its neutral

and its n-fold charged ionic state, are plotted against the distance to the sample
surface. Transferring an atom into the n-fold charged state requires an ionization
energy, In, while placing the free electrons back into the band structure of themetallic

Figure 7.3 Ball model of a hemi-spherical apex (left) in
comparison to an experimental field ion micrograph. Protruding
atoms are represented by bright dots.The structure of the
experimental FIM image at the right, comprising of concentric
rings, is a natural consequence of the crystalline periodicity and
the apex geometry. (Illustration courtesy of V. Vovk, University of
M€unster.)

Figure 7.4 Potential curves of neutral atom (black) and ion (gray)
close to the surface of the tip. The ionic curve is shownwith (solid)
and without (dashed) affecting field. For details of further
variables, see the text.
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sample delivers a payback of n times the work function, F. Thus, without the
application of a field, the ionic potential experiences a constant shift of

DV ðnÞ ¼ In�nF; ð7:2Þ

with respect to the potential of the neutral atom. If in addition the electrical field F is
supplied, the ionic potential steadily decreases with increasing distance to the
specimen surface, so that both potential curves necessarily intersect. It is also
assumed in the so-called �image hump model� that the ionic potential develops an
intermediate maximum, which represents the important activation barrier. If short-
ranged repulsive interactions are neglected, then the ionic potential can be approxi-
mated by

VðxÞ ¼ � n2e2

16pe0x
�neFxþDV ðnÞ: ð7:3Þ

Thefirst termon the right-hand side of the equation is caused by the image force of
the metallic surface, while the second term is due to the influence of the field.
Straightforward calculation yields the maximum at the hump as

Vmax ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffi
n3e3F
4pe0

s
þ DV ðnÞ: ð7:4Þ

so that the activation barrier reads

QðnÞ ¼ Lþ In�nF�
ffiffiffiffiffiffiffiffiffiffiffiffi
n3e3F
4pe0

s
¼: QðnÞ

0 �a �F1=2: ð7:5Þ

In Equation 7.5, L denotes the sublimation energy of the sample material. If this
activation barrier is overcome by thermal excitation, the temperature dependence of
the evaporation rate is expected to follow an Arrhenius relationship:

nevap ¼ n0exp �QðnÞ
0 �a �F1=2

kBT

 !
: ð7:6Þ

Although Equation 7.6 is derived under rather simplifying assumptions, it
describes the evaporation behavior at least in a qualitative sense correctly. Some
aspects – for example, the characteristic evaporation thresholds of differentmaterials
– are even in surprisingly good quantitative agreement with experimental observa-
tions. For metals, this evaporation threshold is found to lie in the range of 20–60V
nm–1, a field strength which is easily achieved with specimens of approximately
30 nm curvature radius. Several modifications have been suggested to describe the
evaporation, including the so-called �charge exchange model� and also quantum
mechanical concepts. These deliver partly different exponents of the field depen-
dence in the numerator of the argument of the exponential in Equation 7.6. For the
range of practical interest, the logarithm of evaporation rate varies almost linearly
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with the applied field [14], so that Equation 7.5 is frequently replaced by the empirical
relationship

QðnÞ � QðnÞ
0 1� E

EðnÞ
0

 !
; ð7:7Þ

in which EðnÞ
0 denotes the field strength of vanishing barrier.

However, with all of these variations the obvious interpretation of Equation 7.6 is
preserved: The desorption rate of the sample atoms is sensitively controlled by
adjusting the field strength and, to a lesser extent, by the variation of temperature. In
particular, the rate can bemaintained at such a low level that the evaporation process
can be studied in an atom-by-atom manner.
In order to perform a chemical analysis, a time- and position-sensitive detector

system is placed opposite the sample, instead of a viewing screen (see Section 7.4.1).
A positive dc voltage is then supplied to the tip, this being slightly too low to affect
measurable field evaporation. Short high-voltage pulses of only a few nanoseconds
duration are superposed to the base voltage to trigger the field evaporation. Measur-
ing the time between the triggering pulse and the detection of a species allows
identification of the evaporated particles by means of ToF spectroscopy. Typically, the
pulse height is adjusted so that an event is detected after only about 1% of the
pulses. Under these circumstances, the probability of evaporating multiple events
comprising several atoms (which the detector systemmaynot be able to split correctly
into individual species) becomes negligibly small. In this way the sample atoms can
be identified and counted, one-by-one.
For practical measurements, the choice of correct evaporation parameters, base

and pulse voltages, pulse frequency and sample temperature, is an art which can only
be mastered with profound experience. By continuously desorbing atoms, the
samples become increasingly blunted. In order to maintain constant evaporation
conditions, the tip voltage must be increased steadily during the measurement. In
most cases, this is achieved under computer control, so that a constant evaporation
rate in terms of the number of atoms per pulse is preserved. In order to avoid early
specimen fracture, a rather low pulse amplitude and not too-low temperatures would
be preferred. A low pulse amplitude would also improve the resolution of the mass
spectra. However, on the other hand too-low pulses and high temperatures corrobo-
rate the accuracy of analysis, as alloy components with a low evaporation threshold
may desorb in between the pulses and so become lost in the composition statistics.
Suitable compromises are typically found at specimen temperatures between 30 and
50K, and with a pulse fraction of Vpulse/Vd.c.¼ 20%.

7.3.2
Ion Trajectories and Image Magnification

In order to understand the properties of field ion micrographs and the quality of the
volume reconstruction, the ion trajectories must be discussed in more detail. An
idealized specimen may be represented by the geometric model of a truncated cone
closed by a hemispherical cap, as sketched in Figure 7.5 (the field lines and model
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trajectories are shownhere for clarity). Owing to axial symmetry, the potential and the
field can be considered in a two-dimensional space with r and z, the coordinates
perpendicular and parallel to the rotational axis of symmetry, respectively. For
convenience, the expression for the electrical potential F is split into the absolute
tip voltage V and a spatial distribution function j:

Fðr; zÞ ¼ V �jðr; zÞ ð7:8Þ
while the equations ofmotion can be written in accordance to classical mechanics as:

d2r
dt2

¼ � neV
m

qj
qr

;
d2z
dt2

¼ � neV
m

qj
qz

; ð7:9Þ

where n andm denote the charge state andmass of the ion, respectively. Without any
further calculation, it is seen that the acceleration in both coordinate directions
depends onmass, charge state and voltage, in the samemanner. Thus, when the ion
is initially at rest, the shape of the trajectory becomes independent of all these
variables. At given tip geometry, different species will follow the same path, and
only the required flight time will vary and be characteristic for the given charge state
and mass. This has the important consequence that the fundamental imaging
relationship between the tip surface and the detector is universal for all species and
that, besides minor modifications due to a slight difference in initial position, the
imaging gas and specimen atoms will follow the same trajectory.
Since the ions start at rest, their motion follows initially the field lines, and they

leave the spherical apex in radial direction. Later, after having gained considerable

Figure 7.5 Electrical field and trajectory of an evaporated atom.
The impact position and initial location at the tip surface are
related by a point projection. The center of projection is shifted
relative to the center of the spherical cap by mR. As an alternative,
the ratio between polar angle q and projection angle q0 may be
used for evaluation.
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kinetic energy, the trajectory becomes almost straight and deviates from the field
lines only because of the forces of inertia. Let us define (as in Figure 7.5) the initial
position of the ion by the polar angleq, and the imaged position at the detector by the
smaller angle q0. In order to determine the original position at the tip�s surface, only
the function between both anglesmust be known. This functionmay vary from tip to
tip, although from a practical point of view a simple proportionality holds, which is
conveniently described by an imaging compression factor:

k:¼q0=q: ð7:10Þ
This factor can be calibrated bymeans offield ionmicrographs of single crystalline

specimens, such as depicted in Figure 7.3. The angle between the different pole
directions, and thus the polar angle q, is known from crystallography, while the
detection angleq0 is determined from the position of the pole in the FIMmicrograph
and the flight distance L between tip and screen. Typical data determined for an
electropolished tungsten tip are shown in Figure 7.6. Clearly, the linear relationship
of Equation 7.10 is well fulfilled; a compression factor of k¼ 0.54 is determined for
this exemplary specimen.
It is straightforward enough to quantify the magnification of the analytical

microscope on the basis of the geometric model of Figure 7.5. The polar distance
in the image D ¼ L � sinq0 � L �q0 must be compared to the distance at the hemi-
spherical cap d�R�q, where R denotes the current radius of the apex. Thus, the
magnification is given by

M:¼D
d
¼ L � k

R
: ð7:11Þ

Recalling that a typical tip radius amounts to about 30 nm, and that the distance
between the detector and tip may reach 50 cm, a magnification of 107 is easily
obtained.

Figure 7.6 The relationship between measured angle q0 and
polar angle q, as determined for electropolished tungsten tips.
The polar angle has been determined from crystallography. Tip
axis aligned parallel to [011]. (Illustration courtesy of P. Stender,
University of M€unster.)
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In Equation 7.11 an interesting detail is noteworthy. The magnification of the
microscope depends on the tip radius of the specimen or, in other words, the
specimen itself represents the essential lens of the microscope. Therefore, APTwill
only function in a reliable manner, if the specimens are prepared carefully and are
notably reproducible in shape. Furthermore, the tip radius increases during the
measurement, as the specimen field-evaporates continuously and, consequently,
themagnification will decrease during themeasurement. In order to reconstruct the
spatial arrangement of the atoms after the measurement, the evolution of the radius
must be recorded or estimated in a suitable manner.
The introduced geometricmodel of the tip neglects the roughness of the surface on

the atomic scale. In reality, the edges of the atomic terraces and faceting of the
spherical surface (low-indexed surface orientations becomemore pronounced in size
due to anisotropy of the evaporation probability) will lead to slight modifications of
the trajectories (this point is discussed further in Section 7.3.4).

7.3.3
Tomographic Reconstruction

During each measurement, several million events, the respective flight times and
impact positions are recorded. From these raw data the original spatial arrangement
of the atomic species is reconstructed by efficient, yet surprisingly simple, algo-
rithms. In order to reduce themathematical effort, we assume the specimen axis to be
aligned perpendicular to the detector plane. The outlined scheme follows the studies
of Bas et al. [15], and the general case of taking into account a relative rotation between
tip and detector can be treated in an analogous manner (appropriate formulas are
available in Refs [5, 16]).
The evaluation of data is conveniently subdivided into three steps:

. The specific mass m/n is calculated from the ToF.

. The lateral position at the tip surface is calculated from the impact position at the
detector.

. The depth scale along the symmetry axis of the specimen is determined from the
data sequence.

In the following section we use the geometric parameters as defined in Figure 7.5.
As thefield lines are concentrated at the tip apex, the ions gain themajor fraction of

their kinetic energy during only the first millimeter of their trajectory. Later, the
motion is almost straight and uniform, so that from conservation of energy the
specific mass is calculated to sufficient approximation by:

m
n
¼ 2t2ToFeðV tip þVpulseÞ

L2 þX2 þY2 : ð7:12Þ

From the geometric detection angle

tanq0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X 2 þY2

p
=L; ð7:13Þ
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the Cartesian coordinates of the position at the tip�s surface can be determined by

x ¼ X
D
R sinq ¼ X

D
R sinðq0=kÞ

y ¼ Y
D
R sinðq0=kÞ

~z ¼ Rð1�cosðq0=kÞÞ:

ð7:14Þ

if the image compression factor k has been calibrated before. In Equation 7.14 the
axial coordinate ~z has been marked by a tilde to express that this axial position is
only preliminary, as it is still given relative to the position of the tip front z0. As this
reference point shifts during themeasurement, wemust correct the depth position in
a final evaluation step. With each evaporated atom, the specimen is eroded by one
atomic volume; thus, the number of detected atoms represents a natural depth scale.
To establish this scale, the actual image magnification, which relates the sensitive
area of the detector to the investigated area at the apex,must be taken into account. By
expressing all of this in a differential equation, we obtain

dz0 ¼ W
rAmeasured

dN ¼ W �M2

rAdetector
dN; ð7:15Þ

where W and N denote the average volume per atom and the number of detected
atoms, respectively. The factor r takes into account the limited detection probability
of the detector (r� 0.5) and the magnification M is calculated by means of
Equation 7.11. By applying Equation 7.15, the total shift of the tip front relative to
its initial position at the start of the measurement is found by integration, and the
final z-coordinate results from summing both contributions: z ¼ z0 þ ~z.
In order to evaluate Equation 7.14 or 7.15, the instantaneous tip radius Rmust be

known. If the evaporation properties of the investigated material are reasonably
homogeneous, this radius is concluded from the total voltage (dc plus pulse voltage).
The preset evaporation rate since is known to be obtained at the critical field strength
Eevap of the investigated material, we can use by inversion of Equation 7.1.

R ¼ U tot

b �Eevap
ð7:16Þ

to determine the actual radius. However, this scheme is only feasible if the
evaporation properties of the sample are reasonably constant. In heterogeneous
specimens, for example the thin-film layer type, the radius must be concluded from
geometric considerations (see e.g. Ref. [17]).
A typical reconstruction, calculatedby theoutlined formulas, is shown inFigure 7.7.

In this case, the analyzed volume stems from a Cu/Co multilayer specimen. The
position and chemical identity of each detected atom is marked by a color-coded dot.
With modern wide-angle instruments, the lateral width of the reconstructed volumes
reaches about 50nm, butwith blunted tips even 100 nmcanbe achieved. In viewof the
rather simple algorithms used, it comes as a surprise that even lattice planes of the
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crystalline structure are resolved, as shown in the detail of Figure 7.7. This very
welcome feature is explained by the physics of the evaporationprocess. As atomsat the
edges of the atomic terraces have the highest evaporation probability, low-indexed
lattice planes that are aligned parallel to the specimen surface have the tendency to
desorb in a layer-by-layer mode. Resolved lattice planes demonstrate the outstanding
spatial resolution of the method and allow the calibration of important parameters of
the reconstruction algorithm. If the critical evaporation field strength, the field and
image compression factors b, k, and the detection probability are chosen correctly,
indeed the correct lattice spacing expected for the material is reproduced.
After having reconstructed the spatial arrangement of the atoms, various averages,

composition profiles, 2-D compositional maps and iso-concentration surfaces may
be derived by sorting and counting the species in suitable subvolumes. Different
algorithmswere proposed, and are indeed in use, to detect precipitates and the shape
of interfaces automatically [18]. The further analysis by Fourier methods [19, 20] or
the calculation of pair correlation functions [21] similar to image analysis in the 2-D
world of electron microscopy, has also been demonstrated.

Figure 7.7 Atom probe tomography. Positions of individual
atoms are represented by color-coded dots in a perspective
representation. This is part of a larger data set of a Cu/Co
multilayer after 60min annealing at 450 �C. The detail on the right-
hand side documents lattice plane resolution. (Measurements
performed with the WATAP at University of M€unster by
V. Vovk [60].)
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7.3.4
Accuracy of the Tomographic Reconstruction

As discussed earlier (see Section 7.3.2), the sample itself represents the critical
�lens� in the projective geometry of the atom probe. Thus, it is not surprising, that a
well-prepared shape of the specimen, usually produced by continuous field
evaporation prior to the measurement, is the most critical issue in practical work.
If the process of �field development� is conducted too rapidly or insufficiently, then
a variety of artifacts may be induced. Of particular danger here is the partial
fracture of a specimen before or during measurement, as this usually produces
surface topologies that are unsuitable for a reliable spatial reconstruction. In
addition, the depth scale will be erroneously calibrated due to the intermediate loss
of material. Yet, even if the experimentalist obeys all rules of good experimental
practice, the positioning of the atoms cannot be perfect – at least as long as the
evaluation scheme outlined in Section 7.3.3 is used. Apart from large angle
corrections, this scheme is currently the �state of the art�.
As illustrated in Figure 7.7 (an even clearer example is shown in Figure 7.20b), it

is quite common to reproduce a set of lattice planes in volume reconstructions of
pure metals. Usually, these planes are aligned almost parallel to the tip surface. In
exceptional cases, several different lattice sets, inclined to each other, could be
detected at the same time. By careful Fourier analysis of such examples, the
accuracy of the atomic positions in the reconstruction was quantified [19, 20]. By
deriving static Debye–Waller factors from the intensity of higher order Fourier
components, the standard deviation of the individual atoms from their ideal lattice
positions was determined at the example of a pure iron sample to s?¼ 0.03 nm in
the direction perpendicular to the local tip surface, and to sq ¼ 0:1 . . . 0:15 nm in
lateral direction [20]. The strong anisotropy in resolution is a characteristic of the
atomprobemethod. It should be noted here that this outstanding high accuracy has
been observed under �best-case� conditions – that is, the investigation of a pure,
coarse-grained metal at rather low temperature. Frankly, a microscopic analysis of
such a specimen is useless. In relevant cases, of heterogeneous samples measure-
ments are significantly less accurate. In particular, it is impossible to exploit the
impressive depth resolution, way better than 1 A

�
, in order to determine the shift of

interstitial defects out of the host lattice planes. Owing to the principle of depth
scaling, these defects will be assigned to either of the neighboring lattice planes.
Even worse, the localization of these defects is determined by their relative
evaporation threshold rather than their original physical position in between the
host lattice.
It is instructive to consider the origin of these inaccuracies. The reconstruction

scheme outlined in Section 7.3.3 is based on two important assumptions: (i) the tip
apexmay be represented by a perfect sphere; and (ii) atoms evaporate individually in a
predictable layer-by-layer sequence. The former is the prerequisite for accurate
lateral positioning, while the latter is critical for exact depth scaling. It is clear that
already with pure metals neither assumption is perfectly met, as the atomic scale
roughness and surface facets (which are unavoidable due to anisotropy of the
evaporation threshold) are neglected. With alloys, the situation becomes even worse.
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Figure 7.8 Schematic field distribution at a low indexed lattice
plane just before being completely evaporated. The last but
one atom is accelerated by a field which is significantly deformed
by the last atom.

As the various components evaporate at quite different field levels, the sequence of
evaporation can be severely disturbed in this case.
Furthermore, in heterogeneous microstructures, so-called �local magnification

effects� prevent the simple mapping of the projective geometry. For example, the
embedded particles of amaterial of the higher evaporation threshold tend to protrude
from the tip surface, which leads locally to an increased curvature of the surface and
thus to an inhomogeneous magnification by the microscope. The undesired conse-
quence is that the particles appear artificially broadened and that their atomic density
is underestimated in the reconstructions. Worse still, due to overlapping of the
trajectories artificial mixing of the materials from both sides of the particle interface
is erroneously measured.
In order to understand why positioning in lateral direction is less accurate, we

consider the situation sketched in Figure 7.8, when only very few atoms are left
shortly before evaporating a further low-indexed lattice plane completely. In this case,
the electrical field that controls the trajectory of the atom next in evaporation line will
definitely deviate from the idealized field surrounding a spherical surface, due to
local disturbance of the remaining protruding atoms. Thus, in order to calculate
the trajectories exactly, the structuremust be known in advance.We are facedwith an
implicit problem when the atoms should be localized exactly on the atomic scale. The
solution of this problem remains a goal for the future.Meanwhile, in order to achieve
a sound evaluation of atom probe data, the only promising strategy is to simulate the
evaporation sequence of hypothetical specimen structures and to compare the
simulated reconstructions with those of real experiments. Such a procedure is quite
analogous to the normal practice in high-resolution electron microscopy, where
experimental images are compared to those simulated from hypothetic structures
until a good match is found.
For that task, Vurpillot and coworkers [22, 23] derived a simulation scheme that

allowed an investigation of the spatial accuracy of tomography and the influence of
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heterogeneous evaporation on theoretical grounds. As the simplest geometricmodel,
which still reflects microscopic features on the atomic scale, these authors suggested
constructing the apex from a simple cubic arrangement of Wigner–Seitz cells. In a
first step, the electrical field surrounding the model tip is calculated by solving
numerically Poisson�s equation for the electrical potential by means of a finite
element method. The electrical field strength at the locations of the surface atoms is
determined, and the position of the highestfield strength identified. In a second step,
the atom at this specific position (meaning the corresponding Wigner–Seitz cell) is
removed from the apexmodel and the field is recalculated for the new configuration.
In afinal step, the trajectory of the removed atom is calculated between the tip surface
and detector in accordancewith classicalmechanics which considers the acceleration
of the ion within the electrical field. In the case of alloys or heterogeneous systems,
the different evaporation probabilities of the atomic species must be taken into
account. Thus, before the position of highest field is selected in the first step, the
electrical field is scaled artificially by a factor varying from atom to atom in order to
reflect the respective evaporation probability.
By repeating this scheme recursively to predict the impact positions of several

thousand atoms, a part of a measurement can be simulated quite realistically. The
general features of the experimental data are well reproduced, although an artificially
short flight distance between the tip and the detector, and rather small specimens of
approximately 20 nm radius, had to be used to limit the computational effort. The
statistical nature of thermal activation has also been neglected. In Figure 7.9, the

Figure 7.9 Simulated impact positions on the detector area,
during evaporation of a few lattice planes of a simple cubic model
alloy. The tip axis is aligned along [001]. (Reproduced with
permission from Ref. [22].)
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impact positions of several thousands of atoms on the detector are shown, as
calculated from the simulated evaporation of a few lattice planes. In contrast to the
behavior of an ideal microscope, the spatial density of the events is by no means
homogeneous. Rather, lines of significant redistribution of the atoms are seen, which
are related to low-indexed zones of the crystal structure. Clearly, this redistribution is
related to the situation sketched in Figure 7.8. The last few atoms sticking on a flat,
low-indexed surface are affected by severe field distortions and therefore, their
trajectory is significantly disturbed in comparison to a simple point projection.
Deviations of the trajectories induced by the local surface topology on the atomic

scale are the main limiting factor for the instrument�s lateral resolution along the tip
surface. Although various ideas have been proposed to correct for the pronounced
deviations at zone lines in pure samples, a practicable improved reconstruction
algorithm has not yet been presented. In the case of statistical alloys, the situation is
particularly difficult, as the chemical neighborhood of the evaporated atom is not
known. One may imagine iterative algorithms to refine the reconstruction. But
even the atom probe detects only 60% of the atoms (see Section 7.4.1). Thus, the local
chemistry is never known completely. The effect of disordered alloys becomes
particularly clear if, in simulated measurements, the atom positions of a disordered
alloy are compared to those of a pure tip of identical geometry. An example is shown
in Figure 7.10. Owing to the different evaporation probabilities of the two species, the
evaporation sequence is disturbed and the local fields are distorted in the case of an
alloy in a different manner as compared to a pure specimen. Clearly, the recon-
structed positions of the atoms do not agree. However, as can be seen from
Figure 7.10, most positions agree within about one lattice constant. Only a minor
fraction of atoms originating from zone line positions are shifted by much larger
amounts, up to five lattice constants. In this way, the simulation indicates the lateral

Figure 7.10 Statistics of reconstructed atom positions of an AB
model alloy with respect to their ideal position in an
homogeneous specimen (relative shift x in units of the lattice
constant). (Reproduced with permission from Ref. [22].)
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accuracy of the tomography to be slightly better than a lattice constant, as long as poles
and zone lines are avoided for analysis.

7.4
Experimental Realization of Measurements

7.4.1
Position-Sensitive Ion Detector Systems

The rapid progress of APT in recent years has been made possible only by the
remarkable evolution of spatially resolving detector systems with single-ion sensi-
tivity. During the past two decades, several detector concepts have been proposed and
put into operation. Those systems currently in use will be discussed at this point.
All available detector concepts are based on a stack of two to three multichannel

plates (MCP). An MCP represents a secondary electron multiplier with many
independent channels working in parallel. The device is composed of thousands
of small glass tubes, each approximately 25mm in diameter, and packed in parallel
alignment to form a plate of about 1mm thickness (see Figure 7.11). The front and
reverse sides of the plate are coated with thinmetallic films which serve as electrodes
to supply a voltage in the 1 kV range. An ion which hits the inner wall of such a glass
tube will produce a few secondary electrons that are accelerated by the supplied field.
On their way towards the reverse side, they impact the glass wall several times and
produce further secondary electrons. This cascade process finally produces a cloud of
about 104 electrons per ion. If a consecutive stack of two or threeMCPs is used instead
of a single unit, the individual amplification factors will be multiplied so that a single
ion hitting the front side with sufficient energy will produce finally a cloud of about

Figure 7.11 Functional principle of a multi-channel plate (MCP).
The MCP is an arrangement of thousands of secondary electron
multipliers working in parallel. Each of the electron multipliers
is made from a tiny glass tube, 25mm in diameter.
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108 elementary charges, which is sufficient for further electronic evaluation. AnMCP
is a rather rapidly operating device; indeed, with optimized electronic circuitry the
raise time of a single ion pulse is in the range of 100 ps. The spatial resolution of the
MCP is determined by the dimension of the glass tubes. One important drawback
here is that the detection efficiency of anMCP is way below 100%.Hence, only those
charged particles which penetrate into one of the tiny tubes will induce the described
avalanche process, while those hitting the massive front side are simply reflected.
Due to mechanical requirements, channel plates cannot be produced with an open
area fraction significantly larger than 60%. Attempts to improve the detection
probability by placing additional electron mirrors in front of the channel plate have
not been sufficiently successful so as to be used in modern-day instruments. Thus,
based on principle, the presently available atom probes do count only half of the
atoms of the analyzed volume.
For imaging purposes in FIM, it is sufficient to place a phosphorus screen behind

the exit face of the MCP, so that each electron cloud produces a short light flash.
Several attempts have been made to record these light flashes by means of a gated
CCD camera in order to determine also quantitative positional information; exam-
ples include �Optical PoSAP� [24] and �Optical TAP� [25]. However, both systems
suffered from a rather slow read-out of the camera, which severely limited the
practical pulse frequency. Therefore, state-of-the-art instruments usually evaluate the
charge clouds using methods mostly developed by nuclear physicists. For this, a
multiple anode array is placed behind the MCP and connected to sensitive pre-
amplifiers and fast converters in order to transform analogous charge information
into digital data. Various concepts can be distinguished by their different layouts of
the anode array and the complexity of the electronics. Historically, the first function-
ing systemwas thePoSAP,whichwas built around a �wedge and strip anode� [26]. The
name of this anode is self-explanatory, based on the sketch in Figure 7.12a. The
geometry is designed in such a way that the relative fractions of the total charge
measured on the three electrodesQX,QYandQZ, varywith the position of the electron
cloud. For the layout shown, the position may be calculated in a straightforward
manner by

X / QX

QX þQY þQZ
; Y / QY

QY þQZ
: ð7:17Þ

Since only three independent anodes are used, the required electronics is reason-
ably simple.However, the layout has the important drawback that the total area of each
electrode – and thus the respective capacities – are quite large and the drain of charges
after the impact takes a considerable time. If a second ions hits the detector within this
time gap, then both events cannot be separated; consequently, the operator is forced to
use very low data rates.
Following a significant effort to improve the electronic instrumentation, a square

array layout of many smaller electrodes was realized shortly afterwards, with
the original TAP detector (see Figure 7.12b) [10]. By choosing the correct distance
between the MCP and anode array, the electron cloud will always spread over at least
three or four electrodes, so that its central position can be determined by charge
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weighting. Due to its parallel design the detector has some capability to separate
multiple events, which allows much higher data rates than with the PoSAP detector.
The latest instruments (those constructed after 2003) mainly apply the delay line

principle, which was first proposed in 1987 [27]. Here, instead of flat electrode areas,
two independent doublewire spirals are used that arewound along theX andYaxes of
the detector, as shown schematically in Figure 7.12c. Each double wire represents a
Lecher line, on which the pulse signal propagates with the velocity of light. As
opposed to previous concepts, the spatial information is not determined from charge
weighting but rather from timemeasurements, so that no expensivemeasurement of
analogue signals is required. Each ending of the Lecher line is connected to a separate
channel of a fast time-to-digital converter (TDC) with sub-nanosecond resolution. If
the ion impacts at the center of the detector, the pulse signals will propagate
symmetrically to both ends of the Lecher line, and will therefore reach the TDC
at exactly the same time; in contrast, for an asymmetric impact position the two time
signals will differ considerably. The sum and difference of the two time signals of
such a Lecher line are presented in Figure 7.13; these were collected for many
independent impacts on a circular detector of 120mm diameter and a spire spacing
of the anode of 1mm. The sum of both time signals represents an instrumental
constant, and corresponds approximately to the propagating time fromone end of the
line to the other. With 150 ns, this time interval is easily measurable. The time
difference between both signals is proportional to the position according to

X ¼ vp
�
tðlÞx �tðrÞx

�
; ð7:18Þ

where the calibration parameter vp denotes the propagation velocity along the spiral
axis, which amounts to about 0.4mmns–1. An analogous equation holds for the Y
direction. With modern computer electronics, a time resolution below 100 ps – and

Figure 7.12 Anode layouts for the read-out of the positional
information of a channel plate. (a) Wedge and strip detector;
(b) TAP detector; (c) Delay line detector. Here, instead of the
double-wire Lecher lines, only a single wire is shown to illustrate
the principle. The extension of the electron cloud is symbolized by
black circles.
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thus a positional accuracy of better than 0.1mm – is achievable. As a fast TDC is
already required for ToF mass spectrometry, delay line detectors represent a very
economic solution. Furthermore, the delay line principle allows very high data rates,
so that evaporation pulses may be applied with frequencies of up to 300 000Hz. In
order to improve the multi-hit capability, a hexagon anode design [28] and quantita-
tive evaluation of the pulse shape by use of fast oscilloscope electronics has been
realized [29]. However, it is not yet clear whether this additional effort in instrumen-
tation will provide an advantage in practical terms.

7.4.2
Instrumental Design of 3-D Atom Probes

In principle, a 3-D or tomographic atom probe consists of the same components as
the FIM shown in Figure 7.2. Only the viewing screen must be replaced with one of
the above-discussed position-sensitive detector systems, and the high-voltage supply

Figure 7.13 Evaluation of time signals of the
delay line detector. (a) The sum of both signals is
a constant which may be used to correlate time
signals to individual events; (b) The difference is
a direct measure of the position. The dashed line
represents the spatial distribution expected for a

circular detector in wide-angle configuration.
Experimental data deviate due to anisotropic
evaporation of the crystalline sample.
(Illustration courtesy of P. Stender, University of
M€unster.)
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must be extended by the required voltage pulsing. By using the voltage pulse as start
signal for an accurate time measurement, and the detector signal for stopping, the
ToF of the ions can be measured in straightforward manner. However, the flight
distance between the tip and detector must be adapted to obtain the desired mass
resolution. During the past two decades, this flight distance has been steadily
decreased in response to the improving time resolution of available measurement
electronics. Recently, theflight pathwas reduced to 10–20 cm in so-called �wide-angle
instruments� [30, 31]. With detector diameters of up to 120mm, this yields a
geometrical aperture of 2q0 � 44�, which means an even larger effective opening
in the range of 2q� 60� due to the curvature of the ion trajectories (as explained in
Section 7.3.2). A schematic representation of amodern conventional 3-D atom probe
is shown in Figure 7.14a. In contrast to the concepts discussed above, two modifica-
tions should be noted:

. Instead of a straight flight tube, a reflectron geometry is used with an ion mirror
that leads to parabola-shaped ion trajectories. This geometry compensates for
fluctuations in the kinetic energy of individual ions. A faster ion will penetrate
deeper into the mirror field, and so will have a longer flight path. If the length and
voltage of the reflectron are adjusted correctly, then ions of identical mass but with
slightly varying initial velocity will hit the detector after identicalflight times. In this
way, the mass resolution is significantly improved. Originally, reflectrons were
designed with a homogeneous mirror field. With such a device, a perfect time
focusing is paid by trajectory deviations which can only be tolerated for small
aperture angles. Therefore, a conventional reflectron is not compatible with the

Figure 7.14 The design of the tomographic atom
probe operated at the University of M€unster [31].
The dedicated chamber layout allows switching
between different geometries: (i) the straight
flight tube yields a short flight path to optimize
the open angle of the instrument; (ii) the

reflectron arrangement yields an improvedmass
resolution; (b) The principle of a microelectrode
atom probe. An extraction electrode with an
open diameter of approximately 10mm is placed
close to a microtip to concentrate the electric
field. (For an example, see Ref. [13].)
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wide-angle concept. Very recently dedicated reflectrons have been designed with
curved electrode shapes, which eliminate this problem [12]. When using a
reflectron, the typical mass resolution of a 3-D atom probe can be expected to be
Dm/m¼ 1/500. . .1/2000,whereaswithout such a device the resolution is limited to
Dm/m� 1/100 [all data full width at half maximum (FWHM), determined at an
effective mass of m¼ 30].

. The evaporation trigger is supplied as a negative pulse to an extraction electrode in
front of the tip, which allows shorter and better-defined pulse shapes. Recently, the
use of an extraction electrode has created important progress towards miniaturi-
zation. If a large number of atoms were to be evaporated and measured in a
reasonable duration of the experiment, the pulse frequencies would need to be as
high as possible. However, this strategy finds a natural limit, as no practicable
means are available to produce a 5 kV nanosecond pulse with frequencies exceed-
ing 20 kHz.Avery intelligentmethod to circumvent this technical problem is to use
a micrometer-sized electrode, as suggested in 1994 by Nishikawa and Kimoto [32].
By placing a tiny extraction electrode of some 10mmbore size close to the tip, the b-
parameter of Equation 7.1 is reduced by a factor of 2 to 3, as exemplified by the
experimental data in Figure 7.15. In consequence, much lower voltage pulses are
required, which today can be produced with repetition rates far in excess of
100 kHz. After solving any related technical problems, the concept has been put
into operation during the past few years. Meanwhile, these instruments are
functioning well and available commercially [33]. Their efficiency of analysis is
impressive [34]; a data rate higher than 10 000 atoms per second is obtainable and
data sets with more than 108 atoms have been routinely achieved. Beside the high

Figure 7.15 The increase of field by a microelectrode in front
of the tip allows the voltage to be reducedby a factor of two to three
at a constant tip radius: (a) SEM micrograph of an electro-plated
Ni microelectrode (b) The relative increase of field at constant
voltage for microelectrodes of 20 to 200mm is plotted against
the spacing between tip apex and electrode. (Illustration courtesy
of Ralf Schlesiger, University of M€unster [88].)
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data rate, these instruments have an important advantage in specimenpreparation.
As indicated in Figure 7.14b, an array of microtips may be used rather than a
single tip made from a supporting wire. As the requirement for a large aspect
ratio is considerably relaxed by the microelectrode geometry, the tip array may
be conveniently produced by sputtering through a suitable mask. Very recently,
In As nanowires, grown naturally by using nanopatterned Au catalysts, were
directly analyzed using a tomographic atom probe equipped with such a
microelectrode [35].

7.4.3
Specimen Preparation

As APT requires a dedicated needle-shaped sample geometry, obtaining suitable
specimens is a delicate matter. Although the art of preparation has undergone
considerable progress, a large proportion of desired measurements fail due to this
issue. Traditionally, the required needles were produced by the electropolishing of
thin metallic wires under in situ observation by means of optical microscopy. At
present, thin films and other complex nanostructure are the focus of interest, of
which usually no conventional wire is available.
For studies on reactions in thin-film materials, layer systems have been deposited

onto tungsten tips, which serve as a substrate. In order to achieve an optimum shape,
the freshly prepared tungsten substrates are field-developed prior to deposition. As
considerable stress is induced by the electrical field during the measurement, many
investigations are prevented by insufficient mechanical stability of the interface
between substrate and coating. Thus, this interface requires special care. Occasion-
ally, an interlayer (often chromium) is used as an adhesion aid, while ion-beam
cleaning of the substrates immediately before deposition has also been shown as
advantageous [36]. In Figure 7.16a, a thin-film specimen produced in this way,

Figure 7.16 (a) Example of an Al/Cu/Al trilayer on a tungsten
substrate tip, deposited using an ion beam sputtering technique.
(Illustration courtesy of C. Ene, G€ottingen.); (b) Scanning electron
micrograph of a layer specimen prepared by electron-beam
lithography. (Illustration courtesy of J. Schleiwies, G€ottingen.)

236j 7 Nanoanalysis by Atom Probe Tomography



namely an Al/Cu/Al trilayer deposited on tungsten, is presented. In this geometry,
the main analysis direction is aligned normal to the interfaces, so that these speci-
mens are especially suited for the investigation of reactive diffusion by local depth
profiles of composition. However, when interpreting the analysis results it must be
borne in mind that these films are deposited onto a curved surface. Usually, the
curvature induces a rather small grain size, so that the microstructure is not directly
comparable to that of thin films deposited onto conventional planar wafer
substrates [37].
If this variation in microstructure cannot be tolerated – for example, because the

properties of technical devices should be characterized – the tips may be cut by
either lithography [38] or focused ion beam techniques. For the former a planar
layer system is first coated with a suitable photo resist, and exposed to electron-
beam lithography and developed chemically to obtain a suitable etching mask. A
typical sample is shown in Figure 7.16b. The tip is attached to a �handle� which is
about 100 mm in length, with the wedge-shaped needle pointing to the right-side
taper to a width below 100 nm at the apex. After etching by sputtering, the tips are
removed from the substrate and glued to a supporting wire. In this geometry, the
interesting interfaces are aligned parallel to the main analysis direction; thus, the
method is well suited to investigations of interfacial roughness or pin holes in
multilayers of small periodicity.
With the emergence of focused ion beam (FIB) facilities, equippedwith a Ga beam

of 5 to 30 keV, the preparation of difficult nanometric geometries has been revolu-
tionized. Thus, it is no wonder that this technique is being used increasingly to
prepare the required needles. Following an original proposition by Larson [39], thin
films are deposited on top of flat-ended Si posts for that purpose. The width of the
rectangular prism-shaped posts is chosen to be about 10� 10mm2 in cross-section –

sufficiently large to mimic realistically the deposition conditions of a larger planar
substrate, yet at the same time thin enough to limit the required beam timeof the FIB.
As an alternative, the cutting of a thin bar directly from a massive volume has also
become usual practice as the intensity of available Ga beams has been further
improved. Originating from transmission electron microscopy (TEM) studies [40],
this �lift-out� technique has been recently adapted to the needs of APT [34]. The
essential preparation steps are shown in Figure 7.17. With any FIBmethod, the final
step to produce a sharp tip is always an annular milling from the front face with a
continuously decreasing size of the circularmask, as indicated inFigure 7.17c. It goes
without saying that great care must be taken to avoid irradiation damage of the part
which is to be analyzed. At 30 keV, the Ga ions of the cutting beam can be expected to
penetrate at least 20 nm into the sample, and therefore suitable metallic coatings
must be used to cover sensitive areas. Then, on completion of the procedure the
energy of the beam should be reduced as much as is practicable.
The FIBhas certainly revolutionized the preparation task, particularly if the tips are

to be cut from chemically or mechanically difficult materials such as multilayers and
semiconductors or ceramics. On the other hand, it cannot be overlooked that �beam
time� on these machines is still a rather limited resource. In this context, it should be
noted that although many insulated measurements of FIB-prepared samples using
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APT are reported today, very few experimental series have been reported that
characterize the different stages of a physical process. This may be seen as an
indicator that the reliability and efficiency of the FIB procedures still require
significant improvement.

7.5
Exemplary Studies Using Atom Probe Tomography

The application of APT to the physics of reactions is demonstrated here with some
studies with nanosized, man-made geometries. As an analysis with an atom probe
requires appreciable effort, the method should be used especially in those cases
where its particular advantages can be best utilized. To summarize, the outstanding
features of APT include:

. A spatial resolution of chemical analysis of a few A
�
ngstroms. While theoretical

performance data expect a similar resolution to be achieved with analytical TEM
[electron energy loss spectroscopy (EELS) or energy-dispersive X-ray spectroscopy
(EDS)], a comparison of composition profiles at interfaces reveals that APT has a
significantly higher discriminating power.

Figure 7.17 Stages of focused ion beam
preparation using the lift-out procedure.
(a) Cutting of lamella perpendicular to the
substrate. The lamella edges are covered with
deposited Pt; (b) Lamella moved to a supporting
post (e.g. Cu). A part of the lamella had been

fixed to the post and the remaining cut by the ion
beam; (c) Annular milling from the front with
continuously decreasing aperture size; (d) The
final tip sample. (Illustration courtesy Ralf
Schlesiger, University of M€unster [86].)
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. A standard-free chemical analysis with identical sensitivity of all elements across
the periodic table. Whilst in TEM studies a variety of species cannot be measured
due to physical limitation [e.g. low-mass elements in energy-dispersive X-ray (EDX)
or peak overlap and low intensity in EELS], APT will always reveal a chemical
contrast that even allows different isotopes to be separated.

. A real chemical mapping in three dimensions. While the 2-D image projection
required in high-resolution TEM studies hinders the clear characterization of
complex morphologies, APT is especially suited to investigate curved and buried
interfaces in nanocrystalline matter.

The following examples have been selected to illustrate, in which way these
advantages may be decisive in the success of experimental studies.

7.5.1
Nucleation of the First Product Phase

Owing to the technological trend towards miniaturization, the very early stages of
reactive diffusion at thin-film interfaces have shifted into the focus of materials
research. Frequently, it is argued that the thermodynamic driving force of forming a
first reaction product is usually so high that the critical thickness of nucleation
ranges down below the size of a lattice constant. Thus, nucleation should not be a
rate-controlling step at all. However, initial evidence that this may not be true came
from calorimetric studies of reactive diffusion inmetallic thin films. Although only
a single product forms, double-peaked heat releases were observed [41–43]. This
experimental finding was interpreted as a two-stage mechanism [44]. In the first
stage, nuclei form at the initial interface and grow quickly in lateral directions,
while in the second stage heat release is attributed to parabolic thickness growth by
volume diffusion. However, the process of nucleation remained quite unclear.
Several mechanisms have been proposed to explain the apparent reduction of
driving force in the presence of a sharp composition gradient [45–47]. In common,
they predict that the composition gradient at the interface must first decrease by
interdiffusion to a critical level before nucleation of the first intermetallic com-
pound becomes possible. However, no clear experimental verification of this
interpretation was provided.
A recent nanoanalytical study [48] was aimed at enlightening details of the early

nucleation stages. For these experiments, bilayers of Co andAl, each 20–30 nm thick,
were deposited on tungsten substrate tips, as described in Section 7.4.3. Two
examples of 3-D reconstructions of the Co/Al interface are shown in Figure 7.18.
Although the layers were deposited on curved surfaces, the initial interface appeared
practicallyflat, as the radius of curvaturewas still significantly larger than thewidth of
the analyzed volumes. This flat interface is preserved for short annealing so that the
earliest reaction stagesmay be characterized by 1-D composition profiles determined
normal to the interface, as shown in Figure 7.19. Due to the outstanding resolution,
minor chemical modifications at the interface become noticeable. After a 5min
period of heat treatment at 300 �C, the zone of chemical transition at the interface
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broadened to 3.5 nm, indicating a significant mixing of the components. However,
the composition profile in this annealing state was well fitted by an error function.
Thus, it follows that, up to this stage, only interdiffusion rather than formation of a
new intermetallic product has taken place.
The first nucleation of a new phase is observed only in a small fraction of

measurements at this annealing stage. In these cases, globular particles are detected
at the interface towards the Al side (see Figure 7.18b). The fact that these particles

Figure 7.18 (a, b) Atomic reconstructions of the Al/Co interface in
the as-prepared state (a) and after annealing at 300 �C for 5min;
(b) Positions of individual atoms are marked by gray coded
dots; (c) Sketch of specimen geometry. (After [48]).

Figure 7.19 (a) Composition profiles determined perpendicular to
the initial Al/Co interface after different annealing treatments;
(b) Composition profiles determined along the left and right
dashed lines in Figure 7.18b, demonstrating interdiffusion
and phase formation, respectively. (After [48]).
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appear only in part of the measurements after identical annealing conditions
emphasizes the statistical nature of a nucleation process. Furthermore, it becomes
clear from the volume reconstructions that nucleation takes place at heterogeneous
sites at the interface, as sketched in Figure 7.18c. A composition profile across the
newly formed phase identifies the product as Al9Co2 (see Figure 7.19b), while a
profile determined across the remaining unreacted interface confirms again the
interdiffusion on a depth of 3 to 4 nm as described previously.
The set of composition profiles in Figure 7.19, which could be obtained in this way

only by APT, provide a clear demonstration that significant interdiffusion takes place
before nucleation of the product. Furthermore, the experimental data quantify the
critical diffusion depth before onset of nucleation to 3.5 nm (Al/Co at 300 �C).
If the theoretical nucleation thickness of the intermetallic product is estimated by

the balance between the volume driving force and interfacial energy, a value of
d¼ 2s/gv¼ 0.2 nm is expected. In view of this small value, it is very surprising, that
the intermetallic Al9Co2 is only formed after the intermixed zone has already reached
a thickness of 3.5 nm.However, based on the presentedmeasurements, a theoretical
study [49] was able to demonstrate that this behavior is clearly consistent with a
polymorphic nucleationmechanism. Such amechanismassumes that the nucleus of
the new phase is produced by transforming the lattice structure, without modifying
the local composition [45]. As any nucleus must have a minimum size in order to
overcome the nucleation barrier, the ideal stoichiometric composition is only
established in the center of the nucleus, whereas towards its boundaries the
compositionmust deviate due to the existing concentration gradient. In other words,
nucleation is only probable within a thin-layer fraction of the total diffusion zone, and
the thickness of this layer shrinks with the chemical sharpness of the interface. In
consequence, high concentration gradients will prevent nucleation.
In the cited theoretical study [49], the free energy DG required to form a nucleus

under the constraint of a sharp concentration gradient was calculated. Numerical
results are presented in Figure 7.20 for three different widths of the interdiffusion

Figure 7.20 SurfaceDG(N, cx) for the polymorphic transformation
of a cubic volume into the Al9Co2 phase inside diffusion fields of
width: (a) 3.0 nm; (b) 3.5 nm; and (c) 4.0 nm. Thermodynamic
functions evaluated at a temperature of 573 K. (After [49]).
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zone, namely 3.0, 3.5 and 4.0 nm. (In these plots, the size of the nucleus is expressed
by the number N of atoms within the nucleus. The concentration cx represents the
composition at the center of nucleus.) For a diffusion width of 3.0 nm, the Gibbs free
energy still increases monotonously with its size; thus, nucleation is forbidden. At
3.5 nmwidth, the situation has already slightly changed, with a weak local minimum
appearing in the energy landscape. For 4.0 nm width, this minimum has become
pronounced and its magnitude negative, which means that a product particle may
now be formed under gain of energy. A nucleation barrier of 25 kT is determined
from the energy landscape, which is a quite realistic value to obtain reasonable
nucleation rates. Thus, the critical interdiffusion width is predicted to be slightly
larger than 3.5 nm, in remarkably good agreementwith the experimental observation
by APT.
The same considerations were also performed for other suggested nucleation

mechanisms. For example, calculation of the so-called �transversal mode� [46] yielded
a critical diffusion width smaller than 1.0 nm, in obvious contrast to the measure-
ments. In conclusion, the atom probe analysis yielded convincing evidence for the
interdiffusion process taking place before nucleation of the first product, although
the depth ofmixing ranged down to only a few nanometers. By using APT it has been
possible to determine the critical diffusion depth with better than 1 nm accuracy,
which allows a distinction to bemade betweendifferent suggested nucleationmodes.
Other studies on reactive metallic model systems made particular use of the

calibration-free analysis of the atom probe. This chemical accuracy becomes espe-
cially important if metastable phases that spread over only two to three lattice
constants are to be identified. Under these circumstances, a structural image is
rarely achieved by high-resolution (HR) TEM, although the phases may be already
clearly characterized by the local level of composition determined with APT, as for
example demonstrated in studies on Ni/Al [50] and Ag/Al [51].

7.5.2
Thermal Stability of Giant Magnetoresistance Sensor Layers

In recent years, reading heads based on the giant magnetoresistance (GMR) effect
have made possible a dramatic increase in magnetic recording density. As the
periodicity of the required multilayers ranges down to a few nanometers, their
spatially resolved analysis is a challenge, even with APT. Hence, several groups have
used APT to characterize the as-produced state of GMR sensor layers [52–55]. Co/Cu
and Cu/Ni79Fe21 are two of the most often-used metallic systems. The soft magnetic
alloy Ni79Fe21 (Permalloy, Py) is especially suited for position sensors, as the effect of
hysteresis is very low, while Cu/Co is mostly used for reading heads in data storage.
For many potential applications, including for example angular sensors in motor
vehicles, the thermal stability of the device is an important issue. It is well known that
the Cu/Py system is much more sensitive to a thermal load than is Cu/Co. Whereas
for the latter the GMR amplitude remains stable up to 400 �C, in the former case the
GMReffect begins to degenerate at temperatures of only 150 �C [56]. As bothmetallic
systems are immiscible in a thermodynamic sense, and furthermore all diffusivities
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are quite comparable, the low-temperature degradation of Cu/Py is surprising. In
general, different mechanisms have been proposed as being responsible for GMR
degradation: Van Loyen et al. [57] argued that at least two effects should contribute,
namely grain boundary diffusion and inter- or demixing at the interface. In contrast,
Hecker et al. [56] concluded that the alloying tendency of Ni and Cu above 250 �C
controlled the decay of GMR in the Py systems.
In an extended APT study [58], Cu2.5nm/Py2.5nm multilayers were deposited onto

substrate tips and annealed in anUHVfurnace. A typical volume reconstruction of an
as-prepared state is shown in Figure 7.21a. The resolution is sufficient to distinguish
individual (111) planes of Cu (Figure 7.21b), so that the dimensions of the recon-
structed volume could be calibrated exactly. If the microstructures of the as-prepared
state were compared to those after annealing up to 350 �C, then no remarkable
difference was seen at first sight. Notably, the integrity of the multilayer was
preserved. This was all the more striking as the magnetoresistivity vanished
completely at the lower temperature of 150 �C. Only after annealing at even higher
temperatures – at which the GMR effect also vanished in the more stable Cu/Co
structure (400 �C) –was any clear indication of grain boundary transport observed (as
shown in Figure 7.20c).
As an advantage of the 3-D experimental data, concentration profiles can be

evaluated by defining analysis cylinders of smaller diameter and exactly aligning
them perpendicular to the interfaces. In this way, artifacts due to local curvature or
roughness of interfaces can be mostly excluded. An exemplary profile obtained after
annealing at 350 �C is presented in Figure 7.22a, where the sharpness of the chemical

Figure 7.21 Atom probe tomography at a Cu/NiFe giant
magnetoresistance structure. (a,b) In the as-prepared state;
(c) After 30min annealing at 400 �C. The detail (b) demonstrates
lattice plane resolution and the outstanding chemical accuracy
that allows the reproduction of sharp transitions in concentration
from plane to plane. (After [58]).
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transition from almost 0% to 100 at% Cu on the length of two lattice plane distances,
should be noted. Also of note, it is not possible to achieve such selectivity with
analytical TEM.
Furthermore, the shape of the chemical transition can be characterized in detail

and compared with expected model curves, as for example for interdiffusion (error-
function) and interfacial thermodynamics (Cahn–Hilliard) shown in Figure 7.22b.
Due to the outstanding sensitivity of APT, it is possible to note the smallest
modifications of interfacial chemistry with temperature. The width of the chemical
transition, defined exactly between 10%and90%of the concentration amplitude,was
used as a characteristic parameter. Clearly, although only on the order of 1 nm, the
width is proven to increase significantly during low-temperature annealing (see
Figure 7.22c). The formal description by an error function leads to the assumption
that the width of the transition is controlled by kinetics of interdiffusion, as in the
previously discussed study on Al/Co (see Section 7.5.1). However, the diffusion

Figure 7.22 Nanoanalysis of Cu/Py multilayers. (a) Composition
profile after 20min annealing at 350 �C; (b) Error-function
shape of chemical transition at interface; (c) Development of
interfacial width with annealing temperature solid line represents
prediction by Cahn–Hilliard theory. (d) Interdiffusion coefficient
determined from this width in comparison to published data.
(Reproducedwithpermission fromRef. [59];�CarlHanser Verlag
176.)
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coefficients derived in accordance with this interpretation reveal a way too-low
activation energy in comparison to reported data (see Figure 7.22d). Furthermore,
interdiffusion would be difficult to understand from the viewpoint of thermody-
namics, as the layer system is expected to be stable up to a temperature of about
1070K. In an analysis of these data [59], it could be shown that the temperature
dependence of the interface width is rather based on interfacial thermodynamics
within the frame of Cahn–Hilliard theory. The experimentally observed temperature
dependence of thewidth of the interface agrees nicelywith the relatedmodel curve, as
presented in Figure 7.22c. In this way, it is possible to determine, via direct
measurement with APT, the required – but experimentally almost unknown –

gradient coefficients that are important in the Cahn–Hilliard theory.
By combining wide field-of-view FIM and atom probe analysis, it was also

possible [58] to exclude definitely grain boundary transport as a significant reason
for GMR degradation in Cu/Py multilayers. As shown in Figure 7.21c, segregation –

as an indicator for grain boundary diffusion – can be demonstrated in the volume
reconstructions, but clearly not at temperatures relevant to GMR breakdown. Many
individual grain boundaries were investigated after annealing at up to 250 �C, but no
segregation was found in any case.
For the design of GMR devices, the APT study has important consequences.

Clearly, a short-ranged broadening of interfaces on the depth of 1–2 nm due to
interfacial thermodynamics (which has been neglected in previous studies) has an
important influence onmagnetoresistivity. In view of the smallmultilayer periodicity
of only 4 nm, this does not come as a surprise. It is, furthermore, in complete
agreement with measurements of total electrical resistivity [56], which had shown
that the base resistance of the multilayer, indicating complete alloying of the layers,
increased significantly only at temperatures higher than 250 �C. Thus, only a weak
interfacial alloying could take place at the relevant conditions below that temperature.
In order to develop temperature-stable devices, it is insufficient to select only a
thermodynamic stable system. In addition, the critical temperature of the respective
miscibility gap should be at least threefold higher than the application temperature
to suppress the described interfacial broadening. As confirmation, a similar study
with APTonCu/Co (a system distinguished by amuch higher critical temperature of
about 1600K) revealed no significant broadening of the interfaces up to a tempera-
ture of 450 �C. As a consequence, the degradation of the GMR effect was considered
due to grain boundary diffusion [60].

7.5.3
Influence of Grain Boundaries and Curved Interfaces

In nanocrystalline matter with grain sizes down to about 10 nm, the volume fraction
attributed to the grain boundary (GB) can easily exceed 50%.With further decreasing
grain size an additional necessary topological feature of the boundary arrangement –
the so-called �triple line� –may affect atomic transport. Along a triple line, three GBs
merge to form a line-shaped junction defect, the structure of which is expected to
differ considerably from that of ordinary GBs. Most likely, it is more disordered, so

7.5 Exemplary Studies Using Atom Probe Tomography j245



that a rather high atomic mobility can be assumed. However, until now the
measurement of triple line diffusion using analytical electron microscopy has been
rare [61]. The difficulty of such measurement stems from the small effective cross-
section of the defect, which requires chemical analysis of the highest possible
resolution.
In atom probe experiments [62], both Au (15 nm thickness) and Cu layers (25 nm

thickness) were deposited on top of tungsten tips. In order to slow down the
intermixing of the soluble metals Cu and Au, a thin Co barrier (6 nm thickness)
was inserted in between. Due to the strong substrate curvature, thin films deposited
on the substrate tips tend to be very fine-grained, with grain sizes down to 5 nm [63].
Thus, these specimens are ideal candidates to observe the transport along topological
singularities of the GB arrangement. A typical field ion micrograph of the upper Cu
layer is shown in Figure 7.23a. Discontinuities in the structure of concentric rings
mark grain boundaries (some ofwhich are emphasized by dashed lines in thefigure).
Clearly, a polycrystalline structure with a grain size of about 15 nmhas formed. Triple
junctions are also seen, aligned approximately perpendicular to the surface so that
they can be analyzed along the tip axis; in the figure a particularly clear junction is
marked by a �T�.
By selecting suitable areas for analysis, the local concentration field around the

junction could be measured. The geometry of three GBs and an exemplary 2-D
compositionmap is shown in Figure 7.23b. As the atom probe delivers 3-D data, 2-D
composition maps can be evaluated in any arbitrary direction subsequent to the
measurement, so that the penetration of solute into the triple line and the merging
grain boundaries can be determined in a unique manner. The example 2-D map in
the figure is aligned perpendicular to a triple line. Clearly, the line is locally enriched

Figure 7.23 (a) Field ion micrograph of sputter-deposited
Cu layer. The grain boundaries aremarked by dashed lines, a triple
junction by �T�; (b) Two-dimensional composition map in
gray-scale representation determined at a cross-section through
a triple line and the related three boundaries (A, B, C).
(After [62]).
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inAu, and the threeGBs are also distinguished by ameasurableAu content, albeit of a
somewhat lower level. The concentration fields around the triple line were evaluated
by means of the approximate solution of transport equations proposed by Klinger
et al. [64]. In the case of the triple line, the atomic transport may be understood
by a three-level cascade process: (i) the material is transported along the triple line;
(ii) leakage into the related three boundaries takes place; and (iii) atoms are drained
from the grain boundaries into the bulk grain volume. Expressing this in a compact
formula, the concentration field is described by:

cðx; y; z; tÞ ¼ c0 � exp �
ffiffiffi
3

p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DGB � d � sGB4

p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4DV=pt8

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DTL � q � sTLp � z

 !

� exp �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4DV=pt4

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DGB � d � sGB

p � y
 !

� exp 1�erf
x

2
ffiffiffiffiffiffiffiffi
DVt

p
� �� �

ð7:19Þ

(For a definition of the coordinates, see Figure 7.23b). If the volume diffusion
coefficient DV is known, the two other diffusion coefficients – or, more exactly, the
respective transport products pTL:¼DTL � q � sTL and pGB:¼DGB � d � sGB – can be
determined from logarithmic plots of composition versus penetration depth in the
z- and y-directions. (d, q, sTL and sGB define grain boundary width, effective cross-
section of the triple line and the segregation factors of triple line and grain boundary,
respectively.) Exemplary plots are presented in Figure 7.24, demonstrating the
transport behavior in accordance with Equation 7.19. Indeed, by evaluating the
slope of the straight lines in Figure 7.24, it was quantitatively found thatDTL is a factor
5600-fold larger than DGB at a temperature of 295 �C, if potential segregation is
neglected and q¼ d2 is assumed.
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Figure 7.24 Au diffusion in Cu at 295 �C. Normalized
concentration profiles along the (a) grain boundary (GB) and (b)
triple junction (TJ), as determined with atom probe tomography.
For details, see the text. (After [62]).
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7.6
Approaching Nonconductive Materials: Pulsed Laser Atom Probe Tomography

On completing this survey of the atom probe method, an additional and quite
importantmethodical aspectmust be addressed. The following point couldhave been
presented earlier, in Section 7.3, and frankly – from a logical standpoint – such an
order would be more valid. However, by postponing it to the end of the chapter, our
aim is to highlight the fact that pulsed laser evaporation represents the most active
recent field in methodical research in FIM. Indeed, this technique promises not
only to expose APT to a much broader range of materials, but also raises some
interesting controversy on the fundamental mechanisms of field evaporation by
using ultra-short light pulses of about 100 fs duration.

7.6.1
The Limitations of High-Voltage Pulsing

The conventional atom probe technique based on high-voltage pulsing has always
been restricted to the investigation of sufficiently conductive materials, usually
metals. Very few measurements of ceramic materials have been reported, and in
all successful cases the nonconducting phases had the geometry of tiny particles or
thin films embedded in a metallic matrix [65–67]. Besides the unfavorable mechani-
cal properties of ceramics or semi-conductors, this situation is first and foremost due
to the limited possibility of transferring a short pulse to the specimen surface. As
illustrated in Figure 7.25, the arrangement of sample and detector represents nothing
else but a resistive–capacative (RC) oscillator which is naturally limited in its transfer
frequency. A few lines of calculation are sufficient to estimate the requiredminimum
conductivity of the tip material to achieve a sufficient band width of the transfer line.
According to Poisson�s law, the field in a vacuum is related to a density s of charges at
the surface of the metallic electrode:

s ¼ e0 � F ¼ e0
V
bR

; ð7:20Þ

Figure 7.25 Electric equivalent circuit of the arrangement of
sample and detector or vacuum chamber.
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where we have made use of Equation 7.1 to formulate the second equation.
Approximating the effective electrode surface by a semi-sphere, the electrical capacity
of the arrangement reads

C ¼ 2pR2s
V

¼ 2pRe0
b

: ð7:21Þ

With regards to the specimen geometry (R� 50 nm), this capacity amounts to
about 10�18 F. Likewise, the resistivity Rel. may be estimated by approximating the
specimen shape with a truncated cone of length L and semi-shaft angle g . So, one can
formulate

Rel: ¼ r
p

ðL
0

dl

ðg � lþRÞ2 �
r
p
� 1
g �R ð7:22Þ

in which r denotes the specific resistivity of the material. In order to transfer pulses
properly, the limiting frequency w ¼ 1=ðRel: CÞ must reach 109Hz, which requires
the specific resistivity to be smaller than

rc <
pgR
wC

� 103 W cm: ð7:23Þ

Clearly, the resistivity of metals is way below this limit, particularly at the low
temperatures used for evaporation. However, already in the case of semi-conductors,
sufficient conductivity is only achieved with very high doping. In the case of real
insulators (such as oxides or nitrides) the condition of Equation 7.23 is failed by
orders of magnitude in any case, leaving very little hope to perform successful
measurements by electric pulsing.
Additional complications arise from the brittleness of thematerials. If wemultiply

(for an estimate to order ofmagnitude) the charge density (Equation 7.20) by the field
(Equation 7.1), then tensile stresses of up to GPa magnitude are predicted to be
induced by the field. In the case of high-voltage pulsing, a significant fraction of this
stress is supplied to the tip as a continuous sequence of mechanical shocks
resembling a classical fatigue test. Considering that a stress of 1GPa exceeds the
fracture strength ofmany bulkmaterials, it is clear that specimens will fail frequently
by fracture during the �fatigue test� of the measurement, and that the risk of this
failure increases with the brittleness of the tip material.

7.6.2
The Mechanism of Pulsed Laser Evaporation

With regards to Equation 7.6 (see Section 7.3), it is possible to imagine at least two
alternative routes to trigger field evaporation. Either the numerator in the argument
of the exponential could be reduced by a short increase of the electric field (as is done
with conventional high-voltage pulsing), or the denominator may be increased by
short rises in temperature. The latter can be achieved with the light flashes delivered
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by pulsed laser sources, so it is not surprising that attempts to utilize this effect date
back to the 1980s. The early studies with pulsed laser sources were motivated by
studies of the photoionization of adsorbed species [68, 69], but shortly afterwards the
potential to control field evaporation was also acknowledged and the pulsed laser
atom probe (PLAP) introduced by Kellog and Tsong [70]. In these early experiments,
nitrogen lasers of 1 ns pulse width (comparable to the length of high-voltage pulses)
were normally used. The authors stated the following as the main advantages of the
laser evaporation mode:

. As no fast charge transport is required, a low conductivity of the sample no longer
represents a bottleneck to the atomprobe analysis. The controlled field evaporation
of intrinsic Si could be demonstrated.

. As the remaining field is supplied in dc mode, the PLAP does not suffer from the
energy spread which is unavoidable under high-voltage pulsing. Thus, a much
better mass resolution could be achieved, even with straight flight tubes, without
using any time-focusing devices.

. The level of mechanical stress is reduced by the fraction that has been formerly
induced by the high-voltage pulses. The remaining stress is produced by the
constant base voltage, and thus loaded to the tip permanently. This is amuchmore
favorable situation for the specimen life time than the above-mentioned �fatigue
test� condition.

The time resolution – and thus the accuracy of the energy measurement – was
improvedbyTsong and coworkers to the order of 10�5. So, by carefulmeasurement of
the energy deficits of evaporating species, the mechanism of desorption could be
identified [71]. For laser pulses of nanosecond duration, it could be shown that with
metals the laser effect was merely thermal in nature, whereas in the case of
semiconductors (which were distinguished by a significant band gap) the additional
influence of direct photoionization was indicated. As the laser acted predominantly
as a pulsed heat source, the question immediately arose as to whether heating of the
specimen surface might diminish the spatial resolution of the atom probe analysis.
However, already Tsong and coworkers had already shown that it was possible to
trigger the evaporation reliably by temperature pulses below 200K, at which surface
diffusion remained frozen, at least for the refractory metals being studied.
Until 1990, the advantages of the pulsed laser mode were exploited not only in

investigations of Si, SiC and SiO but also of Group III–V semiconductor materials.
However, as these studies were mostly restricted to verify mass spectra and to prove
the average composition of the materials, the total number of evaluated atoms was
consequently very low. Except for some interesting studies on the oxidation of Si [72],
very few attempts weremade at a spatially resolved analysis. In this context, it is quite
remarkable that reports on the different versions of 3-D atom probes which emerged
at that timemade nomention of any attachment of a laser beam line. Apparently, only
the group at Oxford University attempted to use the PoSAP instrument with laser
assistance to perform for example, a study on GaInAs quantum well structures [73].
However also in this case the fact that no volume reconstructions were presented
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may be seen as an indication of the significant experimental problems that the group
encountered. Compared to the vast amount of successful reports on conductive
materials with high-voltage pulsing, the pulsed laser technique virtually disappeared
during the 1990s. It might be speculated that this situation was essentially caused
by the limited reliability of available laser systems and the involved alignment
procedure.
Fortunately, this situation has changed remarkably since 2002, andmany university

research groups and commercial companies are now engaged in the development of
atom probe instrumentation, both in terms of testing and offering instruments with
the facility of laser-assisted evaporation. Today, commercial laser systems are much
more stable, provide pulse frequencies, andhave found vast improvements in the ease
of operation. Moreover, continuous miniaturization in microelectronics has led to an
enormous driving force to overcome any remaining barriers when developing new
tools for high-resolution semiconductor analysis.
The first experiments with modern sub-picosecond laser pulses were reported by

Gault et al. in 2005 [74]. These authors showed that the efficiency of laser pulsing
depended on the orientation of light polarization with respect to the tip axis, and
claimed this to be evidence of a direct, athermal influence of the optic wave. In other
words, similar to high-voltage pulsing, the activation barrier in the numerator of
Equation 7.6 should be temporarily decreased by the electrical field of the wave. This
idea was very attractive, as in this way laser-triggered evaporation would become
possible without heating the specimen. Moreover, since with a decreasing pulse
width at constant pulse energy the electric field amplitude of the optical wave
increased, this might indeed be the case. However, the average field strength of
the laser beam in the experiments performed by Gault and coworkers was still in the
range of only 0.1 Vnm–1, which was much less than the effect of typical high-voltage
pulses. Nonetheless, onemight expect a field enhancement due to polarization of the
metallic tip. In theoretical studies, enhancement factors of up to three orders of
magnitude have been predicted [75–77], with the fields becoming quite capable of
having a significant effect on the evaporation barrier in Equation 7.6. A further
conceptual difficulty arises from the fact that optical fields oscillate with a frequency
of 1015Hz, while the spectrum of atomic vibration is limited at about 1013Hz. So,
howmight an atom be excited way off resonance? The group of Gault argued that the
rapidly oscillating field could be converted into a directed field for the duration of the
pulse by a nonlinear response, in the same way that a diode might be used to
demodulate high-frequency radio signals. Indeed, in recent theoretical calculations
proof was furthered that this �optical rectification� would indeed produce field pulses
of an appropriate order of magnitude and polarity [78]. In addition, optical pump
probe experiments demonstrated a rapid sub-picosecond response, which has been
interpreted in the same direction [79].
On the other hand, meanwhile, it became clear that the interpretation of measure-

ments in terms of a clear athermal triggering byGault et al. [74] was too euphoric, and
their evidence less clear [80]. The dependence of evaporation rate on the polarization
of the wave could be naturally explained by scattering at the nanometer-sized,
cylindrically shaped tip, as had been shown earlier [81]. The measurement of the
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temperature rise produced by sub-picosecond pulses, although performed with a
remarkable pump probe experiment that combined laser and voltage pulses [82],
delivered an ambivalent result. Yet, the idea of achieving direct-field pulsing by using
ultra-short laser pulses proved so attractive that considerable effort is currently being
undertaken to clarify this aspect, notably by the group at the University of Rouen.
Today, several other teams are focusing on the practical consequences of laser

pulsing to concrete analytical studies. With laser pulsing, several new parameters
must be explored to define the optimum measurement conditions. An extended
study [83] has investigated the influence of wavelength and energy density of the
pulses, laser spot size, specimen geometry, and heat conductivity on the quality of
mass spectra. Yet, interestingly, no significant influence of pulse width and wave-
length on the quality of mass spectra was identified. The mass resolution achieved
with laser pulsing is indeed significantly improved in comparison to high-voltage
pulsing (up to Dm/m¼ 1 : 1000, without using a reflectron). However, significant
thermal peak tails are observed in the mass spectra, with rather long laser pulses
exceeding the important picosecond benchmark of electron phonon coupling, as well
aswith short pulsesway below this threshold. Instead of the pulsewidth, the duration
at which the ions are evaporated is essentially defined by the cooling period of the
specimen after the pulse. Thus, samples of low heat conductance or of particularly
long and thin geometry lead to poor mass resolution. With materials of low heat
conductivity, such as stainless steels, a small heat spot achieved with an optimally
focused laser beam has proved to be advantageous when achieving rapid cooling
rates, and thereby good mass resolution. Remarkably, also in the case of a femtosec-
ond laser, the tails of the mass peaks are correctly described by the principles of heat
conduction, which proves that also with this type of laser a considerable temperature
rise appears during the pulse.
In summary, it can be stated that today, a final conclusion of whether short pulses

in the range of 100 fs provide any significant advantage in the analysis cannot be
drawn. Although, in various reports, the impression is sometimes raised that
femtosecond pulses are required for the reliable analysis of difficult materials (such
as the measurement of oxides [84]), the opposite can be clearly demonstrated [85].

7.6.3
Application to Microelectronic Devices

Unaffected by the scientific controversy surrounding the mechanism of laser-
assisted evaporation, the 3-D atom probe has advanced in recent years to a modern
measurement tool, and is set to become an established component of those industrial
laboratories involvedwithmicroelectronics.While the structural width of a transistor
now ranges down to 35 nm, the measuring field of the atom probe has reached
approximately 100 nm. This almost perfect matching of length scales has motivated
the industrial application of the method. With the number of evaluated atoms
exceeding 100 million, APT now permits the mapping of dopant distributions, in
outstanding resolution, where the chemical sensitivity of analytical TEM is usually
way too low (see e.g. [86]).
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These findings are illustrated by the results of the study shown in Figure 7.26.
Here, a {001} Si wafer was implanted with 2� 1015 As atoms per cm2 with 30 keV
kinetic energy. An oxide film of 2 nm thickness and 50 nm of undoped, polycrys-
talline Si were then deposited, to mimic the basic steps of microelectronics
production. While forming the polycrystalline Si, the specimen had to be heated
to 600 �C for about 30min, so that the implanted As atoms could cluster. As shown
in the TEM image (Figure 7.26a), a defect band was formed at approximately 30 nm
beneath the substrate surface (this is localized in the figure by the thin light oxide
layer). For atom probe analysis, tip-shaped samples were prepared by FIB milling.
With pulsed laser assistance, the semiconductor sample could be properly evapo-
rated, and from the volume reconstruction local composition maps calculated
which allowed the compositional heterogeneities to be located by means of iso-
concentration surfaces (Figure 7.26b). At a preset concentration level of 2 at.%
As, these iso-surfaces mark As-rich clusters, which have formed by nucleation.
The iso-surfaces at a level of 10 at.% oxygen were used to localize the interfaces
to the oxygen layer. Quantitative composition profiles aligned perpendicular to
the substrate surface could also be determined (as shown in Figure 7.26c) in

Figure 7.26 Analysis of As doping of Si by ion
implantation. (a) Cross-section TEM image of
the test structure showing an oxide layer (1),
As-rich particles (2), and the end of damage
range (3). The ion irradiation was apparent from

the top; (b) Volume analysis by APT showing iso-
concentration surfaces at 10 at.% oxygen (light
gray) and 2 at.% As (dark gray); (c) Comparison
of atom probe data with SIMS measurement.
(Reproduced with permission from [87]).
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comparison to depth profiling by secondary ion mass spectrometry (SIMS), which
represents the industrial standard. Clearly, the atom probe delivers quantitative
data in agreement with SIMS, butmore importantly the APTdata proved to bemore
accurate. While the segregation of As to the substrate surface is indicated only
faintly by SIMS, the corresponding composition peak appears very pronounced in
the APTmeasurement, due to a significantly better spatial resolution of the latter
technique. As the atomprobe is equally sensitive to all chemical species, the oxygen
content of the oxide is determined within the same measurement.
Thefinal example refers to the preparation of tip samples of technical devices taken

from industrial production. By usingmodern, dual-beamFIB, areas of interest can be
selected for TAP measurement. In this way, the corner region of a field effect
transistor–between the source contact and the channel beneath the gate contact –has
been analyzed with regards to local dopant and oxygen distribution (see Figure 7.27).
A few years ago, the achievement of such an analysis from a microchip was beyond
thinking. Having mapped the spatial arrangement of the atoms, not only the depth
profile beneath the source or drain contacts of the field effect transistor could be
determined, but also the lateral distribution of the dopant. In this way, essential
information can be obtained concerning dopant diffusion from the contact region
into the channel under the gate oxide. As the structural width of transistors
continues to decrease, the control of this sideward transport may in particular
become a critical issue. It is likely that, in future, APTwill become themost important
tool for controlling this undesired process.

Figure 7.27 Three-dimensional reconstruction of a field effect
transistor structure showing Si atoms (light gray dots) and boron
dopant (blue). Iso-concentration surfaces at 3 at% oxygen localize
the gate oxide film (red). (Illustration courtesy of D.J. Larson,
Imago Scientific Instruments.) The schematic at the right clarifies
the location of the analyzed region.
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8
Cryoelectron Tomography: Visualizing the Molecular
Architecture of Cells�
Dennis R. Thomas and Wolfgang Baumeister

8.1
Introduction

In order to reveal the networks of macromolecular interactions which underlie
higher cellular functions on a systems level, new techniques are needed. As a
starting point, it is crucial to have a validated and quantified list of all components,
which can be provided by using mass spectrometry-based proteomics techni-
ques [1]. The next challenge is to analyze the interaction patterns in situ with
increasing degrees of complexity, ranging from that of supramolecular modules, to
organelles or even whole cells. Some of these systems are tightly integrated
complexes, robust enough to withstand the isolation and purification procedures
that are used traditionally in biochemistry. These functionalmodules are amenable
to detailed studies with the established tools of structural biology [2]. Other
complexes interact transiently and weakly to form supramolecular networks that
are designed to associate or dissociate in response to specific signals. Many such
putative cellular complexes have been identified through affinity-based isolation
methods. The components of these complexes can be identified using mass
spectrometry to provide valuable information regarding the composition of such
interacting complexes. In this manner interactions can be detected, whether they
are direct or indirect [3]. However, this type of approach is prone to error and does
not provide information about the order or molecular details of how the compo-
nents interact. As the complexity of interacting systems increases, the component
lists and affinity-based interaction data no longer suffice to describe the architec-
ture of networks [4]. Ideally, the target would be a �snapshot� of the system in action,
acquired in a nondisruptive, noninvasive manner, avoiding perturbations to the
system. Thus, we canhope to obtain a detailed three-dimensional (3-D) image of the
system in action at molecular resolution.
�This chapter is a modified and updated version
of a previously published article: Baumeister, W.
(2005) From proteomic inventory to architec-
ture. FEBS Letters 579(4), 933–7.
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Electron tomography is uniquely suited to studying large pleomorphic structures
and visualizingmacromolecules in their functional cellular context. The development
and implementation of automated low-dose data-acquisition procedures, has made it
possible to study biological samples embedded in vitreous ice. Electron cryotomo-
graphy provides a 3-D picture of complex systems preserved in as near to a native state
as can be achieved at molecular resolution [5]. Today, we have the tools to bridge the
(resolution) gap that currently exists between cellular and high-resolution molecular
structural techniques. The reconstructed tomograms of organelles or cells at molec-
ular resolution represent snapshots of their proteomes. These 3-D snapshots can be
interpreted using advanced pattern recognition techniques, revealing the molecular
architecture present at the instant the sample was frozen. The fitting of tomographic
maps of cells with high-resolution structures of their components should ultimately
enable us to generate pseudo-atomic models of large – and otherwise elusive –

assemblies and networks in the act of performing their cellular role [6].

8.2
Basic Principles and Challenges of Electron Tomography

An electron micrograph is a two-dimensional (2-D) projection of the sample present
on the specimen support.Much like amedical X-ray, all structural features present in
three dimensions are imaged, but are seen superimposed in the 2-D image. As a
consequence, the images are difficult to interpret directly. In electron tomography,
the specimen holder is tilted incrementally around an axis perpendicular to the
electron beam, and images are taken at each position. These images are projections of
the same object as viewed fromdifferent angles. Based on principlesfirst described by
Radon [7], these projections can be combined to produce a 3-D density map
(Figure 8.1). Before such a density map is calculated – most commonly by using a
�weighted back-projection� algorithm – the projection imagesmust be all be aligned to
a common origin.
In order to successfully apply electron tomography to ice-embedded specimens, it

is necessary to overcome two conflicting sets of limitationswhich have, formore than
two decades, stood in the way of its widespread application to radiation-sensitive
biological samples:

. In order to obtain themost detail with the least distortion in the reconstruction, it is
necessary to sample as large an angular range as possible while tilting with
increments as small as possible. This strategy calls for maximizing the number
of projection images used for the reconstruction.

. Biological specimens embedded in vitreous ice, are extremely sensitive to radiation
damage; therefore, it is very important to minimize exposure to the beam. To
acquire a tilt series of perhaps more than a hundred images, the dose per image
must be limited in order to prevent radiation damage from destroying the finer
details of the structure or, worse yet, rendering reconstructions useless. The
problem is, as one lowers the dose per image, the signal-to-noise ratio (SNR)
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decreases. Thus, it is necessary to choose between having a better SNR but fewer
projections, or more projections with a lower SNR.

Given the above considerations, we must consider how to �spend� the allowable
electron dose. Early theoretical considerations [10], corroborated by computer
simulations [11], have suggested that, in principle, the electron dose needed to
visualize structural features at a particular resolution limit is the same for 2-D and3-D
images containing equivalent information. In principle, if one were to average
tomograms (3-D images), the dose could be distributed over as many projections
as required to achieve the desired resolution, at the expense of lowering the SNR of
the individual 2-D images. A consequence of combining the information from the
projection images is an improvement in the SNR, similar to the improvement
obtained by averaging statistically noisy images of repetitive structures. There is,
nevertheless, a practical limitation, namely that the SNR of the 2-D images must be
sufficient so as to permit the accurate alignment needed to establish a common
framework of coordinates for all projection images.
If a constant exposure or dose per image were to be used throughout the tilt series

then, as the tilt angles increased, images would be obtained with increasingly worse
SNRs. This is because, as the tilt angle increases, the thickness of the specimen
through which the electron beam passes also increases. One way to solve this
problem would be to distribute the dose such that the dose or exposure time
increased with the increasing tilt. The intended effect would be to keep the signal
content of the images more or less constant. There are variations which can be used
with this approach. One is to collect increasingly finer tilt increments at higher tilt
angles without changing dose or, alternatively, to combine the previous two ideas and
both increase the dose at higher tilt and collect finer increments. This latter approach

Figure 8.1 (a) Single axis tilt tomographic data
acquisition. The unknown object is represented
by a �flexible knot� to emphasize the fact that
electron tomography can reconstruct structures
with unique topologies. A set of projection
images is recorded as the object is tilted
incrementally; (b) Following alignment of the
projection images, the object is reconstructed

generally by weighted back-projection. The 2-D
projections are recombined to generate the 3-D
density distribution of the object – the
tomogram. The implementation of algorithms
such as algebraic reconstruction techniques
(ARTs) and simultaneous iterative
reconstruction technique (SIRT) provide means
for refining reconstructions [8, 9].
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has the drawback of spending a great deal of the total allowed dose at high tilt angles
which, due to increased specimen thickness and potential beamdamage,may ormay
not contribute much to the information in the resulting tomogram.
Projection image alignment can be achieved using cross-correlation methods that

may include area matching or feature tracking, or by the alignment of high-contrast
fiducialmarkers, such as gold nanoparticles. The electron-dense gold particles have a
relatively high SNR, even in very low-dose projections. However, gold – while not
subject to radiation damage itself – is affected by the beam because the ice matrix in
which it is embedded is subject to radiation-induced changes. If one compares the
image of the untilted specimen at acquired at the start of the tilts series with an
untilted image of the same area recorded after the tilt series has been completed, this
can be observed as amovement of the gold relative to the specimen over the course of
collecting a tilt series. Like radiation damage, this effect is dependent on the total dose
and other factors such as specimen thickness. Thus, whether using cross-correlation
only methods, or using fiducial marker-based alignment, the total electron dose
which can be used is limited.

8.3
Automated Cryoelectron Tomography

Computer-controlled transmission electron microscopes first became commercially
available during the late 1980s. This development, combined with the improving
quality and availability of large-area charge-coupled device (CCD) cameras, made
possible the development of sophisticated software that could be used to control the
microscope and image-acquisition in a fully automatedmanner [12–15]. This software
maintains thespecimencenteredinthefieldofview,bycontrollingthestagemovement
or beamshift, anddetermines imagedefocus automatically (Figure 8.2). An important
development is the ability to track (center) and focus on areas some distance along the
tilt axis away from the sample being imaged, thusminimizing the exposure of the area
of interest. The fraction of the dose that is spent on overhead [search, centering, (auto)
focusing] with automation has thus been reduced to as little as 3% of the total dose –
something which is utterly impossible to achieve with manual operation [16].
These developments have greatly improved the status of electron tomography of

cryopreserved specimens from that of a techniquewith potential to that of one beginning
to produce exciting results. Starting with �phantom cell� experiments – that is, liposomes
encapsulating macromolecules [17, 18], and more recently with viruses, prokaryotic
[19, 20] and eukaryotic cells [21] – we can now apply the potential of 3-D imaging to
samplespreserved in a close-to-life state.Vitrificationby rapid freezingnot onlypreserves
the native molecular and cellular structures, but also allows �snapshots� to be taken of
dynamicevents, thus freezingmoments in time; anexamplewouldbe trapping the short-
lived open state of the acetylcholine receptor [22–24]. Vitrified samples donot suffer from
the artifacts traditionally associated with chemical fixation and staining, nor with the
dehydration of cellular structures. Tomograms of frozen-hydrated structures have a
natural density distribution (albeit noisy), whereas staining and preservation reactions
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tend to produce artificial contrast from intricate mixtures of positive and negative
staining. Unfortunately, the artifacts of staining and preservatives make the molecular
interpretation of tomograms from such techniques very problematic [25].

8.4
Resolution, Signal-to-Noise Ratio and Visualization of Tomograms

Today, the development of automated procedures hasmade the recording of low-dose
tilt series a routine procedure, with user-friendly software available for downstream
processing [26, 27]. It is in fact now significantly less cumbersome and time-
consuming to obtain a cryotomogram than to go through the conventional proce-
dures of plastic embedding and sectioning biological samples. There is, however, one
caveat – that sample thickness is a limitation. The thickness of whole prokaryotic
cells, isolated organelles or thin (<1mm) eukaryotic cells limits the resolution of
cryotomograms to at best a range of 4–5 nm, although the prospects for improvement
are good (see Refs. [26, 28]). The obstacle presented by sample thickness makes the
development of reliable protocols for the sectioning of frozen-hydrated material a
priority. While progress is clearly being made towards obtaining thin, artifact-free
sections from samples preserved in vitreous ice, tomographic studies of thin
cryosections are still not routine [29]. However, on-going improvements in instru-
mentation can be expected to make significant improvements in data quality. Better
still, more efficient CCD detectors, in particular, would improve the resolution by

Figure 8.2 Cartoon showing where the advances
in electron microscopy come into play. (1) The
development of highly coherent intermediate-
voltage electron sources [field emission guns
(FEGs)] results in images with good signal-to-
noise ratios extending to higher resolutions; (2)
The application of energy filters to exclude
inelastically scattered electrons from the image

reduces noise in the image; (3) The acquisition of
digital images on CCD cameras allows data
acquisition to be automated; (4) The ability to
control specimen movement, focusing, image
tracking and image acquisition with computer
software increases the efficiency of data
collection andminimizes the electron dose spent
on non-data-acquisition steps.
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retaining the higher resolution signal that currently is lost to themodulation transfer
function (MTF) of present-day CCDs. These improvements would allow tomography
to enter the realm ofmolecular resolution (2–3 nm). In addition, with dual-axis tilting
schemes, the effects of missing data (due to the restricted tilt range; usually � 70 �)
could be reduced and resolution become more isotropic.
In electron tomography, as in the processing of single particles or 2-D crystals, an

attainable resolution and the SNR are intricately linked. A signal may be present in a
tomogram at high resolution, but detection of the information is limited by the
limited degree of averaging which is inherent in the tomographic reconstruction
process. As a consequence of averaging, the noise cancels (and thus is reduced in the
averaging process) while the signal is summed. However, the signal can only be
detected at frequencies where an acceptable SNR is achieved [30]. Electron micro-
scopic single-particle analysis benefits greatly from the stratagemof combining a very
large number of images (i.e. >10 000) of a structure viewed in random orientations,
into a 3-D reconstruction, where averaging significantly improves the SNR [31]. The
noise reduction resulting from averaging during reconstruction is quite limited in
electron tomography (<150 images), given the uniqueness of cellular tomograms.
Therefore, other means of noise reduction must be applied to the analysis of
tomograms. For example, if the tilt series has been acquired in such a way that
information does not extend past a certain resolution limit (say 5 nm), the tomogram
may be Fourier-filtered with a cut-off at that resolution, thereby eliminating what can
only be noise at frequencies higher than the cut-off frequency. Sophisticated
�de-noising� algorithms are also available; these are based on the same basic principle
but employ �diffusion� criteria based on local continuity of density [32]. Although the
gain in SNR obtained from such methods is not very large, this does help in
visualizing the underlying structure present in the tomograms. Nonetheless, new
algorithms are required to achieve a greater noise reduction.
The interpretation of a tomogram at an ultrastructural level requires the identifi-

cation of structural components – that is, membrane-bound organelles, cytoskeletal
filaments or large macromolecular complexes. In the past, manual assignment has
been commonly used as human pattern recognition is often superior to available
segmentation algorithms; on the other hand, machine-based segmentation should,
in principle, bemore objective. Continuous structures are relatively easy to recognize
and delineate, in spite of the low SNR present in cryotomograms. For example,
visualizing the organization of the cytoskeleton in both Spiroplasma melliferum and
Dictyostelium discoideum, was possible at the level of individual filaments, without the
need for extensive post-processing (Figure 8.3) [21, 33].
Although averaging can obviously not be applied to tomograms of unique

structures such as individual cells or organelles, such tomograms may nevertheless
contain multiple copies of components such as ribosomes, chaperones or proteases.
Small regions of the tomogram containing isolated complexes can be extracted from
the tomogram in silico, and these so-called �subtomograms� can be subjected to
classification against a library of known structures (see Figure 8.4). The subtomo-
grams can then be aligned to a common orientation and averaged within the
appropriate class. The result should be an average with a better SNR and a higher
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resolution. The original low-resolution tomographic image can be replaced by the
average or by the higher-resolution template itself, if available. The result is a
�synthetic� tomogram with a much improved, local SNR. Such a procedure has been
used in a tomographic study of enveloped herpes simplex virions [19] (Figure 8.5), and
to also visualize nuclear pore complexes in intact nuclei [35, 36] (Figure 8.6).

8.5
Merging High Resolution with Low: The Molecular Interpretation of Cryotomograms

In tomographic reconstructions of vitrified samples, the macromolecular content of
an organelle or cell is present in its native state, thereby making interpretation at the
molecular level less problematic. Although the resolution of an individual tomogram
may be limited, the advantage is that everything can be seen in its native context. A vast
amount of information is available, as tomograms are 3-D images of the entire
proteome, and shouldultimately enable the spatial relationships ofmacromolecules to
be mapped in an unperturbed cellular environment. However, the retrieval of this
information is faced withmajor problems. First, although everything can be seen, the
identification of what is seen may be difficult in the crowded macromolecular

Figure 8.3 Actin filament organization in
filopodia [34]. The upper left panel is a projection
image from the tilt series. The next three images
are sequential sections taken fromthe tomogram.
Two segments of the filopod have been surface-

rendered to reveal the organization of the actin
filaments and interactions with the membrane.
The red box indicates the region shown in the
rendered image (lower left); the green box
indicates the region rendered (lower right).
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environment where complexes literally touch each other [36]. Therefore, the interpre-
tation of low-SNR cryo-tomograms is difficult and can be tedious. Furthermore,
because it is not possible to tilt a full 180�, the tomographic reconstructions are
distorted by missing data, and this results in a nonisotropic resolution. There are
essentially only two options for identifying macromolecules in tomograms, namely
specific labeling or pattern recognition methods, where complexes are matched against a
library of known structures. Of course, the two approaches are notmutually exclusive.

8.5.1
Specific Labeling

Proteins exposed on the surface of cells or organelles can be labeled with antibodies
or, specific ligands bound to gold nanoparticles. These labels provide indicators for
the presence of a specificmolecule within a broadmolecular landscape. Intracellular
labeling is more problematic and requires innovative approaches. These approaches
could be based on noninvasive genetic manipulations generating covalent fusions
with a protein such as metallothionein, which has the potential to bind heavy metals
such as gold [38, 39]. Ideally, the aim would be to introduce a label in a time-resolved
experiment (thereby identifying a particular event), and subsequently to remove the
background, as is achieved with the ReAsH compound in fluorescence microsco-
py [40]. However, the achievement of labeling that can be statistically quantified is a

Figure 8.4 Using templatematching to generate
a protein atlas of a cell. Proteomics, nuclear
magnetic resonance, X-ray crystallography and
electron microscopy have produced a wealth of
structural templateswhich canbeusedas a library
for analyzing tomograms. In this example,
templates from the library have been chosen as
probes for the tomogram. Each template, in a
number of different orientations, is cross-
correlatedagainst the tomogram.Thepositionsof
complexes appear as peaks in the 3-D cross
correlation function (CCF). A box or subvolume is
extracted centered on each of these peaks,

resulting in a dataset of 3-D images or
subvolumes. These subvolumes are then aligned
in three dimensions against the library of
complexes.Eachvolume isassignedtotheclass to
which it correlates best, and each of the classes is
averaged, increasing the signal-to-noise ratio and
improving resolution. Finally, the class average or
original template for the class can be substituted
for the original complex in the tomogram, in the
determined orientation. This produces a 3-Dmap
of the cell with the contents identified. It is now
possible to consider how the various complexes
might be related in the cellular context.
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daunting task. It is also difficult to imagine that labeling can be developed such that it
becomes a high-throughput technology capable of mapping entire proteomes. In
order to identify everymolecule of interest, the entire procedure of labeling, aswell as
data acquisition and reconstruction of the tilt series, must be repeated.Moreover, the
unique nature of cellular tomograms makes the direct correlation of the different
maps impossible, which in turn poses a major problem when deriving such maps
from the molecular interaction patterns.

Figure 8.5 (a, b) Tomographic reconstruction of
HSV-1 virions in vitreous ice (based on Ref. [19]).
(a) The untilted projection from a tilt series. The
black dots are 10 nm gold particles used as
fiducial markers; (b) Gallery of sections from the
tomogram taken from the virion framed in panel
(a). Each section is an average of seven planes
from the tomogram, and represents a slab which
is 5.2 nm thick. The sections are separated by
15.5 nm. Red arrowheads mark filaments in the

tegument. All scale bars are 100 nm. (c, d) The
surface-rendered tomogram from the same
virion after denoising; (c) Outer surface showing
the distribution of glycoprotein spikes (yellow)
protruding from the membrane (blue); (d)
Cutaway view of the virion interior, showing the
capsid (light blue) and the tegument �cap�
(orange) inside the envelope (blue and yellow).
pp ¼ proximal pole; dp ¼ distal pole.
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An alternative strategy is to combine fluorescent light microscopy and cryo-
tomography. Specific fluorescent labels can be engineered into proteins of interest,
or alternatively fluorescent labels can be applied and taken up by the cells. Progress
has been made in the development of the cryogenic light microscope [41, 42], which
can visualize fluorescence in vitrified specimens. This allows a fluorescence image of
the frozen hydrated specimen to be recorded on the grid, and for any targets of
interest for tomography to be identified. The specimen is then transferred directly to
the electron microscope, where tomographic tilt series can be recorded of the target
areas. Software-basedmethods can be used to align thefluorescence imagewith a low
magnification image from the electronmicroscope, thus locating the desired areas in
the electron microscope overview image.

8.5.2
Pattern Recognition

The identification of a single 26S proteasome in the cytoplasm of aDictyostelium cell
suggested that a template-matching approach could be used for mapping cellular
proteomes [21]. Given that one can see �everything� in a tomogram, it makes sense to

Figure 8.6 The structure of the nuclear pore
complex (NPC) obtained from averaging
subvolumes [35]. A surface-rendered
representation of a segment of nuclear envelope
(NPCs in blue, membranes in yellow). The
dimensions of the rendered nuclear volume are
1680 nm� 984 nm� 558 nm. The upper right

diagram shows the cytoplasmic face of the NPC,
and the lower right the inward (nuclear) face. The
distal ring of the basket is connected to the
nuclear ring by the nuclear filaments. The lower
left diagram shows a cutaway view of the NPC.
The dimensions of the main features are
indicated. The nuclear basket is shown in brown.
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probe the tomogramwith a library of templates derived fromknown structures, using
intelligent pattern recognition algorithms. The intent is to locate known structures
and determine themolecular context in which complexes are organized in organelles
or cells, with less emphasis on the discovery of novelmolecular features andmore on
determining whether there is some correlation in the spatial arrangement of
complexes, relative to one another. To achieve this, a �template-matching� strategy
is being pursued [43, 44]. Given the array of high- to medium-resolution relevant
structures that are available to be included in a template library, the systematic
analysis of tomograms by scanning for the presence of these known templates is
feasible. The procedure is computationally intensive, as not only must the positions
matching a given template be determined, but also their spatial orientations. The
tomogram must be probed with every template, and the best match determined for
each complex in the tomogram. Ideally, such a multi-template search would result
in a 3-D map with each low-resolution complex that was identified replaced by
the higher-resolution template that it matched, in the orientation determined
(Figure 8.4). Simulations and experiments with �phantom cells� have shown that
such an approach is feasible [44], and that the search results can be validated. At
present, only large complexes such as the ribosome have been identified with an
acceptable accuracy (> 95%) at the routinely attained resolution of 4–5 nm. Yet, an
improvement in resolution to 2–3 nm would allow the accurate identification of
smaller complexes [45].

8.6
Creating Template Libraries

Once the challenges of obtaining a sufficiently good resolution have been met, the
next target will be to expand the libraries of available templates.Many approaches can
contribute to achieve this goal. Structural genomics efforts will increase the pace at
which high-resolution structures of domains, subunits or larger entities become
available, and eventually will provide a comprehensive structural dictionary. Hybrid
methods, combining information from different sources and of variable quality, will
also play an important role [2, 4]. Electron microscopic single-particle analysis will
undoubtedly continue to provide many medium-resolution structures of complexes.
Clearly, the prospects for accelerating throughput by means of automated data
collection and analysis show great promise [15].
Nonetheless, sample preparation continues to be the major bottleneck that slows

progress in the field. Today, improvements are required in the methods used to
isolate and purify proteins. This is especially true for labile macromolecular assem-
blies (which are probably more abundant in cells than stable complexes), with novel
strategies being required. Whilst traditional biochemical methods tend to optimize
for yield and/or purity, they are frequently time-consuming, and labile or transient
complexes are generally lost during a traditional course of isolation.Given themodest
requirements of single-particle analysis –where only very small quantities ofmaterial
are needed and impurities can be removed computationally – there is no reason to
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purify labile complexes to exhaustion. It has been shown recently, by using lipid
monolayer techniques and taking advantage of His tags, that it is possible specifically
to pick up only the desiredHis-tagged protein from a crude extract and directly freeze
and image the specimen in vitreous ice [46]. There is, therefore, plenty of scope for
innovative approaches aimed either at minimizing the purification steps, or even
avoiding purification altogether by taking advantage of optimized in vitro translation
systems.

8.7
Outlook

With cryoelectron tomography providing 3-D images at molecular resolution, and
with image analysis tools at our disposal for interpreting the tomograms, we are now
poised to integrate structural data into pseudo-atomic maps of organelles or cells.
Whilst these maps will provide unprecedented insights into the molecular architec-
ture that underlies cellular behavior, theywill also pose new challenges. It will not be a
trivial task to extract generic features from the maps, nor to derive general rules
regarding the principles that govern supramolecular organization, given the sto-
chastic nature of cellular systems as well as their dynamics. Most importantly,
systems analysis will need to start taking this into account, and there will also be
a need to develop statistical methods similar to those used when analyzing macro-
scopic social systems. Alternatively, sophisticated molecular dynamics software
could be expanded to model large-scale systems.
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9
Time-Resolved Two-Photon Photoemission on Surfaces
and Nanoparticles
Martin Aeschlimann and Helmut Zacharias

9.1
Introduction

Occupied and unoccupied states of solid-state materials are traditionally investigated
using photoemission and inverse photoemission spectroscopies. Due to the limited
and short path length of electrons in the 20 to 100 eV range, an excellent surface
specificity is achieved with these methods, enabling differentiation to be made
between signals from the bulk of a material and from layers in the vicinity of the
surface. The advent of ultra-short laser pulses among those laboratories investigating
surface sciences has extended the field of research, as this technique provides the
possibilities both to investigate occupied stateswith photon energies sufficiently high
to surpass the work function of thematerial, and to study unoccupied states by using
resonantly enhanced two-photon photoemission (2PPE). In this process, electrons
are promoted by a first laser photon to an unoccupied state; this may be a volume,
surface, an adsorbate state or an image potential state (IS) [1] of the material. Before
the electron can re-equilibrate, a second photon from the same (or a different) laser
beam is absorbed by the excited state. This promotes the electron of the excited
state above the vacuum level, leading to an emission of photoelectrons which
thus have been interacting with two laser fields. In this way, the spectral resolution
for the intermediate unoccupied states is greatly improved compared to inverse
photoemission [2].
The two-pulse scheme of photoemission bears another extremely important

advantage, in that it allows the delay of one pulse against the other. This so-called
time-resolved two-photon photoemission (TR-2PPE) allows investigation of the
dynamics of the intermediate electronically excited state on a femtosecond time
scale. Moreover, energy and momentum transfer processes in the excited state can
also be studied, while scattering phenomena can also be addressed. These time-
resolved photoemission experiments have been conducted for about 25 years.
Initially, the thermalization dynamics of band edge carriers in semiconductors and
electron–phonon (e–ph) dynamics in metals were studied using lasers of typically a
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few tens of picoseconds pulse duration [3–6]. More recently, however, by using lasers
with femtosecond time resolution, the lifetimes of image potential states on silver
surfaces [7] and questions regarding electron–electron (e–e) scattering dynamics in
bulk metals have been addressed [8–10].
During the past two decades, photoemission techniques have been coupled with

electron imaging by means of photoemission electron microscopy (PEEM), and
this has allowed material-specific microscopic images of nanostructures on sur-
faces to be obtained with sub-100 nm resolution [11]. Important information
concerning various new and unexpected phenomena, including the nonlinear
behavior of surface reaction dynamics [12] and of layered magnetic materials, has
been obtained using this method. These imaging methods, when combined with
time resolution in the femtosecond regime [11, 13], will become increasingly
important in emerging areas such as molecular electronics, self-assembled and
self-organized functional layers, organic solar energy converters and photocatalytic
reaction centers.
In this chapter we will provide examples of the imaging methods, together with

their recent application in the preparation of metallic nanostructures. Such nano-
structures will become increasingly important as fields of molecular switching and
electronics, plasmonics and functional molecular assemblies evolve. Moreover, as
the dimensions of structures shrink to the submicrometer level, novel properties and
functions will undoubtedly emerge. The spectral tuning of the emission of entities
and controlled charge transport in organized nanostructured environments [14–16]
represent just two aspects of functional modification in molecular electronics. It is
further envisioned that the optical phase control of charge transport [17]may become
very important in such systems. It follows that a precise knowledge of the basic
electronic properties of these nanostructured systems is, therefore, of major
importance.

9.2
Theoretical Background

The electron dynamics in metallic nanostructures are governed by a few elemen-
tary processes which will now briefly be described. Besides the fundamental charge
screening, which takes place on an attosecond time scale, the decoherence of
excited electrons and electron–electron scattering processes are primary processes
leading to a rapid redistribution of electron energy andmomentum. Thereby, a hot
electron gas is created. On nanostructures a coherent excitation of the whole
electronic system – the creation of particle plasmons – is of fundamental nature
and a specific element to be considered in these systems. The decay processes of
particle plasmons are presently under intense investigation. The hot electrons
created by various processes then couple to the phonon system, eventually
dissipating the energy to heat. A concise theoretical description of the basic
processes involved, which is beyond the scope of this chapter, can be found in
recent reports [18–20].
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9.2.1
Electron–Electron Interaction

The simplest description of electronic interaction in metals can be derived from the
Drude theory ofmetals [21]. Although based on currently outdated assumptions, this
theory provides a good estimate of the magnitude of electron scattering for various
classes of metals. The electron mean free path, divided by their velocity at the Fermi
energy, yields the collision free time which denotes the lifetime of an electron at a
certain energy. At room temperature, this lifetime ranges froma few femtoseconds in
transition metals to a few tens of femtoseconds in noble metals.
Amore quantitative description of the electron–electron scattering rate is obtained

from the Fermi liquid theory [22, 23] for a free electron gas (FEG FLT). In brief, phase
space arguments are invoked to describe the interaction of an electron with kinetic
energy above the Fermi level with unexcited electrons. Due to the same mass of the
interacting electrons, and the fact that all states below the Fermi level are occupied,
the inelastic scattering of a hot electron with the cold Fermi gas yields two electrons,
bothwith kinetic energies now above the Fermi level. For a single excited electron this
inelastic process yields a new kinetic energy andmomentum, thus limiting themean
free path of an electron at a given energy. It is clear that electrons far above the Fermi
level have a larger phase space available for scattering than those close to the Fermi
level. Therefore, the scattering rate strongly decreases as the energy of the hot
electron relaxes towards the Fermi level.
These inelastic processes continue, and finally a hot electron gas is rapidly created.

Whenanintense laserpulsecreatestheprimaryexcitation, theexcitationdensity ishigh
and therefore also the density of the hot electron gas. Scattering events with adsorbed
molecules then become probable, and processes such as desorption induced by
electronic transitions (DIET)anddesorption inducedbymultipleelectronic transitions
(DIMET) or electronic friction induced adsorbate excitation my become observable.
Within the relaxation time approximation, and invoking Boltzmann transport

theory with the Fermi–Dirac distribution for the occupation, the Fermi liquid theory
yields in three dimensions for the scattering rate [24]

t�1 ¼ t�1
0 ðE�EFÞ2 þ bðkBTÞ2 ð9:1Þ

At excitation energies above 200meV, the thermal contribution can usually be
neglected at all practical temperatures. The prefactor t0 depends only on the electron
density in the metal under consideration:

t0 ¼ 64ffiffiffi
3

p
p5=2

ffiffiffiffiffiffiffi
me

ne2

r
E2
F ð9:2Þ

The inelastic lifetime of an electron above the Fermi level, given by the inverse
scattering rate, is therefore inversely proportional to the square of the energy
difference to the Fermi level and, taking the dependence of EF on the electron
density into account, proportional to n5/6. At excitation energies of about 3 eV this
amounts to a few femtoseconds, whereas close to the Fermi level, E < 0.2 eV, it may
approach the picosecond range, depending on themetal under consideration [25, 26].
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Usually, the FEG FLT serves as a benchmark for comparison of the observed hot-
electron inelastic lifetimes t with the theory, and therefore electron relaxation
dynamics has first been investigated for noblemetals, where a reasonable agreement
with the FEG FLT was expected [10, 27–30]. For all other metals, the key role in the
low-energy electron relaxation dynamics is played by the electronic structure of the
system close to the Fermi level. For example, in transitionmetals the high density of d
bands in the proximity of the Fermi level leads to a very fast electron relaxation. In this
context, the exact energy position and shape of the d bands must be considered in
detail in order to achieve a complete understanding of the relaxation processes.
During the past decade, several TR-2PPE experiments have been performed for the
transitionmetals Ta [31], Ru [32], Mo and Rh [33], for ferromagnetic 3dmetals Fe, Co
and Ni [34], and for high-TC superconductors [35] and 4f- rare earth metal Yb [36].
Theoretical calculations of excited electron lifetimes have been performed in the

past within the GW approximation (GWA) for electron self-energy for bulk noble
[37, 38] and 4d transitionmetals [39–42], as well as for the 5d transition metal Ta [31].
In contrast to noble metals, which show qualitatively similar band structure and
density of states (DOS) [43], the electronic structure of 4d metals varies strongly on
moving from the start of the 4d series to the end [43]. Calculations performed by
Zhukov et al. [41] and Bacelar et al. [42] have shown that the evaluated lifetimes also
vary widely along the 4d series, following trends in electronic structure. The
extension, GW þ T, of the GW approximation by inclusion of multiple electron-
hole scattering within a T-matrix approximation [44–48] results in a decrease of the
GW lifetime value that brings theory and experiment to better agreement [47, 48].

9.2.2
Plasmonic Processes

In noble metal nanoparticles collective electronic oscillations – so-called particle
plasmons or localized surface plasmons (LSPs) – can be excited by electromagnetic
waves. Therefore, they are detectable as pronounced resonances in the scattering and
absorption cross-section, for the noble metals Ag and Au commonly located in the
visible or ultraviolet (UV) region of the spectrum [49]. The resonance frequency of
the plasma oscillation is determined by the dielectric properties of the metal and the
surroundingmedium, as well as by the particle size and shape [49–51]. The collective
oscillation can be interpreted as a displacement of the electrons in the particle against
the positively charged background of the atomic nuclei. Resonant excitation of this
collective charge oscillation causes a large enhancement of the local field inside and
near the particle [52] which dominates the linear and nonlinear responses of the
particles to the light field. The field enhancement caused by the electron oscillation
(see Figure 9.1) is thought to be responsible for the enhancement of nonlinear optical
effects such as surface-enhanced Raman scattering (SERS) [53], surface second
harmonic generation [54, 55] and multiphoton photoemission [56]. In recent years,
the promising research field of plasmonics and ultrafast nano-optics has emerged,
exploiting the high potential of plasmons to concentrate and channel light into
subwavelength structures of nanoscopic circuits [57].
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Although, the spectral positions of the resonances of particle plasmon excitations
as a function of particle size, shape and dielectric properties are well understood [49–
52], the ultrafast dynamics of these collective electronic excitations have remained a
highly interesting topic to be studied in more detail. In order to understand the
dynamics, it is essential to investigate thosemechanisms relevant to the loss of phase
coherence between the electrons contributing to the collective excitation – that is, the
dephasing of the plasmonic state.

9.2.3
Two-Temperature Model

When a strong femtosecond laser pulse produces a large primary population of hot
electrons, the electron–electron scattering leads to the formation of a hot electron gas.
The formation and decay of this not-equilibrated hot electron distribution was first
observed by Bokor and coworkers in thin gold films. The equilibration process of this
electron gas can, in general, be described fairly well by the Fermi liquid theory,
together with the Boltzmann transport equation in the relaxation time formula-
tion [8, 9]. However, deviations from this description were noted at an early stage of
these investigations. An important (and, at first sight, counterintuitive) finding was
that the relaxation to a heated thermal distribution occurred faster if a more intense
laser excitation was applied, and thus the density of hot electrons was higher.
The hot electron dynamics is usuallymodeled using a two-temperaturemodel [58],

where the electronic and phonon systems assume different temperatures; this is
justified due to the wide differences in the heat capacities.
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Figure 9.1 In metallic nanostructures collective electronic
oscillations – local surface plasmons – can be excited by light; this
results in a strong enhancement of the local field both inside and
near the surface structure.
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S(z,t) represents the exciting optical intensity as it penetrates into the bulk of the
material. The lateral dimensions are usually large, and thus uniform compared to the
large gradients in z direction. Cel¼ g Tel represents the electronic heat capacity, and
Cph that of the phonon system. The coupling between the electronic system and the
phonons is described by g¥. With this system of equations, a good estimate of the
magnitude and time dependence of electronic and phonon temperatures is usually
achieved. This can easily be extended by frictional coupling to an adsorbate [59, 60],
which thereby acquires internal energy and also serves as a cooling heat bath for the
excited surface layers. Similarly, diffusive and ballistic electron transport from the
surface layers represents an important sink for the deposited laser energy (see for
example, Ref. [32]).

9.2.4
Electron–Phonon Coupling

The hot electron gas created by electron– electron collisions then couples to the pho-
nonsof thesubstrate,whicheventually leads toadissipationof the energy into a second
heat bath. A theoretical description of this process has only in recent years become
possible. Usually, the structure of a solid and the motion of its atomic constituents is
very successfullydescribedby theDebyemodelusingquasi-particles, thephonons.For
the electronic system, on the other hand, Bloch waves describe the motion and
energetics of thequasi-particles. In bothdescriptions they are considered independent
of eachother, and this constitutes theusualBorn–Oppenheimerapproximation,which
is well known frommolecular physics. In this picture an electron–phonon interaction
cannot take place, and therefore one must go beyond the Born–Oppenheimer
approximation and formulate a description of these nonadiabatic processes.
As a formal derivation of the approach is beyond the scope of this chapter, the

reader is advised to consult the appropriate literature, which is based on the Fr€ohlich
description [61] of the electron–phonon (e–ph) interaction [62]. Physical insight into
the problem is gained with the introduction of the so-called Eliashberg function,
a2F(w), the product of the phonon density of states F(w) and the electron–phonon
interaction strength a2 [63]. For the emission of a phonon it is given by

a2Fi;kiðwÞ ¼
ð
d2q

X
f ;n

gi; fq;n

��� ���2dðEi;ki�Ef ;kf � wq;nÞdðw�wq;nÞ ð9:5Þ

where gi; fq;n denotes the electronic part of the interaction [62]. For the evaluation of gi;fq;n
onehas to enter the screening potential. In order to illustrate this Eliashberg function,
its dependence on phonon frequency is shown in Figure 9.2 for Be [64]. It transpires
that the simple Thomas–Fermi screening yields results which are well compatible
with experimental data. The electron–phonon coupling parameter l(Ei, ki) is then
obtained from

lðEi; kiÞ ¼ 2
ðwmax

0

a2Fi;kiðwÞ
w

dw ð9:6Þ
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Any phonon-induced interaction should be proportional to the occupationnumber
nB(w) of phonons. The spectral broadening due to e–ph coupling is then

GðEi; kiÞ ¼ 2p
ð
a2Fi;kiðwÞ½ð2nBðwÞ þ 1Þþ f ðEki þwÞ�f ðEki�wÞ�dw ð9:7Þ

For increasing temperature this occupation number follows

nBðwÞ! kBT=w; ð9:8Þ
and thus shows at high temperatures a linear dependence on T [65]. The spectral
broadening of a state due to e–ph coupling can then be written as

GðEi; kiÞ ¼ 2plðEi; kiÞkBT : ð9:9Þ
In order to calculate this width, it is necessary to know the phonon density of states

F(w) and the e–ph coupling strength jgi; fq;nj2, given by [18]

gi; fq;n ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Mwqn
p hyki jêqn � rRVscjykf i ð9:10Þ

where !RVsc is the gradient of the screened potential, êqv the polarization of the
phonons, and M the atomic mass. yki;kf denotes the electronic wave functions of the
initial and final states.
Experimentally, this e–ph coupling manifests itself via the spectral width G of

states. An ideal situation to study this coupling arises therefore from surface states
located in projected bulk bandgaps, as on the {111} surfaces of noble metals or of
quantum-well states [66]. In this case, e–e scattering and electron–defect scatter-
ing may also contribute to the total linewidth G, and hence it is necessary to
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Figure 9.2 Phonon density of states F(w) and Eliashberg function
a2F(w) for Be(0001). (From Ref. [64].)
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seek alternative ways to separate these contributions. The e–ph coupling is also
important when describing the cooling of a hot, nonequilibrium electron gas
created by an intense laser pulse, as described above. Here, a connection between
the microscopic constant l and the phenomenologically used value g¥ is given
by [67]

g¥ ¼ 3�hg
pkB

lhw2i; ð9:11Þ

where hw2i denotes the second moment of the phonon spectrum.

9.3
Experimental

The investigation of electronic dynamics on nanostructures requires first an in situ
preparation of the nanostructured system. For this purpose, a surface science ultra-
high-vacuum machine with standard techniques for cleaning and preparation, like
low-energy electron diffraction (LEED) andAuger electron spectroscopy,must also be
equipped with instruments for either surface structuring or controlled growth
techniques. Further, an in situ control and manipulation of the sample is suggested,
which can be achieved by using scanning electron microscopy (SEM), scanning
tunneling microscopy (STM) [68] or atomic force microscopy (AFM) [69] or by
photoelectron emission spectroscopy [70] and microscopy [11]. Each of these tech-
niques has in the past been described extensively, and the reader is referred to
respective review articles.
In order to study the ultrafast electron dynamics, an appropriate laser sourcemust

be added, aswell as ameans of detecting the laser-generated photoelectrons. This can
be achieved by a conventional dispersive electron spectrometer, equipped with two-
dimensional (2-D) signal detection, or by a time-of-flight (ToF) detector, whichmakes
use of themultiplexing advantage, especially when amulti-anode assembly is added.
Figure 9.3 shows, in schematic form, a typical experimental set-up. The standard
laser system consists of a Ti : sapphire laser oscillator operating in the spectral vicinity
of 800 nm and with pulse durations of typically 12–25 fs. As the work functions of
typicalmetals range from about 4 to 6 eV, frequency doubling and tripling in optically
nonlinear crystals, such as b-BaB2O4 (BBO) and LiBO3 (LBO), is often employed. For
an optimal time resolution the frequency doubling crystal should be thin, with about
100–200mm thickness depending on the spectral width that is to be converted.
Efficiencies to produce 400 nmradiation in the range of 15–20%can be achieved. The
third harmonic of the 800 nm fundamental radiation is produced by sum frequency
mixing the fundamental with its second harmonic in a second BBO crystal. The
frequency-converted pulses should be recompressed to compensate for the material
dispersion in both the doubling andmixing crystals as well as the chamber windows,
or any other optics in the beam path from the laser to the sample (see Figure 9.3).
Besides simply reducing the number of photons required to reach the vacuum level
of a system, the use of two colors – one from the fundamental and one from a
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frequency-doubled or -tripled beam – leads to a significant increase in the analytical
power of the experiment.
Amplified Ti : sapphire radiation is required when an optical parametric oscillator

is to be pumped in order to obtain radiation that is tunable across the visible
spectrum. This allows one specifically to tune to and excite unoccupied resonance
states of the sample. The dispersion of a state can also be followed. Amplified
Ti : sapphire radiation with pulse energies in the 1mJ regime and durations of
20–35 fs can also be used to produce extreme ultraviolet (XUV) radiation by high
harmonic generation, with tunable photon energies up to about 100 eV and beyond
[71–74]. Besides accessing more strongly bound states, or even shallow core levels,
this radiation also allows themomentum space of a state to be addressed in thewhole
Brillouin zone. In addition, high-lying plasmonic states of allmetals can, in principle,
be reached directly. By shortening the pump pulse duration in the sub- 10 fs regime,
using nonlinear optical techniques, it may be possible to produce not only high
harmonics in the water window spectral range (l� 4.4 to 2.3 nm) [71, 72]. By
employing carrier envelope phase-stabilized pulses and correctly selecting the XUV
spectral range, pulse trains of approximately 100 as [75–78] or even single pulses with
durations as short as 80 as [79] can be produced. Such an approach will undoubtedly
open a future window for investigating the electron dynamics of screening and
dephasing processes.
For time-resolved experiments, care must be taken to properly delay and recom-

bine both pulses on the sample. For this, either a Mach–Zehnder or a Michelson
interferometer set-up may be employed. A temporal delay of both pulses is achieved

Figure 9.3 Schematic set-up for space and time-resolved two-
photon photoemission experiments. The sketched dispersive
hemispherical electron energy analyzer can be replaced by a
time-of-flight detector or an imaging PEEM. Pulse compressors
(GVD 1 and 2) (pre-)compensate a pulse stretching in optical
elements in the path of both the fundamental and an harmonic
beam.
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with different path lengths for the two interferometer arms; this difference must be
controlled at better than 150 nmwhen a time step resolution of 1 fs is to be achieved,
as the pulse will travel twice through the delayed arm. When the two pulses are
collinearly overlapped, interferometric correlation signals with a periodicity of the
optical wavelength are obtained. Due to a cycle duration of about 1.3 fs for 400 nm
light, a much smaller step size (20 nm) and higher stability and reproducibility is
required. Then, instead of using a conventional motorized translation stage, a
piezoelectrically driven stage and an interferometer that is actively controlled with
a frequency-stabilized HeNe laser beam are employed [80]. It is also important to
control the polarization (s, p or circular) of both beams applied to the sample. The
performance of both phase-resolved and phase-averaged 2PPE has been tested on a
polycrystalline tantalum film (see Figure 9.4; photon energy 3.1 eV) [81]. In this way,
the oscillation fringes due to the interference between pump- and probe- pulse are
clearly resolved; that is, the accurate reproduction and periodicity of these measure-
ments over the entire temporal delay proves the position stability of the set-up
employed.
Due to increasing interest in the specific hot-electron dynamics of spatially

heterogeneous systems such as metallic nanostructures, an extension to a space-
and time-resolved 2PPE set-up, using time-resolved photoemission electron mi-
croscopy (TR-PEEM) for 2-D-electron detection has been established [13]. This
method is capable of high spatial resolution in the 20 nm regime, which enables the
focus to be set on the details of an individual nanoparticle. A typical TR-PEEM
experiment is shown schematically in Figure 9.3 which is, except for the detector,
identical to that of a TR-2PPE set-up. The TR-PEEM method has been well
reviewed [11]. For a full pump-probe scan, the delay between the two pulses is
varied in small steps (typically Dt¼ 1 fs), and for each step a PEEM image is taken

Figure 9.4 Time- and phase-resolved 2PPE from polycrystalline
tantalummeasured at an electron kinetic energy of 6 eV. The gray
line is the 2PPE interferogram; the black dotted line shows the data
for a conventional phase-averaged 2PPE measurement. (From
Ref. [81].)
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(see Figure 9.5). This results in a series of images that contains a correlation trace
for each pixel (Figure 9.6); these can then be plotted in a lifetimemap deduced from
a pixel-wise analysis of the cross-correlation traces of a TR-PEEM scan, as shown in
Figure 9.7. The lifetime map contains information on the dynamic behavior of the
electron system at the sample surface (decay time T1 of the intermediate state) with
the spatial resolution of the PEEM.
Nanostructured samples are, in general, prepared using either electron beam

lithography (EBL) for larger structures (<40 nm), or cluster deposition for nano-
structures as small as <1 nm. EBL, as a lift-off process, allows the controlled and

Figure 9.5 Schematics of measuring time-resolved 2PPE
pump–probe images obtained with a PEEM.
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Figure 9.6 Typical autocorrelation traces of individual pixels of the PEEM images of Figure 9.5.
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flexible design of metallic nanoparticles with regards to their shape and size. The
optical properties – and especially the position and width of the LSP-resonance –

depend critically on the shape and size of the particles, and this allows the
characteristic LSP resonance frequencies to be tuned to the wavelength regime
accessible by the available femtosecond laser system, e.g., the fundamental and
second harmonic of a Ti : sapphire laser. Figure 9.8 shows SEM images of different
silver nanostructures deposited on indium tin oxide (ITO) -covered glass sub-
strates [82]. The dimensions of the elliptically shaped silver nanoparticles in
Figure 9.8a are 140 nm (long axis), 60 nm (short axis) and 50 nm (height). These
constitute versatile samples for investigating variations in the LSP decay in respect of
resonant or off-resonant excitation. The silver nanodot array (Figure 9.8b; diameter
200 nm, height 50 nm) and the silver nanowire array (Figure 9.8c; length 1.6mm,
width 60 nm, height 50 nm) can be used to illustrate the potential of the time-resolved
PEEM technique to map retardation effects associated with a plasmon excitation at
nanometer resolution. Studies of the plasmon-induced coupling between neighbor-
ing nanoparticles are possible with nanodot pairs of varying center-to-center spacing.
Figure 9.8d shows an example of 50 nm dimers (height 40 nm) at an interparticle
spacing of 130 nm (grating constant 740 nm).

Figure 9.7 2-D autocorrelation map (right) obtained from time-
resolved PEEM images taken according to Figure 9.5.

Figure 9.8 SEM images of different Ag nanostructures on an
indium tin oxide (ITO) substrate. (a) 140 nm� 60 nm� 50 nm
height; (b) Ø 200 nm� 50 nmheight; (c) l¼ 1400 nm,w¼ 60 nm,
h¼ 50 nm; (d) pairs with Ø 50 nm� 40 nm height and a
separation of 130 nm.
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For small cluster deposition onto surfaces, anUHVgas-aggregation cluster source
is required including a quadrupole mass selector [83]. This allows the flexible in situ
preparation of monodisperse cluster distributions over a broad size range. An
alternative possibility would be to produce a defined density of atomic defects in
a graphite surface, known as theH€ovel-method [84]. This involves using a focused ion
beam (FIB) technique that allows for the etching of well-defined nanopits into highly
ordered pyrolytic graphite (HOPG) substrates and a subsequent oxidation procedure.
The pits have a statistical variation in their depth between one and three monolayers
(MLs). Further details on the FIB technique and oxidation procedure are available in
Ref. [85]. The evaporation of about four MLs of silver at room temperature results in
the condensation of near-monodisperse silver clusters in the native and artificially
created defects in the HOPG surface.

9.4
Relaxation of Excited Carriers

During the past two decades, the study of image potential states has evolved as a
paradigm for the investigation of electron dynamics at surfaces. This field has
recently extensively been reviewed [86], and therefore only selected aspects will be
discussed here. The main decay channel of these states isolated in a directional
bandgap is the overlap of their wave function with bulk electronic wave functions.
This overlap increases as the energy of the states approach the band edges. Then also
the phonon contribution to the decay rate increases. For well-isolated image states,
such as then¼ 1 state onCu(100), this contribution to the linewidth is expectedly very
low, with a coupling parameter of l� 0.01 and a contribution to the spectral width of
G< 1meV [87, 88], while for Cu(111) l increases to 0.06 [89].
On the other hand, interband and intraband electron scattering also constitute

important scatteringmechanisms for imagepotential states. Steps andadatomson the
surfaceplay an important role in thesescatteringphenomena.Forexample, onstepped
surfaces scatteringwithin the n¼ 1 image state results in a broadening of the level and
thus inashorteningof the lifetime [90].OnvicinalCusurfaceswith (111) terraces,Roth
et al. [91] found that for electrons with a downwards momentum the steps show a
greater decay rate than in theopposite direction, and this results in lifetimedifferences
within n¼ 1 of up to 4fs. Copper and cobalt adatoms induce intraband and interband
scattering between the image states [92, 93]. An inelastic interband scattering of n¼ 2
electrons with bulk electrons populates the bottom of the n¼ 1 band. When probing
levels within the n¼ 1 band above the bottom of the n¼ 2 level, a resonant
(quasi-)elastic interbandscatteringoccurs fromn¼ 2 ton¼ 1,with strongly increasing
probability as the energy increases further.On theotherhand, the adatomsdonot have
any significant influence on the intraband scattering rate. It can be envisioned that a
lateral confinement of nanostructures might also lead to an increased coupling
between image states and bulk bands due to a shift of the band edges.
An especially illustrative example for a hole decay has been provided by Berndt and

coworkers, who studied the occupied surface states of noble metals by using
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STM [94]. The widthD of the onset of dI/dV spectra can be transformed into lifetimes
t via

t ¼ bh=ð4DÞ; ð9:12Þ
where h denotes Planck�s constant and b is a scale factor close to unity. Using this
method, it can be ensured that the surface area studied is indeed clean, and therefore
defect scattering canbe excluded. The results obtained, togetherwith a comparisonof
values derived from photoelectron spectroscopy [70, 95, 96], and a comparison with
theoretical calculations, is shown in Table 9.1. The agreement between these
measurements and the latest theoretical calculations is excellent. The results show
that the holes created in the surface state are filled by electron–electron scattering
from the 2-D electron gas of the still-occupied surface state band, rather than from the
underlying 3-D bulk electron gas.
The global relaxation dynamics of a hot, nonequilibrium electron gas can be

assessed by measuring the energy distribution function as a function of delay time
after creating the hot distribution. This may be exemplified for hot electrons in Ru
as studied by Wolf and coworkers [32]. The group investigated the relaxation
dynamics at different pump pulse fluences. The relaxation dynamic is then
modelled using amodified two-temperaturemodel, where the electron distribution
was parametrized by splitting it into a thermalized component at low temperature,
while a second component was also thermalized, albeit at a higher temperature and
with a lower population. This procedure describes the nonthermal electron energy
distribution quite well. Both electron distributions couple to the phonon heat bath
(for details, see Ref. [32]). Besides the expected localization of energy at the surface
by electron–phonon coupling (as discussed above), it has also been found that
ballistic transport out of the surface region has a significant influence on the
temperatures and their time dependencies in the surface region. This leads in turn
to notably lower temperatures (as shown impressively in Figure 9.9), with corre-
sponding consequences for electronic coupling to adsorbates and laser-induced
desorption dynamics. Such transport effects have also been observed for copper
surfaces [97].

Table 9.1 Experimental and theoretical hole lifetimes of occupied
surface states on noble metals. (From Ref. [94].)

Experiment Theory

Metal D (meV) b t (fs) GSTM (meV) GPES (meV) Gold (meV) Gnew (meV)

Ag 8 0.89 120 6 20a 5.3 7.2
Au 23 0.82 35 18 60b 8.6 18.9
Cu 30 0.80 27 24 21c 10.2 21.7

aRef. [70].
bExtrapolated to T¼ 0K from Ref. [95].
cRef. [96].
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As mentioned above, on a microscopic level the electron–phonon coupling phe-
nomena are best studied via isolated states in the band gap ofmaterials. By usinghigh-
resolution photoelectron spectroscopy, the occupied surface states of noble metals
havebeen studied [96, 98]. Figure 9.10 shows the experimental linewidthof the surface
states, together with theoretical calculations [99], whereby an excellent agreement is
obtained. This figure also shows the theoretically determined contribution of e–e
scattering (Gee) to the total width of the states. At low binding energies of the hole, the
contribution of the Rayleigh phonon mode is dominant, while the overall spectral
widthbecomessmall. A similarly good agreementbetween theory and experimentwas
obtained previously for the very isolated surface state at G on the Be (0001) surface
[100]. Here, the main contribution comes again from intraband scattering.
When defects are present on the surface, an additional broadening occurs. Such an

effect has recently been reported for the Au (111) [101, 102] and Al(111) occupied
surface states [102]. By monitoring the deviation of broadening from the expected
linear temperature dependence, an activation energy for the creation of surface
defects can be derived

Ged ¼ C expf�½Ea=kBT �g: ð9:13Þ
On aluminum, the experimentally determined value for the activation energy of

about Ea¼ 170meV compares well with theoretical expectations for the creation of
defects by kinks on a step edge, while the creation of adatoms requires about
300–600meV. The corresponding value for Au(111) amounts to Ea¼ 81meV, which
suggests thatkinksatstepedgesmightwellberesponsiblefor theobservedbroadening.
In image states such a defect scattering can be isolated from the e–ph scattering,

because these states are located in front of the surface and therefore are detached

Figure 9.9 Time evolution of the electron and
phonon temperatures according to the two-
temperaturemodel (thick and thin dashed lines).
The extended heat bathmodel yields significantly
lower values (shown by the thick and dotted
lines) for the electrons and phonons,

respectively. The open dots are experimental
results. The inset shows measured electron
kinetic energy distributions at different delay
times. Data and calculations are for a Ru surface
with a pump fluence of about 500mJ cm–2. (From
Ref. [32].)
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Figure 9.10 Temperature dependence of the experimental and
theoretical line width of the occupied surface state on Cu(111)
and Ag(111). Gee denotes the e–e scattering contribution to the
line width, independent of temperature. The inset shows
experimental photoemission spectra at the ' point at selected
temperatures. (From Ref. [99].)

Figure 9.11 (a) Spectra and (b) line width of the (n¼ 1) image
state on Ni(111) as a function of temperature. The state is
resonantly excited from the occupied surface state at Eb¼ 0.2 eV.
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from the motion of the atomic surface constituents. A similar strong temperature
dependence of the width of an isolated state has been observed for the (n¼ 1) image
potential state on Ni(111) (H. Zacharias and R. Paucksch, unpublished results). In
this experiment, one photon at l¼ 263 nm (hn¼ 4.7 eV) resonantly excites the image
state from the occupied surface state atEb¼ 0.2 eV [103], while a second photon of the
same energy liberates the excited electron. Figure 9.11 shows the resonant spectra of
n¼ 1 and the observed widths as a function of temperature. Above 450K, an
exponential growth of the spectral width is observed. Based on this temperature
dependence, an activation energy of about Ea¼ 130meV was derived, this again
being in agreement with the creation of kinks at step edges.

9.5
Volume Excitation in Metallic Nanostructures Investigated by TR-PEEM

The potential of TR-PEEM as a versatile tool for mapping the electron dynamics of
metallic nanoparticles was introduced by Schmidt et al. [13]. Figure 9.12a shows the
investigated lifetime map of a patterned silver film (hexagon-shaped patches) on a
silicon substrate. The mapped color variations correspond to a change in the full-
width half-maximum (FWHM) of the correlation trace for each pixel, which becomes
more evident from a statistical analysis (histogram) of the investigated regions, as
shown in Figure 9.12b.
Figure 9.13a shows a PEEM image of a Ag nanoparticle array (as shown in

Figure 9.8b) at resonance excitations. The 400 nm laser light used for the TR-2PPE
experiment couples almost resonantly to the in-planemode of the particle. The 2PPE
image shows distinct interparticle brightness variations which are dominated by
defect-induced indirect transitions rather than by differences in the collective
electron response [104]. Although the properties of the particles� plasmon resonances
are not affected by this, they must of course be included in the analysis of the time-
resolved data. The lifetime map, as shown in Figure 9.13b, visualizes the lateral

Figure 9.12 (a) Lifetime map of a hexagonal silver nanoparticle;
(b) Lifetime map distribution showing a most probably value of
73.5 fs with a distribution width of �1.5 fs.
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variations in the electron dynamics in color coding.Here, the red tones correspond to
high FWHMvalues, indicating long decay times, while blue tones are associatedwith
a faster decay. There is certain correlation between brightness in the 2PPE image and
the FWHM values of the lifetime map: those particles which appear bright in the
2PPE image tend to exhibit longer average decay times in the lifetime image. This
effect must obviously be related to the defect induced transitions. Whilst on the one
hand the involved intermediate single-electron states give rise to a higher overall
transition probability and a higher photoemission yield, on the other hand they show
longer decay times.
The dynamic processes associatedwith a plasmon excitation in a single particle can

be studied in further detail when the phase-resolved set-up is employed. The image

Figure 9.13 (a) PEEM image and (b) corresponding lifetime map
of the nanostructure from Figure 9.8b. The FWHM of the
autocorrelation curves ranges from 60 to 90 fs.

Figure 9.14 Spatiotemporal femtosecond dynamics of a silver
nanoparticle with a diameter of 200 nm. A modulation of the
lateral photoemission distribution as a function of phase delay
between two identical exciting femtosecond laser pulses for 2PPE
is observed. This is assigned to a phase propagation of a plasmon
through the nanoparticle.
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sequence in Figure 9.14 shows the plasmon dynamics in a single particle, where the
time interval between the two images is 0.13 fs. Aclear variation in the contrastwithin
the area of the nanoparticle in the sub-femtosecond time scale is detectable. The
result can be explained in the following way: The electric field amplitude is deter-
mined by the phase delay Dj(t) between the pump and the probe laser pulse, as
adjusted by theMach–Zehnder interferometer, as well as the polarization field of the
particle plasmon which is oscillating at its resonance frequency. Due to oblique
incidence from the right, the laser light would be expected to couple first to the LSP-
mode at the right edge of the particle. Here, the external (laser) field and internal
(plasmon) field attain a fixed phase relation. As the propagation velocity of the
external and internal fields vary, a position-dependent phase lag between the two field
components is acquired as the plasmon excitation travels through the particle. The
particle internal structure visible in a single PEEM image of Figure 9.14 is a residual
of the varying interference between the external light field and the particle internal
LSP-field, directly connected to the plasmon phase. The parallel data acquisition by
the PEEM allows any systematic errors to be excluded.
These results are in good agreementwith thefindings byKubo et al. [105, 106], who

also combined ultrafast laser spectroscopy and electronmicroscopy in order to image
the quantum interference of localized surface plasmon polariton (SPP) waves with
sub-wavelength spatial resolution and sub-femtosecond temporal precision. The
sample used was based on a 400 nm-thick silver film perforated by an array of
100 nm-wide slits with a period of 780 nm. This approach resulted in a silver grating,
which had the properties of an optical band-pass transmission filter. The polycrys-
talline grating creates nanoscale roughness, in which localized plasmon modes can
be excited. So, by scanning the time delay between identical, phase-correlated pump
and probe pulses in 174 optical cycle steps, and recording the resulting change in the
polarization interference pattern, a movie of the SPP propagation wave packet at the
Ag–vacuum interface can be created, as shown in Figure 9.15. As the driving pulse
wanes, the coherent polarization excited at each dot shifts to its own resonant
frequency. For instance, as shown in Figure 9.16, the phase of dots A, B andD (dot C)
is retarded (advanced), causing the intensity maxima to rise later (sooner) with
respect to the phase of the driving field. The circled hotspots in Figure 9.15 indicate
the change in the intensity maxima (constructive interference) in five cycle intervals
due to the phase slip of the surface plasmon modes with respect to the driving field.
The SPP wave packet propagation length – and hence coherent control studies –

can be improved by using single-crystal nanostructures, as demonstrated by L.I.
Chelaru et al. [107]. Figure 9.17 shows an example of the appearance of SPP waves in
Ag single-crystal particles that were formed by self-assembly [108]. In Figure 9.17a, a
SPPwave is started at themarked edge of the triangular island, and travels across the
island during the time of observation. The striped pattern on the otherwise dark
islands is a representation of the SPP wave by means of a beat pattern formed
between the propagating plasmon wave and the laser pulse used to probe the
structure [109]. Modulation of the local near-field in the surrounding of the island
is caused by diffraction of the laser pulse. In Figure 9.17b, the two independent SPP
waves are created at the edges of a hexagonal Ag island. The SPP waves superpose,
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modulate the overall local electric field, and are reflected at the end of the structure.
This is different in panel Figure 9.17c, where the angle between the two overlapping
SPPs is smaller and the modulation of the electric field strength is much more
pronounced. The field strength at the edge of the particle is strongly modulated and

Figure 9.15 Interferometric TR-PEEM image of four localized
surface plasmons on a Ag grating. The delay time between pump
and probe pulses is advanced from �0.33 fs to þ 40.69 fs in p/2
steps (0.33 fs) of the carrier wavelength of 400 nm. During
excitation (up to 5½� 2p) all dots oscillate in phase; later the
phase in dots A, B and D is retarded, but in dot C it is advanced
compared to the exciting laser field. (Reproduced fromRef. [105].)

Figure 9.16 Phase slip between the LSP and the advancing light
field of dots A to D in Figure 9.15. (From Ref. [105].)
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the SPP is converted back into light only at those positions where the field strength is
particularly high. Ultimately, the island in panel Figure 9.17c acts as a beam-splitter.
For particles such as those shown in Figure 9.17, propagation of the plasmon with
�60% of the speed of light is observed as a systematic shift of the beat pattern as a
function of the delay time between pump pulse and probe pulse [106].

9.6
Long-Lived Resonances in Adsorbate/Substrate Systems

Adsorbate atoms may not only serve as general scattering centers on well-prepared
surfaces but also shorten the lifetime of well-defined surface states. When the
electrons do scatter resonantly into unoccupied states of adsorbates, or when such
states are directly optically excited, the lifetimes may be significantly prolonged
compared to those expected froma simpleDrude or Fermi liquid picture for electrons
at the same excitation energy. A prominent example is the adsorption of alkali atoms
on noblemetal surfaces. In the low coverage limit an adsorbate-induced antibonding
(A) state around 2.5–3 eV above Fermi is found on noble metals. The experimentally
observed relatively long lifetimes of excited adsorbate states of up to 50 fs at low
temperatures forCu(111) [110, 111] andAg(111) [112, 113] have initiated a number of
theoretical investigations of this effect.
Although the decay of such states could, in principle, be viewed as a one-electron

resonant charge transfer, which would yield very short lifetimes in the sub-femto-
second regime, the directional band gap at these surfaces hinders a fast decay,
because the overlap of the state with bulk wave functions is small. With one-electron
wave packet propagation calculations this reasoning could be supported [114–117].
Figure 9.18 shows the differences of the wave packet propagation for the Cs 6s state
adsorbed on a jellium and a Cu(111) surface. Initially, the wave packet propagates in

Figure 9.17 SPP waves on silber islands observed by PEEM
illuminated under q¼ 75�. (a) Triangular shape; (b) Hexagonal
islands with SPP interferences; (c) Interference between two
SPPwaveswhere the island acts as beamsplitter for the SSPwave.
The scale bar represents 5mm. (From Ref. [108].)
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both cases into the bulk. On jellium (Figure 9.18a), this propagation continues with
minimal lateral spreading of the wave packet, but on Cu(111) (Figure 9.18b) the
movement of the wave packet into the bulk has come to a halt after only 3 fs, followed
by a propagation inhigh-k

*
jj directions parallel to the surface, with thehighest intensity

remaining in the vicinity of the surface. Such behavior causes a relatively long
resonance lifetime. Whilst these long-lived states were unexpected in the adsor-
bate/substrate systems, an understanding of the origin of long-lived states has opened
some extremely interesting new possibilities towards the control of reactions at
surfaces. Then, other processes may also come into play, including inelastic e–e
scattering with bulk electrons, where the adsorbate atom begins to move on the new
electronically excited potential energy surface. The excited electron then couples to the
nuclear motion, and processes as in DIET or DIMET become important [118]. This
type of motion has been observed directly and spectroscopically using TR-2PPE [119].

Figure 9.18 Dynamics of the Cs (6s) wave packet
excited in front of (a) a jellium and (b) a Cu(111)
surface. The Cs atom is placed at z¼ 10 a.u. from
the image plane. A propagation along the surface
normal into the bulk initially observed for both
substrates continues only for the jellium surface.

For Cu(111), propagation stops after only 3 fs,
followed by a propagation in a high-k

*

jj direction
along the surface. A high intensity of the 6s wave
packet remains in the vicinity of the surface.
(After Ref. [114].)
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By taking into account the bandwidth of the ultrashort laser pulse and the nuclear
motion of the adsorbate after excitation, an excellent agreement between experimen-
tal and theoretical lifetimes of the excited state for all alkalis studied has been
achieved [114–117]. In differing from many other antibonding states of adsorbate/
substrate systems, for the alkalis on noble metal surfaces this state can be populated
by a direct dipole-allowed transition from the occupied surface state, also located in
the same directional bandgap. This provides the opportunity to initiate the excitation
with temporally and spectrally shaped pulses in order to control the desorption
process [120]. For excitation laser pulses shorter than the lifetime of the excited A
state, a complete population transfer to the A state can be achieved when dissipation
is neglected. Including dissipation, the populations transfer falls to about 40% for a
Gaussian pulse of 20 fs duration and a peak intensity of 0.5 TWcm–2, while for an
optimal pulse shape a transfer of 95% can still be achieved. In the case of longer and
less intense pulses, the optimally controlled pulses are even more successful. Using
again 20 fs-long Gaussian pulses, but now at only 1010Wcm–2 (which represents an
experimentally feasible intensity at metal surfaces), only 3% population transfer is to
be expected (in theory). For controlled pulses of 60 fs duration – that is, much longer
than the lifetime of the A state – a transfer of 75%may still be achieved. In the control
cases pulses are used which show the highest intensities at the extreme end of the
pulse, although it will be difficult to produce such pulses experimentally. Neverthe-
less, evenwhen taking the nuclearmotion of the Cs atomon the excited potential into
account, the use of shaped pulsesmight lead to an increased yield also for dissipative
surface reactions.
With organic adsorbates, modified and new properties of nanostructures are

obtained, the aim being to create functional materials in a controlled manner [121].
The organic constituents of such adsorbate layers provide a wide variability in the
desired properties, which may range from sensor and molecular recognition to
molecular electronics, photo-switches and molecular magnets. In most of these
envisioned applications a nanostructured assembly of the functional materials is
necessary.Many of the systems� properties rely on anheterogeneous electron transfer
between the adsorbate and substrate and, in the case of sensor or recognition devices,
between the active layer and the incoming molecules. The dynamic properties of
these organic adsorbate films are therefore of fundamental interest for such
functional materials.
Basic investigations of the action of alkane layers on the electronic properties of the

underlyingmetals, aswell as the electron localization in organic overlayers, have been
carried out by Harris and coworkers [122, 123]. In the context of this chapter, the
photo-induced electron transfer dynamics from (self-) organized and specifically
bound organicmolecules are of particular interest, because here the dynamics can be
probed directly in the time domain. These processes also relate to light-harvesting
applications, either for reactions or for the direct production of an electrical current.
Willig and coworkers investigated the influence of various anchor groups between

a perylene-derived chromophore and the (110) surface of rutile TiO2 on electron
transfer [124]. These anchor groups were seen to serve two purposes: (i) to separate
the electronic states of the chromophore and the solid surface; and (ii) to enable a
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control of the electronic coupling strength between both systems. The anchor groups
also stabilize the complex and provide the option of definite binding angles and sites.
The electron transfer is initiated by a direct femtosecond laser excitation of the singlet
state of the chromophore. In the case of one conjugate anchor group – acrylic acid,
which may be viewed as a molecular wire – the electron transfer time is found to be
about fourfold faster (t� 13.5 fs) than for an insulating group of the same length,
propionic acid, which acts as a tunneling barrier. For an even wider barrier which
consists of a three-ring structure, where the central ring is aliphatic and rigid, the
transfer times are prolonged to tenfold that of the first type [124].
When the electron transfer time is short – which can be achieved by directly

binding the organic molecule to the substrate – the electron migration inside the
substrate can be monitored using TR-2PPE. The experimentally observed times for
the electron to escape from the surface layers (or,more specifically, from the detection
depth of 2PPE) agrees well with rates obtained from density functional theory (DFT)
calculations for alizarin adsorbates [125]. For the system investigated, it turned out
that in rutile the energy does not relax on a 200 fs time scale, which is tentatively
assigned to the population of new interface states created as the bonds with the
organic adsorbates are formed. Such electron escape to the bulk states of a substrate is
important in terms of the total energy transfer from an organic adsorbate to
unoccupied states of a solid. When this process is rapid, charge conduction across
the interface is favored; however, when it is slow an accumulation of charge in excited
states of the organic adsorbate, with the possibility of a radiative deactivation, may
occur.
A somewhat unexpected feature of organic adsorbates derives from the existence

of very long-lived triplet states with lifetimes in the microsecond range. As yet, such
states have not been identified for small inorganic adsorbates or for bare surfaces.
Here, the dynamics in unoccupied states of ordered C60 on metal surfaces will be
discussed as a specific example of an organic adsorbate. Due to the large work
function of C60 of 6.8 eVabove the highest occupied molecular orbital (HOMO), and
depending on the work function of the metal, the lowest unoccupied molecular
orbital (LUMO) state of thefirst C60MLmay be either below or above themetal Fermi
level. Therefore, the character of the C60 film may be either metallic or semicon-
ducting [126]. For thicker layers above about 5ML the properties of C60 crystals are
generally assumed, in which the interaction energies of the individual C60 consti-
tuents are comparatively weak. Hence, the properties of the film resemble those of
the C60 clusters. Such layer dependency already provides the possibility of tuning the
properties of a functional film, whilst in addition a substitution at a C–C bond by
functional groups enables further variability [127, 128].
The symmetry properties of C60 allow optical transitions from the HOMO to the

LUMOþ 1, and from the HOMO-1 to the LUMO states – which are actually
comparatively broad bands rather than sharply defined single states. With the third
harmonic of a Nd-laser at photon energies of about hn¼ 3.5 eV (l� 355 nm), a direct
excitation via both transitions is possible. The population both in these states and in
the energetically lower lying excitonic states, which are populated via internal energy
transfer, can be probedwith thefifth harmonic of aNd-laser at 210 nm (hn� 5.88 eV).
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This second photon has insufficient energy to directly emit photoelectrons from the
HOMO state. Figure 9.19 shows, in a 2-D plot, the kinetic energy distribution of
emitted photoelectrons as a function of time delay between a pump and a probe laser
pulse. In this case, the LUMO state has been directly populated in a dipole-forbidden
transition, and it is evident that, besides the LUMO, lower-lying states are populated.
Even for delay times exceeding 100 ns after pumping a signal intensity is observed for
these energetically lower states. This long-lived state is assigned as a signature of the
triplet exciton. In energetic terms, the singlet exciton is identified somewhat higher
and below the directly excited LUMO.
An analysis of the intensity dependence at certain kinetic energies revealed for the

LUMO a lifetime of about 84 ps – shorter than a previously reported value of
134 ps [129]. For the singlet exciton a lifetime of about 1050 ps was found, and was
in good agreement with earlier reports [129]. In order to measure the lifetime of
triplet excitons a second pump laser was used such that the probe laser could be
electronically delayed with respect to the pumping laser. For these states, lifetimes
between 22ms for free and up to 200ms for bound excitons were observed, depending
also on the thickness of the C60 film (A. Rosenfeldt, B. G€ohler and H. Zacharias,
unpublished results). This was significantly longer than had been observed for a
photo-polymerized C60 film [130], and in good agreement with lifetimes of these
states in solution [131]. When the density of triplet excitons becomes high, the
comparatively fast (spin-allowed) process of triplet–triplet annihilation can be
observed (Figure 9.20).
It should be noted that these longlived states may be chemically active. Following

the adsorption of NOmolecules onto a thick, ordered C60 film, UV laser excitation of
the system led to a desorption of the NO, with delay times of up to 200–400ms after
pumping. An analysis which yielded a chemically active state with a decay time of
about 160ms [132] was recently confirmed by directly measuring the velocity of the
late-arriving molecules. Their velocity was found to be much greater than the
corresponding arrival time at the detecting laser, which meant that these molecules

Figure 9.19 2-D lifetime plot for the LUMO, 1exciton, and 3exciton
states on C60 up to a delay time of 100 ns. On this time scale the
intensity of the 3exciton decreases only marginally.
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were not desorbed promptly but rather at a later time (T. Hoger et al. unpublished
results). Hence, these excitonic states in organic thin films may serve as efficient
energy reservoirs for photochemical activity and reactions [133].

9.7
Outlook: Spatial and Temporal Control of Nano-Optical Fields

The optical response of nanostructures creates a variety of fascinating properties,
including sub-wavelength variation of the field, local field enhancement and local
fields with vector components perpendicular to those of the incident field. Moreover,
the combination of ultrafast laser spectroscopy (i.e. illumination with broadband
coherent light sources) and near-field optics continue to open new realms for
nonlinear optics on the nanoscale. As an example, the spectral phase of the incident
light will influence the peak intensity of the local field distribution [134], thus
providing a means to manipulate the nonlinear response of a nanostructure. More
recently, it has been shown theoretically that the interaction of polarization-shaped
laser pulses with a nanostructure allows the simultaneous control of spatial and
temporal evolution of the optical near-field distribution [135].
A first step towards the experimental demonstration of simultaneous spatial and

temporal field control used adaptive control, combining multi-parameter pulse
shaping with a learning algorithm, and demonstrated the generation of user-speci-
fied optical near-field distributions in an optimal and flexible fashion. Shaping of the
polarization of the laser pulse provides a particularly efficient and versatile nano-
optical manipulation method [136]. Additionally, pump-probe sequences can be
generated, in which excitations occur not only at different times but also at different
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Figure 9.20 Lifetime of a C60 triplet excitonic state with t¼ 22ms
in a 14 ML film. Also indicated is an exciton–exciton annihilation
occurring on a time scale of 720 ns.
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positions that are separated by less than the diffraction limit. This in turn opens a
route towards space–time-resolved spectroscopy with potential for the direct obser-
vation of nanoscopic energy or electron transport [135]. In a first experiment [137],
femtosecond polarization shaping, adaptive optimization and two-photon PEEM
were combined (see Figure 9.21). The pulse shaper contains a two-layer, 128-element
liquid crystal display (LCD) spatial light modulator in the Fourier plane of a zero-
dispersion compressor in folded 4f configuration [136]. Each LCD layer modulates
the spectral phase of one of the two transverse polarization components, leading to a
spectral variation of polarization state and phase. Hence, in the time domain the
intensity, instantaneous oscillation frequency and polarization state (elliptical eccen-
tricity and orientation) can be controlled to vary within a single laser pulse. Pulse-
shape optimization occurs for both LCD layers independently. The data inFigure 9.22
show that adaptive polarization pulse shaping allows the optimization of a particular
emission pattern. In Figure 9.22b and c, the ratio A/B between the emission yields
integrated over the two rectangles A and B was optimized using an evolutionary
algorithm. The experimental results showed that the local interference of the optical
near-fields generated by the two orthogonal incident polarization components could
be utilized to manipulate the local field distribution.
Currently, in these experiments two-photon PEEM is used to qualitatively monitor

the localfield distribution, with the interpretation of the acquired images being based
on the assumption that the highest local field intensity will produce the highest
photoemission yield in a 2PPE process. However, this yield is influenced by
additional parameters such as the intermediate state lifetime in the metal, or the
field component perpendicular to the surface. A detailed modeling of the emission
process, together with a comparison with the experimentally observed emission

Figure 9.21 Experimental set-up for applying polarization-shaped
femtosecond pulses to a nanostructure. A PEEM was used to
measure the 2PPE signal.
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pattern, should provide an improved understanding of two-photon photoemission
from nanostructured objects.
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10
Nanoplasmonics
Gerald Steiner

10.1
Introduction

The basic foundation of nanoplasmonic involves interactions between light and
metal particles. Such particles, which are often referred to as clusters, have been the
subject of a large number of investigations. Gustav Mie�s theory about the study of
optical properties of small gold particles, published in 1908, was the starting point for
the new field of plasmonics. During the past half-century the nature of interactions
between photons and electrons inmetal clusters has been the focus ofmany research
fields, including not only physics but also chemistry, materials science, medicine,
biology and the environmental sciences. Clearly,metal cluster photonics is important
inmanyfields, even in nanotechnology. Although the term �cluster� is often used for a
number of unspecified particles, there is no precise definition of a cluster. Hence, in
this chapter clusters are defined as particles composed of a certain number of atoms
that form a spherical or elliptical particle with the dimension in the range between 5
and 100 nm, corresponding to 500 . . . 107 atoms. The range fromsingle atoms to bulk
material is illustrated in Figure 10.1. It should be noted, that some publications use
the term cluster just for very small clusters consisting of less than 100 atoms. The
defined cluster region covers a ratherwide range in relation to their optical properties.
Metal clusters are subjected to variations not only in size but also in shape (some
frequently identified forms are shown in Figure 10.2), but they are rarely spherical. In
particular, clusters adsorbed onto a surface are ellipsoid in shape. Nanorods are tiny
rod-shaped particles, less than 100 nm in diameter, but often with a length in excess
of a few micrometers. The advantage of nanorods lies in their high aspect ratio (the
ratio of length to diameter), as this permits them to show certain properties not seen
with spherical or elliptical clusters. The optical properties of metal clusters depend
heavily on the shape, the environment of the cluster, and the type of metal.
Nonetheless, the two general features of all clusters are their ability to interact with
light and to produce a localized electromagnetic field, the details of which are
discussed in the following sections [1–3].
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10.2
Single Clusters

In general, the description of the interaction between light and metal clusters is
obtained by the solution of Maxwell�s equation and imposing the boundary condi-
tions. A simple approach to understand the optical response of metal clusters is to
consider the free electrons. The positive charges are assumed to be immobile; then, if
the cluster is illuminated by light the electric vector of the light wave will displace the
free electrons. Under consideration of the boundary condition the cluster exhibits
polarization; this effect is illustrated in Figure 10.3.
The internal field Ei of a spherical cluster is given by

Ei ¼ E0
3e1

ðerCl þ eiClÞþ 2e1
ð10:1Þ

where E0 is the electric field of the incident light. The dielectric function of the cluster
material is given by the real part erCl and the imaginary part eiCl. The surrounding

Figure 10.1 Dimensions of metal clusters on the scale from single atoms to bulk material.

Figure 10.2 Different forms of metal clusters.
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medium is characterized by the dielectric function e1. An important parameter is the
static polarizability a of the cluster

a ¼ 4pe0d3
ðerCl þ eiClÞ�e1
ðerCl þ eiClÞþ 2e1

ð10:2Þ

with the cluster diameter d. Unfortunately, this solution describes only static condi-
tions. If the cluster is placed in an electromagnetic field, the free electrons will move
inside the metal cluster with frequency of the external field. The excitation of the free
electrons leads toan internalfield. In thiscase, thedielectricconstantsmustbereplaced
by their frequency-dependent values. As themagnetic fields do not occur, the complex
dielectric function (eCl) must be replaced with the frequency-dependent values:

e�Cl ¼ e�ClðwÞ ð10:3Þ
where w is the angular frequency of the incident light wave.
The internal electric field shows a resonance when

jerClðwÞþ 2e1j2 þ jeiClðwÞj2 ¼ min ð10:4Þ
This means that, in a spherical cluster, the resonance frequency is found by the

relationship

erClðwÞ ¼ �2e1 ð10:5Þ
The real part of the dielectric function can be also expressed by the relationship

erCl � 1�w2
P

w2
ð10:6Þ

where iswP the Drude plasma frequency. Consequently, the resonance frequencywR

of a spherical cluster is given by

wR ¼ wPffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e1 þ 1

p ð10:7Þ

Figure 10.3 Polarization of a metal cluster caused by the electric vector of the incident light wave.
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A metallic cluster exhibits not only a distinct dipole but also a quadrupole and
higher multipole, as depicted in Figure 10.4. The excitation of these dipoles is
dependent on the size, the shape and the type ofmetal, as well as on thewavelength of
the incident light. The internal field at the resonance frequency, where the free
electrons exhibit a strong collective oscillation, is known as the surface plasmon. This
term is normally used to describe the excitations at a metal surface, whereas the
plasmons in a metal cluster are localized and are thus referred to localized surface
plasmons. One consequence of the internal field is that there is a strong electromag-
netic field in the proximity of the cluster, as shown in Figure 10.5. It should be noted
that the term �localized surface plasmons� also describes the resulting externalfield of
the cluster. As mentioned above, the spectral position of the localized surface

Figure 10.4 Excitation of multipoles within a metal cluster.
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plasmons is dependent on the size, shape and metal type of the cluster, and the
dielectric function of the surrounding medium. As an example, Figure 10.6 illus-
trates the effect of cluster size on the spectral position of the resonance for a gold
cluster placed on a glass slide. For larger clusters, higher-order multipoles become
important, and this results in a more pronounced shift of the localized surface
plasmon resonance (SPR) as the particle size increases. In addition, the position and
shape of the resonance are also dependent on dielectric function of the surrounding
medium [3–6].

Figure 10.5 The excitation of an internal field causes a strong
electromagnetic field around the cluster.

Figure 10.6 Calculated absorbance spectra of a single spherical gold cluster with different sizes.

10.2 Single Clusters j311



10.3
Nanoshells

A nanoshell contains different materials in the core and shell. Often, the core
material is metallic while the shell forms a thin dielectric layer, and in this case the
localized SPR is affected by the shell.When the dielectric constant or the thickness of
the shell is changed, however, the resonance conditions are also changed. For
example, when the shell material is metallic and the core is a dielectric material,
the change in SPR can be dramatic, with the spectral position of the resonance being
shifted to longerwavelengths than those in the corresponding solidmetal cluster. The
same effect occurs when the metal shell thickness is decreased. The calculated
absorbance spectra for nanoshells consisting of a glass core and a thin gold shell are
shown in Figure 10.7. These nanoshells serve as the main component of many
applications in biosensing and semiconducting [2, 7].

10.4
Layer of Clusters

When clusters become closer to each other, the electromagnetic field causes an
electromagnetic coupling between the individual units [8]. One simple way to
describe this coupling is with a system of two interacting dipolar oscillators, when
two principal situations are possible: (i) the orientation of the cluster dipole is in the
same direction; or (ii) the orientation is in the opposite direction. These two config-
urations are illustrated in Figure 10.8. In the case of perpendicular orientation
(Figure 10.8a), the internal dipole vectors have a different polarization, whereas for
parallel orientation (Figure 10.8b) the internal dipole vectors exhibit the same
polarization. If both dipoles are excited together with the same polarization, then
the resulting field is enhanced. In the case of perpendicular orientation when both
clusters are excited together, but with different polarization, the resulting field will be
weaker – a fact which has a major influence on the spectral position of the SPR.
Although the interaction between clusters is also determined by the cluster size and

Figure 10.7 Absorbance spectra of nanoshells consisting of a glass core and gold shell.
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distance, as well as by the optical properties of the medium between the clusters, the
most critical parameter is polarization of the localized surface plasmons. To illustrate
this fact, Figure 10.9 shows the absorbance spectra of two identical gold clusters with
the same and different polarizations of the localized surface plasmons. When the

Figure 10.8 Electromagnetic coupling between two clusters.
(a) Different polarization; (b) Similar polarization.

Figure 10.9 Calculated absorbance spectra for two gold clusters
at a certain distance. (a) With the same polarization; (b) With
different polarization.

10.4 Layer of Clusters j313



internal field of the clusters exhibits the same polarization, the position of the SPR
shifts towards longer wavelengths as the inter-cluster distance is increased. In the
case of a different polarization a weak blue-shift occurs when the inter-cluster
distance is increased. This different optical response – which is also evident for
more than two clusters – has major consequences on the sensitivity when a cluster
film is used to enhance a weak optical signal. As the red-shift is much stronger than
the blue-shift, the cluster that exhibits localized surface plasmons with the same
polarization provides a higher sensitivity. A similar behavior can be observed when a
clusterfilm is excited by lightwith a different polarization of thewave. The substantial
difference in electromagnetic fields around clusters caused by an excitation with
parallel and perpendicular polarized light is illustrated in Figure 10.10. The direction
of the electric vector (E) of the exciting field is the critical parameter. The induced
dipoles in the clusters have the same direction as the exciting field. In the case of
a perpendicular orientation, E is oriented perpendicular to the surface. The
induced dipoles in the clusters must then point in the same direction, and the
fields around the clusters develop accordingly. Due to the parallel direction of
the dipoles, almost no electric coupling can occur between clusters. However, the

Figure 10.10 Excitation of localized surface plasmons in case
of (a) perpendicular orientation and (b) parallel polarization
of the incident light wave.
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situation changes dramatically when the orientation of E is parallel to the surface.
Now, because of the induced dipoles, the field of the clusters will stretch both
towards the substrates and towards the surrounding medium. The direction of
the internal dipoles permits a powerful coupling between neighboring clusters,
and only in this case will the position of the SPR shift when the refractive index
of medium between the clusters changes. The absorbance spectra of cluster
layers with different refractive indices of the surrounding medium are shown in
Figure 10.11. Since coupling between the clusters occurs only at a parallel
polarization of the electric field vector, a spectral shift of the SPR is observed
only for parallel polarized light. Upon increasing the refractive index of the
medium, however, the field coupling between metal clusters becomes stronger
and the SPR shifts towards shorter wavelengths.
Although the optical analysis of cluster arrangements plays an important role, it is

impossible to describe the optical properties by extending Equations (10.1) to 10.7 to
an arrangement of thousands of clusters. In such a case, an effective medium theory
must be applied. Such theories describe the connection and interaction between
clusters, as well as with their surroundingmedium, and provide the �effective� optical
behavior of a cluster arrangement (Figure 10.12).
Several different effective medium theories have been devised, each of which is

more or less accurate depending on the cluster material, the size form and the
distance between clusters. However, they all assume that themacroscopicmaterial is
homogeneous, and generally fail to predict the properties of a composite material.

Figure 10.11 Absorbance spectra of a cluster layer for different
refractive indices of the surroundingmedium (e1), measured with
unpolarized light.
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Details of the three most frequently used effective mediummodels are summarized
in Table 10.1 [9, 10].
Thefirst application of an effectivemedium theorywasmade byMaxwell-Garnett

to explain the color of a discontinuous metal film. Themodel was based on clusters
which were assumed to be spheres in a host medium; this resulted in an effective
dielectric function of the composite material. TheMaxwell-Garnett model is valid at
low volume fractions as it is assumed that themetal clusters are spatially separated.
In contrast, the Bruggeman model does not distinguish between embedded metal
clusters and matrix; rather, the two materials appear in a completely symmetric
manner, and consequently the Bruggeman model can easily be extended to more
than two components. Free structures of the embedded metal clusters and the
matrix and a static treatment of the geometry are also possible using the Bergmann
model. The spectral density g(n,f ) function (see Table 10.1) carries all of the
geometric information and depends only on topology. As a result, the Bergmann
model can be used to distinguish between geometric quantities and dielectric
properties [11–13].

10.5
Surface-Enhanced Spectroscopy

10.5.1
Surface-Enhanced Raman Scattering

The effect of surface-enhanced Raman scattering (SERS) on small metal clusters has
been recognized formore than 30 years. The Raman scattering of amolecule located
in close proximity to the surface of a gold or silver cluster is �enhanced� up to one
million-fold. Such an enhancement effect is based on two principal mechanisms:

. The strong electric field of the localized surface plasmons interacts with the
electron orbitals of the molecule, which leads to an enhancement of the Raman
cross-section by up to four orders of magnitude.

Figure 10.12 The transition from a macroscopically
inhomogeneous medium to a homogeneous, optically
effective medium.
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. The second effect is related to charge transfer processes; such a chemical interac-
tion may cause an additional enhancement by typically two orders of magnitude.

SERS has been observed for many molecules when adsorbed to gold or silver
clusters, or even to nanoscopic roughmetal surfaces [14]. The intensity of the Raman
scattering is increased as the wavelength is increased. For example, the strongest
enhancement for gold clusters may be obtained with a laser excitation wavelength
beyond 1000 nm. The SERS spectra obtained are almost completely depolarized.
Figure 10.13 shows an atomic forcemicroscopy image of a silver cluster layer used as
a substrate for SERS. An example of the SERS effect is represented in Figure 10.14,

Figure 10.13 Atomic force microscopy image of a silver cluster
layer, prepared by evaporation onto a smooth silicon wafer.

Figure 10.14 Raman spectrum (a) and surface-enhanced Raman
spectrum (b) of a very thin film basic fucsine. The Raman
spectrum is enhanced 25-fold.
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which shows theSERandRaman spectra of a very thin-filmbasic fucsine on theSERS
substrate and a pure silicon wafer.
Clearly, the cluster layer yields an enhancement which is manifested on the

most prominent Raman bands. In contrast to the conventional Raman spectrum
(Figure 10.14, spectrum a), where no bands can be observed, prominent Raman
modes – such as the ring vibration at 1614 cm�1, a deformation vibration of the NH2

groups at 1586 cm�1, and the valence vibration of the C–NH2 groups at 1340 cm
�1,

appear in the SERS spectrum.
Unfortunately, in recentyears theSERSeffect hasnot beenusedasa routinemethod

inRamanspectroscopy.Although thestrongenhancementprovidesmanyadvantages,
such as high sensitivity and the opportunity to characterize thin layers of molecules,
SERSdoes not permit quantitativemeasurements to bemade, despite these very often
being required in a routine analysis. The reason for this is that the cluster layers
themselves are poorly reproducible. Nonetheless, recent developments have been
devoted to overcoming this limitation by using sol–gel clusters embedded in porous
glass, or by using photonic crystals with a uniform metal-covered nanostructure.

10.5.2
Surface-Enhanced Fluorescence

Surface-enhanced fluorescence (SEF) is comparable to the SERS effect. The en-
hancement of the fluorescence signal is also caused by strong interactions between
the localized surface plasmons of ametal cluster and the electrons ofmolecule next to
the cluster surface [15]. However, at least two important factors must be considered
here:

. First, it is well known that a direct contact between amolecule and ametal leads to a
quenching of the fluorescence – this is also known as the �first layer effect�.
Therefore, the optimum enhancement of fluorescence does not derive from
molecules that are adsorbed to the metal cluster surface; rather, maximum
fluorescence is obtained at a certain distance of few nanometers between the
molecule and the cluster surface.

. The second factor includes the size and form of the metal clusters. When the
clusters become large, the damping of the fluorescence will be increases, whereas
small clusters may not be stable and exhibit only a weak electric field.

The enhancement factors for SEFare comparable to those for SERS. The spectra in
Figure 10.14, which were measured at 544 nm excitation, also exhibit a fluorescence
which is seen as a very broad signal across the whole spectral range. Although the
fluorescence of the first (or more) layer of adsorbed molecules is quenched, the
enhancement factor is approximately 50. Experiments with silver clusters covered
with a dielectric film of SiO2 a few nanometers thick, produced a much greater
fluorescence than did pure silver clusters. As with SERS, SEF has not become a
routine method, due not only to the poor reproducibility of the metal cluster but also
to the �first layer effect�.
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10.5.3
Surface-Enhanced Infrared Absorption Spectroscopy

Surface-enhanced infrared absorption (SEIRA) spectroscopy also originates from the
enhanced electromagnetic field around ametal cluster. The enhancement of infrared
absorption is generally on the order of one to two magnitudes [16, 17]. As such
enhancement is remarkable for adsorbed molecules on a metal cluster surface, an
increase in absorption coefficients and a selection rule for the absorption bands
provide additional enhancement and information regarding the orientation of the
adsorbed molecule [18, 19]. Figure 10.15 shows a Fourier-transformed infrared
(FTIR) spectrum and a SEIRA spectrum of basic fucsine. Both spectra were
measured using an attenuated total reflection (ATR) method, with the same mea-
surement parameters. Enhancement of the absorption bands in spectrum b in
Figure 10.15 can be clearly seen. Yet, in comparison to the SERS spectrum in
Figure 10.14, the strongest band (at 1586 cm�1) exhibited only a threefold
enhancement.
Due to the surface selection rule, some absorption bands do not appear, or

appear only weakly [21]. Shifts of the absorption bands may seem due to the
influence of chemisorption of the complex. Although the optimum thickness for
SEIRA-active metal cluster films shows some variation from study to study, it is
consistently in the range of 5 to 12 nm. The preparation of the SEIRA active
surface is straightforward, usually by the evaporation of an ATR crystal surface
with gold or silver. A fresh gold surface shows a strong affinity towards many
organic substances. In particular, sulfur complexes are chemisorbed immediately
and very strongly onto gold cluster surfaces, and this may lead to an unwanted
SEIRA spectrum.

Figure 10.15 FTIR spectrum (a) and SEIRA spectrum (b) of a very thin layer of basic fucsine.
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10.6
Biosensing

Metal clusters of gold or silver are stable, inexpensive and simple to prepare, easy to
modify, and have optical properties that make them attractive for biosensing and
biochips. Today, metal clusters with a functionalized surface are used to detect
biomolecules, with an extremely high sensitivity [22, 23]. As mentioned above, the
SPR of ametal cluster is also affected by othermetal clusters that are in its immediate
vicinity. When two ormore clusters are brought into proximity, the electric fields will
couple, and this will result in a shift of the resonance wavelength. This effect can be
easily used in biosensing as an intrinsic enhancement of the detection signal. An
example of this is the study of the dynamics of DNA hybridization at the single-
molecule level [24]. The principalmechanism of detection is illustrated schematically
in Figure 10.16.Here, surface-functionalizedmetal clusters are used as an anchor for
single-stranded DNA (ssDNA). The ssDNA molecules have a biotin molecule
attached at one end, and this allows them to bind to the streptavidin-coated �anchor
cluster�. When the surface-bound ssDNA are introduced into a solution with biotin-
functionalized clusters, a spectral shift of the SPR occurs, such that gold clusters with
a diameter of approximately 40 nm turn fromgreen to orange,while the color of silver
metal clusters changes from blue to yellow-green. The limit of detection is in the
zeptomolar range. The binding of proteins, interactions between antibodies and
antigens and receptor–ligand interactions, can also be detected in this way. The
coupling of localized surface plasmons between individual clusters also represents

Figure 10.16 High-sensitivity detection of a biomolecular interaction using metal clusters.
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an alternative to the F€orster resonance energy transfer (FRET) for monitoring
nanometer-scale distances. The plasmon coupling allows measurements to be made
over longer time periods and larger distances compared to FRET [20].
Other strategies for biosensing are represented in Figure 10.17. Metal clusters at a

defineddistance from the surface of a bulkmetal (Figure 10.17a) interactwith the free
electrons of the metal. At a certain distance between the metal cluster and surface, a
feedback mechanism enhances the absorption of light, which is then reflected onto
the metal surface. The intensity of the absorption is directly proportional to the
number of clusters interacting with the metal surface. Metal clusters can be also
coupled to a polymer surface (Figure 10.17b); here, the linkermolecules not only keep
the clusters at a defined distance from the surface but also maintain their spatial
distance to other clusters. An optically detectable signal occurs when a certain
number of clusters are coupled due to biochemical recognition. Finally,
Figure 10.17c shows a similar arrangement where the metal clusters are labeled
with fluorophores, and where the fluorescence signal is directly proportional to the
bound clusters. The advantage here is an extremely high sensitivity (in the lower
femtomolar range) with, under optimal conditions, even single clusters being visible
as a color change. The response of the SPR systems is proportional to the product of
the adsorbed molecules and the refractive index of the surrounding medium [25]. In
addition, metal cluster-based detection provides real-time information on the course
of binding over a broad range of binding affinities. Recently, several groups have
shown that stable metal cluster layers can be prepared on optical substrates, which
makes SPR sensors potentially applicable for continuous-flowdetection, aswell as for
in vivo applications in cells and biological fluids [26–29].
More recently, the trend has been towards using nanotechnology to develop

sensing surfaces embedded in metal clusters, with such devices improving the
sensitivity of a common SPR prism coupler system by a factor of 10. Another novel
approach – the use of hydrogels is shown in Figure 10.18. These represent a novel
class of polymer that can swell and shrink, depending on their chemical and/or
physical environment. As such swelling and shrinkage can be controlled by various
molecules, hydrogels may also serve as a host medium for metal clusters. The
swelling of a hydrogel containing embeddedmetal clusterswill also cause an increase

Figure 10.17 Different strategies for metal cluster-enhanced biosensing.
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in the inter-cluster distance, with a spectral shift in color occurring that can easily be
measured. An added attraction is that this type of sensor is not only reversible but is
also stable over a large number of measurement cycles [30].

Figure 10.18 Metal clusters embedded in a swelling hydrogel
allow sensitive, multiple and reproducible detection of chemical
and biochemical parameters.
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11
Impedance Analysis of Cell Junctions
Joachim Wegener

11.1
A Short Introduction to Cell Junctions of Animal Cells

Within the human body there are more than 200 different, highly specialized cell
types, each of which has its own individual functions and the corresponding
molecular equipment. However, in order to achieve a specific physiological func-
tionality, it often requires the concerted action of a population of cells, whether of the
same kind or of a mixed but well-defined population. Within these organized
assemblies of cells – known as tissues – the cells must interact with each other
mechanically by direct cell-to-cell contacts, chemically by secreting chemicals on the
one side and responding to these signals on the other, or electrically by means of cell
junctions that transmit electrical signals. In an in vivo environment the cells also have
to interact with their surrounding extracellular material for orientation, migration
and signaling. This extracellularmaterial –which is known as the extracellularmatrix
(ECM) – ismost often a complexmixture of proteins and carbohydrates embedded in
a more or less aqueous environment, depending on the precise location inside the
body. The interactions of cells with other cells of the same or a different type, and the
interactions of the cells with the ECM, are summarized by the term cell junctions,
including both, cell–cell junctions and cell–matrix junctions [1]. The different
cell junctions, as found in epithelial cells, are shown schematically in Figure 11.1.
Epithelial cells serve as a good example here as they expressmost of the important cell
junctions very prominently, and in a highly organized fashion. It should be noted that
other cell types may lack the more specific junctions, such as tight junctions or gap
junctions.
From a functional viewpoint, cell junctions can be grouped in three categories

which:

. Provide mechanical contacts and stability of the tissue

. Chemically seal extracellular pathways between cells

. Allow direct molecular or ionic exchange between adjacent cells [2].
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However, only specific interactions of the receptor–ligand type mediated by
molecular recognition will be addressed in this chapter. Unspecific (electrostatic,
electrodynamic, entropic) interactions between two adjacent cells, or between a cell
and the surrounding ECM, will not be considered.

11.1.1
Cell Junctions for Mechanical Stability of the Tissue

The mechanical stability of a tissue is provided by cell–cell as well as cell–matrix
junctions, which also show a remarkable similarity with respect to their molecular
architecture. For both types of junction transmembrane receptors make contact via

Figure 11.1 Cell–cell and cell–matrix junctions in
epithelial cells. The following cell–cell junctions
are found in the intercellular cleft between two
adjacent epithelial cells: tight junctions (tj),
adherens junctions (aj), desmosomes (ds) and
gap junctions (gj). The cells are anchored to the

extracellular matrix (ECM) by focal contacts (fc)
or hemidesmosomes (hd). Cells that provide
mechanical stability to cells and tissue are
connected to the intracellular filament system of
the cytoskeleton, such as the intermediate
filaments or the actin cytoskeleton.
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their extracellular domains to a corresponding protein on the surface of an adjacent
cell, or to a binding site within the ECM. On the intracellular site these receptor
proteins are connected to the cytoskeleton mediated by highly specialized adaptor
proteins. It is this connection of the receptor proteins to the cytoskeleton (an
intracellular network of protein filaments) which provides the molecular basis for
the mechanical stability of the individual junction that distributes any punctual
mechanical load into the entire tissue. With regard to the individual proteins or
protein families involved in junction formation, the mechanical junctions can be
subdivided as follows.

11.1.1.1 Adherens Junctions
Adherens junctions (aj; see Figure 11.1) are cell–cell junctions that are formed by
transmembrane proteins of the cadherin family [3]. The name cadherin is derived
from the fact that these proteins only bind to their cadherin counterparts on the
surface of adjacent cells in the presence of Ca2þ (calcium þ adhesion). As cadherins
on one cell interact with the same cadherins on the opposing cell, the interaction is
termed homophilic. On the intracellular site, the cadherins are linked to the actin
cytoskeleton (also called the microfilament system) by a distinct set of linker proteins
such as a-, b- or g-catenin, actinin or paxilin. As shown in Figure 11.1, the adherens
junctions with their underlying microfilaments form a very localized structure
located close to the upper (apical) pole of the cells, and circumscribe the cell bodies
like a belt with bundles of filaments running along on the intracellular site.

11.1.1.2 Desmosomes
Desmosomes (ds in Figure 11.1) have a very similarmolecular architecture compared
to adherens junctions. The transmembrane proteins are also of the cadherin type,
although the adaptor proteins on the intracellular side are different and are connected
to the intermediate filament instead of the microfilament system [4, 5]. As the
intermediate filaments are very different from the microfilaments with respect to
their dynamic and mechanical properties, both junctions serve the individual needs
of the cells that will not be addressed in detail in this chapter (the reader is referred
elsewhere for further details [2, 6]). Both types of junction are synergistically
responsible for the mechanical properties of cell–cell adhesion. The desmosomes
are located further down the intercellular cleft, just beneath the adherens junctions.
However, they do not form a belt-like structure around the cells but rather more
punctuate, bullet-like contact sites. The connection between cadherins and interme-
diate filaments is provided by the adaptor proteins desmoglein and desmocolin.
Although both the adherens junctions and desmosomes tie the intercellular cleft
together mechanically, they do not operate as barriers for diffusion along the
intercellular cleft, other than confining the cleft width.

11.1.1.3 Focal Contacts
Focal contacts (fc in Figure 11.1) are the most prominent sites of cell–matrix
adhesion [7]. They are clusters of individual molecular connections between the
cell interior and the ECM. In general, cell–matrix junctions that eventually develop
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into mature focal contacts are composed of a transmembrane protein that makes
contact with the extracellular binding partner. The major family of transmembrane
proteins involved in cell–matrix adhesion is the integrin family [8]. Integrins are a,b-
heterodimeric proteins that extend out of the membrane by approximately 20 nm,
and are capable of binding specifically to the ECMproteins. Integrins present in focal
contacts are connected to the actin cytoskeleton via linker proteins such as vinculin,
paxilin and talin. By means of this molecular construction, an intracellular macro-
molecular network is connected mechanically to an extracellular macromolecular
network, such that the cells and the extracellular environment form a unit that is
remarkably resistant tomechanical challenges [8, 9].Moreover, the binding affinity of
integrins in focal adhesion sites can be regulated by the cells either to form or to
loosen, and in this way they play a major role in transmembrane signaling in both
directions, inside-out and outside-in [2].

11.1.1.4 Hemi-Desmosomes
The hemi-desmosomes (hd in Figure 11.1), as the second class of cell–matrix
junctions, differ from the focal contacts in essentially the same way as do desmo-
somes from adherens junctions. The transmembrane component is provided by a
special type of integrin (a6b4) that is exclusively localized in the hemi-desmosomes.
Moreover, hemi-desmosomes are connected to the intermediate filament system
rather than to the microfilaments. As mentioned above, the different properties of
these intracellular cytoskeletal networks provide individual functionalities to the two
different classes of cell–matrix adhesion sites.

11.1.1.5 Less-Prominent Types of Mechanical Junctions
In addition to the above-mentioned cell junctions there are other, less-prominent
molecular assemblies that provide mechanical stability. These include mainly the
Ca2þ -independent cell adhesion molecules (CAM) as important mediators of
cell–cell adhesion, or transmembrane proteoglycans for cell–matrix adhesion. Fur-
ther details regarding these assemblies are provided elsewhere [2].

11.1.2
Cell Junctions Sealing Extracellular Pathways: Tight Junctions

There is only one type of junction responsible for sealing the extracellular pathway
between adjacent cells, and these are known as tight junctions (tj in Figure 11.1). To the
author�s present knowledge, tight junctions are expressed only in epithelial and
endothelial cell layers which form the interfacial layers along all inner and outer
surfaces of the human body, such as the skin, the gut lining, the bladder or blood
vessels. By virtue of their location, it is the predominant physiological task of these
tissues toserveas an interfacebetween the twoseparatedcompartments, and to control
the flux of metabolites or xenobiotics from one compartment to another [10]. Flux
control and the exclusion of selected substances is, however, only effective as long as
any uncontrolled paracellular diffusion through the intercellular cleft between adja-
cent cells is limited. Tight junctions provide this seal or occlusion of the intercellular
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cleft and are, thus, also referred to as occluding junctions or zonula occludens. The tight
junctions are located at the apical pole of two apposing epithelial cells (cf. Figure 11.1).
Similar to adherens junctions, they are also very focused structures that span nomore
than 200 nm along the intercellular cleft. Nonetheless, they can be extremely efficient
in maintaining chemical or electrochemical gradients in highly specialized tissues
suchas thosewhich formtheblood–brain or theblood–CSFbarriers. Inother epithelia
or endothelia, the barrier function is significantly lower according to the physiological
task at the particular location inside the body [11].
Structurally, the tight junctions are not yet fully understood.Many transmembrane

or peripheral proteins have been localized almost exclusively to functional tight
junctions, including Occludin, members of the Claudin or Jam family, as well as the
peripheral proteinsZO-1,ZO-2 andZO-3, tomention a few.Although a largenumber
of proteins have been identified as constituents of functional tight junctions, various
experimental indications exist which suggest that lipidsmust be involved in junction
formation and thus provide some of the junctions� unique properties [12]. (For
additional information the reader is referred to [13–17].) Yet, no matter how they
aremolecularly composed, the formation of tight junctions requires close cell-to-cell-
apposition. Tight junctions will only form when a mechanically stable cell–cell
adhesion site has been established through adherens junctions and desmosomes
before.

11.1.3
Communicating Junctions: Gap Junctions and Synapses

Both, chemical synapses and gap junctions (gj in Figure 11.1) are cell junctions that are
involved in intercellular communication, despite their entirely different structure
andmolecular architecture.Moreover, it is well known that synapses are only formed
at the contact sites between two neurons or a neuron and a muscle cell, whereas gap
junctions are expressed by most cell types within the human body, although to very
different degrees.

11.1.3.1 Chemical Synapses
In chemical synapses [18] the opposing membranes of two cells approach each other
very closely, leaving a water-filled cleft of only 20 nm between them (the synaptic
cleft). When a membrane depolarization wave passing along the presynaptic mem-
brane reaches the synapse, transmitter molecules are released from the sender cell,
diffuse through the synaptic cleft, and open ligand-gated ion channels in the plasma
membrane of the receiver cell (postsynaptic membrane). This incident triggers a
depolarization wave in the receiver cell, such that the electrical signal is transmitted.
Depending on the length of the axon, the distance between two communicating nerve
cells can be up to 1m [19].

11.1.3.2 Gap Junctions
In contrast to the chemical synapses, gap junctions are simply water-filled channels
which locatebetween twoadjacent cellsandallow thesharingofmoleculeswithamolar
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mass of less than 1000 gmol�1 (this is termed metabolic coupling) [20, 21]. From a
structural viewpoint gap junctions are composed of two hemi-channels, one provided
byeachof theopposingcells. Eachhemi-channel is knownas a connexon, which in turn
is composed of six connexins (each of which is a single span transmembrane protein)
arranged in a hexagonal pattern. The central opening in this protein cluster (d¼ 1.5
nm)providesanaqueouschannelbetween the twoconnectedcells.Thesechannels are
not static but can be precisely regulated in their permeability by both cells, the sender
and the receiver. Asmembrane depolarizationwaves can also be transmitted fromone
cell to the neighboring cells via gap junctions (e.g. in heart muscle cells), they are also
referred to as electrical synapses. Notably, the transfer of electrical signals occurs
significantly faster via gap junctions than via chemical synapses.

11.2
Established Physical Techniques to Study Cell Junctions

In this section we will provide a rather brief overview of the techniques which have
been applied in the past to study cell–cell or cell–matrix junctions from a structural or
functional viewpoint. It should be noted, however, that within the chapter we cannot
provide a complete survey of all available techniques, nor details of the selected
methods.However, further information is available via the references provided in the
appropriate passages of the text.

11.2.1
Cell–Matrix Junctions

When studying cell–matrix junctions in vitro, the ECM proteins are commonly
predeposited on a technical surface such as aPetri dish or amicroscope slide, with the
cells adhering to this protein-decorated surface. Thus, analyzing cell–matrix junctions
also means studying cell–surface junctions or cell–substrate junctions [22]. Today, these
three terms are generally used synonymously, depending on the background of the
study under discussion.
From the structural viewpoint our current knowledge of cell–matrix or cell–surface

junctions is largely based on light microscopy or transmission electron microscopy
(TEM)of chemically stabilized (fixed) samples, in combinationwith the powerful tools
of modern molecular biology and immunology. Often, the target molecule suspected
of being involved in cell–matrix adhesion is specifically tagged by an antibody –which
itself is labeled with a fluorochrome or an electron-dense marker – and then imaged
microscopically under various experimental conditions. Studies like this, together
with the biochemical analysis of interaction partners, have identified the molecular
architecture of cell–matrix junctions as known today and described above.

11.2.1.1 Scanning Probe Techniques
Until now, scanning probe techniques have not contributed a lot to the structural
analysis of cell–matrix adhesion sites, as the latter are protected from one side by the
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cell body and from the other side by the growth substrate. Nanoprobes simply cannot
gain access to these structures in living cells. Most recently, scanning electron
microscopy (SEM) has been used in combination with controlled erosion of the
sample by a focused ion beam (FIB). Thereby, the organic material of the cell bodies
was locally removed in order to obtain a side view of the cell by SEM. These images
provided a detailed view on the profile of the cell–substrate interface [23]. Recently,
Wrobel et al. studied the cell–surface interface using TEM after preparing of thin
sections of the sample [24].

11.2.1.2 Nonscanning Microscopic Techniques
Several nonscanning light microscopy techniques have been developed that utilize
certain optical effects to provide images from this internal interface between the cell
body and the growth substrate. Reflection interference contrastmicroscopy (RICM) –
also referred to as interference reflection microscopy (IRM) – has contributed the
most to the existing literature about cell–substrate interactions [25, 26]. This
technique allows imaging of the �footprints� of cells on a substrate rather than only
the projections of the cell body. RICM in its basic form is applied to living cells grown
on ordinary coverslips, and does not require any staining or fixation. The sample is
illuminated frombelowwith an invertedmicroscope, usingmonochromatic light. In
a first approximation the image is generated from the light reflected either from the
glass/medium interface or the lower plasmamembrane. Interference of the reflected
light thenprovides an image of the cell–substrate contact area inwhich the brightness
of the pixels code for the optical path difference between the two interfaces. Thus,
RICM images map the distance between the lower cell membrane and the glass
surface, while time-lapse RICM studies provide a microscopic view of the dynamics
of cell–surface junctions with video rate time resolution.

11.2.1.3 Fluorescence Interference Contrast Microscopy
A major improvement with respect to absolute cell–substrate distance measure-
ments was introduced by Braun, Lambacher and Fromherz in 1997 [27–29]. For this
technique, which is referred to as fluorescence interference contrast microscopy
(FLIC), the cells are grown on silicon substrates that have well-defined steps made
from silicon oxide on their surface. The step height ranges between 20 and 200 nm
and is, thus, only a fraction of the wavelength of visible light. For the measurement,
the adherent cells are stained with a fluorescent dye that integrates into the plasma
membranes. As the silicon/silicon oxide interface acts as a mirror, the intensity
of the fluorescence light emitted by the dye in the lower membrane is dependent on
the distance between themembrane and the silicon surface. The steps on the surface
serve as well-defined spacers and make the intensity–distance relationship unique.
FLIC microscopy provides the cell–substrate separation distance with an accuracy
better than 1 nm.

11.2.1.4 Total Internal Reflection (Aqueous) Fluorescence Microscopy
Total internal reflection fluorescence microscopy (TIRF) and total internal reflection
aqueous fluorescence microscopy (TIRAF) are variants of the same microscopic

11.2 Established Physical Techniques to Study Cell Junctions j331



principle, and are based on fluorophore excitation by an evanescent electric field.
Here, the cells are grown on a transparent substrate that is illuminated from below
with a laser beam at an angle q relative to the surface normal that is bigger than – or
equal to – the critical angle of total reflection, qcrit. Under these conditions diffraction
phenomena at the interface generate an evanescent wave at the surface. The
penetration depth of the associated electric field is rather short, and the field decays
within 100 nmof the surface, or slightly beyond. Thus, fluorescence is only excited in
thosemolecules that are close enough to the surface. In TIRF,membrane proteins or
other membrane constituents are fluorescently labeled and can be imaged with
improved resolution, as fluorescence light from further inside the sample is not
excited. For TIRAF measurements a water-soluble fluorescent dye is added to the
extracellular fluid. If a cell adheres to the surface it displaces the aqueous phase and
thereby the fluorophore from the interface. Thus, cell-covered areas appear dark in
TIRAF images. Both techniques have contributed significantly to our understanding
about cell–matrix adhesion in vitro [30, 31].

11.2.1.5 Quartz Crystal Microbalance
Another emerging tool to study cell–matrix junctions in vitro is based on using
thickness shear-mode piezo resonators as growth substrates for adherent cells. The
interactions of cells with the protein-decorated crystal surface is monitored by
reading the resonance frequency and the energy dissipation of the shear oscilla-
tion [32]. In principle, this approach has evolved from the so-called quartz crystal
microbalance (QCM) technique that is a widely accepted technique for following
adsorption reactions at the solid–liquid interface.However, in combinationwith cells
it is not the mass of the cells that determines the signal but rather their anchorage to
the oscillating quartz surface, together with the viscoelasticity of the cell bodies.
Time-resolved measurements of the resonance frequency can be used to follow the
attachment and spreading of cells to the quartz surface that may be precoated with a
matrix component of interest [33]. Even though the growth substrate of the cells
oscillates mechanically, the technique is considered as being noninvasive as the
maximum shear displacement in the center of the resonator is in the order of 1 nm,
with a frequency in the MHz regime.

11.2.1.6 Other Techniques
Besides the various techniques mentioned above, several other experimental meth-
ods can be used to provide information on cell–matrix adhesion in vitro; some details
of these are listed very briefly here.Many assays study the forces necessary to remove
a cell from a protein-coated surface after it has been allowed to attach and anchor for a
predefined time. These approaches can be applied either in an integral manner to a
population of cells, or on the single-cell level. The former method is, for instance,
realized by exposing the cells to centrifugal forces and counting those that are capable
of remaining attached to the matrix proteins on the surface [34]. On the single-cell
level, a variant of classical scanning force microscopy – then referred to as cell
adhesion force microscopy – is used to measure the forces required to remove a cell
from a particular ECM-coated substrate, either by pulling or pushing [35]. Moreover
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muchhas been learned fromextracellular recordings of neuronal action potentials by
means offield effect transistors (FET) regarding the electrochemical properties of the
thin cleft between cell and surface as the sealing properties of the junctional area
determine the sensitivity of the measurement [36].

11.2.2
Cell–Cell Junctions

The molecular architecture of cell–cell junctions, as shown in Figure 11.1, has been
unraveled significantly by using both TEMand SEMafter freeze-fracture preparation
or other contrasting protocols, as well as with fluorescence microscopy after
immunolabeling of the molecular target. When used in conjunction with the
molecular biology technique to knock out or knock in a gene of interest, to silence
the expression of a given gene or to identify interactions partners, these techniques
have provided a comprehensive understanding of the molecular composition of
cell–cell junctions. Whilst understanding themolecular arrangements of a given cell
junction under stationary conditions is one thing, to follow and identify the changes
that occur during regulation or development is another. Thus, a detailed understand-
ing of cell–cell junctions, their interplay and regulation remains an area of intense
research worldwide, notably because of their extraordinary biomedical and pharma-
ceutical relevance. Among the four different types of cell–cell junction (tight
junctions, adherens junctions, desmosomes, gap junctions), tight and gap junctions
have received most attention with respect to their functional properties, and hence
only thesewill be addressed here. Both of these junctions provide control over theflux
of chemicals (metabolites, xenobiotics), either through the interspaces between two
adjacent cells or between adjacent cytoplasms.

11.2.2.1 Tight Junctions
Tight junctions, as expressed by endothelial and epithelial cells, form the structural
basis for the barrier function of epithelial and endothelial cell layers. A straightfor-
ward and popular approach to probe the efficiency of this barrier function – and thus
the tightness of the junctions – is a simple permeation/diffusion assay [37]. Here, the
cells are grown on highly porous filter membranes that support the cell layer
mechanically without acting as a significant diffusion barrier themselves. The
cell-covered membrane is then placed between two fluid compartments such that
any flux of solutes from one compartment to the other must pass the interfacial cell
layer. In a typical experiment, a tracer compound is added to one compartment
(donor), while samples are taken from the other compartment (acceptor) after well-
defined time intervals. From the concentration increase of the tracer in the acceptor
compartment, it is possible to calculate the permeation rate PE that reports on the
barrier properties of the cell layer under study. As long as the probe cannot migrate
across the cell membranes and is dependent on extracellular diffusion, the experi-
mentally measured flux is predominantly determined by the functional properties of
the tight junctions. By using probes of different molecular mass or shape, the size-
exclusion properties of the junctions can be inferred from such measurements [38].
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The probes can either be radio- or fluorescence-labeled, otherwise their concentra-
tion must be determined using chromatography. The readout of this widely estab-
lished assay is, however, easily compromised by defects in the cell layer (even single
cell defects) that may serve as short-cuts for the substrate flux leading to a serious
underestimation of the barrier function.Moreover, such a permeation assay is not an
in situ method but rather requires time for the probe to accumulate in the acceptor
compartment [39].
Another method of probing the functional properties of tight junctions relies on

measuring the electrical resistance of the cell layer, when it is placed on a porous filter
membrane between two fluid compartments, as described above. Either compart-
ment is equipped with a pair of Ag/AgCl electrodes, that are used for current
injection and voltage reading in either compartment. The resistance value, which is
then referred to as the transepithelial or transendothelial electrical resistance (TER),
strictly reports on the ionic permeability of the entire cell layer. However, as the
extracellular ionic current pathway around the cell bodies through the cell–cell
junctions is significantly less resistive in most cases than the ionic current pathways
across the dielectric plasma membranes, TER reports on the tightness of the
junctions as a first approximation. Unfortunately, the TER approach suffers from
the same shortcomings as do readings of the PE rate (see above), namely that it is very
prone to artifacts arising from defects within the cell monolayer. On the other hand,
TER readings can provide a snapshot of the barrier function of the junctions, and the
readings can be performed in a time-resolved manner. Accordingly, changes in
junctional tightness can bemonitoredmore or less in real timewith a time resolution
that can be reduced to the order of minutes [40].
TER measurements with lateral resolution have been performed by using micro-

electrodes for local potential measurements while a uniform and homogeneous
current density was established across the entire cell layer [41, 42]. By scanning the
electrode across the cell layer, it was possible to establish resistance maps that could
identify local shortcuts in the barrier function of the cell layers [43]. Moreover, it was
possible to quantify the resistance of the paracellular current pathway across the tight
junctions in contrast to the transcellular current pathway across the membranes [42].
In particular, this discrimination between paracellular and transcellular resistance is
not possible with the integral TER approach, and may leave data interpretation with
some ambiguity as the transcellular current pathway has a high but finite resistance
after all. Several modifications of the basal conductance scanning technique have
been described and, in scanning ion conductance microscopy (SICM), the lateral
resolution has been improved to the submicrometer regime such that the junctional
tightness along the periphery of a single cell can now be recorded and analyzed.
Korchev and coworkers have even studied the conductance of a single ion channel on
a living cell by using SICM [44].

11.2.2.2 Gap Junctions
As for the other junctions, the general structure and composition of gap junctions has
been revealed to a large extent by using electron and fluorescence microscopy after
labeling individual molecules suspected of being involved. From a functional
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perspective, junctional performance is routinely monitored by electrical measure-
ments. Either of the two cells that are connected via gap junctions will be impaled by a
microelectrode such that current can be injected toflow fromone cell the other.When
gap junction performance is discussed, themeasured resistance is usually expressed
as conductance. Amazingly, the conductance of a single gap junction channel depends
on the individual member of the connexin protein family that forms the transmem-
brane channels, even though they are highly conserved [45].
Another approach involves the use of micropipettes to inject nonmembrane-

permeable fluorescent dyes into the cytoplasm of a cell; the spread of the dye into
adjacent cells connected via gap junction channels is then followed. Using this
technique allows complete control over the size, surface charge and morphology of
the probe, so that the junctional permeability can be extensively analyzed [46]. Along
the same lines, but at a much lower experimental cost, it is possible to visualize gap
junction conductance using the so-called scrape loading assay. Here, the cell layer is
bathed in a buffer that contains the fluorescent gap junction probe. In order to
introduce the dye into the cytoplasm of the cells, a needle ismoved (scraped) through
the cell layer. Those cells lying in the path of the needle are ripped by the moving
pipette tip such that their membrane is ruptured. This allows the extracellular dye to
enter the cytoplasm through the ruptured membrane, and then diffuse via gap
junctions into neighboring cells. The diffusion performance of the dye reports on
junctional coupling [47].

11.3
Impedance Spectroscopy

Impedance spectroscopy (IS), which is also referred to as electrical or electrochemical
impedance spectroscopy (EIS), represents a versatile approach for probing and
characterizing the dielectric and conducting properties of bulk materials, composite
samples or interfacial layers. The technique is based on measuring the impedance –
that is, the opposition to current flow – of a system while it is excited with low-
amplitude alternating current or voltage. The impedance spectrum is obtained by
scanning the sample impedance over a broad range of excitation frequencies,
typically covering several decades. In continuous-wave IS, the impedance is mea-
sured sequentially at each individual frequency. In contrast, with pulse techniques
the system is exposed to a superposition of multiple sine waves with different
frequencies, at the same time. The impedance spectrum of the system is then
extracted from the transient response by means of Fourier transform algorithms.
Both data acquisition modes have their unique advantages. Whereas continuous-
wave recordings are easier to conduct and have better signal-to-noise ratios, pulsing
techniques are much faster, provide a better time resolution and are, thus, more
suitable to study dynamic systems that change within seconds.
As long ago as the 1920s, research groups first began to investigate the impedance

of tissues and biological fluids, and it was known even then that different tissues
exhibit distinct dielectric properties, and that the impedance undergoes changes
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during pathological conditions or upon changing the cellular environment [48, 49].
Thus, the value of impedance measurements for the analysis of biological samples
such as organs, tissues, cell aggregates or even single cells was obvious from an early
stage. One of themost important advantages of IS compared to other techniques is its
noninvasiveness, as the technique relies entirely on low-amplitude currents and
voltages that ensure damage-free examination with a minimum disturbance of the
cells or tissues. This noninvasive nature of the method, combined with its high
information content, hasmade it a valuable tool for biomedical research in vitro.More
recently, in vivo applications in clinical settings have also been developed, including
electrical impedance tomography (EIT), which is being used increasingly as a
noninvasive monitoring tool for heart and/or lung function during surgery [50]. In
the following sections, however, attention will be focused on the use of impedance
spectroscopy to study cell junctions of animal cells in vitro. A broad survey of the use
of EIS for biological samples such as tissues and organs is provided elsewhere [50].

11.3.1
Fundamental Relationships in Impedance Analysis

The electrical impedance, Z, is a complex quantity that describes the ability of the
system under study to resist the flow of alternating current. In a typical IS
experiment a sinusoidal voltage U(t) with angular frequency w¼ 2pf is applied to
the system and the resulting steady-state current I(t) associated with the voltage is
measured. According toOhm�s Law, the impedance is given by the ratio of these two
quantities:

Z ¼ UðtÞ
IðtÞ ð11:1Þ

The impedance measurement is typically conducted within a linear voltage–cur-
rent regime of the sample (i.e. themeasured current amplitude is proportional to the
amplitude of the applied voltage), so that the resulting current will also be a sine wave
with the same frequency w as the applied voltage signal, but it may be phase-shifted
relative to the voltage by the phase angle j. By introducing a complex notation,
Equation 11.1 translates into

Z ¼ U0

I0
expði �jÞ ¼ jZjexpði �jÞ ð11:2Þ

withU0 and I0 representing the amplitudes of voltage and current, respectively, and
with i ¼ ffiffiffiffiffiffiffi�1

p
. Thus, at each frequency of interest the impedance is described by two

quantities: the magnitude |Z|, which is the ratio of the amplitudes of U0 and I0, and
the phase angle j between voltage and current.
Instead of presenting the complex impedance Z in polar coordinates, |Z| and j, it

can also be expressed in Cartesian coordinates, with a real (R) and an imaginary (X)
component:

Z ¼ Rþ i �X ð11:3Þ

336j 11 Impedance Analysis of Cell Junctions



with R ¼ ReðZÞ ¼ jZj � cosðjÞ
and X ¼ ImðZÞ ¼ jZj � sinðjÞ

ð11:4Þ

The real part is called the resistance R, and corresponds to the impedance
contribution arising from current that is in-phase with the applied voltage. The
imaginary part is termed the reactance X, and describes the impedance contribution
from current which is 90� out-of-phase with the voltage. With respect to biological
samples, the resistive portion R of the impedancemirrors either the concentration of
ions available for current flow within the sample, or their limited ability to migrate
under the influence of the applied electric field. The latter is commonly caused by a
geometric confinement of the ionic current pathways by means of insulating cell
membranes or cell junctions that occlude or narrow down the aqueous spaces
available for current flow. The reactance X arises from the presence of storage
elements for electrical charges like, for instance, capacitors or coils in electrical
circuits. In biological tissues, the dielectric (or insulating) cell membrane acts as a
capacitor, separating two conducting fluids (extracellular and intracellular) by its
hydrophobic core, whereas an inductive behavior of biological systems is only
described in very rare cases. Thus, as a rule of thumb for animal cells and tissues,
it can be said that the measured resistance arises from extracellular or intracellular
fluids and their geometric dimensions, whereas the capacitive reactance originates
from the cell membranes.
In some cases it is more convenient to use the inverse quantities of Z, R and

X, which are referred to as admittance Y¼ 1/Z, conductance G¼Re(Y) and suscep-
tance B¼ Im(Y), respectively. In the linear voltage–current regime, the two repre-
sentations are interchangeable and contain the same information. Accordingly, IS
is occasionally entitled admittance spectroscopy.
In IS the impedance is measured over a range of frequencies covering several

decades between mHz and GHz, depending on the type of sample and the problem
being studied. The frequency regime typically studied to analyze cell junctions ranges
from 1Hz to 1MHz.

11.3.2
Data Representation and Analysis

When the complex impedance of a system of interest (real and imaginary part) is
recorded as a function of frequency, the complete presentation of the data requires a
specialized method of data plotting. Most frequently, a so-called Bode diagram is
used; here, the impedance magnitude |Z| and the phase shift between current and
voltagej are plotted as a function of frequency on a logarithmic or semi-logarithmic
scale, respectively. Figure 11.2a shows such a Bode diagram for an arbitrary
electrical network shown in the inset of Figure 11.2b as an example. Alternatively,
the imaginary component of the impedance X is plotted versus the real component
R in a so-called impedance locus or Wessel diagram (Figure 11.2b). The latter
presentation does not provide any further information on the frequency. Normally,
an arrow is added to include the direction in which the sampling frequency
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increases. The advantage of using impedance loci for data presentation is that the
shape of the curve provides information on the electrical structure (perhaps even
substructures of the sample), and also whether the behavior of the system deviates
from that of ideal electrical networks. For example, a resistive current pathway in
parallel to a capacitive one gives rise to a semicircle within an impedance locus
that is centered on the x-axis. From the center and the radius of the semicircle
one can directly extract the resistance and capacitance of this particular structure
(cf. Figure 11.2b).
Although the shape of the curve in impedance locimay beuseful for direct analysis,

themost commonmethod of analyzing experimental impedance spectra is bymeans
of equivalent circuit modeling. Here, the system under study is described by an
electrical network (as shown in the insert of Figure 11.2b) thatmirrors the (predicted)
electrical structure of the system. The system�s equivalent circuit is composed of
series or parallel connections of impedance elements (resistors, capacitors), as
known from electronic circuitry, plus additional impedance elements that have been
empirically derived for ionic systems, for example Warburg impedance or constant
phase elements (CPEs). These elements have no correspondence in electronic
systems. As described above, the impedance spectrum contains much information
about the electrical properties of the system, and with experience it is possible to
make a �qualified guess� of a propermodel based on the features in the diagrams. For
a given equivalent circuit, the frequency-dependent impedance (transfer function) is
thenderived from the individual components and their interconnectionusingOhm�s
law and Kirchoff�s laws. The best estimates for the parameters – that is, the unknown
values of the resistors and capacitors within the equivalent circuit – are then
iteratively computed by ordinary least-squares algorithms, such as the Levenberg–
Marquardt approach. If the impedance and phase spectra of the chosenmodel fit the

Figure 11.2 Different representations of
impedance spectra. (a) Bode diagrams provide
impedance magnitude |Z| and phase shift j
between voltage and current as a function of
frequency; (b) Impedance loci or Wessel

diagrams display the imaginary part of Z as a
function of the real part ofZ. The arrow indicates
the direction of increasing frequency ( f ). The
insert shows the electrical circuit thatwas used to
calculate the impedance data.
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data well, the parameter values are used to describe the electrical properties of the
system and its changes throughout an experiment.
In order to find an equivalent circuit model that accurately predicts the imped-

ance of biomaterials, it is often necessary to include nonideal circuit elements –
that is, elements for which the parameters are themselves frequency-dependent.
Such empirical elements account for ionic phenomena such as adsorption and
diffusion that cannot be realized with standard electronic impedance elements. A
list of all common circuit elements used to describe biomaterials in terms of their
impedance and their phase shift is provided in Table 11.1. The CPE, which
represents a nonideal capacitor and is one of these empirical impedance elements,
was originally introduced to describe the interface impedance of noble metal
electrodes immersed in electrolyte solutions. Although the physical basis of CPE
behavior is not fully understood in detail, it is thought to be associated with surface
roughness and specific ion adsorption to interfaces. Another empirical element is
the Warburg impedance s, which accounts for the impedance contribution arising
from the diffusion limitation of many electrochemical reactions. The parameters
that determine the individual impedances of these elements are listed in
Table 11.1.
At this point it is important to place a word of caution concerning the equivalent

circuit modeling approach. Different equivalent circuit models (which deviate with
respect to either the components or the network structure) may produce equally
good fits to the experimental data, yet ascribe the sample a very different physical
structure. In such a case, independent experiments (microscopy and other spectro-
scopic approaches) are required to obtain further insight into the electrical structure
of the sample and to identify the most appropriate model. It may also be tempting to
increase the number of elements in a model to obtain a better agreement between
experiment and model. However, the model may then become redundant because
the components can no longer be quantified independently. Thus, an overly complex
model can easily provide artificially good fits to the impedance data but, at the same
time, highly inaccurate values for the individual parameters. Thus, it is sensible to
use the equivalent circuit with theminimumnumber of elements that still describes
all details of the impedance spectrum (the nonredundant model) [51].
Another approach towards analyzing impedance data (although less often applied)

is based on deriving the current distribution in the system by means of differential

Table 11.1 Individual impedance contributions of ideal and empirical equivalent circuit elements.

Component of equivalent circuit Parameter Impedance Z Phase shift j

Resistor R R 0
Capacitor C 1/(i�o�C) �p/2
Coil L i�o�L þp/2
Constant phase element (CPE) A, n(0� a� 1) 1/(i�o)n�A �n�p/2
Warburg impedance s s s�(1�i)�o�0.5 �p/4
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equations and boundary values. Solving the differential equations provides the
impedance transfer function with the respective model parameters. Fitting of the
transfer function to the recorded data then allows extraction of the best estimates for
the model parameters. It should be noted that both approaches are essentially only
different formalisms.

11.4
Impedance Analysis of Cell Junctions

11.4.1
General Remarks about Experimental Issues

11.4.1.1 Two-Probe versus Four-Probe Measurement
In order to analyze the impedance characteristics of a given electrochemical system, it
must be interfaced with electrodes that are required for current injection and voltage
sensing at appropriate frequencies. These electrodes are placed at opposite ends of
the sample in order to provide the electrical structure of the entire system as a
readout. In many cases the measurement can be made with four electrodes, two for
current injection and two for voltage sensing.Here, the voltage sensing electrodes are
usually placed very close to the sample surface so that only the voltage drop across the
sample ismeasuredwithout contributions from the bathingfluid or other parts of the
measurement chamber. The current-injecting electrodes are often placed at the very
end of the experimental chamber to avoid any disturbance of the sample when
electrochemical reactions occur at the electrode surfaces. When low-amplitude
signals are used and no significant faradaic currents (electrochemical reactions at
the electrode surface) occur, it is often more convenient to work with two electrodes
only. Under these conditions, either electrode is used for both current injection and
voltage sensing. The major advantage of such a two-probe measurement is the
reduction of electrodes, including the necessary cables and connectors, that must be
integrated into the experimental set-up. Moreover, some approaches simply do not
allow the use of four electrodes at the required location, as will be detailed below. The
disadvantage of two-probemeasurements is, however, that the electrical properties of
the bathing fluid, the chamber and the electrodes themselves will be included in the
experimental data. Thus, it is necessary to find ways to reduce their impact, to
perform a meaningful and justified subtraction, or to include them into the model
that is used for data analysis.

11.4.1.2 Introducing Electrodes for Impedance Readings into an Animal Cell Culture
In order to apply electrochemical impedance techniques to study cell junctions of
animal cells, the initial experimental challenge is to introduce the necessary electro-
des without causing major disturbances to normal cell division or differentiation.
Themeasurement requires a homogeneous electric field to be applied across the cell
layer or to the individual cells. In recent years, three systems have been established
that fulfill these conditions in principle. Themost popular set-upmakes use of highly
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permeable membranes that are manufactured either from polymers such as poly-
carbonate, or from aluminum oxide, and mechanically support the cell layer at the
interface between two fluid compartments. When the electrodes are introduced into
thesefluid compartments below and above the cell layer, an impedance analysis of the
cells on the filter can be carried out. It is important that the electrodes provide a
homogeneous electric field across the entire cell layer. As the filter membranes on
which the cells are grown often range from several millimeters to centimeters in
diameter, it is insufficient to introduce point-like Pt or Ag/AgCl electrodes in either
compartment. For meaningful impedance readings, it is necessary to use 2-D
electrodes for current injection in order to ensure a homogeneous current penetra-
tion through the system. In the past, both, four-probe and two-probe electrode
configurations have been used to study cells attached to permeable membranes
[40, 52].
A slightly different approach that is, however, only suitable for intact tissues or

tissue fragments, uses gridsmade fromPt or Ag/AgCl to serve simultaneously as the
bottom electrode and as amechanical support for the biological sample. Small pieces
of tissue are fixed mechanically to these grids after having been excised from an
animal or organ [53]. The electrodes in the upper compartment above the cell layer are
easier to realize as they can simply be dipped into the bulk electrolyte above the cell
layer. As the pore size of these grids is significantly larger than the size of the
individual animal cells (5–20mm in diameter), these systems cannot be used for
cultured cells as these are normally seeded into the culture vessels as single-cell
suspensions that will form a continuous cell layer with time.
The third and most recent approach uses thin-film electrodes made from inert

noble metals such as gold or inert metal oxides such as indium-tin oxide (ITO). The
cells are grown directly on the surface of the electrodes after a layer of adhesive
proteins has been preadsorbed; such preadsorption is either performed intentionally
before the cells are introduced, or occurs spontaneously from the culture medium.
This technique, known as electric cell–substrate impedance sensing (ECIS), was
pioneered byGiaever andKeese during the 1980s [54, 55], and today is on the verge of
becoming a routine laboratory technology. The measurement principle is illustrated
in Figure 11.3 where, as indicated in the insert, the distance between the electrode
surface and the cell body is only on the order of 20–200 nm. As the electrical potential
within this thin cleft is position-dependent, it is impossible to design a four-probe
measurement for these systems. Thus, impedance readings of cells or cell layers that
have been grown directly on the surface of thin-film electrodes will always contain
contributions from themeasuring electrodes and the bathingfluid thatmust be taken
into account. Hence, the experimental set-up and electrode layout must be designed
such that these contributions do not mask the impedance of the sample.
The coplanar electrode design shown in Figure 11.3 is composed of two electrodes

of very different surface area (factor 1000). The smaller electrode is referred to as the
working electrode, whereas the larger electrode is called the counter electrode. The area
ratio between the counter- and working electrodes is typically 500 to 1000. The
rationale behind this electrode layout is to make one electrode the bottleneck for the
current, so that the total impedance of the system is dominated by the small electrode
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with its small population of cells. Contributions from the counter electrode can be
neglected because of its larger area, even though it is also entirely cell-covered. The
use of thin-film electrodes, on which the cells are grown, results in several technical
advantages:

. Instead of using a dipping electrode that reaches into the bulk electrolyte from
above, the second electrode is also a thin-film electrode deposited on the growth
surface at sufficient distance from the first electrode (cf. Figure 11.3). A coplanar
electrode arrangement avoids the need to open the chamber during the measure-
ment, and also helps to maintain physiological, nonharmful conditions. At first
sight, onewould suspect that sneak currentsmight flow underneath the cell bodies
in parallel to the surface, from one electrode to the other, without passing the cell
layer. However, as the cells are rather close to the surface with only a nanometer-
sized, electrolyte-filled cleft between lower cell membrane and electrode surface,
this suspected �sneak pathway� provides amuch higher resistance than the current
pathway across the cell layer, and is not relevant.

. The area of cell layer under examination largely determines the sensitivity of the
measurement. The smaller the electrode (and cell layer), the more sensitive is the
readout for the cellular parameters. Whereas, the filter set-up is difficult to
miniaturize down to the single cell level, this is technically not problematic for
thin-film electrodes. Circular electrodes with diameters of 20mm (roughly the
diameter of an animal cell) can be produced using standard photolithography
techniques.

Figure 11.3 Schematic illustrating the principle of impedance
analysis of adherent animal cells by means of thin-film electrodes.
The cells are grown directly on the surface of the electrodes. The
working electrode is made approximately 1000-fold smaller in
surface area than the coplanar counter electrode, so that the cell-
covered working electrode dominates the readout.
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. As the electrodes can be manufactured using standard photolithography proce-
dures, they can be customized for individual assays or experimental needs.
Moreover, several electrodes can be arranged to a multiwell format on a common
substrate so that several experiments can be performed in parallel. Nowadays, 96-
well devices are commercially available.

. Noblemetal electrodes in contact with an ionic solution behave, electrically, almost
like an ideal capacitor. Small deviations, such as a phase angle smaller than the
expected 90�, have been often observed and reported but are not of major
importance. When the cells attach and spread on an almost perfectly capacitive
electrode, the impedance contribution arising from the thin cleft between the cell
membrane and the electrode surface is dependent on the frequency. This frequen-
cy dependency of the impedance arising at the site of cell–matrix junctions allows
discrimination to bemade between this particular impedance and the contribution
arising from cell–cell junctions. The latter (most notably the tight junctions) are
entirely resistive with respect to their electrical properties and, thus, are frequency-
independent. This difference is decisive when assigning cell–cell and cell–matrix
junctions their individual impedances. In contrast, when the cells are attached to a
porous filter membrane which behaves electrically like a small resistor, the
impedance contributions from cell–matrix and cell–cell junctions are both fre-
quency-independent and can no longer be separated. Thus, the use of capacitive
thin-film electrodes provides a significant analytical advantage overmeasurements
on porousmembranes.With the latter, the impedance contributions of cell–matrix
and cell–cell junctions cannot be specified individually but only in combination.

The impedance experiments reported in the following sections were all conducted
by using circular thin-film electrodes with diameters between 250mmand 6mm. All
electrodes were prepared from 100 nm-thick gold or indium-tin oxide films, with the
cells being grown directly on the electrode surfaces after an adhesive protein film had
been established. The electrodes were held inside a cell culture incubator with a
humidified atmosphere, 37 �C and 5% (v/v) CO2 (the use of CO2 was necessary to
establish a stationary pH inside the bulk electrolyte).

11.4.1.3 Experimental Set-Up
A block diagram of the experimental ECIS set-up, as used for experiments
described in the following sections, is shown in Figure 11.4. Here, five working
electrodes are arranged side-by-side with one common counter electrode, such that
five individual measurements can be performed. The electrode array is placed
inside an ordinary cell culture incubator. Outside the incubator, a computer-
controlled relay switch allows each of the individual working electrodes to be
addressed. The impedance analyzer records the data, while the external function
generator is an optional device that can be used to manipulate the cells on the
electrode surface by invasive electric fields (electroporation, wounding). The
impedance data are acquired in continuous-wave mode using noninvasive sinu-
soidal voltages of 10mVrms amplitude. The frequency range for analysis depends
on the cell type under study, the surface area of the electrode, and the required time
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resolution. Full spectral information is typically provided when the impedance is
scanned from 1Hz to 1MHz.

11.4.2
Time-Resolved Impedance Measurements at Designated Frequencies

The information content of impedance measurements over a range of frequencies
during the establishment of a cell monolayer starting from a suspension of single
cells is best demonstrated by a 3-D presentation. To account for the complex nature of
the impedance Z, the choice can be made to study the impedance magnitude |Z|
and the phase angle j or resistance and reactance or any other representation of
the real and imaginary components, as listed above. In the literature about impe-
dance measurements on cultured animal cells by means of thin-film electrodes,
one presentation has evolved that provides certain practical advantages [56].Here, the
complex impedance is decomposed in resistanceR¼Re(Z) and reactanceX¼ Im(Z),
followed by transformation of the reactance into an equivalent capacitance according
to X¼ (2p�f�C)�1. In other words, the measured impedance is interpreted as if it had
been recorded for a system that behaves like a resistor and a capacitor in series, with
the resistance and capacitance of the elements being frequency-dependent. In order
to avoid confusion between the parameters of the entire sample and of individual
parts of the sample, the total impedance, resistance and capacitance of the entire
sample are from now on represented by Z, R and C without subscripts, whereas
subordinate components are labeled with appropriate indices.
The time course of the total resistance R and total capacitance C as a function of

frequency, when a suspension of epithelial MDCK cells is seeded on the electrodes at

Figure 11.4 Experimental set-up to perform
impedance analysis of animal cells grown on the
surface of thin-film electrodes such as gold or
indium-tin oxide. One or more working
electrodes and a common counter electrode are
deposited on the bottom of a cell culture dish.
The electrode-containing dish is placed inside an

ordinary cell-culture incubator to provide
physiological conditions. A computer-controlled
relay is used to address individual electrodes, the
impedance analyzer records the frequency-
dependent impedance of the system, and an
external ac source may be used for invasive
manipulations of the cells on the electrode.

344j 11 Impedance Analysis of Cell Junctions



time zero, is shown in Figure 11.5a and b [57]. The density of the cells was adjusted
such that all adhesion sites on the surface were occupied by the settling cells, without
any further cell division. At time zero, the resistance and capacitance spectra
corresponded to those of an empty electrode (area¼ 5� 10�4 cm2), whereas the
spectra at the very end of the observation time (20 h) corresponded to the spectra of
fully established cell layers with all cell junctions being expressed. (Note that the
resistance and capacitance are plotted on a logarithmic scale.) When examining the
resistance plot, it is easy to recognize that the time course of R is strongly dependent
on the monitoring frequency. Whereas, the resistance increases immediately after
cell seeding at high frequencies, it follows a biphasic pattern at intermediate
frequencies and a retarded increase at the low-frequency end. The data for the total
capacitance shows a less involved (but somewhat similar) pattern, with the largest
and immediate changes at the high-frequency end andonly veryminor changes at the
low-frequency end. An overlay of the resistance and capacitance spectra of a cell-free
(filled symbols) and a cell-covered electrode (open symbols) as extracted from the 3-D
profiles, is shown in Figure 11.6a and b, respectively.
The question is how such frequency-dependent resistance and capacitance char-

acteristics arise. The answer to this point is shown in Figure 11.7, where the
contributions to the total resistance/capacitance of a cell-free electrode can be
described by an equivalent circuit of just two elements (Figure 11.7a): (i) the
impedance of the electrode/electrolyte interface (hereafter referred to as the electrode
impedance (Zel); and (ii) the constriction resistance (Rconstr) in series. As discussed
above, the impedance of the electrode Zel cannot be modeled accurately by an ideal
capacitor, and is therefore represented by the complex impedance Zel. The constric-
tion resistance arises from constricting the electric field from the extended bulk
phase down to the size of the electrode. This scales with 1/r, where r is the radius of
the electrode. Although the resistance of the bulk electrolyte is an inherent part of

Figure 11.5 Total resistance R (a) and capacitance C (b) of a gold-
film electrode (d¼ 250mm) when a suspension of MDCK cells is
seeded on the electrodes at time zero. The seeding density was
sufficiently high that no cell division was needed to establish a
confluent cell layer. The red lines highlight the resistance and
capacitance spectra for a cell-free and a fully cell-covered electrode
at the beginning or end of the experiment, respectively.
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Rconstr, for the electrode sizes studied here the current constriction dominates this
parameter. When referring to the spectra shown in Figure 11.6, the electrode
impedance Zel determines the total resistance of a cell-free electrode (filled symbols)
at low frequencies, whereas Rconstr dominates at high frequencies. The total capaci-

Figure 11.6 Direct overlay of the frequency-
dependent resistance (a) and capacitance (b)
spectra as recorded for a circular gold-film
electrodewith a diameter of 250mmbefore (filled
symbols) and after (open symbols) a monolayer
of MDCK cells is established on the electrode

surface. The presented spectra have been sliced
out of the 3-D presentation shown in Figure 11.5
at times t¼ 0 h and t¼ 20 h. The circle in panel
(b) indicates a parasitic increase of themeasured
capacitance which is due to cables and wiring.

Figure 11.7 Equivalent circuit presentation of a
cell-free (a) and a cell-covered (b) gold-film
electrode. The cell-free electrode is completely
described by a series combination of resistor
Rconstr, representing both, the constriction
resistance due to the finite size of the electrode
and the resistance of the bulk electrolyte, as well

as the impedance of the electrode/electrolyte
interface, Zel. The impedance contributions of
the cell layer, Zcl, arise from the transcellular
current pathway through the cells (broken
arrows) and the paracellular current pathway
around the cell bodies (solid arrows), as sketched
in panel (c).
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tance of the cell-free electrode arises solely fromZel. It should be noted that the finite
slope of the capacitance spectrum indicates that the electrode is not a perfect
capacitor.
For a cell-covered electrode the impedance contribution associated with the

presence of cell bodies on the electrode surface Zcell must be added in series to
the equivalent circuit of the cell-free electrode discussed above (see Figure 11.7b). The
impact ofZcell on the total resistance and capacitance ismade very clear by comparing
the corresponding spectra for a cell-free and a cell-covered electrode, as provided in
Figure 11.6. In order to help understand the origin and contributions to Zcell,
Figure 11.7c illustrates the frequency-dependent current flow across the cell layer
that can be explained in a two-case approach:

. At high frequencies (f> 10 kHz), the current can flow as a displacement current
across themembranes, straight through the cell bodies (dashed line) as the plasma
membranes behave electrically like capacitors. This is evident from the step-
like drop in the spectrum of total capacitance towards higher frequencies
(Figure 11.6b). Thus, at these high frequencies C holds information on the
capacitance of the plasmamembranes Cm, and can be used to monitor its changes
during experimental challenges. However, there is another important aspect to
this. As the drop in total capacitance at high frequencies is caused by the presence
of the plasma membranes on the electrodes, the readings of total capacitance at
these high frequencies can be used to determine the electrode coverage. As will be
shownbelow, this relationship between changes in high-frequency capacitance and
electrode surface coverage is extremely useful when monitoring cell attachment
and spreading to the electrode surface, and in turn the formation of cell–matrix
junctions [57].

. When the frequency of the ac signal is lowered well below 10 kHz, the plasma
membranes become blocked due to their capacitive nature and the current must
flow around the cell bodies in order to escape into the bulk electrolyte (straight
lines). On bypassing the cell body, the current must pass through the narrow cleft
between the lower cell membrane and the electrode surface, and further on
through the cell–cell junctions. Thus, the signal holds information on the electrical
properties of cell–matrix and cell–cell junctions, and so can be used to monitor
these particular structures.

11.4.2.1 De novo Formation of Cell–Matrix and Cell–Cell Junctions
From theoretical considerations (asdetailed above) anda set of validationexperiments,
we have learned that capacitance readings at high frequencies (ca. 10 kHz for the
electrodes used here) are best for monitoring the de novo formation of cell–matrix
contacts during attachment and spreading of initially suspended cells, whereas the
resistance at frequencies below 1 kHz (usually 400Hz for the electrodes used here) is
best suited for reporting on the formation of cell junctions, in particular barrier
forming tight junctions. A typical readout of the resistance R at 400Hz and the
capacitanceC at 40 kHzduring the establishment of amature cell layer is summarized
in Figure 11.8a and b for a duplicate experiment. Here, a suspension of epithelial
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MDCK cells has been seeded on the electrode at time zero. The initial cell density
(500 000 cm�2) was sufficiently high so that a completemonolayer of cells could form
without any further cell division. (MDCK cells are a well-known epithelial cell line that
is used extensively worldwide to study tight junctions.) The capacitance drop pre-
sented inFigure11.8 a reports to the attachment and spreadingof cells on theelectrode
surface, which began immediately after the cell suspension had been introduced into
the electrode-containing chamber. The cells had been suspended in a serum-contain-
ing medium, which led to the spontaneous and immediate adsorption of adhesive
proteins from the serum onto the electrode surface. The time course of the total
capacitance indicated that the denovo formationof cell–matrix junctionswas complete,
and that the surfacewas entirely coveredwith spread cellswithin 4 h.At approximately
the time when cell adhesion was complete, the resistance at 400Hz began to increase
considerably for the next 6 h (Figure 11.8b), indicating the formation of barrier
forming tight junctions between adjacent cells. Thus, from a cell biology viewpoint,
the formation of tight junctions requires fully established cell–matrix contacts. The
minor increase in resistance observed during the initial 4 h of the experiment was

Figure 11.8 Time course of the total capacitance
C at amonitoring frequency of 40 kHz (a) and the
total resistance R at 400Hz (b) during
attachment, spreading and differentiation of
initially suspended MDCK cells. The number of
cells seeded on the electrodes was sufficiently
high to form a confluent monolayer without cell
division. The vertical dashed lines indicate the

times at which immunolabeling of duplicate
cultures was performed that are shown in panels
(c) and (d). The fluorescence micrographs show
the MDCK cell monolayer at the indicated times
of 4 h (c) or 10 h (d) after seeding on the growth
substrate. The cells were stained for the tight
junction-associated protein ZO-1. Scale
bar¼ 25mm.

348j 11 Impedance Analysis of Cell Junctions



caused by the constriction of currentflow underneath the cells during attachment and
spreading, and was therefore due to the formation of cell–matrix junctions. However,
as the drop in capacitance C at 40 kHz correlates linearly with the fractional surface
coverage of the electrode, C is to be the more useful parameter to monitor.
In order to back up these impedance data bymicroscopic studies, two aliquots of the

same cell suspensionwere seeded on ordinarymicroscope slides and immunostained
for the tight junction-associated proteins ZO-1. The fluorescence micrographs in
Figure 11.8c anddprovide typical snapshots of the distribution ofZO-1 inMDCKcells
at 4 h and 10h after cell inoculation, respectively. Whereas, after 4 h only very few
cell–cell contact sites showed a positive staining for ZO-1, the protein was completely
allocated to the cell borders after 10h, consistent with the time course of R at a
monitoring frequency of 400Hz. Taken together, the results of these experiments
show that it is possible tomonitor the formation of cell–matrix and cell–cell contacts in
one and the same cell population by utilizing noninvasive impedance measurements
in real time, and that the impedance readings are in line with microscopic studies.
Additional experimental support for the claim that spreading of cells and forma-

tion of cell–cell junctions can be monitored individually simply by examining
different ac frequencies is provided by an experiment in which, again, MDCK cells
were seeded on electrodes that had been precoated with an adhesive protein
(fibronectin). In this experiment, one population of cells was suspended in a buffer
that contained 1mMCa2þ as the only divalent cation, while a second population was
suspended inbuffer containing 1mMMg2þ as the only divalent cation. The rationale
of this approach was that the formation of cell–matrix junctions is dependent on the
presence of either Ca2þ or Mg2þ (or Mn2þ ), whereas tight junction formation is
known to depend on the presence of Ca2þ , which cannot be substituted by a different
cation. Figure 11.9a shows the time course of the capacitance C at 40 kHz for

Figure 11.9 Timecourse of the total capacitanceC at amonitoring
frequency of 40 kHz (a) and the total resistance R at 400Hz (b)
during attachment, spreading and differentiation of initially
suspended MDCK cells in different salt solutions. Cells were
suspended in a buffer containing either 1mM Mg2þ (filled
symbols) or 1mM Ca2þ (open symbols) as the only divalent
cation.
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duplicates of both conditions, while Figure 11.9b shows the resistanceR at 400Hz. In
the presence of Mg2þ , the cells attached and spread slightly faster than in the
presence of Ca2þ , whereas only in the presence of Ca2þ the resistance at 400Hz
increased significantly; indicating that tight junctions were formed only under the
latter conditions. Although, from a cell biology viewpoint these experiments did not
provide any new insight, they did demonstrate the capability of impedance analysis
for monitoring cell junctions noninvasively and in real time. Recently, it was shown
that this technology is well suited to unravel the different spreading rates of MDCK
cells on various different protein coatings on the electrode surface, with unprece-
dented time resolution [57].

11.4.2.2 Modulation of Established Cell Junctions
In the experiments described above impedance measurements were used to follow
the de novo formation of cell junctions when suspended cells were seeded onto the
measuring electrodes. Another – perhaps more often conducted – experiment
addresses the modulation of already established cell junctions within a confluent
monolayer of cells upon exposure to a given stimulus. These stimuli can be biological
(bacteria, viruses, cancer cells), physical (electric fields, mechanic shear) or chemical
(toxins, drugs) in nature.
As an example of such an experiment, Figure 11.10 traces the time courses of

resistance R at 100Hz and capacitance C at 100 kHz when a confluent layer of
epithelial MDCK cells is exposed to a 5mM solution of Cytochalasin D (CD). CD is a
fungal toxin that interferes with the actin cytoskeleton of animal cells. Actin filaments

Figure 11.10 Time course of the total resistance
R at a monitoring frequency of 100Hz and total
capacitance C at a frequency of 100 kHz before
and during a confluent monolayer of MDCK cells
was exposed to 5mM Cytochalasin D (CD). The
vertical dashed line indicates the time of CD
addition to the cell population; horizontal arrows

indicate the corresponding resistance or
capacitance value of a cell-free electrode. The
arrowheads point to the y-axis to which the arrow
refers.Note: this experimentwas performedwith
a working electrode with a surface area of
0.33 cm2.
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(f-actin) are polymers made from globular actin monomers (g-actin), and are highly
dynamic structures that grow continuously at one end (polymerization) while shrink-
ing at the other end (de-polymerization), depending on the requirements of the cells in
a given physiological situation. Although CD interferes rigorously with actin poly-
merization, depolymerization is left unaffected so that the actin filaments become
disassembledwith time.With respect to the impedance readout, exposure toCD leads
to a striking drop in the resistance at 100Hz, whereas the capacitance changes only
marginally. InFigure 11.10, thehorizontal arrows indicate the valuesofR andC for the
cell-free electrode, with the arrowheads pointing at the axis to which they refer. When
translated into a molecular perspective, these time courses reveal that the cell–cell
junctionsmust have completely disassembled during the exposure toCD,whereas the
cells remain attached to the surface. Even though cell–matrix junctions might be
compromised by the fungal toxin, they can still withstand the inner tension of the cell
body and prevent cells from rolling up and losing their matrix anchorage.
The same experiment has been followed using fluorescencemicroscopy in order to

correlate both readouts, comparing a layer of MDCK cells before and 50min after
exposure to 5mMCD (see Figure 11.11a and b, respectively). For both images, the cells
were stained with fluorescently labeled phalloidin. (Phalloidin binds to filamentous
but not globular actin, and is therefore the classical stain for studying the actin
cytoskeleton when using fluorescence microscopy.) After exposure to CD, the actin
filaments visible inside the cell bodies of the control had entirely disappeared, as had
the belt of actin filaments that ran around the periphery of theMDCK cells. Only actin
aggregateswere left in theCD-treated cellswhich, however, were still anchored to their
growth substrate. Fluorescence micrographs of MDCK cells exposed to either 5mM
CD for 50min or control conditions are shown in Figure 11.11c and d, respectively,
although now the tight junction-associated protein ZO-1 is labeled with fluorescent
antibodies. Under control conditions the junctional staining completely circum-
scribed the periphery of the individual cells. In contrast, after CD exposure the
junctional staining was punctuated and discontinuous, indicating a loss of junctional
tightness. To summarize, these microscopic studies on molecules that contribute to
the cellular junctions are perfectly in line with the impedance readings on the time
course of junctional disintegration, and their interpretation.
At this point it should be noted that monitoring the capacitance at high frequency

only reports on electrode coverage. As long as the de novo formation of cell-matrix
junctions is considered, coverage of the electrode is indicative of the formation of
cell–matrix junctions. However, in an established cell monolayer, cell–matrix junc-
tions may be moderately altered, without causing complete removal of the cell layer
from the electrode surface. Under these conditions capacitance readings are insen-
sitive, but improvements can be achieved if the impedance data are recorded over an
extended frequency range (instead of only one or two designated frequencies), and
when the impedance spectrum of a completely cell-covered electrode is modeled in
detail. If the experiment is conducted in this way, even minor changes in the
cell–matrix adhesion sites can be identified and followed with time. The model
used to analyze the impedance spectra of established cell monolayers is described in
the following section.
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11.4.3
Modeling the Complex Impedance of Cell-Covered Electrodes

In order to interpret the impedance spectra of cell-covered film-electrodes, a physical
model has been developed that accounts for the impedance contributions associated
with the presence of cells on the electrode surface, as described qualitatively
above [58, 59]. In this model (Figure 11.12), the cells are treated as disk-shaped
objects with a radius rc, and are considered to hover at an average distance h above the
electrode surface. Hence, two current pathways can be considered:

. At low ac frequencies the current will mainly flow from the electrode through the
thin fluid-filled cleft between the cell and the electrode, and leave the cell sheet

Figure 11.11 Micrographs of confluent MDCK cell layers with
fluorescently labeled actin cytoskeleton (a, b) or with an
immunofluorescence tag addressing the tight junction-associated
protein ZO-1 (c, d). Panels (a) and (c) show control populations;
cell layers in panels (b) and (d)were exposed to 5mMCytochalasin
D for 50min. Scale bars¼ 25mm.
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through the cell–cell junctions between adjacent cells (straight arrows). Themodel
parameter Rcleft accounts for the impedance arising at the site of cell–matrix
junctions, whereas Rb represents the resistive properties of the cell–cell junctions.

. At high frequency, the cellmembrane, which ismodeled as a capacitorCm, allows a
displacement current to pass through the cells (broken arrow). The resistive
component of the plasma membrane impedance due to the presence of ion
channels is neglected in the calculation as it is significantly higher than the
paracellular resistance in most cases.

At intermediate frequencies the current makes use of both pathways and splits up
in frequency and position-dependent ratios. Thus, the cell–electrode junction
behaves like a 2-D core-coat conductor, with the inner electrolyte core and plasma
membrane as well as the electrode surface as outer dielectric coats. Solving the 2-D
cable equation with proper boundary conditions provides the following transfer
function for the impedance of a cell-covered electrode Zcell:

1
Zcell

¼ 1
Zel

Zel

Zel þZm
þ

Zm
Zel þZm
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Here, I0 and I1 aremodified Bessel functions of the first type of order 0 and 1,Rb is
the resistance of cell–cell junctions, r is the specific electrolyte resistance inside the
cell–electrode junction, andZm accounts for the impedance of the transcellular high-
frequency pathway across both, the upper and lower membranes Zm¼ 2/(w�Cm).
Finally, the impedance of a cell-free electrodeZel ismost accuratelymodeled by aCPE

Figure 11.12 Sketch illustrating the physical
model used to analyze and predict the complex
impedance of cell-covered gold-film electrodes.
The resistanceRb represents the resistance of the
current pathway between two adjacent cells
through the cell–cell junctions; the resistance
Rcleft represents the resistance of the aqueous

cleft underneath the cells at the site of cell–matrix
junctions. The capacitance of the plasma
membranes is accounted for byCm. In themodel,
the cell bodies are treated as cylindrical diskswith
radius rc that are separated from the electrode
surface by distance h.
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behavior, thus Zel ¼ 1=AðiwÞn with the parameter n (0� n� 1) as an indicator for the
deviation from ideal capacitive behavior, with n¼ 1 [60].
Fitting the above-described model to experimental impedance spectra provides

three parameters to describe the changes that occur within the cell layer: Rcleft

describes alterations at the site of cell–matrix adhesion; Rb describes changes within
cell–cell junctions; and Cm reports on changes of the membrane capacitance.
The nonredundant model outlined above has been extended to represent the

cellular structure with respect to geometry and electrical structure. More accurately
for instance, the above model for disk-like cells has been adapted for elliptical cells,
however, the long and small axes of the cellular ellipsoid must be determined
independently from microscopic images [61]. Another approach accounts individu-
ally for the capacitance of the apical, basal and lateral membrane [62]. However, this
latter model introduces two more parameters into the transfer function that cannot
be determined independently, thus making it redundant. As can be seen from the
microscopic images presented in Figures 11.8 and 11.11, the circular approximation
is well justified for MDCK cells.

11.4.4
Spectroscopic Characterization of Cell–Cell and Cell–Matrix Junctions

If a cell layer is studied by continuously recording impedance spectra over a
sufficiently extended frequency range during an experimental challenge, the analysis
of these spectra with the above-described model will provide the time course of the
model parametersRb,Rcleft andCm, which allows the cell response to be characterized
in more detail. For demonstration, the data of MDCK cells challenged with 5mM CD
are reconsidered. The cell response to the CD challenge wasmonitored by repeatedly
recording the impedance spectra, from 1Hz to 1MHz. In Figure 11.10, only the time
courses of resistance at 100 Hz and capacitance at 100 kHz, respectively, are
presented. An analysis of the complete full-width impedance spectra provides the
time courses ofRb,Rcleft andCm, but suchmodeling is onlymeaningful if the cell layer
is still confluent, without significant defects. When the MDCK cells were exposed to
5mMCD themembrane capacitance did not alter significantly during the time of the
study. The changes in Rb and Rcleft are shown in Figure 11.13. As already deduced
from the resistance readings at 100Hz, the epithelial barrier function disappeared
completely on exposure to CD. Rb fell from almost 100W�cm2 to values not
significantly different from0.Although the capacitance readings at 100 kHz correctly
indicated that the cells had not detached from the electrode surface, there is
nevertheless a drastic change in cell–matrix adhesion. The values for the Rcleft fall,
from 250 to 25W�cm2. Thus, whilst thematrix anchorage is still sufficiently strong to
keep the cells attached to the surface, there has been a considerable reorientation of
the cell–matrix adhesion sites due to the activity of CD. According to the definition of
Rcleft, which is

Rcleft ¼ r2c
r
h

ð11:7Þ
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the observed changesmay be due to changes in rc, r or h. As the cell radius cannot be
changed very much in a continuous monolayer, the changes must arise from either
changes in the specific electrolyte resistance r in the cell–electrode junction, or from
an increase in the average distance between the lower cell membrane and electrode
surface h, or both. This ambiguity cannot be resolved unless one of these two
quantities ismeasured independently. If it is assumed that all changes inRcleft are due
to an increase in the average cell–substrate separation distance h (which has been
determined as 25 nm under control conditions, using FLIC microscopy), then the
observed changes in Rcleft translate into a change of h from 25 to 250 nm. However,
this seems unlikely, and indicates that both, h and rmay have changed. This example
illustrates that, despite not being an imaging technique, impedance analysis is still
sufficiently sensitive to report changes on the nanoscale, even at hidden interfaces
such as the cell–electrode junction that are not accessible by scanning probe
techniques.
Taken together, the impedance analysis of cell-covered film electrodes provides

functional information concerning cell–cell and cell–matrix junctions in a time-
resolved and noninvasive, but integral and nonimaging, manner. An approximate
calculation using the above-described model, plus realistic estimates for the resolu-
tion of eachmodel parameter, reveals that impedance analysis is more sensitive than
light microscopy and capable of identifying differences on the nanometer scale.
Moreover, the data can be recorded without opening the incubator door and with
multiple samples in parallel, both of which are important considerations for
screening processes.

Figure 11.13 Time course of the model parameters Rb and Rcleft
before and during a confluent monolayer of MDCK cells being
exposed to 5mM Cytochalasin D. The model parameters were
extracted from complete impedance spectra recorded over six
frequency decades from 1 to 106Hz. The membrane capacitance
Cm (data not included) did not change during the course of the
experiment.
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1
Top-Down Fabrication of Nanostructures
Ming Liu, Zhuoyu Ji, and Liwei Shang

1.1
Introduction

The �top-down� approach to nanofabrication involves the creation of
�nanostructures� from a large parent entity. This type of fabrication is based on
a number of tools and methodologies which consist of three major steps:

1) The deposition of thin films/coatings on a substrate.
2) Obtaining the desired shapes via photolithography.
3) Pattern transfer using either a lift-off process or selective etching of the films

Compared with general chemical fabrication and processing methods, top-down
fabrication techniques for the creation of nanostructures are derivedmainly from the
techniques applied for the fabrication of microstructures in the semiconductor
industry. In particular, the fundamentals and basic approaches are mostly based on
micro-fabrications. In this chapter, methods of top-down nanofabrication will be
discussed, with attention being focused primarily on methods of lithography,
especially optical, electron-beam, X-ray and focused ion beam lithography. A brief
introduction will also be provided on how to create nanostructures using various
methods of thin film deposition and etching materials. Finally, the methods for
pattern transfer through etching and lift-off techniques will be discussed.

In the past, top-down fabrication techniques have represented an effective
approach for nanostructures and, when complemented with bottom-up approaches
during the past few decades, have led to amazing progress having been made with
a variety of nanostructures. The traditional top-down technology used to create
nanostructures and nanopatterns is discussed in the following sections.

1.2
Lithography

Lithography, which is also often referred to as �photoengraving,� was invented in
1798 in Germany by Alois Senefelder. It is the process of defining useful shapes on
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the surface of a semiconductor wafer [1–5]. Typically, it consists of a patterned
exposure into some form of photosensitive material that has already been deposited
onto the wafer. Many techniques of lithography have been developed during the past
fifty years, by using a variety of lens systems and exposure radiation sources that have
included photons, X-rays, electrons, ions, and neutral atoms. In spite of the different
exposure radiation sources used in the various lithographic methods, and the
instrumental details, all of these techniques share the same general approaches
and are based on similar fundamentals. Photolithography is the most widely used
technique in microelectronic fabrication, particularly for the mass production of
integrated circuits (ICs) [2], and has been the driving force behind the miniaturi-
zation of such circuits since they were first produced at Fairchild and at Texas
Instruments during the early 1960s [6].

1.2.1
Photolithography

Photolithography (also called �optical lithography�) is simply lithography using
a radiation source with wavelength(s) in the visible spectrum. It has served as the
dominant patterning technology in the semiconductor industry since the IC was
invented almost sixty years ago. From the onset, optical lithography has always
managed to keep pace with Moore�s law [7, 8], including its recent acceleration. In
order to keep pace with the shrinking feature size, a steady stream of improvements
in thefield of resolution, imageplacement, andpattern transfer have been introduced
time after time, and these have enabled optical lithography to hold off the challenges
of the competing lithography technologies.

The key historical events in photolithography have been as follow:

. 1826: Joseph Nicephore Niepce, in Chalon, France, takes the first photograph
using bitumen of Judea on a pewter plate, developed using oil of lavender and
mineral spirits.

. 1843: William Henry Fox Talbot, in England, develops dichromated gelatin,
patented in Britain in 1852.

. 1935: Louis Minsk of Eastman Kodak develops the first synthetic photopolymer,
poly(vinyl cinnamate), the basis of the first negative photoresists.

. 1940: Otto Suess of Kalle Division of Hoechst AG, develops the first diazoqui-
none-based positive photoresist.

. 1954: Louis Plambeck, Jr, of Du Pont, develops the Dycryl polymeric letterpress
plate.

Optical lithography is a process used inmicrofabrication to selectively remove parts
of a thin film (or the bulk of a substrate). It involves the use of an optical technique to
produce images at smaller scales, which employs light to transfer a geometric pattern
froma photomask to a light-sensitive chemical (photoresist, or simply �resist�) on the
substrate. The steps involved in the photolithographic process include: wafer
cleaning; barrier layer formation; photoresist application; soft baking; mask align-
ment; exposure and development; and hard-baking.

4j 1 Top-Down Fabrication of Nanostructures



The basic scheme of photolithography (as shown in Figure 1.1) involves three
steps [9]: (i) a thin film of resist material is cast over the substrate; (ii) the substrate
is then exposed to a pattern of intense light through a mask, during which time the
resist material is selectively struck by the light; (iii) the exposed substrate is then
immersed into the development solvent.

Depending on the chemical nature of the resistmaterial, the photoresist is defined
as either a positive or a negative type. For positive resists, the resist is exposed to
ultraviolet (UV) light wherever the underlying material is to be removed. In these
resists, exposure to the UV light alters the chemical structure of the resist, which
causes it to become more soluble in the developing solvent than in the unexposed
areas. The resist exposed under the UV light is then washed away by the developer
solution. Overall, the process can be described as �whatever shows, goes away.� In
contrast, in the case of a negative resist, the exposed areas may be rendered less

Figure 1.1 Schematic representation of the photolithographic process sequences, in which
images in the mask are transferred to the underlying substrate surface.

1.2 Lithography j5



soluble in a certain developing solvent; this leads to the production of a negative tone
image of the shadow mask, a process described as �whatever shows, stays behind.�

In addition to conventional photoresist polymers, Langmuir–Blodgett films and
self-assembled monolayers (SAMs) have also been used as resists in photolithogra-
phy [10, 11]. In such applications, photochemical oxidation, crosslinking, or the
generation of reactive groups are used to transfer patterns from the mask to the
mono-layer [12, 13].

Amastermask is necessary in the process of photolithography, and in general this is
scribed using an optical method and produced by chemical etching. In this case, the
light passes through themask to define the actual structure in thematerial; according
to the position of the mask with respect to the sample, three types of exposure
lithography can be defined, namely contact, proximity, and projection lithography
(see Figure 1.2).

Up until to the early 1970s, most lithography was carried out as either a contact or
a close-proximity printing process, in which blue and near-UV light was passed
through aphotomaskdirectly onto a photoresist-coated semiconductor substrate [14].
This apparently simple shadow imaging process has been described in many
research reports and handbooks [15, 16].

1.2.1.1 Contact Printing
In contact-mode photolithography, the resist-coated silicon wafer is brought into
intimate physical contact with the glass photomask. For this, the wafer is held on
a vacuum chuck and the whole assembly rises until the wafer andmaskmake contact
with each other. The photoresist is exposed to UV light while the wafer is in contact
position with the mask, and this allows a mask pattern to be transferred into
a photoresist with almost 100% accuracy, as well as providing the highest resolution
(e.g., 1mm features in 0.5 mm of positive resist). Unfortunately, however, the
maximum resolution is seldom achieved owing to the presence of dust on the

Figure 1.2 Schematic diagram of working modes of photolithography.
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substrates and the nonuniform thicknesses of both the photoresist and the substrate.
Themain problemwith contact printing is that debris, trapped between the resist and
the mask, can damage the mask and cause defects in the pattern.

1.2.1.2 Proximity Printing
The proximity exposure method is similar to contact printing, and involves intro-
ducing a gap about 10–25mm wide between the mask and the wafer during the
exposure stage. This gap minimizes (but may not eliminate) the mask damage.
Although a resolution of about 2–4mmis possiblewith proximity printing, increasing
the gap will reduce the resolution by expanding the penumbral region caused by
diffraction. The main difficulties associated with proximity printing include the
control of a small and very constant space between themask and wafer, which can be
achieved only by using extremely flat wafers and masks.

1.2.1.3 Projection Printing
Generally speaking, projection techniques have a lower resolution capability than
that provided by shadow printing. However, unlike shadow printing, in projection
printing the lens elements are used to focus the mask image onto a wafer substrate,
which is separated from themask by several centimeters so that damage to the mask
is entirely avoided. An image of the patterns on the mask is projected onto the resist-
coated wafer, which is located several centimeters away. In order to achieve a high
resolution, only a small portion of the mask is imaged, and the small image field is
scanned or stepped over the surface of the wafer. Projection printers that step the
mask image over the wafer surface are termed �step-and-repeat� systems, and are
capable of approximately 1mm resolution.

The first widespread use of projection printing for semiconductor manufacturing
was fostered by a very well-accepted family of tools from Perkin-Elmer, the so-called
�Micralign� projection aligners developed during the early 1970s. For the first time,
these tools allowed a higher performance pattern definition by scanning and imaging
only a fractional area of the wafer at any instant. Moreover, the optical resolution and
pattern overlay performances were also significantly enhanced. The technique of
projection printing was further developed when a new class of projection exposure
tools – typically referred to as �steppers� – was introduced during the late 1970s [17].
For the first time, the pattern definition imaging on the semiconductor wafers was
performed one chip at a time, in a step-and-repeat fashion. This had profound
implications not only on the requirements for the photomask but also on the
precision mechanical movements needed to accurately overlay a new pattern on
underlying patterns already on the wafer substrate.

1.2.1.4 Resolution Enhancement Techniques (RETs)
Various RET approaches have undergone intense investigation during the past few
years, and many reports have been made worldwide at leading lithography confer-
ences. Moreover, most of these techniques have been introduced into high-volume
wafermanufacture. TheRETs interact inmanyways, andSmithhasdiscussed in some
detail the impact of interacting factors when designing and refining the lithography
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process [18]. The main categories of RETs currently being investigated and used are
listed in Table 1.1; two of these techniques – phase-shifting mask (PSM) lithography
and optical proximity correction (OPC) – are discussed in the following sections.

Phase-Shifting Mask Lithography Phase-shifting masks for optical lithography were
developed by Levenson and coworkers at IBM during the early 1980s [19], although
the independent development of phase shifting was also underway at the same time
by Shibuya [20] and Smith [21, 22]. Phase-shifting masks are photomasks that take
advantage of the interference generated by phase differences to improve the image
resolution in photolithography, and exist in either alternating or attenuated forms.

Alternating Phase-ShiftingMasks. In the case of an alternating PSM, a thin layer of
transparent material of correct thickness is added onto the mask; this induces an
abrupt change of the phase of the light used for exposure, and causes optical
attenuation at desired locations. These phasemasks (which are also known as �phase
shifters�) have produced features of �100 nm [23, 24] in photoresist. The correct
thickness of the shifter is usually demonstrated by the physical thickness that
provides an optical path length exactly one-half wavelength longer than the optical
path length in the same thickness of air.

Table 1.1 Themain categories of resolution enhancement technique in current use and undergoing
investigation.

Resolution
enhancement
technique

Type Advantage(s) Disadvantage(s)

Phase-shift masks Wavefront
engineering

Improves DoF and
exposure latitude

High mask cost,
inspection and
repair difficult

Modified illumination Wavefront
engineering

Improves DoF for
dense line/space feature

Less improvement
for holes or isolated
lines affected by lens
aberrations

Optical proximity
correction (OPC)

Mask
engineering

Improved CD control
for various patterns

Additional design data
processing masks more
complex and expensive

Wafer control –
antireflective layers

Resist
engineering

Improved CD control
reduces notching

Increased cost and
process complexity may
complicate etch

Pupil filtering Wavefront
engineering

Improved CD control
and exposure latitude

Pattern-specific capability
must be designed in by
lens manufacturer

Multilayer and surface
imaging resists

Resist
engineering

Improved CD control,
resolution, including
antireflective functionality

Increased process
complexity and cost

CD ¼ critical dimension.
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The required phase shifter thickness is given by:

t ¼ l

2ðn�1Þ
where n is the index of refraction of the shifter material. For typical conditions with
n¼ 1.5, the phase shifter thickness is the same as the exposure wavelength.

The general concept of phase-shifting lithography is illustrated schematically in
Figure 1.3. Phase masks may be used in both projection and contact mode
photolithographic techniques, with the achievable photolithographic resolution
being approximately �l/4n, where l is the wavelength of the exposure light and
n is the refractive index of the photoresist. In fact, feature lines as narrow as 50 nm
have been generated in this way [25, 26], with the resolution achieved corresponding
approximately to l/5. One improved approach to conformal near-field photolithog-
raphy is to use masks constructed from �soft� organic elastomeric polymers.

Attenuated Phase-Shift Masks. Attenuated PSM lithography improves the pattern
fidelity by �darkening� the edges of shapes through the destructive interference of
light, using a mildly translucent photomask. Now commonly called �embedded
attenuated phasemasks,�mask substrates are used that allow a small amount of light
(�7–10%) to penetrate the normally opaque mask regions. Terazawa and coworkers
have developed a significantly different implementation of thePSMconcept, which is
often referred to as the embedded attenuated phase-shiftingmask (EAPSM) [27]. The
attenuated PSM functions with the same basic interference principles as the
alternating PSM, but the details are totally different: some sketches of the attenuated
PSM enhancement mechanism are shown in Figure 1.4.

Due to their simpler construction and operation – particularly in combinationwith
optimized illumination for memory patterns – attenuated PSMs are already widely
used. Although alternating PSMs are more difficult to manufacture, and this has
slowed their adoption, their use is becoming more widespread. For example, the
alternating PSM technique is currently being used by Intel to print gates for their
65 nm and subsequent node transistors [28, 29].

Figure 1.3 Alternating-phase shift masks. (a) Superposition of aerial image amplitudes for
coherent illumination of a binary mask; (b) Superposition of aerial image amplitudes for coherent
illumination of an alternating-phase shift mask.
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1.2.1.5 Optical Proximity Correction (OPC)
Optical proximity correction, as a photolithography enhancement technique, is
frequently used to compensate for image errors caused by diffraction or process
effects. The need for OPC applies mainly to the creation of semiconductor devices,
the main reason for which is the limitation of light to resolve ever-finer details of
patterns on the photomasks used to etch semiconductor passivation layers, and the
difficulty in creating the building blocks of the transistors and other elements that
constitute ICs. These projected images appeared as irregularities such as rounded
corners, and with trace widths that were narrower than designed. If the diffraction
effects could not be compensated, then the electrical properties of the fabricated unit
would be significantly altered due to these distortions. OPC anticipates the irregu-
larities of shape and size, and applies a corrective compensation to the photo mask
images, which then produce a light beam that more closely approximates the
intended shapes.

The two most common applications for OPC are line width differences between
features in regions of different density (e.g., center versus edge of an array, or nested
versus isolated lines), and line end shortening (e.g., gate overlap on a field oxide). In
the case of the line width differences, scattering bars (subresolution lines placed
adjacent to resolvable lines) or simple line width adjustments are applied to the
design. For line end shortening, �dog-ear� (serif or hammerhead) features are
attached to the line end in the design. OPC has a cost impact on photomask
fabrication, as the addition of OPC featuresmeansmore spots for defects tomanifest
themselves. Additionally, when using OPC the data size of the photomask layout will
rise exponentially.

Figure 1.4 Attenuated-phase shift masks: Superposition of aerial image amplitudes for coherent
illumination.
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The OPC process is started by characterizing the patterning operation and all its
inaccuracies from various sources, such as themask build, wafer exposure, etch, and
so on. In the now commonplace �model-based OPC,� this mathematical description
of the process is used in iterative optimization routines to predistort themask shapes
to compensate for known, systematic, and modeled patterning inaccuracies.

The OPC technique improves the �effective resolution� of a patterning process by
overlappingtheconditionswithwhichdifferentfeaturetypescanbeimagedaccurately.
Nested features typically image on-size and with the best image quality at a different
exposure dose than do isolated features. However, both feature types can be imaged
adequately in a single exposure by biasing themask patterns appropriately. However,
OPC does not alter the fundamental resolution limits of a lithography system.

The in-plane anisotropic nanostructures fabricated by using deep UV lithography
are shown in Figure 1.5. In this case, Figure 1.5a shows an 80 nm� 80 nm (113 nm
axis length) diamond-shaped pattern with a 300 nm period, while Figure 1.5b shows
the triangle-shaped pattern [30].

1.2.2
Electron Beam Lithography

Electron-beamlithography(EBL;also termedE-beamlithography) involvesscanninga
beamof electrons in apatterned fashionacross a surface coveredwith a resist [31]. The
firstEBLsystemwasdevelopedduring the late1960s,andwasbasedontheprincipleof
scanning electron microscopy (SEM). Because of its excellent high resolution and
flexibility, EBL represents a specialized technique for creating the extremely fine
patterns required by the modern electronics industry for use in ICs [32–35].

Typically, a EBL system consists of the following parts: (i) an electron gun or
electron source that supplies the electrons; (ii) an electron column that �shapes� and
focuses the electron beam; (iii) a mechanical stage that positions the wafer under the
electron beam; (iv) a wafer handling system that automatically feeds wafers to the
system and unloads them after processing; and (v) a computer system that controls
the equipment.

Figure 1.5 (a) Diamond shape pattern with the size of 80 nm� 80 nm and periods of 300 nm; (b)
triangular shape pattern with the size is �73 nm and periods of 159 nm.
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In general, two distinct schemes are used in EBL:

. Projection printing, in which a relatively large-sized electron beam pattern is
projected in parallel through the mask onto a resist-coated substrate by using
a high-precision lens system.

. Direct writing, in which a small spot of the electron beam is written directly onto
a resist-coated substrate, thus eliminating the expensive and time-consuming
production of masks.

The principles of direct write and project printing are illustrated schematically in
Figure 1.6.

EBL displays certain advantages over conventional photolithography techniques:

. It is capable of very high resolution, almost to the atomic level. Typically, EBL has
a three orders of magnitude better resolution, although this is limited by the
forward scattering of electrons in the resist layer, and back scattering from the
underlying substrate.

. It is a flexible technique that can function with a wide variety of materials and an
almost infinite number of patterns.

Unfortunately, however, EBL has certain disadvantages. Notably, it is slow in
operation, being one or more orders of magnitude slower than optical lithography.
Perhaps more importantly, however, it is expensive and complicated, with EBL
systems costing many millions of dollars to purchase and requiring frequent
servicing to maintain performance. Yet, despite these drawbacks, EBL currently
represents the most powerful tool for the fabrication of features as small as
3–5 nm [36, 37].

Today, EBL is used principally in support of the IC industry, where it has three
niche markets:

Figure 1.6 Schematic diagram of direct write and project printing.
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. Inmask-making, typically the chrome-on-glassmasks used by optical lithography
tools. EBL is the preferred technique for masks because of its flexibility in
providing a rapid turn-around of a finished part described only by a computer
CAD file. The ability to meet stringent line width control and pattern placement
specifications, on the order of 50 nm each, is a remarkable achievement.

. In direct writing for the advanced prototyping of ICs [38] and the manufacture of
small-volume specialty products, such as gallium arsenide ICs and optical
waveguides.

. For research into the scaling limits of ICs [39] and studies of quantum effects and
other novel physics phenomena, at very small dimensions.

Since it is impossible to deflect an electron beam to cover a large area, in a typical
EBL system mechanical stages are required to move the substrate through the
deflection field of the electron beam column. Stages can be operated in a stepping
mode in which the stage is stopped, an area of the pattern written, and the stage then
moved to a new location where an adjacent pattern area is exposed. Alternatively,
stages can be operated in a continuous mode where the pattern is written on the
substrate while the stage is moving. Figure 1.7 shows SEM images of dots with a
15 nm diameter and a 35 nm pitch (64mCcm�2) fabricated in a 30 nm calixarene
resist layer on a Si substrate at 50 keV acceleration voltage [40].

1.2.3
X-Ray Lithography

X-rays with wavelengths in the range of 0.04 to 0.5 nm represent another alternative
radiation source with the potential for high-resolution pattern replication into

Figure 1.7 Scanning electronmicroscopy image of 15 nmdots at a pitch of 35 nmwritten in 30 nm-
thick calixarene resist [40].
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polymeric resist materials [41]. X-ray lithography was first shown to produce high-
resolution patterns, using X-ray proximity printing, by Spears and Smith [42].
Although X-ray lithography uses the same procedure as optical lithography and
EBL, an X-ray source is applied rather than using UV light or an electron beam. It
would seem that X-ray lithography represents a next-generation lithography devel-
oped for the semiconductor industry, as its novel technology can be used in the same
capacities as optical lithography, but with better results.

The principle of X-ray lithography is shown schematically in Figure 1.8.
Basically, X-ray lithography is a shadow printing process in which patterns coated
on a mask are transferred into a third dimension in a resist material, normally poly
(methyl methacrylate) (PMMA). The essential ingredients in X-ray lithography
include:

. A shadow mask, prepared on a thin membrane of X-ray transmitting material
consisting of patterns made from an X-ray absorbing material.

. AnX-ray sensitivematerial, which serves as the X-ray resist of high resolution and
is suitable for the subsequent fabrication.

. An X-ray source of sufficient brightness in the suitable region to expose the resist
through the mask.

The X-ray radiation sources represent important factors in this type of lithography,
andmay be generated in several ways, including: (i) by electron bombardment; (ii) by
electron impact; (iii) via synchrotron sources; and (iv) as laser-generated plasmas as
X-ray sources, among which synchrotron radiation sources are by far the brightest
sources of soft X-rays [43–47].

Synchrotron as the X-ray 

light source

Partially collimated & 

polarized X-ray beam.

X-ray mirrors using 

grazing incidence

X-ray mask for 

proximity exposure

Sample coated with X-ray 

resist (PMMA or other).

Figure 1.8 Schematic of X-ray lithography.
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Synchrotron radiation is emitted by high-energy relativistic electrons in a synchro-
tron or storage ring, and then accelerated normal to the direction of their motion by
a magnetic field. This leads to the production of a range of electrons over the entire
electromagnetic spectrum, from radiowaves to infrared (IR) light, visible light, UV
light, X-rays, and gamma rays. Synchrotron or storage rings, which produce a broad
spectrum of radiation stemming from the energy loss of electrons in motion at
relativistic energies, have been developed primarily for experiments in high-energy
physics. A schematic of anX-ray exposure stationwith a synchrotron radiation source
is shown in Figure 1.9, where theX-ray radiation opening angle, q, is tangential to the
path of the electron describing a line on an intersecting substrate.

X-ray proximity lithography is known to provide a one-to-one replication of the
features patterned on the mask, and the resolution limit of the X-ray lithography is
�25 nm [48]. Thefirst components to be created usingX-ray lithographywere surface
acoustic wave devices [49], and this was soon followed by bipolar [50] andmetal oxide
semiconductor (MOS) transistors [51]. The first sub-100 nm Si transistors were
produced using X-ray lithography [52], and a velocity overshoot was observed as well
as transconductances greater than 1 Smm�1 [53]. A wide variety of sub-100 nm
quantum-effect devices have been fabricated using X-ray lithography [54], including
those in which the Coulomb-blockade effect was first observed [55]; this has led to
what is often referred to as the �single-electron transistor�.

The SEM images of 35 nm-wide Au lines and 20 nm-wide W dots fabricated by
electroplating and reactive ion etching, in combination with X-ray lithography, are
shown in Figure 1.10 [56].

Figure 1.9 Schematic diagram of an X-ray exposure station with a synchrotron radiation source.
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1.2.4
Focused Ion Beam (FIB) Lithography

During the past few decades, a wide variety of nanofabrication techniques using
photons, electrons, and ions have been investigated, and today focused ion-beam
(FIB) technology represents one of the most promising techniques for nanofabrica-
tion, due to its great flexibility and simplicity.

Since the introduction of FIB technology to the semiconductor industry during the
early 1980s, various applications have been developed for both the removal (direct ion
milling, FIB chemical etching) and deposition (ion implantation, FIB chemical
deposition) of a number of conductor and isolator materials, with sub-micron
precision [57]. The FIB technique has also been rapidly developed into a very
attractive tool for lithography, etching, deposition, and doping [58]. Because of the
matching of ion and atom masses, the energy transfer efficiency of the ion beam to
resist is significantly greater than with electron beams. Coupled with the fact that
a focusing ion system typically operates at elevated potentials (up to 150 kV), the
effective sensitivity charge per unit area of ion beams is two to three orders of
magnitude higher than for electron beams, ion-beam lithography has long been
recognized as offering an improved resolution [59, 60], and has also shown promise
for high-resolution microfabrication [61]. When compared to EBL, FIB lithography
has the advantages of a high resist exposure sensitivity, negligible ion scattering in the
resist, and low back-scattering from the substrate [62].

Among the different FIB processes, direct-write milling and the dry development
of FIB-implanted resists have been widely investigated for both the microfabrication
and nanofabrication of advanced IC devices [63, 64].

1.2.4.1 Direct-Write Milling
The direct-write milling of the substrate by FIB represents the simplest process for
pattern fabrication. In thismethod, the resists are eliminated and the dose of ions can
be varied as a function of position on the wafer. The technique also utilizes heavy-ion

Figure 1.10 (a) 35 nm-wide Au lines grown by electroplating using a template fabricated by X-ray
lithography. The mean thickness is about 450 nm, which corresponds to an aspect ratio close to 13;
(b) 20 nm-wide W dots obtained after reactive ion etching of a 1250 nm-thick W layer [16].
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species such as Gaþ and Auþ . Direct FIB milling has also been applied for
lithography mask repair and circuit microsurgery, with resolution down to
100 nm [65]. Moreover, any opaque defects, such as any excess metal on the
chromium-basedmasks, can simply bemilled off, while clear defects can be repaired
by milling a light-scattering structure (prism) into the area to be rendered opaque.
FIBmilling has also been applied to bilayer-structure lithography, inwhich a thinfilm
of gold is usually deposited on top of the conventional resist [64].

1.2.4.2 Dry Development FIB Lithography
Dry development FIB lithography will also yield high aspect ratio structures, with
nanometer resolution [63, 66, 67]. Likewise, FIB lithography may be combined with
dry development processes by using the well-known top surface imaging (TSI)
technique [68], which eliminates the need for wet processing and thus avoids any
pattern deformationdue to swelling. The limitedpenetration range of ions is a perfect
match for the TSI processes, in which the surface of the resist is selectively
manipulated by exposure to silicon-containing chemicals, so as to withstand oxygen
dry development in unexposed areas [68, 69]. Other TSI processes utilize the dry
development of ion-beam-irradiated resists for negative image formation in exposed
areas [60, 70]. In these studies, PMMA resist regions implanted with different ion
species (such as Gaþ and Siþ ) have demonstrated significant reductions in the
etching rates during the oxygen reactive ion etching (RIE) process. The ion-beam-
inhibited etching phenomenon can be explained on the basis of the formation of
stable oxide layers during the etching process (i.e., Ga2O3 and SiO2) [64]. Another
explanation for etch resistance occurring in the implanted resist regions is the
concept of a physical hardening of the resist [67]. According to this interpretation, the
incident ions may break chemical bonds within the photoresist resin by sputtering
the hydrogen and oxygen atoms away, which in turn results in the formation of
a stable, carbon-rich �graphitized� structure.

1.3
Two-Dimensional Nanostructures: Thin-Film Deposition

Generally, the term �thin film� is applied to layers which have thicknesses on the
order of microns or less, but which may be as thin as a few atomic layers. The
deposition of thin films has been the subject of intensive study for almost a century,
and a wide range of appropriate methods have been developed and improved. Today,
electronic semiconductor devices and optical coatings are the main applications to
benefit from thin-film construction. Although many excellent textbooks and mono-
graphs have been published on this topic [71–73], in this section a brief introduction
of the fundamentals will be provided, and the typical experimental approaches of
various well-established techniques of film deposition summarized.

Depending on the depositing process, film growth methods can be generally
divided into two broad categories, namely physical deposition and chemical deposition.
The former processes (often just called thin-film processes) are atomistic deposition
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processes in which material is vaporized from a solid or liquid source in the form of
atoms or molecules, and include evaporation, molecular beam epitaxy (MBE),
sputtering, pulsed laser deposition, and cathodic arc deposition. In contrast, the
latter processes are based on chemical reactions that include chemical vapor
deposition (CVD), plasma-enhanced chemical deposition (PECVD) and atomic layer
deposition (ALD). Recently, a considerable number of novel processes that utilize
a combination of different methods have been developed. This combination allows
a more defined control and tailoring of the microstructure and properties of thin
films. Typical processes include ion beam-assisted deposition (IBAD) and plasma-
enhanced CVD (PECVD).

1.3.1
Fundamentals of Film Growth

The growth of thin films, as with all phase transformations, involves the processes of
nucleation and growth on the substrate or growth surfaces. The nucleation process
plays a very important role in determining the crystallinity andmicrostructure of the
resultant films. Lattice mismatch has a marked effect on film morphology, as strain
resulting from lattice mismatch contributes to the interface energy, which is a key
parameter in determining the growthmode. In general, nucleation in film formation
is a heterogeneous process, although the surface free energies for the substrate and
film materials also influence the mode of growth. Depending on the resulting film
morphology, the growth modes have been placed into three categories [74]:

. Frank–van der Merwe (FM) or layer-by-layer growth

. Volmer–Weber (VW) or 3-D island growth

. Stranski–Krastanow (SK) or 3-D island-on-wetting-layer growth.

These three basic modes of initial nucleation in film growth are illustrated in
Figure 1.11.

In the FM growth mode, the interatomic interactions between the substrate and
film materials are stronger and more attractive than those between the different
atomic species within the film material; this results in the first complete monolayer
being formed before deposition of the second layer occurs. The most important
examples of layer growth mode are the epitaxial growth of single crystal films.

Figure 1.11 Basic modes of initial nucleation in the film growth. (a) Frank–van der Merwe mode
(two-dimensional growth mode); (b) Volmer–Weber mode (Island growth mode); (c)
Stranski–Krastanov mode.
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TheVWgrowthmode contrastswith the FMgrowthmode,with the growth species
being boundmore strongly to each other than to the substrate; in this way, the islands
that are formed initially will finally coalesce to form a continuous film.Many systems
ofmetals on insulator substrates, alkali halides, graphite andmica substrates display
this type of nucleation during the initial film deposition.

The SK growth mode occurs for interaction strengths somewhere in between FM
and VW, where the layer growth and island growth are combined in intermediate
fashion. This type of growth mode typically involves the stress that is developed
during the formation of either nuclei or films.

When a new phase forms on a surface of another material, the process is termed
�heterogeneous nucleation.� The film deposition involves predominantly heteroge-
neous processes that include heterogeneous chemical reactions, evaporation, adsorp-
tion and desorption on growth surfaces, which in turn involves a heterogeneous
nucleation at the initial stage. Provided that the growth species in the vapor phase
impinge on the substrate surface, these growth species will diffuse and aggregate to
form a nucleus with a cap shape, as illustrated in Figure 1.12. During formation of the
thinfilmtheGibbsfreeenergyandthesurfaceenergywillbeincreased,withthechange
in chemical energy, DG, which is associated with formation of the nucleus, given by:

DG ¼ a3r
3Duv þ a1r

2cvf þ a2r
2cfs�a2r

2csv

where r is themean dimension of the nucleus,Duv is the change of Gibbs free energy
per unit volume, and cvf, cfs and csv are the surface or interface energies of the
vapor–nucleus, nucleus–substrate, and substrate–vapor interfaces, respectively. The
geometric constants are given by:

a1 ¼ 2pð1�cos qÞ
a2 ¼ p sin2 q

a3 ¼ 3pð2�3 cos qþ cos2 qÞ

where q is the contact angle, which is dependent only on the surface properties of the
surfaces or interfaces involved, and is defined by Young�s equation:

csv ¼ cfs þ cvf cos q

Figure 1.12 Schematic illustrating heterogeneous nucleation process with all related surface
energy in equilibrium.
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The formation of new phase results in a reduction of the Gibbs free energy, but an
increase in the total surface energy. The nucleus is stable only when its size is larger
than the critical size, c� and the critical energy barrier,DG�, is illustrated respectively:

c� ¼ �2ða1cvf þ a2cfs�a2csvÞ
3a3DGv

DG� ¼ 4ða1cvf þ a2cfs�a2csvÞ3
27a23DGv

As with the FM growthmode, the substrate is completely wetted by the depositing
materials, in which case the contact angle will be equal to zero; thus, the correspond-
ing Young�s equation could be described as:

csv ¼ cfs þ cvf

For island growth, the contact angle, q, must be larger than zero. According to
Young�s equation, we then have:

csv < cfs þ cvf

In case the deposit does not wet the substrate at all, the contact angle will be 180 �C,
a process which is commonly referred to as homogeneous nucleation.

The lattice constants of the deposit will most likely differ from those of the
substrate, which commonly leads to the development of stress in the newly forming
film, and a resultant island-layer growth mode. Island-layer growth involves in situ-
developed stress, and is slightlymore complicated than the above two growthmodes.
The thin film would proceed following the mode of layer growth initially, but when
the deposit became elastically strained – due to, for example, a lattice mismatch
between the deposit and the substrate – then strain energy would be developed. As
each layer of the deposit continues, more stress and strain energy would be
developed. Given that there is no plastic relaxation, the strain energy would be
proportional to the volume of the deposit. Then, as the growth of the film continued
the stress would reach a critical point and could not be released; the strain energy per
unit area of deposit would then be large with respect to cvf, permitting nuclei to form
above the initial layered deposit. In this case, the surface energy of the substrate
would exceed the combination of both surface energy of the deposit and the
interfacial energy between the substrate and the deposit:

csv > cfs þ cvf

1.3.2
Physical Vapor Deposition (PVD)

Physical vapor deposition (PVD) is fundamentally a vaporization coating technique
that involves the transfer of material on an atomic level. The process can be
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described according to the following sequence of steps: (i) the material to be
deposited is converted into a vapor by physical means; (ii) the vapor is transported
across a region of low pressure from its source to the substrate; and (iii) the vapor
undergoes condensation on the substrate to form the thin film. Typically, PVD
processes are used to deposit filmswith thicknesses in the range of a few nanometers
to thousands of nanometers. However, they can also be used to form multilayer
coatings, graded composition deposits, very thick deposits, and freestanding
structures.

PVD thin film technology covers a rather broad range of deposition techniques,
including electron-beam or hot-boat evaporation, reactive evaporation, and ion
plating. PVD techniques also include processes based on sputtering, whether by
plasma or by an ion beam of some sort. PVD is also used to describe the deposition
from arc sources which may or may not be filtered. In general, the methods can be
divided into two groups, namely evaporation and sputtering. Evaporation refers to thin
films being deposited by thermal means, whereas in sputtering mode the atoms or
molecules are dislodged from the solid target through the impact of gaseous ions
(plasma). Both methods have been further developed into a number of specific
techniques.

1.3.2.1 Vacuum Evaporation
The formation of thin films by evaporation was first recognized about 150 years
ago [75], and has since acquired a wide range of applications, notably in the past fifty
years since industrial-scale vacuum techniques were developed [76]. Many excellent
books and reviews have been produced describing evaporated films [77]. Vacuum
evaporation (or vacuum deposition) is a PVD process in which the atoms or
molecules from a thermal vaporization source reach the substrate without colliding
with residual gasmolecules in the deposition chamber. Vacuumdeposition normally
requires a vacuum of better than 10�4 Torr; however, even at such low pressure there
will still be a large amount of concurrent impingement on the substrate by potentially
undesirable residual gases that can contaminate the film. If film contamination is
problematic, a high (10�7 Torr) or ultrahigh (<10�9 Torr) vacuum environment can
be used to produce a film with the desired purity, depending on the deposition rate,
the reactivities of the residual gases and the depositing species, and the tolerable
impurity level in the deposit. The evaporation of elemental metals is fairly straight-
forward: heated metals have high vapor pressures, and in a high vacuum (HV) the
evaporated atoms will be transported to the substrate. A schematic image of a typical
evaporation system is shown in Figure 1.13.

A typical evaporation system will consist of an evaporation source to vaporize the
desired material, and a substrate located at an appropriate distance, facing the
evaporation source. Both, the source and the substrate, are located in a vacuum
chamber.

The saturation or equilibrium vapor pressure of a material is defined as the vapor
pressure of that material in equilibrium with the solid or liquid surface, in a closed
container. At equilibrium, as many atoms return to the surface as leave the surface,
such that the equilibrium vapor pressure of an element can be estimated as:
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ln Pe ¼ �DHe

RT
þC

where DHe is the molar heat of evaporation, R is the gas constant, T is the
temperature, and C is a constant.

Although most elements vaporize as atoms, some – such as Sb, Sn, C, and Se –
have a significant portion of the vaporized species as clusters of atoms. For materials
which evaporate as clusters, special vaporization sources (called baffle sources) can be
used to ensure that the depositing vapor is in the form of atoms. The evaporation of
compounds is more complicated, as compounds may undergo chemical reactions
such as pyrolysis, decomposition and dissociation, and the resultant vapor compo-
sition may often differ from the source composition during evaporation at elevated
temperatures. It should be noted that, as amaterial is heated, the first components to
be volatilized are the high-vapor-pressure surface contaminates, absorbed gases, and
high-vapor-pressure impurities.

A material vaporizes freely from a surface when the vaporized material leaves the
surface with no collisions above the surface. The free surface vaporization rate is
proportional to the vapor pressure, and is given by the Hertz–Knudsen vaporization
equation [78, 79]:

dN
dt

¼ C ð2 pmkTÞ- 1
2
ðp�-pÞ s�1

where dN is the number of evaporating atoms per cm2 of surface area,C is a constant
that depends on the rotational degrees of freedom in the liquid and the vapor, p� is the
vapor pressure of the material at temperature T, p is the pressure of the vapor above

Figure 1.13 Schematic image of a typical evaporation system.
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the surface, k is Boltzmann�s constant, T is the absolute temperature, and m is the
mass of the vaporized species.

According to Raoult�s law, the constituents of amixture of elements or compounds
vaporize in a ratio that is proportional to their vapor pressures; that is, a constituent
with a high vapor pressure will vaporizemore rapidly than amaterial with a low vapor
pressure [78, 79]. Thus, the chemical composition of the vapor phase is most likely
to be different from that in the source, although adjusting the composition or molar
ratio of the constituents in the source may help in this respect. However, the
composition of the source would change as the evaporation proceeds, with the
higher vapor pressure material steadily decreasing in proportion to the lower vapor
pressure material in the melt. As a result, the composition in the vapor phase will
change. For amulti-component system, the chemical composition of evaporated film
is likely to produce a gradation of film composition as the evaporant is selectively
vaporized. Therefore, it is in general difficult to deposit complex films using an
evaporation method.

However, vacuum deposition does have advantages in some cases:

. Line-of-sight deposition allows the use of masks to define area of deposition.

. Large-area sources canbeused for somematerials (e.g., �hog trough� crucibles for
Al and Zn).

. High deposition rates can be obtained.

. Deposition rate monitoring is relatively easy.

. The vaporization source material can exist in many forms, such as chunks,
powder, wire, and chips.

. A vaporization source material of high purity is relatively inexpensive.

. High-purity films are easily deposited from high-purity source materials, as the
deposition ambient can be made as noncontaminating as is desired.

. The technique is relatively inexpensive compared to other PVD methods.

1.3.2.2 Molecular Beam Epitaxy (MBE)
Perhaps the most sophisticated PVD process is that of MBE or vapor-phase epitaxy
(VPE) [80–82], which take place in either high-vacuum or ultra-high-vacuum en-
vironments (10�8 Pa) [83–85]. The most important aspect of MBE is the slow
deposition rate (typically <1000 nmh�1), which allows the films to grow epitaxially.
The slow deposition rates require (proportionally) a better vacuum to achieve the
same impurity levels as other deposition techniques. Hence,MBE can be considered
a special case of evaporation for single-crystal film growth, with the highly controlled
evaporation of a variety of sources in ultra-high-vacuum.

Figure 1.14 shows, schematically, a number of effusion cells aligned radially with
the substrates. Since MBE is a variant of evaporation, instead of an open crucible the
sourcematerial can beheated in an equilibriumsource knownas theKnudsen cell. In
this case, an atomic beam (in themolecular flow regime; hence the nameMBE) exits
the cell through an orifice that is small compared to the source size. Such equilibrium
sources are muchmore stable than open sources, because they are heated resistively
or by an electron beam. In high vacuum, the evaporated atoms do not experience
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collisions, and therefore will take a line-of-sight route from the source to the
substrate. The mean free path of atoms or molecules (�100m) far exceeds the
distance between the source and the substrate (typically �30 cm) inside the depo-
sition chamber; therefore, the atoms or molecules striking on the single crystal
substrate will result in formation of the desired epitaxial film.

Atoms arriving at the substrate surface may undergo absorption to the surface,
surface migration, incorporation into the crystal lattice, and thermal desorption, but
which of these competing pathways dominates the growth will depend heavily on the
temperature of the substrate. At a low temperature, atomswill �stick�where they land
without arranging properly, leading to poor crystal quality; however, at a high
temperature the atoms will desorb (re-evaporate) readily from the surface, leading
to low growth rates and a poor crystal quality. In the appropriate intermediate
temperature range, the atoms will have sufficient energy to move to the proper
position on the surface and be incorporated into the growing crystal. The growth
mechanism of MBE is shown schematically in Figure 1.15.

Figure 1.14 Schematic diagram of a number of effusion cells aligned radially with the substrates.
LN2¼ liquid nitrogen; RHEED¼ reflection high-energy electron diffraction.

Figure 1.15 The molecular beam epitaxy growth mechanism.
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During theMBE process, a range of structural and analytical probes can be used to
monitor film growth in situ, in real time, on a sub-nanometer scale:

. Reflection high-energy electron diffraction (RHEED), using forward scattering at
the grazing angle; this shows a maximum when there is a completed monolayer,
and a minimum when there is a partial layer, which produces more scattering.

. Low-energy electron diffraction (LEED) takes place in backscattering geometry,
and can be used to study surface morphology, but not during growth.

. Auger electron spectroscopy (AES), records the type of atoms present.

. Modulated beam mass spectrometry (MBMS) allows the chemical species and
reaction kinetics to be studied.

. Reflectance difference spectroscopy (RDS).

. Scanning tunneling microscopy (STM) and atomic force microscopy (AFM).

1.3.2.3 Sputter Deposition
Sputtering is one of the most important PVD methods, as it involves the physical
vaporization of atoms from a surface by momentum transfer from bombarding,
energetic, atomic-sized particles. Sputter deposition permits a better control of the
composition of multi-element films, and a greater flexibility in the types of materials
that may be deposited.

Although first reported by Wright in 1877, the sputter deposition of films became
feasible only because a relatively poor vacuum is needed for its operation. Despite the
fact that Edison patented a sputter deposition process for depositing silver onto wax
photograph cylinders in 1904, the process was not used widely in industry until the
adventofmagnetronsputtering in1974.Theapplicationofsputterdeposition led toan
acceleration in the development of reproducible, stable long-lived vaporization
sources for production purposes. Following the use of a magnetic field that would
confine the motion of the secondary electrons close to the target surface, planar
magnetron sputtering has become the most widely used sputtering configuration,
havingbeenderivedoriginallyfromthedevelopmentof themicrowaveklystrontubein
WorldWar II, from the investigations of Kesaev and Pashkova (in 1959) on confining
arcs, and of Chapin (in 1974) on developing the planar magnetron sputtering
source [86–89]. The operating principles of both direct current (DC) and radio-
frequency (RF) sputtering systems are illustrated schematically in Figure 1.16 [71].

Effective sputter deposition can be achieved in:

. a good vacuum (<10�5 Torr) using ion beams;

. a low-pressure gas environment, where sputtered particles are transported from
the target to the substrate without gas-phase collisions (i.e., a pressure less than
about 5mTorr), using a plasma as the ion source of ions; and

. ahigher-pressuregas,wheregasphasecollisionsand�thermalization�oftheejected
particles occurs but the pressure is low enough that gas-phase nucleation is not
important (i.e., apressuregreater thanabout5mTorrbut less thanabout50mTorr).

Currently, plasma-based sputtering is the most common form of sputtering, in
which a plasma is present and positive ions are accelerated to the target which is at
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a negative potential with respect to the plasma. At higher pressures, the ions suffer
physical collisions and charge-exchange collisions, so that there is a spectrum of
energies of the ions andneutrals bombarding the target surface. At lowpressures, the
ions reach the target surface with an energy which is given by the potential drop
between the surface and the point in the electric field where the ion is formed. In
vacuum-based sputtering, however, an ion or plasma beam is formed in a separate
ionization source, accelerated, and then extracted into a processing chamberwhich is
maintained under good vacuum conditions. In this process, the mean bombarding
energy is generally higher than in the plasma-based bombardment, and the reflected
high-energy neutrals are more energetic.

Sputter deposition could be used to deposit films of elemental materials, and also
to deposit alloy films and maintain the composition of the target material. This is
possible by virtue of the fact that thematerial is removed from the target in a layer-by-
layer fashion, which is one of the main advantages of the process. This allows the
deposition of some rather complex alloys such as W: Ti for semiconductor metal-
lization [90], Al : Si : Cu for semiconductor metallization [91], and Metal–Cr–Al–Y
alloys for aircraft turbine blade coatings.

The deposition of films of compound materials by sputtering can be achieved
either by sputtering from a compound target, or by sputtering from an elemental
target in a partial pressure of a reactive gas (i.e., �reactive sputter deposition�). Inmost
cases, the sputter deposition of a compoundmaterial from a compound target results
in a loss of some of the more volatile material (e.g., oxygen from SiO2); however, this
loss is oftenmade up by deposition in an ambient containing a partial pressure of the
reactive gas – a process known as �quasi-reactive sputter deposition.� In the latter
case, the partial pressure of reactive gas that is needed is less than that used for
reactive sputter deposition.

Figure 1.16 Schematic diagram of the principles of (a) direct current (DC) and (b) radiofrequency
(RF) sputtering systems.
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The advantages of sputter deposition include:

. Any material can be sputtered and deposited, including elements, alloys, or
compounds.

. The sputtering target provides a stable, long-lived vaporization source.

. Vaporization is from a solid surface and can occur up, down, or sideways.

. In some configurations, the sputtering target canprovide a large-area vaporization
source.

. In some configurations, the sputtering target can provide specific vaporization
geometries, for example, a line source fromaplanarmagnetron sputtering source.

. The sputtering target can bemade conformal to a substrate surface, such as a cone
or sphere.

. Sputtering conditions can easily be reproduced from run to-run.

. There is little radiant heating in the system compared to vacuum evaporation.

. In a reactive deposition, the reactive species can be activated in a plasma.

. When using chemical vapor precursors, the molecules can be either fully or
partially dissociated in the plasma.

. The utilization of sputtered material can be high.

. In situ surface preparation is easily incorporated into the processing.

1.3.3
Chemical Vapor Deposition (CVD)

Chemical vapor deposition (CVD) is a method of forming a thin solid film on a
substrate by the reaction of vapor-phase chemicals which contain the required
constituents. The decomposition of source gases is induced by various energy
forms such as chemical, thermal, plasma or photon, and reacted on and/or above
the temperature-controlled surface to form the thin film. Thermal CVD is the
deposition of atoms or molecules by the high-temperature (range from 300 to
900 �C) reduction or decomposition of chemical vapor precursor species which
contain the material to be deposited [92–94]. Normally, the reduction is accom-
plished by hydrogen at an elevated temperature, while the decomposition is
accomplished by thermal activation. The deposited material may react with other
gaseous species in the system to produce compounds (e.g., oxides, nitrides). In
general, CVD processing is accompanied by volatile reaction byproducts and
unused precursor species. The CVD process has been studied extensively and is
very well documented [95–97], largely due to the close association with solid-state
microelectronics.

In CVD the sourcematerials are brought in a gas phase flow into the vicinity of the
substrate, where they decompose and react to deposit thefilm onto the substrate. Any
gaseous byproducts are then pumped away, as shown schematically in Figure 1.17.

The CVD process can be generalized in a sequence of steps:

. Reactants are introduced into reactor;

. The gas species are activated and/or dissociated by mixing, heat, plasma or other
means.
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. The reactive species are adsorbed on the substrate surface.

. The adsorbed species undergo chemical reaction or react with other incoming
species to form a solid film.

. The reaction byproducts are desorbed from the substrate surface.

. The reaction byproduct is removed from the reactor.

Due to the versatile nature of CVD, the number of potential chemistries leading to
the commonly usedfilms is huge; details of those chemistries that have been, and still
are, widely used are listed in Table 1.2. The gas-phase (homogeneous) reactions and
surface (heterogeneous) reactions are intricately mixed, but with increasing temper-
ature and partial pressure of the reactants the gas-phase reactions will become
progressively more important. Extremely high concentrations of the reactants will
cause the gas-phase reactions to become predominant, resulting in homogeneous
nucleation. The wide variety of chemical reactions involved can be grouped into:
pyrolysis; reduction; oxidation; compound formation;disproportionation; andrevers-
ible transfer,dependingon theprecursorsusedand thedepositionconditionsapplied.

1.3.3.1 Reaction Kinetics
CVD is a nonequilibrium process that is controlled by chemical kinetics and
transport phenomena, with the reaction rates obeying Arrhenius behavior. In case

Figure 1.17 The chemical vapor deposition
(CVD) process. The source materials are
brought in gas phase flow into the vicinity of the
substrate, where they decompose and react to

deposit film on the substrate. Both, gas-phase
transport and surface chemical reactions are
important for film deposition.
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of the deposition rate determined at several temperatures, the activation energy Ea
can be extracted from theArrhenius formula. Themagnitude of the activation energy
gives hints to possible reaction mechanisms.

For most CVD reactions, two temperature regimes can be found (Figure 1.18).
Here, when the temperature is low the surface reaction rate is low, and there is an
overabundance of reactants; the reaction is then in the surface reaction-limited regime.
The rate of silicon nitride deposition from SiH2Cl2 at 770 �C is approximately 3.3 nm
min–1, but this is compensated by the fact that the deposition can take place
simultaneously on up to 100 wafers.

As the temperature increases, the reaction rate on the surface is increased
exponentially such that, above a certain temperature, all of the source gas molecules
will react at the surface. The reaction is then in the mass transport-limited regime,
because the rate is dependent on the supply of a new species to the surface. The fluid
dynamics of the reactor then plays amajor role in both deposition uniformity and the
reaction rate.

1.3.3.2 Variants of CVD Methods [98]
The conventional CVD process, which is based on thermally activated CVD, uses
inorganic precursor sources, with the deposition process being initiated by thermal

Table 1.2 Reactions used in chemical vapor deposition.

Reaction Equation

Pyrolysis SiH4 (g) ! Si (s) þ 2 H2 (g)
Reduction SiCl4 (g) þ 2 H2 (g) ! Si (s) þ 4 HCl (g)
Hydrolysis SiCl4 (g) þ 2 H2 (g) þ O2 (g) ! SiO2 (s) þ 4 HCl (g)
Compound formation SiCl4 (g) þ CH4 (g) ! SiC(s) þ 4HCl(g)

TiCl4 (g) þ CH4 (g) ! TiC(s) þ 4HCl(g)
Disproportionation 2 GeI2(g) ! Ge(s) þ .

GeI4(g) at 300 �C
Reversible transfer As4(g) þ As2(g) þ 6GaCl(g) þ 3H2(g) ! 6GaAs(s) þ 6HCl(g)

Figure 1.18 Surface reaction-limited versus mass transfer-limited CVD reactions.
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energy and occurs at atmospheric pressure, low pressure, or ultrahigh vacuum. The
deposition often requires relatively high temperatures (typically 500–1400 �C),
depending on the type of inorganic precursor used (e.g., halides, hydrides). Accord-
ing to the forms of energy introduced to the system in order to activate the chemical
reactions desired to deposit solidfilms onto substrates, a variety of CVDmethods and
CVD reactors have been developed, including PECVD and photo-assisted CVD
(PACVD) which use plasma and light, respectively, to activate the chemical reactions.
Atomic layer epitaxy (ALE) represents a special mode of CVD where a �monatomic
layer� can be grown in sequence by employing sequential saturating surface reac-
tions, while metal–organic CVD (MOCVD) uses a metal–organic precursor rather
than an inorganic precursor as used in conventional CVD methods.

These CVD variants are useful when there is a need to control the growth of
epitaxial films, and to fabricate tailored molecular structures. Other CVD variants,
such as pulsed-injection MOCVD and aerosol-assisted CVD use special precursor
generation and delivery systems, unlike conventional CVD; for example, flame-
assisted vapor deposition (FAVD)uses aflame source to initiate the chemical reaction
and/or heat the substrate. Electrochemical vapor deposition (EVD) represents
another variant of CVD that has been tailored to deposit dense films onto porous
substrates. In addition, chemical vapor infiltration (CVI) is a form of CVD that has
been adapted for the deposition of a dense ceramic matrix during the fabrication of
ceramic fiber-reinforced ceramic matrix composites.

Currently emerging low-cost, non-vacuum CVD-based techniques (e.g., aerosol-
assisted and flame-assisted CVD) have the potential to be scaled up for large area or
mass production. Although most of these variants can also be carried out at either
atmospheric or reduced pressure, PACVD must be conducted at low pressure
(typically 1.3 to 1333 Pa) in order to generate the plasma.

1.3.3.3 Advantages of CVD
Although CVD is a complex chemical system, it has its distinctive advantages.
Notably, the process is gas phase in nature; hence, given a uniform temperature
within the coating retort and uniform concentrations of the depositing species, then
the rate of deposition will be similar on all surfaces. Consequently, variable shaped
surfaces such as screw threads, blind holes and channels or recesses, if providedwith
reasonable access to the coating powders or gases, can be coated evenly without any
build-up on the edges.

In some cases, it is possible to form ductile CVD layers, (e.g., chromizing of low-
carbonmild steel). (Note: �Chromizing� refers to a type of coating process developed
for coinage production, in which chromium is deposited onto mild steel blanks by
CVD and diffused into the surface to generate a layer that is, effectively, a ferritic
stainless steel.) Given that the processing temperature will normally anneal any hilly
ferrous substrate onto which the CVD layer is deposited, it would then become
practicable to form, press or bend these components successfully after coating. This
is in direct contrast with stainless steel components, which become significantly
work-hardened during any forming or pressing, and may cause the rapid wearing of
any tooling used in the process.
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The high temperatures used during CVD results in a considerable amount of
diffusion of the coating into the substrate; consequently, if the thermal expansion
coefficients are compatible between the coating and substrate, then the adhesion will
be excellent. In many cases the substrate can be heat-treated after CVD coating, with
no distress to the coating.

1.3.4
Atomic Layer Deposition (ALD)

Atomic layer deposition (ALD), a unique thin film-deposition technique, is based on
the sequential use of a gas-phase chemical process with atomic-scale precision, and
differs significantly from other thin film-deposition methods. By keeping the
precursors separate throughout the coating process, the thickness of the film grown
can be controlled down to the atomic/molecular scale per monolayer [99, 100]. Some
excellent reviews have been produced by Ritala and Leskela [101, 102] on the subject
of ALDwhich, in the literature, is also referred to as ALE, atomic layer growth (ALG),
atomic-layer CVD (ALCVD), and molecular layer epitaxy (MLE). In comparison with
other thin film-deposition techniques, ALD is relatively new and was first used to
grow ZnS films [103]. Additional details on ALD were reported during the early
1980s [104–106]. ALD can be considered as a special modification of CVD, or even as
a combination of vapor-phase self-assembly and surface reaction. It is similar in
terms of its chemistry toCVD, except that inALD theCVD reaction is broken into two
half-reactions; this allows the precursor materials to be kept separate during the
reaction, so that they can react with a surface one-at-a-time, in sequential manner.

ALDwas developed during the late 1970s, and subsequently introducedworldwide
as ALE [107]. The ALD deposition method was mainly developed in response to the
need for thin-film electroluminescent (TFEL) flat-panel displays, as these require
high-quality dielectric and luminescent films on large-area substrates. Subsequently,
interest in ALD increased stepwise during the mid-1990s and 2000s, with interest
focused on silicon-based microelectronics. In this respect, reviews produced by
Ritala [108] andKim [109] represent recent key references. Today, both the equipment
required for ALD, and the processes, have moved through two generations and are
approaching a third generation to behall-marked by its higher productivity, reliability,
and other enhancements. Currently, ALD is considered to be the deposition method
with the greatest potential for producing very thin, conformal films and, in particular,
an ability to control the thickness and composition of the films at the atomic level.
Onemajor driving force in this area has been the recent interest in usingALD to scale
down microelectronic devices. In fact, the recently demonstrated ability of ALD to
produce outstanding dielectric layers and attracts for the semiconductor industry for
use in high-K dielectric materials has led to an acceleration of ALD development. A
typical atomic layer deposition system is illustrated schematically in Figure 1.19.

1.3.4.1 ALD Process
The growth of material layers by ALD consists of repeating the following character-
istic four steps:
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. Exposure of the first precursor.

. Purging or evacuation of the reaction chamber to remove the nonreacted pre-
cursors and the gaseous reaction byproducts.

. Exposure of the second precursor, or another treatment to activate the surface
again for the reaction of the first precursor.

. Purging or evacuation of the reaction chamber.

1.3.4.2 Types of ALD Reaction
Today, ALD may be carried out by either thermal reactions or by plasma-assisted
processes (which are also partially thermally activated). Almost of all these reactions
comprise a two-step ALD process, with single unbalanced heuristic chemical
reactions being used unless the reaction chemistry is unclear without an explicit
two-step description. Some of the reactions selected from important examples of
films used in the development of ALD technology and applications are detailed in the
following sections.

Thermal ALD

1) Depositing Compounds

In this class of reactions, metal halides are reacted with hydrides, such as H2O or
NH3. Although TiCl4 and WF6 are well-known halide sources with good vapor
pressures, many other metallic halides may often exist as solids and may sublime at
convenient source temperatures, but have low vapor pressures. A thermal ALD
reaction of note using metal halides is the HfCl4 chemistry:

HfCl4 þ 2H2O!HfO2 þ 4HCl:

Recently, HfO2 has emerged as a promising high-K dielectric because of its
chemical stability with silicon relative to ZrO2. A basic HfCl4/H2O process has
been demonstrated [110]. Other metal oxides with known halide reactions include:
ZrO2 [111], Ta2O5 [112], Al2O3 [113], and TiO2 [114, 115].

Figure 1.19 Schematic image of a typical atomic layer deposition system.
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The use of metal–organic (MO) chemistry reactions represents another means of
forming compounds. Indeed, although the early ALD processes were often devel-
oped with halide/hydride chemistry, the use of trimethyl aluminum (TMA) for
aluminum-bearing films was an important exception.

Moving fromhalide sources toMOsources eliminates traceCl or F, but introduces
the presence of trace C or N, but this is a necessary trade-off as organic chemistry
provides a wide diversity of materials. Among other precursor characteristics, it may
be desirable to develop liquid precursors with a higher pressure and, concurrently,
with a greater thermal stability.

Although theALDprocess for Al2O3, using the TMA/H2Ochemistry [116], was the
�standard� process for many years, semiconductor device leakage characteristics
were subsequently found to be better with TMA/O3 chemistry [117].

AlðCH3Þ3 þHOH!Al2O3 þCH4:

AlðCH3Þ3 þO3 !Al2O3 þH; C; O containing by products:

2) Depositing Elemental Films

Reactions forming elemental films using halide–hydride chemistry have been
developed, in which alternating pulses of a silicon halide and silicon hydride can lead
to the formation of elemental silicon [118].

An early demonstration of the ALD formation of elemental W films was using
metal halides with silane reduction chemistry [119]:

WF6 þ SiH4 !Wþ SiFxHy þ SiF4 þH2:

As the strong bonding energy of the SiFx byproduct compound essentially leaves
no Si to react with the metal, WSix is not formed. This chemistry is similar to that
known for CVDW processes. Other refractive metals can be formed using silane or
other hydride-based reduction reactions.

3) Depositing Noble Metals with O2 Chemistry

This type of chemical reaction [120] may run counter to initial intuition, as oxygen
�combustion� is used to create an elemental material. However, RuO is an inter-
mediate, and once RuOx forms on the substrate surface it is further reduced by Ru
(Cp)2 to form an elemental material:

RuOx þRiðCpÞ2 !Ru-RuðCpÞþCO2 þH2O

Ru ðCpÞþO2 !RuOx þCO2 þH2O

where (Cp)2¼ (C5 H5)2. After each of the O2 half-reactions, the surface is terminated
inRuOx; however, after each pair of half-reactions an additional layer ofRu is added to
the bulk film. The concentration of the Omay have to be controlled in order to avoid
oxidation of the underlying layers.
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Plasma-Assisted ALD

1) Depositing Elemental Films

An early Si elemental ALD thermal process which used SiH2, Cl2/H2 [121]
was demonstrated by using metal or silicon halides with atomic H; however, the
reaction proceeded only above 800 �C, which was too high for many applications.
Thus, ALD saturation and elemental Si (or Ge) were achieved by using atomic H for
reduction at approximately 540 �C [122]. Still later, others utilized the same reaction
principle to deposit non-Group IVelements, and produced elemental Ti and Ta [122].

SiCl4 þ�H!Si-HþHCl

TiCl4 þ �H!Ti-HþHCl

where � indicates a radical or plasma environment. Hence, plasma-assisted ALD
may occur by direct plasma, remote apparatus configurations, or combinations
thereof.

2) Depositing Metal Compounds

Plasma-assisted metal precursors use metal halides or MO compounds to make
metal nitrides:

TiCl4 þ�NH3 !TiN-H CO2 þHCl

The reaction takes place at approximately 100 �C lower than its thermal counter-
part. Metal nitrides or oxides may be formed using halide precursors and plasma
containing either oxidants (O3, H2O) or nitridants (NH3) [123], as well as otherwise
nonreactive gases such as O2 and N2/H2.

1.3.4.3 Advantages and Disadvantages
When using ALD, the film thickness will depend only on the number of reaction
cycles, which in turn makes the thickness control accurate and simple. Unlike CVD,
there is less need for reactant flux homogeneity, which gives a large area (large batch
and easy scale-up) capability, excellent conformality and reproducibility, and also
simplifies the use of solid precursors. The growth of differentmultilayer structures is
also straightforward. Taken together, these advantages make the ALDmethod highly
attractive for microelectronics, and notably for themanufacture of future-generation
integrated circuits. The other advantages of ALD include the wide range of film
materials that is available, as well as the high density and low impurity level. A lower
deposition temperature may also be used in order not to affect sensitive substrates.

1) Advantages
. Stoichiometric films with large area uniformity and 3-D conformality.
. Precise thickness control.
. Low-temperature deposition possible.
. Gentle deposition process for sensitive substrates.

34j 1 Top-Down Fabrication of Nanostructures



1) Disadvantages
. Deposition rate slower than CVD.
. The number of different material that can be deposited is fair compared to

MBE.

1.4
Pattern Transfer

In themanufacture of nanostructures via top-down fabricationmethods, one vital step
is that of pattern transfer, where the pattern is defined through two steps: (i)
lithographic resist patterning; and (ii) subsequent etching of the underlyingmaterial.
Etching and lift-off represent the two ways of developing the transfer the pattern onto
the substrates. As shown in Figure 1.20, the transfer can be either additive (lift-off) or
subtractive (etch), although in practice the subtractive processes are preferred as they
have a greater reliability and so a higher yield. Subtractive processing involves either
etching or the removal of material; this can be achieved either by using suitable wet

Figure 1.20 Pattern transfer by lift-off and etching way. PR¼ photoresist.
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chemicals, or by dry etching in a vacuumsystemwith the assistance of ions formed by
an electrical discharge in a gas. Although the resist pattern can always be removed if
found to be faulty on inspection, once the pattern has been transferred onto a solid
material by etching, then any reworking ismuchmore difficult, and often impossible.

1.4.1
Etch

Etching is the process of removing regions of the underlying material that are no
longer protected by photoresist after development. There are two major types of
etching: wet etching and dry etching.

1.4.1.1 Wet Etching
In wet etching, liquid chemicals or etchants are used to remove materials from the
wafer, duringwhich time the substrates are immersed in a reactive solution (etchant).
As the layer to be removed is �etched away� by chemical reaction or by dissolution, the
reaction products must be soluble so that they can be carried away by the etchant
solution.

Abasicwet etchingprocessmay be brokendown into three basic steps: (i) diffusion
of the etchant to the surface for removal; (ii) reaction between the etchant and the
material being removed; and (iii) diffusion of the reaction byproducts from the
reacted surface. The mechanisms fall into two major categories:

. metal etching (electron transfer):

M ðsÞ!Mnþ ðaqÞþ ne�

. insulator etching (acid–base reaction):

SiO2 þ 6HF!H2SiOF6 ðaqÞþ 2H2O

Wet etching has found widespread use because of its special advantages of: (i) low
cost; (ii) high reliability; (iii) high throughput; (iv) excellent selectivity in most cases
with respect to both mask and substrate materials; (v) greater ease of use; (vi) higher
reproducibility; and (vii) better efficiency in the use of etchants. Many of thematerials
used in microelectronics can be etched using wet etching methods.

Silicon Dioxide Etch HF-based etchants are widely used for etching silicon dioxide;
hence, for pure HF-etching the overall reaction could be described as [124, 125]:

SiO2 þ 6 HF!H2 þ SiF6 þ 2H2O:

Here, a 5 : 1 buffered hydrofluoric acid (BHF) solution (also known as buffered
oxide etch, BOE) is a commonly used SiO2 etchant formulation, and the reaction
involved in the process is:

SiO2 þ 4HFþ 2NH4F!ðNH4Þ2SiF6 þ 2H2O

SiO2 þ 3HF2
� þHþ ! SiF2�6 þ 2H2O:
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Here, �5 : l� refers to five parts by weight of 40wt% ammonium fluoride (the
�buffer�) to one part byweight of 49wt%HF; this results in a total of about 33%NH4F
and 8.3% HF by weight [126], and the pH-value is about 3. HF is a weak acid, and
except when present in very small concentrations it does not completely dissociate
into Hþ and F– ions in water [127]. Judge [128] and Deckert [129] have each shown
the etch rate of both silicon dioxide and silicon nitride to increase linearly with the
concentrations of bothHFandHF2

–. However, for concentrations below 10M,whilst
being independent of the concentration of F– ions alone, the HF2

� complex attacks
oxides much faster than HF. Thus, the etch rate increases more than linearly with
respect to the HF concentration.

Poly-Silicon Etch Silicon is usually wet-etched using amixture of nitric acid (HNO3)
and HF [2, 24, 25], which may be masked by the photoresist.

A simplified description of the reaction is that the HNO3 in the solution oxidizes
the silicon, followed by the oxidized compound being etched by theHF (formed from
the fluoride ions in this acidic solution). Many metal-etches also remove material in
a two-step manner, the overall reaction being [125, 130]:

3Siþ 4HNO3 þ 18HF! 3H2SiF6 þ 4NOðgÞþ 8H2O

Although the etching of silicon with HNO3 and HF is an isotropic approach, on
occasion it does not meet the requirements for microelectronics. Orientation-
dependent silicon wet etchants have also been developed. For example, KOH is
used for the orientation-dependent etching (ODE) of single-crystal silicon. ODEs
attack {111}-type planes, which have a high bond density, much more slowly than
other planes [124, 131]. Occasionally, isopropyl alcohol may be added to the KOH
solutions; this decreases the etch rate but improves uniformity, thus reducing the
requirement for stirring [132]. In this case the gross reaction is:

Siþ 2OH� !SiO2ðOHÞ2�2 þ 2H2ðgÞ

Metal Wet Etch The wet etching of aluminum and aluminum alloy layers may be
achieved using slightly heated (35–45 �C) solutions of phosphoric acid, acetic acid,
nitric acid, andwater. This is amultistep etch process, which could also bemasked by
a photoresist. The aluminum is first oxidized by the nitric acid, while the phosphoric
acid and water simultaneously etch the resulting oxide [133].

A solution with a constituent of H2O2 (30%; i.e., hydrogen peroxide, 30% by
weight) is used to wet-etch tungsten and its alloys (where HF is the active ingredient
in the etchant) and also etched oxides. Raising the proportion of HF in the solution
causes an increase in the etch rate. In this etching, a film of tungsten oxide is formed
that is dissolved in the hydrogen peroxide [134]. This etchant can also be used to etch
tungsten–titanium alloys, but not pure titanium.

A wet process is also used for the cleaning of wafers before use. For example,
Piranha – a hot solution of H2SO4 and H2O2 mixed in any ratio – has been used for
decades for wafer cleaning [135–137]. With a lower ratio of H2SO4 to H2O2, as for
other acidic hydrogen peroxide solutions, Piranha will first strip off the photoresist
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and any other organics by oxidizing them, and then remove any metals by forming
complexes that remain in solution [138, 139]. This does not adversely affect the silicon
dioxide and silicon nitride, and has only aminor effect on the bare silicon of forming
a thin layer of hydrous silicon oxide. However, after the Piranha clean and rinse the
silicon oxide can easily be removed with quick (10 s) dip into 10 : 1 or 25 : 1HF. Other
materials on the wafermay be wet-etched by using the appropriate etching solutions.

As with any process, wet etching has its own certain disadvantages. Typically, wet
etching is isotropic in nature, and the etched feature will have curved walls and its
width will differ from that of the opening in the resist. If the aspect ratio (the ratio of
depth to width) of the desired feature is small, then the isotopic nature of the etching
is often not important; however, in the closely packed structures found in very large-
scale integration (VLSI) integrated circuits it is not acceptable. An additional problem
is that, after wet chemical etching, disposal of the partly used reagent may raise
environmental issues. A further problem is that monolayer-thick layers of hydro-
carbons can inhibit wet etching, such that the in situ control of etch depth is made
difficult.

Silicon of h110i orientation offers an interesting possibility for the anisotropic wet
etching of perfectly vertical walls when themask is aligned so that slow-etching (111)
planes form the sidewalls. The side walls and bottom surfaces shown in Figure 1.21b
contain a large number of facets when etched at 70 �C in KOH–water without the
addition of 2-propanol; however, the microchannel sidewalls are clearly still vertical.
In contrast, Figure 1.21a shows a less-pronounced surface structure with a definite
slope in the side walls when etched in a solution containing 2-propanol [140].

1.4.1.2 Dry Etching
Unlike wet etching processes, dry etching does not utilize any liquid chemicals or
etchants to remove materials from the wafer; rather, the substrates are immersed in
a reactive gas (plasma), and in the process only volatile byproducts are generated. As
with wet etching, dry etching also follows the resist mask patterns on the wafer; that

Figure 1.21 Scanning electron microscopy
images. (a) 410mm-deep microchannels
etched at 85 �C with a Si3N4 masking layer over
the thermal SiO2 layer; (b) 170mm-deep

microchannels etched at 70 �C with a 1mm-
thick SiO2 masking layer, showing side hanging
of the masking layer over the microchannels.
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is, it only etches away materials that are not covered by mask material (and are
therefore exposed to its etching species), while leaving areas covered by the masks
almost (but not perfectly) intact. Thesemasks were previously deposited on the wafer
using a wafer fabrication step known as �lithography.�

Dry etching may be accomplished by any of the following: (i) through chemical
reactions that consume the material, using chemically reactive gases or plasma; (ii)
by physical removal of the material, usually by momentum transfer; or (iii) by
a combination of both physical removal and chemical reactions.

In a plasma discharge, a number of different mechanisms for gas-phase reactions
are operative. Discharge generates both ions and excited neutrals, and both are
important for etching.

Ionization : e� þAr! 2e� þArþ

Excitation : e� þO2 ! e� þO2
�

Dissociation : e� þ SF6 ! e� þ SF5
� þF�

SiliconDioxide Etch Fluorocarbon–Plasma (CF4 þ CHF3 þ He) is used for silicon
dioxide dry etching. In this case, it appears that the CFx (x� 3) radicals are
chemisorbed onto the SiO2 and become dissociated; the radicals then supply
carbon to form CO, CO2, and COF2 gases from the oxygen in the film. They also
supply fluorine to form SiF4 gas [141]. The overall reactions that occur are as
followings [124]:

3SiO2 þ 4CF3 ! 2COþCO2 þ 3SiF4

SiO2 þ 2CHF2 ! 2COþH2 þ SiF4

Plasma HF-vapor is another method using for the dry etching of silicon dioxide.
As with liquid-based HF etches, the HF vapor etches silicon dioxide and has been

used to remove native oxide from silicon before the growth of epitaxial silicon and
other processes, such as the XeF2 etching of silicon. In the process, the HF/H2O
vapor condenses into droplets on the surfaces of the oxide samples during a 1-minute
etch, such that a faster etching is caused where the droplets had formed. The related
reaction in this process is [142]:

SiO2 þ 4HF!SiF4 þH2O:

Silicon Etch Fluorine-, chlorine-, and bromine-based processes represent standards
for silicon etching, and result in reaction products of SiF4, SiCl4 and SiBr4,
respectively. Fluorine-based processes are safer to use, but are seldom fully aniso-
tropic, while chlorine-based processes result in vertical sidewalls inherently (the
same applies to bromine-based processes). Importantly, both chlorine and bromine
are highly toxic, and it is essential that the equipment used for Cl2 or HBr etching
must be equipped with a loadlock.
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First synthesized in 1962 [143], XeF2 has the unusual capability to etch silicon at
a significant rate, without requiring a plasma to generate reactive species, and has
been used for silicon etching [143, 144]. Notably, XeF2 has one major advantage
over wet silicon etchants in that will gently etch without the application of any
forces. In addition, it has the advantage over plasma etching of being extremely
selective over almost all of the traditional masking layers, including silicon dioxide,
some silicon nitrides, and photoresists. XeF2 has also been used to micromachine
free-standing structures made from aluminum and polysilicon protected by a layer
of oxide [145].

During the etch process, the XeF2 molecules are physisorbed onto the silicon
surface and dissociate to release volatile xenon atoms, while the fluorine atoms
remain to react with the silicon to form volatile SiF4. The overall reaction is:

Siþ 2XeF2 ! SiF4 þ 2Xe:

The etching of silicon with plasma represents an anisotropic approach, normally
using Cl2 þ He, HBr þ C12, as the plasma source. When Cl2 þ He is applied
to etch silicon, a previous SF6 step is typically used to break through the native
oxide. In this case, the chlorine atoms are chemisorbed one at a time onto the
silicon surface, eventually forming volatile SiCl4 [146]. This method has been
used to etch 80 pm-deep trenches with fairly vertical sidewalls [147]; the overall
reaction is:

4Clþ Si!SiCl4:

HBr þ C12 plasma represents yet another anisotropic silicon plasma etch source,
but this has a better selectivity of silicon over oxide, whereby the bromine atomsmost
likely react with silicon in a manner similar to chlorine (as described above).

The chlorine etching of undoped silicon occurs very slowly in the absence of ion
bombardment [147]. Unlike F-atom silicon etches, Cl- and Br-based etches tend to be
vertical [148].

Silicon Nitride Etches Fluorine-Atom-Plasma (SF6 þ He or CF4 þ CHF3 þ He) is
used to plasma-etch silicon nitride, and this can be masked with a photoresist. The
etch is anisotropic and results in fairly vertical sidewalls. In this case, the fluorine
atoms are adsorbed onto the surface one at a time, in a surface reaction, and volatile
products are formed. The overall reaction is [124]:

12FClþ Si3N4 !SiF4 þ 2N2:

Plasma Metal Etches Cl2 þ BC13 þ CHCl3 þ N2 is used to dry etch aluminum,
which is an anisotropic etch due to the side-wall inhibitor formed from the
CHC13 [149]. Due to poor selectivity, when etching the thick layers of Al, a thicker
photoresist, a plasma-hardened photoresist, or a more durable masking layer must
be used. Usually, a higher temperature is used to keep the etch product volatile so
that it leaves the wafer [124] and does not coat the chamber or exhaust the plumbing.
Cl2 rather than Cl appears to be the main etchant [149], and the etch product
becomes AlC13 at higher temperatures [149, 150]. The dominant overall reaction

40j 1 Top-Down Fabrication of Nanostructures



below 200 �C is:

12Alþ 3Cl2 !Al2Cl3

SF6 is used for tungsten plasma etching, with the etch process function being fairly
isotropic. CF4 is often added to the feed gas, and increases the anisotropy as side-wall
polymers form, although the etch ratewill be slowed down. In this case, the chuck can
be heated to enhance the etch rate. The overall reaction is:

6FþW!WF6

Shown in Figure 1.22 are the SEM images of surface structures of silicon that have
been etched with SF6/O2 plasma in an RIE etching manner. The clearly visible
difference between these figures relates to the fact that the substrate in Figure 1.22a
was pretreatedwithBHFandacetone,whereas that inFigure 1.22bwas pretreatedonly
with BHF. The width of the needles is almost 200nm. The morphology of the silicon
surfacesetchedinFigure1.22bwasfoundtobeuniform,andtheformationofcolumnar
nanostructures with diameters <100nm and depths >300 nm were possible [151].

The dry etching method has the following advantages:

. The elimination of handling dangerous acids and solvents.

. The use of only small amounts of chemicals.

. The production of isotropic or anisotropic etch profiles.

. Directional etching can be achieved, without using the crystal orientation of Si.

. Lithographically defined photoresist patterns are faithfully transferred into the
underlying layers

. High resolution and cleanliness.

. Less undercutting.

. No unintentional prolongation of etching.

. Better process control.

. Ease of automation (e.g., cassette loading).

Figure 1.22 Scanning electron microscopy images of needle-like nanostructures of the silicon
surface by using RIE in a parallel-plate plasma system. (a) Pretreatment with BHF and acetone; (b)
Pretreatment only with BHF.
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1.4.1.3 A Comparison of Wet and Plasma Etching
Wet etching is usually isotropic (which is desirable in some cases), it may provide
a selectivity that is dependent on the crystallographic direction, and it can be very
selective over the masking and underlying layers. In contrast, plasma etching uses
fresh chemicals for each etch (this results in a less chemical-related etch-rate
variability) and it can be vertically anisotropic (as well as isotropic), thus allowing
the patterning of narrow lines. One drawback of wet etching is that, when removing
a sacrificial layer in micromachining, there will be a capillary-force pull down of any
free-standing structures [152]. However, this can be overcome by using a supercrit-
ical-liquid drying process [153] or by switching to a dry-etched sacrificial layer
[154, 155].

In many applications, the choice of wet versus plasma etching is a question of
convenience – whether certain equipment or an etch bath is available, or a suitable
masking material is at hand. However, when sloped etch profiles are required, or
when under-cutting is needed, then isotropic etching must be used. One particular
benefit is that the isotropicwet etching of silicon can be achieved at fairly high rates, at
microns or even tens of microns per minute.

1.4.2
Lift-Off Processes

The pattern-transfer technique – lift-off– refers to the process of creating patterns on
the wafer surface through an additive process, as opposed to the more familiar
patterning techniques that involve subtractive processes, such as etching. Lift-off is
most commonly employed in patterning metal films for interconnections.

The steps of the technique are shown schematically in Figure 1.20. The resist is
first exposed to radiation via the pattern-carrying mask, and the exposed areas of the
resist are then developed (as shown in Figure 1.20). A film is then deposited over the
resist and substrate. Prior to film deposition – and particularly for sputtering or
evaporation processes – a �post-develop bake� is recommended, which will drive off
any excess solvent so that there will be less out-gassing during the film deposition.
The film thickness must be smaller than that of the resist. By using an appropriate
solvent (such as acetone), the remaining parts of the resist and the depositedfilm atop
these parts of the resist can be lifted off (see Figure 1.20). The lift-off technique is
capable of high resolution, and often used for the fabrication of discrete devices.

Depending on the type of lift-off process used, patterns can be defined with
extremely high fidelity and for very fine geometries. Lift-off, for example, is the
process of choice for patterning electron-beam-written metal lines, because the film
remains only where the photoresist has been cleared. The defect modes are the
opposite what might be expected for etching films, as the defects may occur in the
underlaying photoresist layer; for example, particles that underlay the photoresist
may lead to open or other unwanted shapes on the substrate, whereas in case ofmetal
lift-off the scratches may lead to unwanted areas of the metal layer remaining on the
wafer.

Any deposited film can be lifted-off, provided that:
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. During film deposition, the substrate does not reach temperatures that are high
enough to burn the photoresist.

. The film quality is not absolutely critical; a photoresist will outgas very slightly in
vacuum systems, which may adversely affect the quality of the deposited film.

. The adhesion of the deposited film on the substrate is very good.

. The film can be easily wetted by the solvent.

. Thefilm is thin enough and/or grainy enough to allow solvent to seepunderneath;
the thickness of the film being lifted off should be preferably kept at less than one-
third of the total photoresist thickness.

. The film is not elastic, and is thin and/or brittle enough to be torn along the
adhesion lines.
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2
Scanning Probe Microscopy as a Tool for
the Fabrication of Structured Surfaces
Claudia Haensch, Nicole Herzer, Stephanie Hoeppener, and Ulrich S. Schubert

2.1
Introduction

The invention of scanning probe microscopy (SPM) by Binnig and Rohrer [1, 2]
during the 1980s represented an importantmilestone in the field of surface sciences.
Soon after its invention, the capability of the SPM technique (and its variations) to
manipulate matter by means of the scanning tip inspired the development of new
approaches for nanofabrication. The desire to generate ever-smaller structures that
cannot easily be fabricated using conventional structuring tools, as well as very large-
scale integration and complementary metal-oxide-semiconductor approaches,
fuelled a major interest in using SPM methods to create structures with nanometer
resolution. Although not the primary example of manipulating surfaces by means of
SPM, the studies of Dagata et al. should be mentioned as being an important step in
this development. Thus, it was shown that by applying voltage pulses, first via
scanning tunneling microscopy (STM) [3] and later via an atomic force microscopy
(AFM) tips [4], oxide structures could be formed with nanometer resolution.
Subsequently, Day et al. were the first to investigate site-selective oxidation on
silicon [4], when they used two different silicon substrates for patterning, namely
silicon with a thermally grown 10nm-thick layer of silicon oxide and silicon with
native oxide; the inscribed features were then analyzed using AFM technique. As a
result, patterning structures were obtained with a height of 2.8 nm, and which were
recessed about 3.8 nm after etching with hydrofluoric acid (HF). Notably, these
results indicated not only the formation of silicon dioxide but also consumption of
the silicon substrate during oxide formation, since the hole structures had been
created after the etching process. Although the obtained linewidthswere only 85 nm,
this could be further improved by using sharper tips. Shortly afterwards, Yasutake
and coworkers described the patterning of Si(100) and hydrogen-terminated Si
surfaces by the application of a negative voltage between an Au-coated Si3N4 tip
and the Si [5]. Subsequent AFMand Auger electron spectroscopy investigations were
carried out to investigate the height and chemical composition of the obtained
features. A schematic representation of the local anodic oxidation (LAO) process is
shown in Figure 2.1.

Nanotechnology, Volume 8: Nanostructured Surfaces. Edited by Lifeng Chi
Copyright � 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31739-4

j49



In this case, the AFM tip serves as the cathode whilst the substrate acts as the
anode. As this method is dependent on an electrical current, both the AFM tip and
substrate must be conductive [6]. The water meniscus which is formed between the
tip and the surface can be seen as a nanometer-sized electrical cell [7], and also
provides the electrolytes for the LAO, which is essential for the patterning. The
applied voltage induces an electric field with a value of 109 Vm�1 as the threshold for
the LAO process [8]. In fact, this electrical field is responsible for ionizing the water
molecules to form reactive ionic species necessary for the LAO process [6]. In this
way, the tip was used to create a nanometric electrochemical cell that consisted of the
substrate, the tip itself, and the water meniscus (which is present under atmospheric
conditions). At the anode – that is, the sample surface – an oxidation reaction takes
place as described byGarcia et al. [7, 9], whilst at the cathode (in this case, the SFM tip)
hydrogen is generated:

Siþ 2Hþ þ 2OH� ! SiðOHÞ2 ! SiO2 þ 2Hþ þ 2e�

ðMþ nH2O!MOn þ 2nHþ þ 2ne�Þ
2Hþ

aq þ 2e� !H2:

Investigations of the oxidized structures are carried out by takingmeasurements of
the obtained height, since the silicon oxide features reveal an increase in height after
the LAO [8]. This might be explained by themolecular volume of the oxides, which is
normally larger than that of the substrate, and therefore the raised features would be
formed during the LAO reaction [10]. In this situation, the hydrolysis of water from
the water meniscus plays an essential role, and emphasizes the importance of the
reliable formation of a water meniscus between the tip and the sample. The typical
size of the water meniscus at different ambient conditions can be investigated using
environmental scanning electron microscopy (ESAM), as depicted in Figure 2.2.

Whereas, the majority of LAOs were performed in a water meniscus, some
examples have been reported where organic solvents were used as the reaction
media for the inscription of nanometer-sized structures. Garcia and coworkers

Figure 2.1 Schematic representation of the local anodic oxidation process.
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described a comparison of the LAO process in water and ethanol [12] where the LAO
was found to be increased in time, supposedly as the result of a reduction in the
trapped charges within the growing oxide. These ethanol menisci were later used for
the fabrication of nanometer-sized carbide structures [13], whereby the inscribed
nanowires were written with a 70 nm distance between each other and with
diameters less than 45 nm, demonstrating the high accuracy of the LAO. Additional
studies included the use of octane and 1-octene as organic liquids in themeniscus for
the LAO of sub-10 nm-sized structures [14]. Further reports have described the LAO
in hexadecane [15], in hydrocarbon solvents (e.g., n-octane, toluene, dioxane) [16] and
in HF/ethanol [17]. The LAO has been reported for a wide variety of different
substrates, including semiconductors, metals, and self-assembled monolayers
(SAMs). Whereas, the LAO on silicon [18–29] was subject of the primary experi-
ments, other semiconductors such as gallium arsenide [30–36], germanium [37–39]
and silicon nitride [40–45] have been shown to be of interest for the fabrication of
electronic devices. In addition to semiconductors, many different metals have been
investigated for the LAO, including titanium [46–51], ferromagnetic metals [52–55],
niobium [56, 57], molybdenum [58–60], aluminum [61, 62], and zirconium [63].
Furthermore, patterning was also achieved on both diamond [64–66] and gra-
phene [67, 68] substrates. Since the first experiments related to LAO, several research
groups have conducted investigations into the mechanism and reaction kinetics of
this process [69–85]. Notably, such studies have addressed the dependence of the
LAO process on various parameters, including the relative humidity, tip geometry,
tip–substrate distance, applied voltage, and the oxidation time. Various explanations
for the LAO behavior have been proposed by different models, including the
Cabrera–Mott model, the power-law model, the direct-log kinetic model, and the
space charge model [10]. Moreover, several groups have described a linear relation-
ship between the thickness of the oxide layer and the applied voltage [6, 69]. When
Avouris and coworkers discussed the rate of the LAO process, they proposed that this
would decrease rapidly while the oxide layer was increasing, and that this effect could
be explained by a self-limiting influence of the decreasing strength of the appliedfield
and a build-up of stress [71]. These findings were subsequently supported by
Sugimura and Nakagiri [9]; moreover, the resolution of the oxidized patterns could
be controlled by the shape of the tip [70]. In addition to the commercially available
conductive SPM tips that have in the past generally been used for LAOs, several
groups have demonstrated the use of carbon nanotube (CNT) probes to improve the

Figure 2.2 Environmental scanning electron microscopy investigation of the typical size of the
water menisci at different relative humidities. Reproduced with permission from Ref. [11].
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resolution of the oxidized features [86–89]. This effect could be explained by a
decrease in the water meniscus between the tip and the substrate. Kuramochi and
coworkers, for example, demonstrated the fabrication of a lattice structure with line
widths of 15 nm and a spacing of 35 nm, as well as concentric circles with 25 nm line
widths and 25 nm spacing with multiwalled CNTs used as probes [90]. The size of
the oxide features depend on the field strength applied between the tip and the
substrate [79]. In subsequent studies, Kuramochi and coworkers quantified the role
of the relative humidity compared to the size of the oxide structures [82] and showed
that, whilst operating under constant humidity, the size would increase in line with
the applied voltage and exposure time, but decrease in line with the speed of the tip.
However, if the humidity was to be increased, the size of the features would increase
if the applied voltage and exposure time were kept constant.

This electro-oxidation of the surfaces inspired a number of research projects that
focused on investigating the nature and formation process of these structures. By
using secondary ion mass spectroscopy (SIMS), it could be shown that the formed
structures consisted of silicon oxide [91], and this was confirmed using X-ray
photoelectron spectroscopy (XPS) [30]. This fact is of particular importance since
the processing of silicon oxide is performed routinely via wet-etching processes, as
implemented inmicroelectronics. Indeed, it was shown that the formed silicon oxide
structures could be used in a similar way and could be developed into topographic
features, for example by applying HF etching [4], anisotropic wet-etching (e.g., with
hydrazine or aqueous solutions of potassium hydroxide) [92, 93], or dry-etching
procedures [94]. This compatibilitywith standard structuring techniqueswould allow
the rational and efficient design of functional devices, such that the SPM could be
used to generate sophisticated, small features that cannot easily be produced using
conventionalmethods. This led to the application of LAO lithography not only for the
fabrication of etched masks [40] and high-density read-only storage devices [49], but
also in the fabrication of device structures that have since achieved a remarkable level
of sophistication.

Themajor drawbacks of this patterning technique are the slow acquisition of the
image, the exposure rate, and the obtainable size of the LAO structures [94]. The
area of the features is limited by the size of the piezoelectric scanner [95], which in
turn limits the industrial application of the system. Consequently, several attempts
have been made to produce centimeter-sized areas by using a parallel lithography
method. As an example, Minne et al. demonstrated a reliable electro-oxidation
process that employed an array of two cantilevers, although unfortunately an array
of five cantilevers showed different qualities of the electro-oxidation patterns for
every individual tip [94]. However, this problem could be overcome by the use of a
2� 1 array of individually controlled cantilevers [96]. While using a modular
micromachined parallel AFM tip array combined with large displacement scan-
ners, the electro-oxidation of centimeter-sized areas is possible, and also in high
resolution [97]. Another interesting approach towards upscaling the LAO process
would be the use ofmetalized stamps [95, 98–100]. For this, e.g., a metalized digital
video disc (DVD) polymeric support withmultiple protrusionswas used as cathode,
so as to generate a large amount of features with line widths down to 100 nm [95].
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And, only three years later the same group introduced an instrument that could
perform anodic oxidation in parallel fashion [101], opening the possibility of
fabricating silicon oxide patterns over square-centimeter regions in an operation
time of less than one minute.

Villarroya et al. reported the fabrication of a new cantilever-based sensor system for
biochemical detections to be operated within liquid environments, and which
employed conventional micro-electro-mechanical system (MEMS) technology and
AFM-based lithography. The key feature of the sensor layout here was the imple-
mentation of electrical elements for the deflection detection of the cantilever. This
was realized bymeasuring the change in electrochemical current between themobile
cantilever of the sensor and another electrode that was fixed at the free extreme of the
cantilever. In this way, a finger-like array of electrodes with high spring constants
could be fabricated on the microfabricated sensor cantilever. As a result of the
cantilever deflection the relative positions of the electrodes would be altered, and this
would result in a change in the electrochemical current to be measured. Hence,
advantage could be taken of the heavy dependence of the electrochemical potential on
the effective facing cross-sections of both electrodes. In order to ensure a sufficient
sensitivity of this detection principle, it was necessary that the distance between the
electrodes was less than 100nm, and that they were patterned by using the AFM
electro-oxidation of aluminumoxide on themicrofabricated cantilever itself. This led
to an increase in the thickness of the aluminum oxide, which subsequently was
removed to generate the finger-electrodes.

Minne et al. demonstrated the fabrication of 0.1mm metal oxide semiconductor
field effect transistors (MOSFETs) on amorphous silicon (a: Si) films [102]. The
probe-induced oxide pattern was first transferred onto a: Si by plasma dry etching,
after which the gate contact pad was masked by the photoresist and the gate masked
by oxide, leaving the a: Si in these regions intact. The authors reported later on a
parallel lithography approach in which the direct electro-oxidation process was
coupled with arrays of cantilevers (maximum 50) [96, 97, 102]. Wilder and Quate
introduced a cantilever within an integrated MOSFETas a current source for the on-
chip control of the exposure current.

Moreover, electro-oxidation of the substrate allows the direct manipulation of the
electronic properties of the substrate, with nanometer precision. Campbell et al. used
the electro-oxidation of Ti films to fabricate metal-oxide-metal devices [103], by
scanning a biased tip across a predefined area to define a wire structure which
restricted the currentflow. The tipwas subsequently repositioned on the nonoxidized
side of the wire and scanned towards the wire. Due to the constriction of the electro-
oxidation process, the electrical resistance was increased as the tip was moved
towards the oxide wire. The measurement of the device�s resistance during the
electro-oxidation process allowed a precise control of the width and the resistance of
the junctions and, as a result, structures with dimensions of less than 10 nm and
precisely tailored electrical properties could be obtained.

Ishii et al. used a AlGaAs/GaAs heterostructure containing a two-dimensional (2-
D) electron gas as substrate for electro-oxidation [104]. The group observed that the
electro-oxidation of theGaAs cap layer resulted in an increase of the resistancewithin
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the 2-D electron gas. Later, Ensslin et al. showed that the 2-D electron gaswas depleted
by a local oxidation of the cap layer [105] if the electron gas was less than 50 nm
beneath the surface, and used this process to produce a large variety of sophisticated
devices. It appears that a depletion of the electron gas results from the fact that,
during the electro-oxidation process, the surface/electron gas distance is reduced and
thus the number of surface states is slightly increased. The majority of the donor
electrons from the doping layer is then used to fill up these surface states, whilst only
a small number of electrons move into the electron gas. The change in the internal
electric field is regarded as the reason for the depletion of the electron gas, and one-
dimensional (1-D) simulations using a Poisson–Schr€odinger solver were used to
confirm this mechanism. In this case, the line structures typically showed a width of
100 nm and a height of 8–10 nm.Moreover, it was found that an increase occurred in
the resistance in the 2-D electron gas below the oxidized area, and the introduction of
additional top and gate layers allowed efficient tuning of the device�s characteristics.
Similar to the electro-oxidation of theGaAs cap layer, this approach could also be used
to pattern the thin Ti gate electrodes to create, for example, quantum point
contacts [106]. Consequently, a wide variety of different structures was fabricated
to study not only the conductance but also conductance fluctuations in quantum
wires [105], four-terminal quantum dots (QDs) and a double quantum dot system
with integrated charge readout [107]. Coulomb blockade oscillations in in-plane gate
singe-electron transistors [108], the conductance in single-electron transistors and
quantum point contacts [109], as well as quantum rings [110], magnetotransport in
antidot arrays [111], Aharonov–Bohm oscillations in quantum ring structures [112]
and Coulomb blockade resonances in single-electron transistors [113] are all exam-
ples demonstrating the impressive capabilities of this patterning approach.

These examples stress some of the advantages of SPM-based structuring techni-
ques. In particular, the wide variety of structuring modes that can be used to modify
the surface itself as well as its properties are very versatile. Besides the electro-
oxidative modification schemes introduced here, many other interactions can be
used to inscribe features onto a surface. Notably, mechanical, thermal, electrostatic
and chemical interactions (or combinations of these) have been used to structure
surfaces at the nanoscale by means of SPM-based approaches [114] and, as a result,
the versatility and variety ofmaterials and structures that can be produced has fuelled
extensive interest in SPM-based lithography. The reported surfaces and materials
that can be patterned include semiconducting materials such as silicon, metals and
rare-earthmetal oxide blends, and alsomolecularly functionalized surfaces including
thiols, silanes, DNA, proteins, biomolecules, and nanoparticles [115, 116]. One other
important advantage of SPM-based structuring methods is an ability to visualize the
inscribed features at high resolution, directly after the patterning process [117, 118].
From a technical point of view, SPM-based techniques are simpler and do not require
the expensive fabrication of masks (as do other nanostructuring methods), and
consequently the technique is much cheaper, especially for prototyping purposes.
With regards to instrumental requirements the technique is very cost-effective, as
only a relatively cheap AFM/STM set-up is required [117]. Furthermore, the method
offers a complete freedom of pattern choice, a very high spatial precision, and
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produces structures with a resolution of <10nm (a value that requires significant
know-how if it is to be achieved using conventional structuringmethods) [119–122]. A
molecular precision of the measured objects can be achieved (and even improved) by
using an ultrasharp tip [119]. Likewise, from a practical aspect it is possible to use the
same tip to pattern the substrate and to image the inscribed structure in-situ after the
writing process, thus implementing a direct control of the fabrication step. Whereas,
STM-based lithography is mainly performed in ultra-high vacuum, structuring
methods based on AFM can be carried out in an ambient environment and under
liquid conditions [119, 122]; thus, AFM-based lithography shows great promise for the
structuring of biomaterials in-vitro, and also for imaging under physiological condi-
tions. Of interest to chemists is the possibility to investigate nanometer-sized features,
such as molecular-scale chemical syntheses [115]. Systematic studies of the size-
dependent properties of the inscribed nanostructures can be performed directly using
AFM, based on an ability to make in situ changes to the nanometer-sized features.
Another important aspect of these nanometer-sized structures is the possible inves-
tigationofmolecular recognitionprocesses, the electronic behavior of small clusters of
molecules, and the manipulation and organization of biomaterials [115]. Moreover,
additional studiesmayprovide informationon tip–surface interactions, structures and
properties on a nanometer level [119].

Unfortunately, however, SPM-based lithography has certain well-known limita-
tions when implementing fabrication applications. Notably, the fabrication of
nanostructures is serial in nature and therefore rather slow [115, 119]; consequently,
until nowSPM-based patterning techniques have been the subject of researchmainly
at the academic level. Although the use of SPM-based lithography as amanufacturing
tool for high-throughput applications still presents a major challenge, much effort
has beenmade during the past decade to increase the writing speed with a single tip,
and to pattern simultaneously with multiple tips [120, 123–132]. For example,
Cruchon-Dupeyrat et al. introduced an automated vector-scanning scanning probe
lithography (SPL) instrument, which could be programmed or linked to computer-
assisted design software [120]. However, due to drift and creep of the piezo scanner,
and to electronics and/or cantilever artifacts, the inscribed text files and filled
structures fidelity of the process have not yet been perfected. Never the less, many
of these problems could be solved by using a closed-looped feedback sensor, or by
choosing a cantilever with the correct spring constant. More recently, centimeter-
scale imaging and lithography with tip arrays of up to 50 cantilevers were reported by
Minne et al. [97]. In this case, a modular micromachined parallel AFM array was
combined with a large displacement scanner and used to produce nanometer-sized
features over a large area. Likewise, Wouters and coworkers reported details of the
large-scale constructive nanolithography of n-octadecyltrichlorosilane (OTS) mono-
layers via two different methods [127]. The first method used automated AFM
where, with a single tip, approximately 1000 structures could be transferred onto the
substrate, whilst in a second approach a four-cantilever array was used to inscribe
different patterns. Both methods produced structures of high resolution that could
be further modified by, for example, the self-assembly of nanomaterials. A cantilever
array of five probes for the parallel SPL of n-octadecyltrimethoxysilane monolayers
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was successfully demonstrated by Kakushima et al. [128]. In addition, the fabrication
of an AFM array with a single-electron transistor has been reported, which can be
combined with ultraviolet (UV) lithography for application in quantum devices.
Mirkin and coworkers reported the fabrication of a nanoplotter with an array of
microfabricated probes for application in parallel dip-pen nanolithography
(DPN) [123]. During these investigations, two types of tip array were developed.
The first type consisted of 32 silicon nitride cantilevers, separated by 100mm;
although this provided straightforward writing and imaging of the structures, the
sharpness of the tips that could be produced was greatly limited by the conformal
blanket deposition of the silicon nitride thin film. The second type of probe array,
which consisted of eight boron-doped silicon tips separated by 310 mm, provided
structures with line widths down to 60 nm and increased imaging capabilities,
but the probe density was diminished. One of the first probes to have a large number
of tip arrays (created by IBM) incorporated a 2-D array of 32� 32 (1024) AFM
cantilevers [125]. The information densities of the array were in the order of 650 to
1300Gb cm�2, and the unit showed great promise for nanostructuring due to
its high-speed/large-scale imaging properties. Recently, a 2-D cantilever array con-
sisting of 55 000 tips was reported by Mirkin et al. [130]. One other major disad-
vantage of SPM-based lithography is the limited layer thickness that can be patterned
at high resolution. When compared to patterning techniques that use electron
beams (when relatively thick layers of resist material can be created), SPL methods
are unable to produce thick layers without a significant decrease in resolution.
This leads to their applications being limited to selective etching processes, as
the thin resist layers are often unable to withstand the extreme conditions of the
etching method.

Possible resist layers can be based on SAMs. These are parts of twomain categories
of which have been used basically in recent research: (i) silane-based monolayers,
which react with silicon, glass and activated metal surfaces such as Al; and (ii) thiol
monolayers, which react on gold or silver substrates. Thiol-based monolayers were
first utilized in 1983 by Nuzzo et al. [133], whereas silane-based monolayers were
introduced slightly earlier, in 1980, by Sagiv [134]. Until now, the thiol/gold combi-
nation has received the most attention, mainly due its easy preparation. Overviews of
thiol-basedmonolayers and their applications have beenprovidedbyUlman et al. [135,
136], Everhart [137], Whitesides et al. [138], Woodruff [139], and Mutzutami [140].

Nevertheless, silane-based monolayers demonstrate certain advantages over
thiols, notably the high stability of the monolayer which results from a covalent
network formation, consisting of three bonds, between the surface and the silane
molecules. In particular, silane-based SAMs are stable and closely packed, which
allows them to serve as a good resist layer for chemical transformation, and also to
provide insulating layers. Such high stability also allows furthermodification steps to
be carried out, without affecting themonolayer, in particular at higher temperatures.
Moreover, silane-based monolayers are also compatible with silicon technology;
notably, the electronic properties of silicon can be influenced by the presence of
SAMs, as reported by Peor et al. [141], whereby alkyl-, benzyl-, chloro-methylbenzyl-,
chlorobenzyl-, bromobenzyl- and iodobenzyltrichlorosilanes were each self-assem-
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bled and studied using Kelvin probe techniques. The two main parameters required
to tune the electronic properties were coverage of the substrate and the molecular
dipole moment of the molecules [141]. Subsequently, Rittner et al. investigated the
electrical properties of SAMs on hydroxylated silicon surfaces by utilizing C18 alkyl
chains bearing methyl, thiol, thiophene, phenoxy, and biphenyl end groups. Of
particular interest here were the insulating properties of the monolayers and the
breakdown voltage. For example, the fact that iodine doping led to an increase in
conductivity suggested that it might be possible to build a nanomolecular transistor
by using the functional end group as an active layer for the deposition of a conductive
layer on the SAM dielectric layer [142]. In further studies, Li et al. self-assembled
ferrocene-containing monolayers onto silicon and investigated both their capacity
and conductance. Interestingly, because they are reversibly chargeable, such mono-
layers might not only find potential applications in memory devices [143] but also
permit the use of optical techniques (e.g., fluorescence spectroscopy) in their
investigation. For example, Lee et al. described the preparation of spot arrays for
protein synthesis by patterning through a photoresist, followed by perfluorination
and finally amination with various silane monolayers. In order to achieve this, Fmoc
(9-fluorenylmethyl chloroformate) amine acid was first coupled onto the glass
surface, followed by fluorescent labeling that allowed the reaction to
be monitored via fluorescence imaging. This allowed the creation of a model
library of amino acids, with the a-chymotrypsin subsite specificities
being replicated by coupling Cy5–streptavidin to the remaining biotin, following
enzymatic digestion [144].

These monolayers, and their effective implementation into structuring and
nanofabricaton schemes, achieved significance when it was first realized that SAMs
and their surface reactions could prove valuable in SPM-based lithography for tuning
the surface properties towards specific applications. In particular, based on their
inherent hydrophobicity,monolayers showed a potential to improve the resolution of
electro-oxidative nanolithography methods, and it soon became clear that the nature
of the terminal end groups played an important role in reducing the dimensions of
the water meniscus required for the electro-oxidation process. The SAM/ceramic
bilayer coatings have also been shown to play important roles in the protection of
silicon devices or other electronic applications. For example, Salami et al. have
described a series of phosphonato-based triethoxysilanes used to manipulate the
growth of zirconium oxide [145].

The thermal stability of silane-based SAMs renders them compatible with chem-
ical transformations at higher temperatures, and also allows a wide variety of
chemical surface reactions to be conducted, including surface-initiated atom transfer
radical polymerization (ATRP) at 100 �C [146], surface-initiated reversible addition
fragmentation chain transfer (RAFT) radical polymerizations,whichwere carried out
at up to 90 �C [147], and/or the formationof an imide bondbetween an amine acid salt
bilayer at temperatures up to 210 �C [60]. These examples indicate the versatility of
functional or reactive SPM-modified substrates to tune the surface�s properties, to
render its functionality, or simply to attach objects to that surface. Thus, the
implementation of such substrates into nanometric frameworks represents a
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promising approach to the creation of nanometer-sized functional structures by
means of SAM-based lithographic techniques.

This brief overview of SPM-based lithography, and its possible combination with
SAMs, is indicative of the high potential of this method; hence, extensive investiga-
tions have been conducted in this area during the past decade.

During the past decade, the integration of SAMs into SPM lithographic approaches
has fuelled sustained research activities, such that a variety of modification schemes
has been developed. In the following sections, a brief overview will be provided,
highlighting (with selected examples) the potential that derives from the implemen-
tation ofmonolayers in nanofabrication processes. In the past, althoughmechanical,
thermal, electrostatic and chemical interactions have each been used for the
inscription of structures, the following relates to two main approaches. The first
approach is focused on the patterning methods relating to structuring with SAMs,
with the DPN method being used as an example. Next, SPM lithographic methods
will be discussed, by which patterned features can be obtained on SAMs on different
materials. In addition to nanografting and nanoshaving, the mechanical fabrication
routes used to develop nanometer-sized features – notably electro-oxidative nano-
lithography and the chemical activation of SAMs by means of tip-induced surface
reactions – will each be discussed in greater detail. Following a description of the
details of the ready-made silane-based monolayers and surface reactions of SAMs
that can be implemented into the nanofabrication route. Discussion will be centered
on the combination of patterning and surface chemistry of SAMs towards multi-
functional surfaces.

2.2
Structuring with Self-Assembled Monolayers

2.2.1
Dip-Pen Nanolithography

Since its development in 1999, the fabrication of nanometer-sized features by DPN
has attracted significant attention in the field of nanotechnology [114, 148–155]. This
technique, whichwas introduced byMirkin et al., uses an AFM tip to directly transfer
an ink onto a substrate via capillary transport, so as to create patterned surfaces [156].
Such transport is possible due to the formation of awatermeniscus between theAFM
tip and the substrate, while the driving force behind the transfer of the ink to
the surface is the chemisorptionbetween the inkmolecules and the surface [148]. The
chemisorption of thesemolecules leads to the fabrication of stable surface structures.
A schematic representation of the DPN technique is illustrated in Figure 2.3.

AlthoughMirkin and coworkerswere thefirst to introduce the concept ofDPN, the
initial experiments for depositing ink fromanAFMtipwere described by Jaschke and
Butt back in 1995 [157], with the deposition of 1-octadecanethiol (ODT) ontomica via
an AFM tip. In this case, two main results were noted in terms of the ODT
depositions. In some experiments, transfer of the ODT onto the surface occurred
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immediately after contact of the tip with the mica; however, in other cases a slow
growth of small and randomly placed structureswas observed, although the inscribed
structures were homogeneous in terms of their height and also stable. Four years
later, Mirkin and colleagues carried out a further series of experiments on the
deposition of thiols onto AuwithODTas the ink [156], in which case the formation of
stable surface structures was achieved by the covalent linkage of�SHmoieties to the
Au surface. After having dipped an AFM tip into a solution of ODT in acetonitrile for
1min, lateral forcemicroscopy (LFM)measurements were carried out to investigate,
in direct manner, the successful deposition of the transferred ink to the surface
(Figure 2.4). This was verified by a lower frictional contrast of the inscribed features
compared to the bare gold substrate, as illustrated in Figure 2.4a. The lattice-resolved
LFM image (Figure 2.4b) confirmed the formation of a highly ordered, densely
packed monolayer of thiol molecules.

In further experiments, ODT and 16-mercaptohexadecanoic acid (MHA) were
combined as an ink for the fabrication of multicomponent nanostructures by a
stepwise writing process [158]. In this way, two differently coated AFM tips were
applied for the fabrication of parallel lines consisting of ODT and MHA, while
subsequent LFM investigations revealed the precise inscription of six parallel lines of
the two inks. These results showed that it was possible not only to create accurate
nanostructures withmultiple inks, but also to align themwith a precision better than
5 nm. In a further experiment, where a pattern ofMHAwas �overwritten� with ODT,
the previously inscribed structures were not influenced by any subsequent writing
process, due to the fact that the inkhad become linked exclusively to the surface areas,
where it had a chemical affinity.

The method of DPN depends on several different aspects, each of which must be
taken into account. The resolution of the patterns relies on various parameters,
including the grain size of the substrate, the chemical affinity of the inkmolecules to
the substrate, the contact timebetween the tip and the substrate, the tip radius and the
material of the tip, the writing speed, and the relative humidity [156]. Whereas, a
grainy surface leads to interrupted lines, smooth substrates are suitable for the
writing of long lines with nanometer-sized widths and high quality. As the formation
of stable structures relies mainly on the chemisorption of the ink molecules to the

Figure 2.3 Schematic representation of the dip-pen nanolithography (DPN) technique.
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substrate, the choice of ink is an important parameter for the fabrication of well-
ordered features. In general, it is possible to use different types of ink on various
substrates. Notably, the relative humidity controls the size of the water meniscus
formed between the tip and the substrate, and this, in turn, offers the possibility to
control the ink transport rate, the feature size, and therefore also the linewidths [158].
Recently, some critical questions arose regarding the role of the water meniscus,
whichwas proposed tomediate the transport of ink to the surface [159]. However, the
question remained as to howwater-insoluble inks could be transferred to the surface.
In an attempt to resolve this problem, Sheehan and Whitman conducted a study
regarding the role of the relative humidity and thiol diffusion on DPN [160], and
showed that such ink deposition could be observed after 24 h, even under dry air or in
a N2 atmosphere. These results suggested that the watermeniscus was not necessary
for the transfer process. In a later study, Schwartz also reported on the molecular
transport from the AFM tip [159], where the patterning was investigated under
various parameters including temperature, relative humidity, and an ethanol vapor,
while the patterning was carried out using different tip coatings. The study results
indicated that the writing process was not necessarily dependent on the water
meniscus, since both ODT and MHA could also be patterned under 0% humidity.
However, the resolution of the inscribed features was seen to depend on the
relative humidity during the structuring process. A higher resolution of the inscribed

Figure 2.4 (a) Lateral forcemicroscopy image
of a square of 1-octadecanethiol inscribed on
Au (1 mm� 1 mm); (b) Lattice-resolved, lateral
forcemicroscopy image of an 1-octadecanethiol
self-assembled monolayer on Au(111)/mica;
(c) Lateral force microscopy image of a 30 nm-

wide line by dip-pen nanolithography (DPN);
(d) Lateral force microscopy image of a
100 nm line by DPN. The darker regions
correspond to areas of relatively lower
friction. Reproduced with permission from
Ref. [156].

60j 2 Scanning Probe Microscopy as a Tool for the Fabrication of Structured Surfaces



patterns could also be obtained by using sharper tips. The amount of material
transferred to the surface was also seen to be a crucial parameter for the writing time
and the number of features which can be inscribed, as well as for the size of the
inscribed structures. Consequently, several different methods have been reported to
increase the amount of ink that is adsorbed on the AFM tip [149, 161, 162]. The use of
tips that aremade from, or are coated with, polydimethylsiloxane (PDMS), represents
one possibility of enhancing the amount of ink molecules deposited [152, 163, 164].
Other favorable characteristics of PDMS include the wide variety of inks that can be
coated onto the tip, the reduced evaporation of the adsorbed ink, and the utilization for
the patterning of rough surfaces due to its elastic properties [165]. Themodification of
the tip with a layer of, for example, 1-dodecylamine, alters the surface property to
hydrophilic, and this leads to an improved quality of the LFMmeasurements due to a
reduction in the capillary force and a higher resolution of soft-inked materials [166].
The transport of the ink to the surface, which in turn influences the quality of the
patterns, is a complex process that is influenced by different parameters [151, 152,
167], notably the purity of the ink and the surface, the shape of the tip, and also the
material, the relative humidity, the temperature during the writing process, and so on.

2.2.1.1 Thermal Dip-Pen Nanolithography
In an attempt to expand the number of usable inks for patterning, a variation of the
normal DPN approach was developed, termed thermal dip-pen nanolithography
(tDPN) [167–170]. In this process, the tip is first coated with a material that is solid at
room temperature, and thenbrought into contactwith the surface, such that the ink is
transferred to the substrate when the cantilever is heated. Not only can tDPN be used
to control the rate of deposition onto a localized area, but the writing can also be
switched on andoff. Furthermore,when compared to thenormalDPNprocess, tDPN
excludes any contamination of the inscribed structures during the imaging step, due
to the on/off deposition of the ink. Reported materials that have been inscribed
via tDPN range from organic molecules (e.g., octadecylphosphonic acid), metals
(e.g., indium) and the polymers poly(N-isopropylacrylamide) (PNIPAAM) and
poly(3-dodecylthiophene). In seeking a system that did not require a thermal
cantilever, Mirkin and coworkers described a DPN technique that used high-melting
temperaturemolecules, but did not need tDPN [171]. On investigating the patterning
of various inks with melting points between 99 and 231 �C, Mirkin�s group showed
that if the conditions of the writing process were carefully optimized, then no
heatable tips would be required for the inscription. However, for any inks that were
poorly water-soluble, tDPN represented an important improvement compared to
�normal� DPN.

In comparison to other nanofabrication techniques, DPN demonstrates several
clear advantages. One important characteristic of the DPNmethod is its ability to use
a wide range of different substrates, including metals, insulating, and semiconduct-
ing surfaces [149], as well as a wide variety of inks (including diverse chemical
moieties) that may lead to functional surface patterns. Examples of these substrates
include alkanethiols [156, 158, 172], silanes [173, 174], polymers [175–177], metal
ions [178], and biomolecules [179–181] such as DNA [182–185], proteins [186–192],
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and peptides [193]. The wide variety of materials that can be used as inks allows the
possibility of investigating a number of different processes, such as biorecognition,
the control of single virus particles on a surface, virus–cell infectivity processes,
cell–cell adhesion and the mechanism of cell migration, as well as studies related to
nanoscale phenomena and the monitoring of molecular processes in-situ, such as
monolayer nucleation and growth [149, 194, 195]. In particular, the inscription
process is not limited to one ink; in fact, it is possible to write with several different
inks on the same substrate. The preparation of pristine multiple ink nanostructures
can be used in the study of molecule-based electronics, catalysis and molecular
diagnostics [158]. Compared to other nanofabrication techniques, DPN requires only
small amounts of material to create nanometric features [156], and neither does it
depend on the use of harsh conditions such as electron-beam, UV-light and/or
development steps [149] to fabricate nanometer-sized features, and this helps to
prevent contamination and destruction of the substrate. The resolution of the
inscribed structures is less than 50 nm, which in turn leads to line widths in the
range of 15 nm being achieved, and an alignment resolution of approximately
5 nm [150, 196]. Compared to other patterning techniques, DPN is a direct-write
technique [151], with noneed for any preparation of resist layers, stamps (as inmicro-
contact printing) or masks, nor the use of commercially non-available equip-
ment [150, 154, 156, 158]. On a practical point, as the inscription process can be
operated under either ambient or inert conditions, no ultrahigh-vacuum techniques
are required [150]. Moreover, the fact that both the writing and imaging of the
obtained features can be carried out with a single tip represents an important point
for efficient writing and scanning processes [148]. Notably, the tips most frequently
used forDPNare commercially available, while conductive tips are not required at all.

Two important disadvantages of DPNwhen used to fabricate large patterns are the
speed of the writing process, and the size of the obtained features [154]. When
implementing into high-throughput systems, the techniquemust be expanded from
a serial to a parallel set-up, and various attempts have been made to overcome this
limitation. Two strategies are available to achieve this: (i) the fabrication of a passive-
pen array, where each tip duplicates the desirable structure [197]; and (ii) the use of an
active array with individually addressable tips. Of these two methods, the passive
array is themost applicable because the ink transfer appears to be force-independent,
while the implementation of a nanoplotter with an array of probes for applications in
parallel DPN has been introduced and further improved [123, 198, 199]. Others have
reported the writing of large structures with three different probe arrays (with the
number of tips ranging from 26 to 250) and a deposition speed of 0.935 cmmin�1.
Currently, for DPN the largest number of tips used in an array has been 55 000 [130,
200]; when in 2-D format, such an array can be used for patterning over an area of
several square centimeters, andwith a resolution of less than 100nm. As an example,
when the successful writing of the image of Thomas Jefferson from a US five cent
coin was achieved by the patterning of ODTon gold, 55 000 duplicates of the cover of
the coin were written with high precision. The patterning of phospholipids has also
been demonstrated using this array, with each tip writing the letter combination
�INT� three times within only 12 s, over an area of 1 cm2.
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The second strategy involves the addressability of the individual tips. Actuation of
the tip can be achieved in different ways, including thermal [132, 201, 202],
piezoelectric, or electrostatic [203]. The thermal actuation of a tip array has been
usedmost frequently, due to the easy fabrication process, the use of simplematerials,
and the large displacement of the tip array and performance at low voltages [201]. The
main disadvantage of this method is the thermal crosstalk that occurs between
neighboring tips, due to heat transfer between the probes; the technique is also
unsuitable for use with temperature-sensitive materials [203]. Mirkin et al. demon-
strated a thermally actuated array of 10 tips for the inscription ofODTonAuwith sub-
50 nm line widths [132, 201, 202]. An alternative approach to actuate the individual
tips, electrostatic actuation, occurs due to the generation of electrostatic attraction
forces [201] and is produced by the presence of two oppositely charged electrodes.
In contrast to thermal actuation, the electrostatic method depends on a complex
fabrication process, as the probes are not heated during the patterning process it is
possible to inscribe temperature-sensitive materials [203]. The actuator crosstalk is
also reduced in the case of electrostatic actuation. Recently, Bullen and Liu described
the successful patterning of ODT using electrostatic-actuated tips with line widths
down to 25 nm, which was comparable to the commercially available silicon nitride
cantilevers that are used for ink transfer.

Since its introduction, the use of DPN has been reported using a wide variety of
different inks and substrates. A selection of experiments and interesting examples
from various research areas are outlined in the following sections.

2.2.1.2 DPN with Biomolecules
The construction of protein arrays represents an important area in the field of
proteomics, cell research and diagnostics, among others [186]. For example, Mirkin
and coworkers described the fabrication of arrays of MHA features on a background
of passivating 11-mercaptoundecyl-tri(ethylene glycol). When the substrates were
subsequently immersed in solutions of different proteins to test their adsorption
behavior, the proteins assembled selectively on theMHA features, but no nonspecific
adsorption occurred on the background layer. Most importantly, the proteins
demonstrated biological activity after the adsorption process. Subsequently, cell-
adhesion tests were carried out on patterns of Retronectin, adsorbed onto MHA,
where the cells were attached selectively only onto the patterned areas. A direct
approach for writing patterns of proteins was reported later by the same group [204].
When both rabbit immunoglobulin G (IgG) and anti-rabbit IgG nanostructures were
inscribed on negatively charged and aldehyde-terminated substrates, fluorescence
imaging was used to reveal the chemical identity of the fluorophore-labeled anti-
rabbit IgG protein. Additional studies were carried out on the high-throughput
production of large protein patterns [205], in which features of N-hydroxysuccini-
mide (NHS) were inscribed on gold for selective reactions with a variety of proteins;
the proteins were later labeled with Alexa Fluor 594 to investigate the biological
activity of the antibodies when located on the protein structures (Figure 2.5). The
tapping mode height and fluorescence images confirmed the antibody adsorption
onto the protein-array templates.
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Further studies in the field of biomolecules were conducted by Li et al., who
reported the fabrication of nanopatterns on individual, stretched DNA mole-
cules [206]. Nanostructures of gold, created by using DPN, can be used to assemble
thiol-terminated DNA molecules [207], after which the DNA structures can further
react with complementary DNA, or with particles modified with complementary
DNA. This process was used also by Chung and coworkers to assemble single DNA-
functionalized nanoparticles into the gap regions of single-electrode junctions [185].
The method described might be useful for the development of biosensors and to
investigate electrical transport through such features. Other experiments related to
the fabrication of functional electrical gaps for the detection of DNA have been
recently reported by Li et al. [208]. In this case, DPN was used to pattern chip DNAs
intomicrometer-sized electrical gap structures, afterwhich theDNAassemblieswere
reacted with target single-stranded DNA and DNA-functionalized nanoparticles to
form structures capable of conducting an electrical current. The patterning of
enzymes onto DNA-terminated monolayers leads to the possibility of performing
nanoscale enzymology [209]. Hyun et al. demonstrated the writing of DNase 1 onto
oligonucleotide SAMs,with a subsequent treatment of the surfacewithMg2þ ions so
as to create hole structures, caused by digestion of the surface-bound substrate by the
enzyme.

2.2.1.3 DPN with Polymers
The patterning of polymers represents an interesting area of research, based on the
possibility of using these structures to fabricate sensors, in catalysis, and for optical
devices. In particular, the patterning of conductive polymers has attracted significant
attention, as they might be used for the fabrication of nanodevices and nanosensors.
Lim et al. described the deposition of nanometer-sized structures of self-doped
sulfonated polyaniline and doped polypyrrole onto positively and negatively charged
surfaces via electrostatic interactions [210], with the obtained features being char-
acterized by LFM and electrochemical measurements. The writing of polythiophene

Figure 2.5 (a) Tappingmode height image and
height profile of fluorescein isothiocyanate
Alexa Fluor 594-labeled human
immunoglobulin G (IgG) nanoarrays

immobilized onto protein A/G templates;
(b) Fluorescence microscopy image of Alexa
Fluor 594-labeled antibody nanoarray patterns.
Reproduced with permission from Ref. [205].
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nanowires on semiconducting and insulating substrates was demonstrated by
Maynor and coworkers [211], who used a variation of the normal DPN process, the
so-called �electrochemical DPN.� For this, the monomer units were polymerized at
the tip–substrate interface, which led to the creation of conducting polymeric
nanowires with a resolution of more than 100 nm. Other examples included the
combination of DPN and ring-openingmetathesis polymerization (ROMP) to create
combinatorial libraries of functional polymer features [212], the guided pattern
formation in spin-coated polymer blend films from DPN-inscribed surface tem-
plates [177], and the creation of nanostructures in poly(4-vinylpyridine) by local
protonation with a pH 4 buffer solution used as ink [213].

2.2.1.4 DPN with Fluorescent Dyes
Patterned areas of fluorescent dyes have the potential for application in high-density
optical information storage, optoelectronic devices, and biological staining [214, 215].
When Su and Dravid demonstrated the inscription of different organic dyes on both
bare and modified silicon substrates [214], characterization of the structures by
fluorescence microscopy showed the emission of, for example, eight parallel lines of
rhodamine 6G (R6G) on negatively charged silicon. Notably, the line widths could be
controlled by changing the scanning speed of the tip. Other examples included the
fabrication of luminescent patterns of R6G and their characterization, using scan-
ning confocal microscopy, down to the single-molecule level [215], the placement of
fluorescent-labeled silazanes [216], and the deposition of fluorescent adamantyl-
functionalized molecules on b-cyclodextrin monolayers [217].

2.2.1.5 DPN in the Field of Electrolytes
The fabrication of polyelectrolyte structures via layer-by-layer formation might be
incorporated into applications such as nanoelectronics, and also in the study of cell-
adhesion characteristics. Yu and coworkers described the fabrication of polyelectro-
lyte structures on different surfaces [218], whereby poly(diallyldimethylammonium)
chloride (PDDA) and poly(styrenesulfonate) (PSS) were used as inks to obtain
positively and negatively charged nanofeatures. The method demonstrated a poten-
tial for implementation into other surface-engineering applications, such as directed
cell growth and surface-mediated molecular assemblies. Lee et al. created polyelec-
trolyte multilayers of PDDA and PSS on structured MHA patterns on gold [219],
after which the background was filled with different molecules, such as ODT or
poly(ethylene glycol) (PEG), to prevent any nonspecific adsorption of the polyelec-
trolytes. Fabrication of the multilayer was achieved by alternating the assembly of
PDDA and PSS onto the MHA structures. The features were then characterized
using fluorescence microscopy, after having labeled the multilayers with a fluores-
cein solution to reveal uniform fluorescein structures on the surface.

2.2.1.6 DPN with Nanomaterials
The use of nanomaterials in the process of DPN offers the possibility to guide, for
example, the assembly of individual particles on a surface to study quantum
phenomena or particle–particle and particle–substrate interactions; moreover,
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nanoelectronic structures and devices could be designed by the patterning ofmetallic
materials. The reported examples of different nanomaterials used inDPNrange from
gold [220–222], platinum [223] and magnetic nanoparticles [224–227], cadmium
selenide nanostructures [228] and SnO2 [229], positively charged modified polysty-
rene spheres [230], nanowires [231, 232] to single-wall carbon nanotubes
(SWCNTs) [233]. The first report of the formation of metallic nanostructures by an
electroless metal deposition process was reported by Maynor et al. [222]. In these
studies, the water meniscus between the AFM tip and the surface acted as a reactor
vessel, causing the metal ions to be reduced to metal atoms with subsequent
deposition of the nanofeatures. The structures showed a high stability against several
washing steps, as well as thermal stability up to 300 �C. Porter and coworkers also
demonstrated the writing of gold and palladium lines via electroless deposition [234],
obtaining line widths of 30 nm with a height of 10 nm. The generation of arrays of
magnetic particles was demonstrated by Liu [224], where a pattern ofMHA andODT,
fabricated by DPN, served as a template for the selective assembly of pre-prepared
magnetic Fe particles. Further experiments of the fabrication of �hard� magnetic
nanostructureswere performedwith bariumhexaferrite [225], inwhich thewriting of
an ink containing iron nitrate and barium carbonate yielded BaFe particles with sub-
100 nm diameters. The magnetic properties of the inscribed features were charac-
terized bymagnetic forcemicroscopy (MFM), which revealed themagnetic nature of
the particles. Basner and coworkers described an interesting approach for the
generation of metallic nanowires [232] in which enzymes modified with Au nano-
particles were used as biocatalytic inks for the inscription of lines of different metals.
This method proved to be useful for the generation of complex nanocircuitry.

2.2.1.7 Chemical DPN
Finally, DPN has been used in the field of chemical surface reactions, with Degenhart
and coworkers reporting the fabrication of robust micrometer- and nanometer-sized
reaction areas on surfaces [235]. For this purpose, NHS-terminated monolayers on
gold were used for patterning with �NH2-functionalized polyamidoamine dendri-
mers, which then underwent a chemical surface reaction (amide linkage formation),
with the formation of covalently attached structures. As these structures are highly
stable, they could be used in a variety of applications, including chemical sensors.
Additional nanometric surface reactions were demonstrated by Chi andChoi [236], in
which an interchain carboxylic anhydride (ICA)-terminated monolayer was used for
patterning with alkylamines to form stable surface structures via amide bond
formation. The ICA-terminated SAM was prepared by the treatment of a carboxylic
acid-functionalized SAM on Au with trifluoroacetic anhydride and triethylamine.
Subsequent characterization of the inscribed features, using LFM, revealed a lower
friction of the structures compared to the background. Long and coworkers demon-
strated the localized click chemistry by using DPN [237], where acetylene-terminated
silicon substrates served as surface templates for the patterning of azide-modified
dendrimers. The�C:CHendgroupswere obtained via a two-step synthesis, starting
from an amino-terminated SAM, which was treated with an acetylene-functionalized
carboxylic acid under peptide bond formation conditions. Coupling of the azide
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dendrimerwas achieved via aCu(I)-catalyzed cycloaddition,whileLFMwas carriedout
to detect any changes in composition after the DPN process.

These selected examples of nanostructures that can be obtained by using DPN
demonstrate the versatility of the method. Due to the fact that a wide range of
materials can be patterned on different substrates, the procedure has many potential
applications, including the fabrication of sensors, as electronic devices, and in studies
of biorecognition processes. Moreover, its implementation in high-throughput
experimentation has demonstrated the possibility of patterning large surface areas
and large amounts of structures, with high quality.

2.3
Structuring of Self-Assembled Monolayers

Compared to the above-described DPN approach, the following structuringmethods
employ SAMs that have been self-assembled on various substrates and subsequently
patterned. The main advantages of using SAMs are the thermal, chemical and
physical stability of the system and the densely packed nature of the monolayers.
Structuring with an AFM tip by employingmechanical forces (e.g., nanoshaving and
nanografting) and by applying a bias voltage between the substrate and the tip – that
is, with LAO and a constructive nanolithography approach – are detailed in the
following sections.

2.3.1
Nanoshaving

The first stages of fabricating the nanometer-sized features of SAMs by mechanical
forces with the aid of an AFM tip were reported by Liu et al. in 1994 [238]. Here, the
structure and stability of CH3(CH2)9SH (C10SH) and ODT, self-assembled on Au
(111), were investigated by using AFM. Under sufficiently high loads of the AFM tip,
themolecules could be removed from the surface; moreover, the process was seen to
be reversible and, by applying a decreased load, the thiol molecules were able to
diffuse back to the surface. This area of research was extended in 1995with studies of
alkylsilanes on mica [239], examining the displacement of monolayers of octadecyl-
triethoxysilane on mica and characterizing their stability by means of AFM. A
comparison with their thiol analogues showed that a much greater force was needed
to displace the silane-based SAMs.When compared to thiols on gold, the process was
seen to be irreversible, due to a reduced diffusion and mechanical strength.

This effect is used in the so-called �nanoshaving� approach to create negative
structures by the displacement of a SAM with an AFM tip under a high local
pressure [115, 119, 153, 240]. This process can be divided into three steps: (i)
characterization of the surface, using AFM operated at low forces; (ii) removal of
the SAM to inscribe the nanofeatures (this causes the AFM tip to be scanned at a high
local pressure over the surface, resulting in a high shear force on the contact areas and
subsequent displacement of the SAM) and (iii) imaging and visualization of the
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inscribed structures, again under reduced loads. Themanipulation via nanoshaving
is shown schematically in Figure 2.6.

This process is highly dependent on the force applied to the surface [119, 240].
Whilst a very high force of the AFM tip can lead to plastic deformation or
displacement of the substrate, low forces will result in an incomplete removal of
the SAM; therefore, it is required that each system is investigated carefully and
independently. The fabrication of high-resolution patterns depends on different
parameters, including amolecule-by-molecule displacement, an immediate removal
of the SAM, and a slow readsorption rate in order to prevent any backfilling of the
structures with the self-assembled molecules that have been removed. Readsorption
of the adsorbates depends on the environment of the fabrication route [119]. During
the patterning of thiols on gold in air or water, the readsorption rate is higher than in
the case of, for example, ethanol or 2-butanol; hence, the solubility of the thiols in the
solvent used has a clear influence on the readsorption rate. Whilst thiols are not (or
are only poorly) soluble inwater, the removed adsorbateswill remainweakly bound to
the gold surface, and consequently a reversible displacement of the thiols will lead to
low-resolution patterns. As the solubility of thiols is greater for ethanol and 2-butanol,
however, the readsorption will be decreased and sharp patterns are obtained. The
structuring of siloxane monolayers on mica can be achieved under different con-
ditions. Due to the presence of only a few covalent bonds between themica substrate
and the siloxanes, the system has no long-range order. Furthermore, the siloxane
molecules are connected via Si�O�Si bonds, which are responsible for the forma-
tion of a stable network. Following the nanoshaving process, the siloxane molecules
that have been removedwill show a low reactivity towards themica substrate, and it is
for this reason that the displacement of the molecules is irreversible and the
structures obtained will have sharp features with a high resolution. Several examples
have been reported where nanoshaving has been used not only to create structures
with a high resolution, but also on a variety of substrates to demonstrate the potential
of the technique in the fabrication of nanoelectronics. The production of functional
semiconducting wires from sexithiophene, using an AFM tip, was described by
Chwang et al. [241], who createdwires between 300 and 70 nmwide via this approach.
In order to investigate the electrical properties of these products, both photocon-
ductivity and temperature-dependent transport measurements were carried out to

Figure 2.6 Schematic representation of the nanoshaving process. (a) Imaging of the surface;
(b) Patterning of the self-assembledmonolayer (SAM) under high local pressure; (c) Imaging of the
surface.
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compare themwith single grains of sexithiophene. This study also demonstrated the
possibility of using other organic semiconductors to create nanometer-sized struc-
tures for applications in nanoelectronics. Liu and coworkers described the precise
positioning of gold nanoparticles, surrounded by a shell of alkanethiol and alkane-
dithiol molecules [242]. In this case, an alkylthiol monolayer was used as a back-
ground for the nanostructuring by a sharp AFM tip. The nanoparticles adsorbed only
onto the inscribed structures, such that the alkenedithiols served as anchoring
groups for attachment to the surface. The construction of three-dimensional
(3-D) protein–DNA features on gold substrates was demonstrated by Zhou
et al. [243], whereby a thiolatedDNAasmonolayerwas used as the base for patterning
to obtain hole structures of 400� 400 nm2. As this background layer proved to be
resistant to the nonspecific adsorption of DNA–streptavidin assemblies, 3-D struc-
tures of DNA and streptavidin could be created via a step-by-step growing procedure.
Zauscher et al. described the fabrication of stimuli-responsive nanopatterned poly-
mer brushes of PNIPAAM onto gold surfaces [244, 245]. Here, a monolayer of ODT
was formed as a resist layer onto Au, to serve as a template for the structuring by
nanoshaving. Subsequent backfilling of the nanometer-sized features was achieved
using a thiol-terminated initiator for the polymerization of NIPAAM. These findings
might be important for the fabrication of silicon-based devices, where nanometer-
sized polymer brushes could serve as barriers to different wet chemical etchants. The
patterning of 1-alkenes, self-assembled onto hydrogen-passivated silicon surfaces,
was described by Berrie and coworkers [246]. These authors showed that, depending
on the applied load and the number of etching scans under high loads, the depths of
the structures in the alkyl monolayer could be varied between 2 and 15 nm.
Furthermore, these results were compared to the patterning of alkyl siloxane
monolayers on silicon and mica. The reversible, templated nanostructure electro-
deposition on a Au(111) surface by means of a �write, read and erase� nanolitho-
graphic approach was demonstrated by Borguet et al. [247], where a monolayer of
ODT on gold was used for the inscription of nanometer-sized patterns of Ag.
Deposition of the Ag structures was achieved by using electrochemistry, and was
also reversible, depending on the applied voltage. Thus, this process would be
suitable for the in situ deposition of metal structures for the fabrication of complex
nanostructures. Cremer and coworkers reported on the fabrication of supported
phospholipid bilayers with a resolution of less than 100 nm [248]. In this case, a
bovine serum albumin (BSA) monolayer was patterned by an ultrasharp AFM tip
under an applied force of approximately 300 nN. The inscribed structures were then
backfilledwith a vesicle solutionwhich consisted of 1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphocholine and a dye-labeled lipid. After washing with a phosphate-buffered
saline solution, investigations using fluorescence microscopy revealed a uniform
fluorescence from the 55 nm-wide lines.

To summarize, nanoshaving represents a simple method for the fabrication of
nanometric features via the mechanical removal of SAMs with an AFM tip. Under
ambient conditions, nanoshaving enables patterning with high resolution, as well as
an immediate characterization of the structures obtained. Various reports have
outlined the possible use of this approach to fabricate complex 3-D biomolecular
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structures, to create organic semi-conductor nanowires for transport studies, or in
the �grafting from� technique of functional monomers. Nevertheless, the writing
process must be carefully optimized to ensure not only that no damage of the
underlying substrate occurs, but also that there is a complete removal of the SAM.
either without or with less readsorption of the molecules onto the surface.

2.3.2
Nanografting

Nanografting represents an alternative patterningmethod, where thiol chemistry on
gold is combined with AFM to create nanometer-sized features [249]. This technique
is similar to nanoshaving, but includes an additional step. The procedure begins with
the imaging of a SAM on the surface, under low pressure, in a liquid medium
containing a second reactive adsorbate [115, 119, 240]. The AFM tip is then scanned
with higher forces over the surface so as locally to remove any self-assembled
molecules, which are then transported into the liquid. In the meantime, the second
adsorbatemolecules are adsorbed onto the freshly created structures, after which the
nanostructures may be imaged under low force with the AFM tip to investigate the
inscribed structures. A schematic overview of the fabrication of nanostructures in
this way is shown in Figure 2.7.

Both, nanografting and nanoshaving, are heavily influenced by the applied force of
the AFM tip onto the surface [119, 240]. As noted above, an excessively high load of
the tip can results in a plastic deformation or displacement of the underlying
substrate. although if the force is too low the SAM cannot be completely removed.

The term �nanografting� was first coined in 1997 by Xu and Liu [250], who used a
C10SHmonolayer on gold as a resist for patterning the surface with the AFM tip. In
this case, ODTwas chosen as the reactive second thiol compound for backfilling of
the nanometer-sized features. The subsequent characterization using AFM revealed
a height difference of 8.8 A

�
, which could be correlated to a crystalline-phase SAM

(Figure 2.8); furthermore, no exchange between the ODTand C10S–Auwas observed
in the remaining background layer. In addition, the ability to obtain multiple
nanostructures by altering the thiol compound before each fabrication step opened

Figure 2.7 Schematic representation of the nanografting process. (a) Imaging of the surface;
(b) Patterning of the self-assembledmonolayer (SAM) under high local pressure with simultaneous
adsorption of a second adsorbate molecule; (c) Imaging of the surface.
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the possibility of using the technique to fabricate, for example, nanoelectronic
devices.

Further studies of the nanografting technique were performed and expanded by
the group of Liu [251–259]; notably, investigations were also conducted into the
kinetics of the self-assembly process of thiols on bare gold surfaces, compared to a
spatially confined area [251]. In this way, an acceleration of the kinetics was observed
for the nanometer-sized features, due to the generation of a transient reaction
environment. Additional studies have been related to using an inscribed structure,
backfilled with chemically active thiols, for the selective immobilization of proteins
via electrostatic interactions or covalent binding [253]. Moreover, 3-D nanostructures
could be obtained via selective surface reactions [255]. Depending on the resist layer
on gold (such as ODT or 11-mercapto-1-undecanol), either positive or negative
nanopatterns could be created, with the obtained features being backfilled with
either an alkylthiol or an �OH-terminated thiol compound. In a third fabrication
step, the �OH functionalities were reacted with OTS to construct structures in the
third dimension.

Biorelated research in the field of nanografting – for example, concerning the
fabrication of protein or enzyme patterns – has been conducted by several
groups [256, 258, 260–268]. One such example included the incorporation of parallel,
three-helix bundle metalloproteins on a gold surface via nanografting [260], while
another described a double-cysteine-terminated maltose-binding protein that could
be immobilized onto Au substrates at well-defined locations, with subsequent
investigations being carried out using in situ AFM friction measurements to
characterize the bioactivity of the protein products [262, 263]. Further investigations

Figure 2.8 (a, b) Topographic images
of the created square structures of the
CH3(CH2)9SH–Au resist (bright
square¼ 1-octadecanethiol–Au; dark
area¼CH3(CH2)9SH–Au); (c) Height profile

of the 1-octadecanethiol–Au square;
(d, e) Molecular-resolution images of the
CH3(CH2)9SH–Au and 1-octadecanethiol–Au
areas. Reproduced with permission from
Ref. [250].
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were conducted, using AFM force–compressionmeasurements, to probe the ligand-
induced changes in the mechanical properties of the maltose-binding proteins. In
this case, both positive and negative patterns were created containing –OH func-
tionalities on gold. These hydroxyl groups would react with trichlorosilanes to build
bilayer systems. Thiolated, single-strandedDNAcould also bepatterned in thisway to
provide biostructureswith nanometer resolution, thatmight potentially be of interest
for fabricating DNA biosensors and biochips [256, 258]. Further studies addressing
the construction of 3-D protein nanostructures were detailed by Abell et al. [269],
whereby an alkanethiol, terminated with a hexa(ethyleneglycol) group and self-
assembled onto Au, was used as a base for the nanopatterning of three differently
charged thiol compounds in the construction of multifunctional, nanometer-sized
features. For this, various proteins were immobilized onto the surface to investigate
the pH-dependency of protein adsorption. DeYoreo and coworkers reported on the
structuring of virus particles on gold surfaces [270] which could be modified either
genetically or chemically and attached onto the SAM. Additional studies were carried
out on the covalent linkage of oligonucleotides on nanometer patterns for the
formation of Pd crystals. In the field of nanochemistry, further investigations were
conducted by using nanografting to fabricate the nanometer-sized features of
maleimide [271]. Such nanoscale structures could then be coupled via a Michael
addition with p-xylylenediamine to obtain free amine functionalities, which would
further react with 11,110-dimaleimidoundecyldisulfide. This step-by-step surface
chemistry led to the build-up of 3-D features. A modified variant of nanografting
– the so-called �nano-pen reader and writer process� – which was developed by Liu
and coworkers [272] combined nanografting on a thiol-terminated gold surface with
DPN. The tip to be used for patterning of the SAM was precoated with another
thiol compound to create structures with multiple components. The construction of
large patterned areas was also described by the groups of both Liu and Garno,
using an automated nanografting approach [120, 273]. Notably, the group of Liu
described computer-assisted design and automated vector SPL, while Garno�s group
focused their attention on the mechanics of automated nanografting, and demon-
strated results for the different writing strategies.

The technique of nanografting is not limited to thiols on gold surfaces, but can also
be applied to silicon substrates and self-assembled silane monolayers [274, 275].
Linford et al. described the successful patterning of monolayers of octadecyl- and
octyldimethylmonochlorosilane on thin and thick silicon substrates, using an AFM
tip, with the inscribed structures being backfilled with perfluorinated silanes and
aminosilanes. The �NH2 functionalities introduced were then used for the attach-
ment of DNA strands and Pd cations, which could in turn be applied to testing of the
electrical properties of nanoscale objects.

To summarize, nanografting represents a powerful technique for the fabrication of
nanometer-sized features, with high spatial resolution. One advantage of nanograft-
ing in comparison to nanoshaving is the in situ backfilling of the created structures
with chemically active self-assembling molecules. Consequently, this approach can
be used for biorecognition and protein immobilization approaches, as well as for the
investigation of reaction kinetics and mechanisms of surface reactions. Moreover,
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the technique has the potential to create a variety of different structured monolayers
with various functional elements. Yet, the disadvantages of nanografting are similar
to those of nanoshaving, as it is equally necessary carefully to adjust the force applied
to remove the SAMs, so as to prevent destruction of the substrate and of any
remaining material. It is also important that the molecules being used to backfill
the structures show a higher adsorption rate than the removedmolecules, in order to
prevent the formation of mixed monolayers, or the adsorption of the initial SAM
molecules.

2.3.3
Electro-Oxidative Lithography

In electro-oxidative lithography processes, a bias voltage is applied between a
substrate and the AFM tip, and this results in the creation of a localized electric
field. This field can lead to physical and/or chemicalmodifications of the substrate or
the SAM (as outlined in the introduction), which can be used to structure surfaces in
the nanometer range. Thus, electro-oxidation has been defined as two discrete areas:
(i) LAO, which, as described above, provides the possibility of generating oxide
patterns on different substrates; and (ii) electro-oxidation, which focuses on the
chemical modification of terminal end groups on a SAM.

2.3.3.1 Local Anodic Oxidation
At this point, electro-oxidative patterning will be reviewed with special emphasis on
the possibility to structure and/or locally modify SAMs. Next to the anodic oxidation
of semiconductors andmetals, themethod can also be applied to patternmolecularly
functionalized surfaces. This area of LAO includes SAMs on silicon and gold,
Langmuir–Blodgett (LB), and polymeric thin films. The use and patterning of these
functionalized surfaces permits the introduction of various chemical functionalities
in the patterned areas, so as to fabricate multifunctional surfaces. A brief overview of
LAO on various modified substrates is provided in the following subsections.

LAO on SAMs on Silicon One of the first reports on the oxidation of organosilane-
terminated monolayers was provided by Sugimura [276, 277], where a trimethylsilyl
(TMS) SAM on Si was used to fabricate silicon oxide patterns. These oxide features
were later etched in a mixture of NH4F/H2O2/H2O, which resulted in the formation
of nanometer-sized grooves. The patterning was carried out with a conductive
AFM tip with positive as well as negative bias voltages. Further studies were
performed to investigate the effect of humidity, bias voltage, and probe scan rate
on the degradation of the TMS monolayer. Further oxidation experiments included
the use of octadecyldimethylmethoxysilane [278, 279], octadecyltrimethoxysi-
lane [280], 1-dodecene [281, 282], 1-octadecene [283] and OTS [284, 285] monolayers
to investigate the growth of silicon oxide features on various SAMs. Besides the
oxidation of these �CH3-terminated monolayers, which are chemically inert, other
monolayers with functional end groups were also applied to LAO. For example,
Zheng and coworkers reported on the anodic oxidation of thiol-terminated
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monolayers onSi [286]; this involved the use ofAunanoparticles being attached to the
�SH functionalities, as a lithographicmask, and preventing oxidation of the covered
areas. This approach offered the possibility of controlling the size of the inscribed
feature, simply by changing the size of the nanoparticles. Later, the group of Fr�echet
demonstrated the high-resolution anodic oxidation of SAMsof dendrimers on silicon
and titanium [287, 288]. The dendrimers were modified either with a chlorosilane
group or with a triethoxysilane group to enable self-assembly onto the substrates, and
this allowed features with dimensions less than 60 nm to be fabricated on silicon.
TiO2 patterns were also created with line widths of 25 nm, heights of 12 nm, and
spacing between individual lines of 50 nm; these monolayers could be used as both
positive and negative tone resists in SPL. Other examples have demonstrated the
oxidation of ester-terminated SAMs, for example, withmethyl 10-undecenoate [283],
amine-functionalized monolayers [289–291] and bromine-modified SAMs (C.
Haensch et al., unpublished results). Together, these examples not only demonstrate
the variety of surface moieties that can be patterned, but also represent interesting
candidates for the fabrication of bifunctional and multifunctional surfaces. Shortly
after the first anodization of SAMs on silicon, some interesting post-modifications of
the inscribed structures were reported which demonstrated the potential of this
technique for the fabrication ofmolecular assemblies. As an example, Sugimura et al.
demonstrated the combination of LAO with the self-assembly of organosilane
molecules [292]. In this case, following the oxidation of a TMS monolayer, the
created patterns were modified with a layer of (3-aminopropyl)triethoxysilane
(APTES) to introduce chemical functionalities. These amino moieties were labeled
with aldehyde-modified fluorescent latex nanoparticles, and investigated using
fluorescence optical microscopy to reveal the selective attachment of particles on
the �NH2 groups. Sugimura and coworkers also described the fabrication of a
coplanar nanostructure which consisted of a surface pattern of octadecyltrimethoxy-
silane andfluoroalkylsilane [293]. These structured featureswere characterizedusing
Kelvin probe forcemicroscopy to investigate their surface potential properties.When
the fabrication of positive and negative patterns was demonstrated by Graaf
et al. [294], a pattern of dodecyl and silicon oxide features was used for the self-
assembly of different molecules and nanomaterials, namely R6G molecules and
CdSe/ZnS nanocrystals. The R6G was selectively self-assembled on the oxide
structures due to electrostatic interactions, whereas the nanoparticles (which were
surrounded by a hydrophobic shell) self-assemble only on the alkyl-terminated layer.
The nanoscale deposition of manganese single-molecule magnets on silicon oxide
features was presented by Mart�ınez and coworkers [291]. Here, the magnets were
deposited site-selectively onto the SiO2 features due to the positive charges of the
magnets, and no self-assembly onto the �NH2 structures was observed. The site-
selective self-assembly of gold nanoparticles on the pattern of OTS and amine-
terminated oxide features was described by Li and coworkers [285], while an
interesting method for detecting metal ions by using LAO was provided by Kim
and coworkers [295]. Apattern of (3-mercaptopropyl)trimethoxysilane (MPTMS) and
APTESwasused for the self-assembly ofAunanoparticles, which self-assembled only
on the �SH functionalities. This part of the surface served as the fixed electrode,
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whereas the amine groups were used for the self-assembly of other metal ions (i.e.,
Cu2þ ). Notably, the conductance of the resultant structures depended on the
concentration of the metal ions. When He et al. reported on the site-specific growth
of SWCNTs on Si [290], the iron nanoparticles were selectively assembled onto oxide
features due to electrostatic interactions, whereas the amine-terminated background
layer was modified with sodium dodecyl sulfate to prevent any unspecific self-
assembly of the Fe particles onto the �NH2 groups. These particles subsequently
acted as a catalyst for the growth of SWCNTs via chemical vapor deposition (CVD).
These findings might be important for the development of SWCNT-based electronic
devices. Other interesting research studies have focused on the alignment and
stretching of l-DNA wires into parallel patterns of OTS and �NH2 functionali-
ties [296, 297]. For this, the DNA wires were self-assembled selectively onto the
inscribed features, due to coulombic interactions between the amine groups of the
substrate and the phosphate backbone of the DNA. Other biorelated examples were
demonstrated by Yoshinobu and coworkers [289], who utilized the anodic oxidation
of OTS and APTES monolayers for the selective patterning of proteins in the
fabrication of positive- and negative-tone structures. Lee et al. employed the oxidation
of a monolayer of octadecyldimethylmethoxysilane fabricating nanopatterns for the
modificationwith polymer brushes [298]. In this case, a ruthenium-basedmetathesis
catalyst was assembled onto the silicon oxide features to serve as an initiator for the
surface-initiated ROMP. Two different monomer units were tested for the site-
selective growth of polymer brushes, and the obtained features were characterized
using electric force microscopy.

Further interesting non-organosilane molecules used in the anodization process
have includedmetal phosphatemonolayers, fabricated via a two-step procedure [279,
299, 300]. This involved the reaction of an –OH-terminated silicon substrate with
POCl3 and subsequent reaction with, for example, Zr4þ , Hf4þ , Ca2þ , and Mg2þ

ions. Such reaction with tetravalent metal ions led to the fabrication of positively
charged phosphate monolayers, whereas with divalent metal ions the surface
appeared to be neutral. A comparison of the two surfaces revealed a need for a
lower threshold voltage for oxidation of the positively charged surfaces than for the
neutral substrates.

The group of Lee investigated the anodization of SAMs of 1,12-diaminododecane�
dihydrochloride (DAD� 2HCl) and n-tridecylamine�hydrochloride (TDA� 2
HCl) [122, 279, 301–304] and, in particular, the influence of the surface function-
alities on the anodization process. When mixed monolayers of DAD� 2HCl and
TDA�HCl were tested for this purpose, the DAD� 2HCl monolayer led to a
positively charged surface due to the presence of the ammonium chloridemoieties,
whereas the TDA�HCl SAM was uncharged, because of the terminal �CH3

groups. The terminal end group of DAD� 2HCl was found to lead to an enhance-
ment of the oxidation [301]. Moreover, the positively charged surface of the
DAD� 2HCl SAM was responsible for an increase in the line widths and the
heights of the inscribed structures, an effect which could be explained by an
enlargement of the water meniscus between the AFM tip and the substrate, due to
surface charges [122, 303].
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LAO on SAMs on Gold Jang and coworkers described the characterization of the
desorption and oxidation of thiol-terminated gold substrates [305], having first
prepared the gold surface by depositing a layer of Au onto silicon. Depending on
the monolayer, two processes can occur and result in the formation of two different
patterns: (i) removal of the SAMwith the formation of recessed structures; and (ii) the
formation of silicon oxide structures. Jang et al. investigated eleven different
monolayers on Au, including �CH3-, �COOH-, �PO3H2-, �OH-, �NH2-, �CF3-,
and �(OCH2CH2)3OH-terminated SAMs. The parameters that controlled the mode
of patterning were the SAM chain length, the functional end group, the bias voltage,
the local pH value, and the hydroxide anion accessibility.

LAO on LB Films Investigations conducted by Bourgoin and coworkers highlighted
the potential to oxidize not only SAMs on Si or Au, but also organic films prepared by
the LB technique [306]; indeed, phthalocyanine LB films could be patterned with line
widths down to 50 nm.Further investigationswere carried out on LBfilms of palmitic
acid to study the bias dependence of the LAO process [307] and, by changing the
applied voltage, it was possible to create both positive andnegative patterns.Mixed LB
films of hexadecylamine and palmitic acid were also studied to analyze the mixing
and charge effects on the anodization, and to investigate the mechanism of the
patterning process [81, 308].

LAO on Polymeric Films The anodic oxidation of polymeric films offers the possi-
bility to construct patterns that can be used for the site-selective self-assembly of
proteinmolecules. This was shown by Yam et al., who oxidized oligo(ethylene glycol)-
terminated films on silicon to test the specific adsorption of fibrinogen, avidin and
BSA onto silicon oxide patterns [309]. Choi and coworkers described the in situ
observation of biomolecules [310], whereby a methoxy-PEG-terminated monolayer
was oxidized and served as a passivation background, whilst the patterns were used
for the site-selective immobilization of streptavidin, labeled with Au particles, and
pure streptavidin. The nonlabeled streptavidin patterns were further investigated for
the detection of biotinylated materials. These findings demonstrated the potential of
polymeric films for applications in biosensing devices.

The anodic oxidation process represents an interesting method for the construc-
tion of nanometer-sized features on a large variety of different substrates. In addition
to the widely investigated silicon substrates, other semiconductors and metals
formed the focus of these studies. In order to introduce chemical functionalities,
LAO was applied to organic layers of various materials on silicon surfaces, which
in turn opened the possibility of functionalizing the surface with multiple
chemically active groups. Potential applications of these patterns may be found in
the fabrication of metal-oxide-semiconductor transistors and biosensor devices,
and also for investigating chemical processes at the nanometer scale. One disad-
vantage of this patterning technique, however, is the possible destruction of the
underlying substrate, and the process must be very carefully tuned. The technique
is also rather slow, such that its use in high-throughput strategies would not easily
be realized.
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2.3.3.2 Chemical Activation of Self-Assembled Monolayers
In 1999, Sagiv introduced another electro-oxidation process of SAMs, namely
�constructive lithography� or the electro-oxidation process [311]. In contrast to the
above-described anodization process, the monolayer will not be degraded while the
features are inscribed, but the terminal end groupswill be chemically activated. In the
first of these experiments, which was carried out with a monolayer of 18-nonade-
cenyltrichlorosilane (NTS), a conductive AFM tip was used to pattern the SAM, and
the terminal �CH¼CH2 groups were converted to carboxylic acid functionalities
(Figure 2.9). A bilayer of OTS was then self-assembled onto the �COOH groups to
create multilayer structures. Depending on the voltage applied, the patterning
process would induce an electro-chemical surface transformation of the terminal
end group of the monolayer, although the overall structure of the monolayer would,
ideally, not be influenced.

This process was later applied also to OTS monolayers on silicon [312], where the
terminal �CH3 groups were converted to �COOHmoieties. Transformation to the
carboxylic acid functionalities was followed by AFM and Fourier transform infrared
(FT-IR) spectroscopy. Subsequent contact-mode AFM measurements allowed char-
acterization of both the topographic and (especially) the frictional changes of the
oxidizedmonolayers. FT-IR spectroscopy on amacroscale structured surface showed
the �CH2 vibrations to be preserved, but the terminal �CH3 vibration to be greatly
reduced. A further indication of carboxylic acids formation was the appearance of an
absorption peak for �C¼O at 1713 cm�1. As an additional surface-sensitive tech-
nique for investigating chemical transformations, time-of-flight secondary ion mass
spectrometry (TOF-SIMS) represents an interesting alternative [313]. For this,
Pignataro and coworkers used patterns of a 1-octadecene monolayer, self-assembled
on hydrogen-terminated silicon, to analyze the transformation process [314], and
obtained both elemental and molecular information concerning the chemical
features after modification. The modified areas showed the presence of CxHyO-
and CxHyN-type peaks, both of which increased with in line with higher bias voltages
andwere related to the formation of organic polarmoieties. In contrast, a reduction in
the SiCxHy signal was observed. The characterization of micrometer-sized features

Figure 2.9 Schematic representation of the electro-oxidation on self-assembledmonolayers of 18-
nonadecenyltrichlorosilane on silicon.
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can also be addressed by using XPS to analyze the chemical structure. For example,
Andruzzi et al. used a micrometer pattern of OTS and PEG for their XPS
analysis [315].

Nonetheless, the characterization of nanometer-sized structures is, in general, a
difficult process, and very few techniques allow investigations to be made of the
chemical state of the features. Furthermore, the sensitivity and resolution of the
different techniques are frequently insufficient. Consequently, the most frequently
used technique for the indirect characterization of nanometric features is that of
AFM, which demonstrates mainly the changes in frictional and topographic prop-
erties following the oxidation process. When Wouters et al. used AFM to investigate
the influence of applied voltage and pulse duration on the electro-oxidation process of
OTS on silicon [316], the formation of silicon oxide structures resulted in an increase
of the topographic image. Moreover, the carboxylic acid-terminated structures
showed a change in height, depending on the direction of the scan (this was in
fact correlated to a crosscoupling of the friction and the height signal). The change in
height was used as an indication for the formation of �COOH moieties, whilst
degradation of the monolayer under harsher conditions was associated with a
detectable positive change in the height images, independent of the scan direction.
The dependence of oxidation time versus the bias voltage is shown in Figure 2.10,
where a small window for the oxidation of OTS was observed. Above a certain
threshold – that is, at high pulse duration and bias – themonolayer was degraded and
silicone oxide formed, but below the threshold line no oxidation had occurred, due to
short pulses and low bias voltages.

Hoeppener et al.described a series ofAFMstudies to investigate surface properties
during the oxidation process, and at the transition state of monolayer oxidation and
degradation [318]. In general, the writing process itself was seen to depend heavily on

Figure 2.10 Dependence of oxidation time on bias voltage. Reproduced with permission from
Ref. [317].
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a number of parameters, while the choice of conducting AFM tip and its geometry
had a critical influence on the required oxidation voltages and times, and also affected
the size of the inscribed structures. In order to reduce the size of the patterned
areas, the tip diameter could be reduced by using highly doped and/or noncoated
tips. The humidity of the environment during the writing process was identified
as another important issue; whilst a low humidity resulted in longer writing
times and incomplete pattern formation, a too-high humidity resulted in wider
line widths.

One limiting factor when implementing electro-oxidation into high-throughput
strategies is that the actual process is rather slow, though this might be overcome by
using an automated writing process with a software-driven AFM set-up. The use of
such a system with conductive parallel cantilever arrays was demonstrated by
Wouters et al. for fabricating large areas of oxidized surface patterns [127]. By using
an automated oxidation set-up, 1000 circles could be inscribed onto an OTS
monolayer on silicon. Following the in situ imaging of the features, it was clear that
the conductive coating of the tip had not been degraded during the patterning, as
indicated by a constant line width and the intensities of the friction signals measured
on the circles. Moreover, these structures could be used for the self-assembly of
nanoparticles, which occurred exclusively onto the oxidized areas, rather than on the
OTS background. Another way to increase the patterning speed would be to use an
array of four cantilevers for the oxidationprocess; in thisway, a successful oxidation of
square structures was demonstrated on OTS, with the subsequent self-assembly of
CdSe/ZnS particles. Following this, Cai and coworkers introduced an alternative
method of reducing the writing and fabrication times of nanometer-sized pat-
terns [319], when they described the process of electro-pen nanolithography (EPN).
This was a combination of electro-oxidation with an AFM tip and DPN, in which an
ink-coated conducting AFM tip was used to oxidize an OTS monolayer. In this way,
patterns of�COOHcould be created, with the ink being transferred directly onto the
patterned features due to the higher surface energy of theOTSox areas. The structures
obtained revealed linewidths of approximately 50 nm, andwere inscribed at awriting
speed of 10 mm s–1. In addition, different inks could be used to introduce chemical
functionalities onto the patterns, and in particular trialkoxysilanes and quaternary
ammonium salts. The self-assembly of MPTMSmolecules resulted in an availability
of �SH moieties, and to prove a successful transfer of the thiol molecules,
functionalized gold nanoparticles were self-assembled onto the surface. Subsequent
AFM investigations revealed the self-assembly of particles only on the nanopat-
terns, as well as an increase in height of 2 nm, which was in good agreement with
the diameter of the Au particles. This process might have a future role in the
fabrication of 3-D structures and, depending on the ink used, also for the direct
writing of biological patterns. In order to obtain areas in the range of square
micrometers, the AFM tip could be exchanged with a conductive metal stamp,
which enabled the pattern of the grid to be transferred onto the SAM [320].
Hoeppener and coworkers later described an oxidation process which employed
a metal stamp, composed of a Cu transmission electron microscopy (TEM) grid,
onto SAMs of OTS on silicon. Following its exposure to a saturated water vapor
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atmosphere, the copper grid was pressed against the monolayer-terminated sur-
face. Compared to the oxidation process using an AFM tip, the inscription with a
TEM grid required longer oxidations times of approximately 30 s, and a higher
voltage of 30–35 V. The need for longer patterning times and higher voltages might
be due to the larger distance between the TEM grid and the surface, and also to the
presence of a thicker water layer. An alternative approach towards patterning SAMs
utilized a patterned monolayer on silicon; this could first be pressed onto another
SAM, after which a bias voltage would be applied to transfer the structures onto the
unmodified surface [321].

The inscribed structures could, furthermore, be used after the electro-oxidation
process for a large variety of different post-modification steps, including the self-
assembly of different nanomaterials (e.g., nanoparticles, nanowires), the formation
of multilayers, and also for the application of nanometric surface chemistry. An
overview of the different possibilities for post-modification of the inscribed features
is shown in Figure 2.11, where different driving forces have been used to add
nanomaterials or functional molecules to the structures.

Self-Assembly of Additional Silane Molecules onto the Nanopatterns In 2000, Sagiv
and colleagues had already suggested many different possible post-modification
reactions of the oxidized areas, via a variety of chemical transformations based on
pattern functionalization [312]. The �COOH functionalities, created during the
oxidation process, are suitable for the self-assembly of a second layer of reactive
trichlorosilanes, due to the reaction of �SiCl3 groups with carboxylic acid moieties.
Examples of this include the self-assembly of NTS [312], 11-bromoundecyltrichloro-
silane (BTS) [322], 11-undecyltrichlorosilane (UTS) [325], and others. Wouters
and coworkers also demonstrated the self-assembly of quaternary ammonium salts
(e.g., trimethyloctadecylammonium bromide) onto the acid structures [325]. The
formation of a bilayer can lead to the introduction of different chemical active
functionalities. Moreover, these moieties can be used for other modification se-
quences, such as nanometer-sized surface chemistry and the site-selective self-
assembly of nanomaterials (e.g., nanoparticles). Some interesting examples of this
are described in the following subsections.

Surface Chemistry on the Nanopatterns One important application of the oxidized
areas is their use in surface chemistry, when it is necessary to utilize surface
reactions that have high yields and can be carried out under mild reaction
conditions, with readily available starting materials. Examples include the reaction
of the terminal end groups of NTS monolayers (ethylenic functionalities) with H2S
and BH3�THF (tetrahydrofuran), which leads to�SHmoieties, whereas oxidation
of the ethylenic groups with KMnO4 and KIO4 creates �COOH end groups [312,
327]. The formation of �NH2 functionalities can be obtained by a photoreaction
with formamide; this results in the creation of amide moieties, while a subsequent
reduction with BH3�THF leads to amine functionalities [328]. One concept that
fulfils the criteria for surface reactions is the so-called �click chemistry� approach, as
introduced by Sharpless in 2001 [329]. Until now, one of the most important click
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reactions is the 1,3-dipolar cycloaddition of terminal acetylenes and organic azides,
which results in the regioselective formation of 1,4-disubstituted triazoles [330].
Haensch et al. reported the details of a 1,3-dipolar cycloaddition of nanometer-sized
azide structures with propargyl alcohol with line widths of 50nm on a background
layer of OTS [322]. A subsequent characterization of the obtained features was carried
out using AFM, and the results were confirmed on nonstructured functional sub-
strates using FT-IR spectroscopy and XPS. The major advantage of this reaction
scheme is the wide diversity of clickable moieties, including phosphorescent iridium
complexes [331], gold nanoparticles [332], CNTs [333], dendritic systems [334], and

Figure 2.11 Examples of the post-
modification of oxidized nanometer-sized
structures on SAMs on silicon. (a) Clicking on
the nanometer-scale (reproduced with
permission from Ref. [322])); (b) Patterned
growth of carbon nanofibers [323]; (c) Site-

selective assembly of Fe(II) salt (reproduced
with permission from Ref. [324]); (d) Self-
assembly of Au nanoparticles onto the
nanostructures (reproduced with permission
from Ref. [325]); (e) Polymer brushes
(reproduced with permission from Ref. [326]).
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others [335]. Willner and coworkers used the tip-mediated oxidation of monolayers of
OTS, and activated the surface templates via a secondary enzymatic reaction for
further purpose [336]. The �COOH functionalities formed during the oxidation
process were reacted with tyramine, which itself can be oxidized biocatalytically (with
the enzyme, tyrosinase) to catecholmoieties that control the self-assembly ofmagnetic
nanoparticles and boronic acid-terminated gold nanoparticles. This approach permits
the possible fabrication of nanobiosensors and/or nanocircuitry. Andruzzi et al.
combined the electro-oxidation of OTS with a conductive stamp with NHS chemistry
to obtain bioselective patterns of PEG and OTS [315]. Here, carbodiimide NHS
chemistry was used to react NHS-terminated micrometer-sized patterns with an
amino-terminated PEG, and the PEG/OTS patterns were later applied to protein
adsorption studies with fluorescently labeled BSA. The characterization of the
features, using fluorescence microscopy, showed a reduced adsorption on the
chemically modified lines. Furthermore, although a significant inhibition of cell
adhesion onto the PEG patterns was noted, cell growth was maintained on the
functionalized areas. Wouters et al. reported successive functionalization reactions
on patterns of OTS with 40nm resolution [325], where UTS was used for bilayer
formation on the structures, so as to fabricate a pattern for the radical polymerization
of styrene. Yet, only a partial increase in pattern heightwas observed, this being related
to the UTS structure possibly undergoing horizontal polymerization. The results
presented by these authors might lead potentially to applications in electronics, or
perhaps for DNA and protein sensors. The fabrication of polymer brushes on
micrometer-sized surface areas was demonstrated by Becer et al., who attached BTS
as a chemically active molecule onto the patterns [326]. In this way, the bromine
functionality could be used as an initiator for the ATRP of, for example, styrene. This
�grafting-from� approach led to the creation of polymer brushes of various heights,
depending on the reaction time. Notably, the height of the polymer brush was seen to
increase linearly with the polymerization time, and was indicative of a controlled
polymerization process. In an additional test to determine whether the polymer
terminated with bromine end groups, a second ATRP polymerization with tert-butyl
acrylatewas performed, and this revealedan increase inpolymerbrushheight of about
20–40nm. Clearly, the functionalization of patterned substrates with defined polymer
block systems promises much with regards to biomedical applications, and/or for the
creation of responsive brush systems.

Self-Assembly of Different Nanomaterials onto Nanopatterns The self-assembly of
nanomaterials onto the structured features can be achieved via two different
strategies. For the first strategy, carboxylic acid functionalities were used directly
for the attachment of nanoparticles. For example. Hoeppener et al. demonstrated the
site-selective binding of magnetic Fe3O4 particles onto predefined surface areas of
�COOHmoieties [337]. In this case, the particles self-assembled onto the �COOH
features due to hydrophilic interactions of the acid functionalities with the ligand
shell. Subsequent treatment of the surface with conventional adhesion tape led to the
removal of unspecifically bonded material, but without destroying the created
structures. The same method was also used to create nanostructures of Fe particles
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by the subsequent reduction of Fe(II) ions assembled onto the oxidized areas [324];
here, the typical particle sizewas 6–7 nm,with a high degree of uniformity. Following
this, magnetic force microscopy (MFM) measurements were conducted to investi-
gate the magnetic properties of the nanoparticles, thus revealing their magnetic
origin. The fabrication of such nanosystems permits the possible creation of
magnetic structures with decreasing device dimensions. For example, Wouters
and colleagues described the self-assembly of positively charged gold nanoparticles
onto �COOH patterns [325], after which tapping mode AFM studies revealed an
increase in height of 18–20 nm, in good agreement with the diameter of the Au
particles. The subsequent successful self-assembly of two differently sized gold
nanoparticles onto oxidized nanopatterns was demonstrated by the same
group [338], when they investigated the sequential oxidation steps performed on
the OTS and the subsequent self-assembly of various nanoparticles. The Au
particles, which were self-assembled in an initial step, had to be stabilized (e.g.,
by thermal annealing at 90 �C for 6 h) to prevent their exchange during a second
self-assembly step. Druzhinina and coworkers described the growth of carbon
nanofibers and nanotube patterns on OTS/-COOH structures [323]; in this case,
iron acetate was assembled onto the acid moieties and subsequently reduced to
metallic Fe particles that acted as a catalyst for carbon nanofiber growth under
microwave irradiation. Today, applications of these structures can be found in
electronic devices.

The second strategy involved the self-assembly of a second layer on top of the
�COOH features, before the selective self-assembly process can be performed
Previously, examples of surface chemistry conducted on nanopatterns were given to
demonstrate the potential of chemical modification schemes for introducing a wide
variety of chemical functionalities. Such chemical end groups are suitable for the
selective self-assembly of different nanomaterials; for example, thiol and carboxylic
acid groups can be used to deposit various materials such as gold, silver, or
cadmium selenide and [Au]55 clusters [312, 327, 339]. Hoeppener et al. demon-
strated the self-assembly of Cd2þ ions on functionalized �SH nanopatterns [339],
where cadmium cations were self-assembled onto thiol groups and were then
reacted with H2S to create CdS particles. The latter particles could then be metalized
by treatment with an aqueous solution of HAuCl4, with the formation of Au
structures being confirmed by subsequent silver deposition from a silver enhancer
solution on the gold patterns. The same authors also demonstrated the creation of
millimeter-sized silver electrodes via a monolayer photodesorption with gallium
onto OTS monolayers, creating molecularly sharp boundaries in the process.
Surface chemistry was then used to functionalize fabricated surface structures
also with thiol moieties, so as to assemble silver onto the oxidized structures. Liu
et al. demonstrated the site-selective deposition of [Au55(Ph2PC6H4SO3Na)12Cl6]
clusters onto �SH nanopatterns [327]; these features were stable against thermal
treatment and structurally robust (e.g., cleaning with �Scotch tape� did not disturb
the structures, but any unspecifically bound material was removed). Liu et al.
reported on the hierarchical self-assembly of colloidal gold particles on silicon [328],
where nanopatterns of �NH2 functionalities could be created via the chemical
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reaction of ethylenic groups with formamide and BH3�THF. Protonation of the
amine moieties led to positively charged surface features that were suitable for the
attachment of negatively charged particles via electrostatic interactions [340–344].
The latter interactions were responsible for the spontaneous self-assembly of [Au-
citrate] particles (which were negatively charged) onto the nanostructures. Such
defined molecular templates could be used to fine-tune the distances between
nanomaterials which are anchored to the surface, and might also be used in the
advancement of 3-D nanofabrication techniques. The construction of hydride
metal–organic surface nanostructures was demonstrated by Maoz et al. [345], when
a monolayer of a thiol-functionalized silane was loaded with silver ions and used to
create nanometer-sized structures on specific surface areas via either a chemical or a
tip-induced reduction of the Ag ions to metallic nanoparticles. Hoeppener et al.
demonstrated the preparation of amine-terminated nanostructures for the selective
binding of CNTs [346]; in this case, the �NH2 moieties were obtained by a vapor-
phase self-assembly process of 3-aminopropyltrimethoxysilane (APTMS) onto the
electro-oxidized surface areas, while the CNTs selectively self-assembled onto
the amine features. These investigations might have important implications for
the future, notably in the field of nanoelectronics.

Wetting-Driven Self-Assembly Concept Another versatile approach to the template-
guided fabrication of metal nanopatterns is that of wetting-driven self-assembly, as
recently introduced by Sagiv and coworkers [347]. This process utilizes the selective
adhesion of nanosized volumes of wetting liquids to the lyophilic surface structures
of a lyophilic/lyophobic substrate, where the lyophilic/lyophobic surface consists of a
pattern of �COOH areas versus OTS. The patterns were fabricated by retraction of
the COOH/OTS surface from the melt of three different compounds, namely
eicosene, ODT, and dodecanoic acid. This method has allowed the introduction of
various chemical functionalities by the use of readily available and cheap functional
alkanes. Post-modification of the obtained terminal surface groups led to templates
for the site-specific self-assembly of metallic gold and silver. Checco et al. used the
strong hydrophilic/hydrophobic contrast between oxidized structures and the OTS
monolayer to study the wetting behavior of ethanol and octane on patterned line
features [348, 349]. This allowed the precise control and stabilization of liquid objects
in desired confinements, enabled studies of the wetting phenomenon to be con-
ducted, and allowed the determination of liquid profile shapes with sub-100 nm
resolution. Cai et al. studied the liquid-behavior at the nanometer level on iodine
patterns which had been inscribed by the electro-oxidation process [350]. As iodine
serves as a good tracing and visualizing agent in this type of study, such investigations
may provide an understanding of the evaporation dynamics of liquid solvents
on nanometer-sized structures. Depending on the deposition method used, the
nanometer-sized structures can be either gel-like (solution–deposition method) or
dendritic, snowflake-shaped polycrystalline iodine sheets (vapor-phase–condensa-
tion method).

These examples stress the versatility of the structuring approach, and are poten-
tially compatible with other surface-chemistry schemes.
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2.3.4
Catalytic Lithography

The fabrication of nanometer-sized structures is possible not only via the electro-
oxidation or anodization of SAMs, but also by catalyzing a surface reaction with an
AFM tip [351]. As the reaction takes only place in those areas where the tip is in
contact with the surface, this approach will lead to a selective functionalization of the
terminal end groups, without applying an electrical current and without destroying
the underlying monolayer [352]. Hence, this technique is not limited to the use of
conducting substrates; rather, a wide variety of different substrates can be used.
Despite the fact that the technique represents a promising approach to performing
nanometric surface chemistry, very few examples have been reported to date. M€uller
et al. were among the first to describe the use of an AFM tip coated with a catalyst to
perform nanochemistry [353], and to modify the surface functionalities of spatially
defined areas on a silicon substrate. In this case, the hydrogenation of an azide-
terminated silicon surface with a platinum-coated AFM tip was investigated as a
model reaction; the reaction scheme is depicted in Figure 2.12, where the terminal
�N3 groups were converted to amine functionalities that could be used for further
modification sequences to yieldmore complex structures. Fluorescence labelingwith
fluorescein-labeled, aldehyde-modified latex beads or 3-(2-furoyl)quinoline-2-carbox-
aldehyde (ATTO-TAG) was chosen as post-modification reaction. When investiga-
tions of the modified areas were performed using confocal scanning laser micros-
copy, the measurements revealed brightly fluorescent squares that represented the
reacted surface areas, but imaging of the azide-terminated surface, after derivatiza-
tion with the fluorescent compounds, showed no signal. These studies led to the
development of a general approach that usedAFMcoated tips to performnanometric
catalytic surface chemistry.

The catalysis of chemical surface reactions by a palladium-coated AFM tip for the
fabrication of nanometer-sized features was demonstrated by Blackledge et al. [352].

Figure 2.12 A Pt-coated AFM tip is scanned
over an azide-terminated substrate in the
presence of H2, resulting in the formation of
�NH2 groups. The obtained amine

functionalities were modified with fluorescein-
labeled latex beads or ATTO-TAG to yield a site-
selective self-assembly of fluorescent dyes on
specific surface areas.
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Two example reactions included the hydrogenation of azide groups andN-benzyloxy-
carbonyl-protected amines to �NH2 functionalities, while a third reaction scheme
showed the addition of aminobutyldimethylsilane (ASiH) to terminal carbon–carbon
double bonds. The inscribed amine end groups were subsequently labeled with 5-
and 6-carboxytetramethylrhodamine succinimidyl esters in order to conduct fluo-
rescence measurements on the obtained structures. The reaction mechanism
described proposed the formation of a reactive palladium–organosiloxane interme-
diate that could only be formed if the monolayers were to be deformed during the
structuring process. The Langmuir–Hinshelwoodmechanism, whichwas suggested
as a possible reactionmodel, includes chemisorption of the terminal end group of the
monolayer and H2 or ASiH on the Pd-coated tip, and a subsequent reaction. Davis
and colleagues described surface-confinedSuzuki andHeck carbon–carbon coupling
reactions under Pd catalysis [354, 355]; the schematic outline of the surface reactions
is depicted in Figure 2.13a and b. In this case, 4-bromo-N-(3-(methylthio)-propyl)-4-
vinylbenzamides and a styrene (N-3(methylthio)-propyl)-4-vinylbenzamide, self-
assembled on gold, were used as functional monolayers for the spatially controlled
surface modification sequences. The Suzuki reaction was performed with a poly-
vinylpyrollidone (PVP)-Pd nanoparticle-functionalized AFM tip at a pressure of 15 to
25 nN, and in a reaction solution of methanol, sodium acetate and 3-aminophenyl-
boronic acid or phenylboronic acid. TheHeck reactionwas performed in a solution of
dimethylformamide (DMF)with sodiumhydrogen carbonate and 4-iodobenzoic acid
under a pressure of 25 to 40 nN, which led to line widths of 12 to 15 nm being
achieved. The successful reaction sequences were proven by a combination of
fluorescence tagging, frictional imaging, and labeling with appropriate nanoparti-
cles. The fluorescence image of a Suzuki-catalyzed square functionalized with
NHS–fluorescein revealed a brightly fluorescent rectangle (see Figure 2.14a), while
the AFM height image of a Suzuki-catalyzed square functionalized with aldehyde-
terminated nanospheres that were attached only to the inscribed structures, is shown
in Figure 2.14b.

The reduction of a monolayer of imines, using an AFM tip coated with a reducing
agent, was investigated by Blasdel et al. (Figure 2.13c) [356]. For this, sodium
triacetoxyborohydride (Na(OAc)3BH4) was used as reducing agent to form the
corresponding secondary amines, the generation of which was confirmed using a
chloranil test. The colorless amine was then reacted with acetaldehyde and tetra-
chloro-p-benzoquinone to yield a bright blue tertiary amine. Visualization of the
inscribed structures was achieved using inverted optical microscopy under bright-
field illumination.

Bis(v-tert-butyldimethyl-siloxyundecyl)disulfide (TBDMS) monolayers on gold
could be hydrolyzed in the contact areas of an acidic tip to create nanopatterns of
hydrolyzed TBDMS SAMs [357]. In this case, 2-mercapto-5-benzimidazole sulfonic
acid was attached to the Au tips as the catalytic species, such that inscribed features
with a line width of approximately 25 nm were obtained. Cleavage of the bulky
terminal end group led to the formation of spaces between the residual monolayer
that could be refilled with dendritic wedges. The corresponding AFM height images
revealed an increase in height of 1.3 nm, indicating a successful filling with the
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dendritic ligands. Zorbas and coworkers described the photochemical reaction of a
dye layer with a chemically modified AFM tip [358]; here, the dye used was a
commercially available Procion Red MX-5B that was oxidized under UV-mediated
photocatalysis, while the catalytic species were TiO2 particles attached to an AFM
probe. Subsequent AFM, optical microscopy and mid-FT-IR investigations revealed
the photocatalytic degradation of the dye molecules. The fabrication of nanometer-
sized features by applying a Diels–Alder reaction onto silicon was shown by
Matsubara et al. [359]. For this, a monolayer terminated with alkene functionalities
was reacted with an AFM tip that had been coated with a solution of 2-(13-hydroxy-2-
oxatridecanyl)furan. As a consequence, a force of 32 nN and a writing speed of
0.2mms�1 were sufficient to successfully couple the furan molecules onto the
terminal surface groups. Wang and coworkers demonstrated the tip-assisted hydro-
lysis of a monolayer of dithiobis(succinimidoundecanoate) on gold [360], where the
base hydrolysis of the ester-terminated surface was accelerated after contact mode
imaging, due to the implementation of a disorder into the structure. It appears that
hydroxide ions have an easier access to the acyl carbon atoms of the monolayer, and
this resulted in an accelerated hydrolysis. A localized click chemistry was reported by
Long et al. [361], who used an acetylene-terminated surface as the template for a
nanometer-scale cycloaddition reaction. This was achieved by using an AFM tip
immersed in a solution of an azide reagent and the Cu catalyst. Later, a new and
versatile patterning approach – the so-called thermochemical nanolithography
(TCNL) – was introduced by Szoszkiewicz et al. [362]. In this case, a heatable AFM
tip was used to inscribe features onto polymeric substrates with line widths in the
region of 12 nm. The deprotection of an estermoiety to acid functionalities was tested
as a possible model reaction, while the change in hydrophilicity was investigated
using LFM. The parallelization of individually addressable tips was also demon-
strated for the preparation of large-scale patterning.

The combination of catalytic chemistry with the application of bias voltages has led
to some interesting methods for creating nanometer-sized surface patterns. As an
example, Fresco and coworkers demonstrated the chemical activation of protected
amine and thiol surfaces by applying a bias voltage between the substrate and the
AFM tip [363, 364]. In this case, the a,a-dimethyl-3,5-dimethoxybenzyloxycarbonyl

Figure 2.14 (a) Fluorescence image of a Suzuki-catalyzed square functionalized with NHS-
fluorescein; (b) AFM height image of a Suzuki-catalyzed square functionalized with aldehyde-
terminated nanospheres. (Reproduced with permission from Ref. [354]).
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(DZZ) groupwas selected as a protectivemoiety, due to themechanism of cleavage of
this functionality via an ionic intermediate, with 3,5-dimethoxy-a-styrene and carbon
dioxide being released and primary amine and thiol functionalities being obtained.
The inscribed amino groups were used in further modification steps for the reaction
with a dendrimer and a dendronized polymer. TheAFM images revealed increases in
height of 1 nm and 4nm, respectively, while the line widths of the structures were
broadened due to the flexibility of the polymer chain. Furthermore, exposure of the
thiol functionalities to a solution of gold nanoparticles resulted in the selective self-
assembly of the particles onto the �SH groups. Consequently, the placement of
single particles could be achieved by a programmed application of electrical pulses to
the surface. The electro-oxidation of thiol-terminated monolayers on both nonstruc-
tured and nanometer-sized surfaces, by applying a positive voltage to the surface, was
reported by Pavlovic et al. [365, 366]. This activation resulted in the formation of
thiolsulfinates and thiolsulfonates, which could be used for the covalent immobi-
lization of biomolecules; release of the biomolecules was detected by treating the
surface with a disulfide-cleaving reagent. Sugimura and coworkers introduced the
reversible nanochemical conversion of amino-terminated monolayers with an AFM
tip [367, 368] when, by applying a positive bias voltage to the surface, the terminal
�NH2 groups could be converted to �NO functionalities. The nitroso-terminated
SAM could then be reduced to �NH2 moieties by changing the voltage to negative
values, and surface potential measurements confirmed the chemical surface reac-
tion. The fabrication ofmetallic structures on the nanometer scale via anAFM tipwas
achieved by Li et al. [223]. For this, a positive bias voltage was applied to a tip, which
had been coated with H2PtCl6; the latter then dissolved in the water meniscus, such
that the platinum(IV) was reduced to metallic Pt. This protocol demonstrated an
interesting approach to using thewatermeniscus as a reaction vessel for a wide range
of different surface reactions.

To summarize, these examples have demonstrated the potential of catalytic
lithography for the chemical functionalization of nanometer-sized features. More-
over, a range of surface reactions can be applied to yield a wide variety of terminal end
groups, while the modified functionalities can be used for fluorescent labeling, for
the self-assembly of nanoparticles, and for the preparation of metallic nanostruc-
tures.Moreover, this approach enables a preservation of the underlying substrate and
also of the monolayer, which is not in contact with the AFM tip.

2.4
Surface Chemical Reactions for Structured Surfaces

The key feature of the previously introduced patterning is the combination of surface
structures with functional moieties. Clearly, the use of SAMs represents a versatile
method for implementing a wide variety of chemical functions that provide access to
surface reactions conducted on the nanometer scale. Moreover, a whole range of
chemical interactions, including electrostatic and covalent binding, hydrogen bond-
ing, hydrophilic/hydrophobic interactions and complex formation, are available to
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attach and stabilize nanomaterials to the structures. Additional possibilities for
expanding the capabilities of a combination of lithography and functional SAMs has
emerged from the field of surface chemistry, which allows the implementation of
many reaction schemes to obtain different surface functionalizations. To date, a wide
range of synthetic routes that uses different precursor molecules to form dense
monolayers have been described, and some examples are provided in the following
sections. These reactions have been conducted onnonpatterned surfaces and onboth
micrometer and nanometer scales, in combination with alternative structuring
approaches or by using techniques discussed earlier in the chapter. Nonetheless,
each of the described reactions is suitable for implementation in a range of
lithographic techniques. Due to the greater stability of silane-based monolayers
compared to thiol monolayers on gold, attention will be focused at this point on the
surface chemistry performed on SAMs on silicon-based substrates.

2.4.1
Molecular Overlayers – Functionalization – Precursors

The formation of SAMs on silicon surfaces can be carried out using either silane-
based precursor molecules that self-assemble on oxidized silicon-based surfaces
(such as glass or silicon [134]), or via activation by SiCl4 and HNEt2, followed by the
addition of hydroxyl-functionalizedmolecules [369, 370]. Yet, a conceptually different
approach for the formation of SAMs on silicon substrates is the hydrogenation of the
silicon substrate and reaction with alkene-functionalized molecules [371].

Silane-based precursormolecules aremainly functionalizedwith a trichlorosilane,
trimethoxysilane or triethoxysilane group that reacts with the surface to form a
covalent network. In this respect, trichlorosilane is the most reactive precursor, and
trimethoxysilane and triethoxysilane are less reactive. Although, a wide variety of
functional moieties can be implemented into the silane-based monolayers by
utilizing the terminal groups of the silane precursors, these functional groups must
be compatible with certain criteria. For example, the introduced functional group
should not interact with the surface, and/or should not react with the silane group in
order to avoid the formation of multilayers, or destruction of the silane group. The
spacer, which usually is an alkyl chain, also plays an important role, with longer alkyl
chains resulting in the formation of more stable and densely packed SAMs [134].
Most patterning approaches concentrate on the use of commercially available
silane-based molecules such as OTS, BTS, 1H, 1H, 2H, 2H-perfluorodecyltri-
chlorosilane (PFDTS), N-[3-(trimethoxysilyl)propyl]ethylenediamine (EDATMS),
APTMS, APTES, N-(6-aminohexyl)-3-aminopropyltrimethoxysilane (AHAPS),
MPTMS, and PEG silanes.

In general, OTS and PFDTS are used as passivation layers, due to the hydrophobic
and chemically relative inert properties of the formed layers. BTS is appliedmostly for
surface reactions such as substitution reactions, or it may act as an initiator for
polymerization reactions. Amino-terminated SAMs are used for the binding of
negatively charged nano-objects as well as for surface reactions, such as Schiff base
reactions or esterifications. MPTMS is used for the binding of nano-objects, while
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PEG silanes have been extensively studied as bio-repellent materials that demon-
strate their importance in biorelated systems and find applications in cell and protein
micropatterning. These systems are also of significant importance in research related
to the development of biosensors, lab-on-a-chip devices, tissue engineering, funda-
mental cell biology studies, drug screening, or medical diagnostics. Some examples
of these precursor molecules in their fields of application are provided in the
following subsections.

Typically, these materials are applied for purposes that include protein and cell-
adhesion studies. Notably,OTS andPFDTS can each be self-assembled so as to obtain
mixed monolayers that demonstrate varying protein-adsorption behaviors. For
example, protein adsorption can be suppressed compared to the pure monolayer,
with adsorption occurring preferentially on PFDTS [372]. When Hoffman et al.
investigated the protein-repellent properties of mixed PEG silane-based monolayers
and alkyl silane-based monolayers, the pure PEG silane monolayer was shown to be
fully protein repellent, whereas on the mixed monolayer no protein absorption was
observed above a PEG silane content of 90% [373]. Yap et al. created a micro pattern
with topographical features for selective cell adhesion by modifying a silicon
substrate with a PEG silane to create a nonfouling background. The PEG-modified
surface was then patterned by photolithography, using a photoresist layer placed on
top of the SAM, such that the free positionswere subsequently functionalizedwith [3-
(2-aminoethylamino)propyl]trimethoxysilane. When the polystyrene latex beads
were later self-assembled on an amine-functionalized surface, HT-29 cancer cells
were shown to adhere preferentially to the hydrophilic substrate areas, with the
increasing distance between the adhesive sites promoting cell adhesion [374]. When
gas-phase soft lithography was used to pattern APTMS and MPTMS, a PDMS could
be applied to a master such that its shape became adapted. After curing, the PDMS
mold was peeled off and placed in a reaction chamber with APTMS or MPTMS. The
PDMSmold was then pressed onto the silicon substrate, and the ink was transferred
by diffusion to react with the surface. The presence of amine groups was demon-
strated by the adsorption of an oligonucleotide by the negatively charged phosphate
groups [375], while the precursormolecules could be used to guide nano-objects onto
certain positions. The fabrication of a gold nanoparticle array was achieved by first
creating an OTS and an APTMS patterned surface; in this way, an OTS monolayer
was self-assembled and patterned by AFM anodization (as described earlier). The
oxidized areas were then used to self-assemble the APTMS, and this bifunctional
template was subsequently used to self-assemble the gold nanoparticle array [285].
Guidance of the gold nanoparticle assembly into nanometer arrays could also be
achieved with a hexadecene monolayer attached to a hydrogenated silicon surface.
For this, themonolayer could be patterned by LAO and used to self-assemble APTMS
that could, in turn, be used to guide the gold nanoparticles [376]. Moreover, APTMS
can be used to self-assemble well-dispersed CNTs on the oxidized silicon sur-
face [377]. Pang et al. demonstrated the improved patternability and adhesion of
poly(3,4-ethylenedioxythiophene) (PEDOT) by themicrocontact printing of OTS and
subsequent filling of the nonfunctionalized areas with amine-functionalized SAMs.
Following this, FeCl3 could be selectively spincoated onto the amine-functionalized
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areas, and PEDOT films were grown selectively on the amine-functionalized surface
by vapor-phase polymerization. The amine-functionalized monolayer and FeCl3
resulted in an improved adhesion of the PEDOT film [378].

SAMs are also frequently used to tune the surface properties, with the hydrophobic
coatings playing an important role in the fluid–surface interactions of microfluids.
Thus, Feng et al. investigated the influence of OTS on the fluid dynamics of
chemically modified silicon dioxide and glass microchannels [379].

Whilst these few examples highlight the wide variety of applications able to benefit
from surface modifications with commercially available precursor molecules, sig-
nificant interest remains in widening the availability of the precursor molecules.
Hence, two quite different strategies can be used to generate functionalized mono-
layers. The first strategy relates to the synthesis of new precursor molecules that
provide tailor-made functional groups, while the second strategy involves the
implementation of new functionalities and focuses on the chemical modification
of conventional precursor layers.

Notably, three alternative approaches have been proposed that describe the route to
synthesize trichlorosilane precursor molecules; this is illustrated schematically in
Figure 2.15.

The first synthesis of a silane-basedmonolayer was described by Netzer et al., who
initially converted the hydroxyl group of a 10-undecenyl alcohol into a chloride group
that was then activated by Mg; tetrachlorosilane was subsequently added to form the
trichlorosilane group. An extension of the alkyl chain length can be achieved by
adding oxirane or oxetane to introduce either two or three methylene groups to the
Mg-activated molecule [380]. Other possible approaches to the synthesis of silane-
basedmolecules include the synthesis of alkene-functionalizedmolecules,which can
be converted by adding HSiCl3 and H2PtCl6 as a catalyst, or by the use of bromine-
functionalizedmolecules, which can be converted to silanemolecules by addingMg,
followed by the addition of SiCl4 (as in the above-described approach). Maoz et al.
described the synthesis of trans-13-docosenyltrichlorosilane [381], while Wasserman
reported the synthesis ofmethyl 11-(trichlorosilyl)decanoate via a platinum-catalyzed
method and the synthesis of 16-hepatdecenyltrichlorosilane and 10-uncecenyltri-
chlorosilane via a magnesium-activated approach [382].
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Figure 2.15 An overview of the synthesis routes to obtain trichlorosilane-based functional
molecules.
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Based on these general strategies, several functional precursor molecules have
been synthesized, demonstrating the versatility of this approach. The synthesis of
cyano-, bromo-, thiocyanato-, and thioaceto-terminated C16 trichlorosilanes was
introduced by Balachander et al., using the platinum catalyst-mediated process [383].
Additionally, the synthesis of iodo-, chloroacetate-, iodoacetate-, benzyl bromide-,
and benzyl iodide-terminated C16 trichlorosilanes has been established using the
same method [384]. Phthalocyanine molecules, which may have potential applica-
tions in display technology, as chemical sensors or as photoconducting devices [385],
have been functionalized with an alkyltrichlorosilane group via the platinum catalyst
pathway, and can be self-assembled on silicon. For this purpose, an 11-(3-thienyl)
undecenyltrichlorosilane could be synthesized via a platinum catalyst method and
then used for the self-assembly onto surfaces. These SAMs were proposed for use in
thiophene polymerizations, to form conductive layers [386]. A maleiimido-termi-
nated alkyl trichlorosilane molecule has also been synthesized using the platinum
catalyst method. In this case, the maleimido group can be utilized for the covalent
binding of nucleophilic heterocycles, alkylthiols or amines, thus making the
attachment of a wide class of molecules to the surface possible [387]. The synthesis
of C10–12 alkyl chains terminated with a functional hydroxyl group and a PPh2 group
was reported for the self-assembly on silicon surfaces via activation of the surface by
SiCl4 and diethylamine, and the attachment of hydroxyalkylphosphine. Here, the
PPh2 end group could act as a ligand for Rh catalysts on the surface, or reaction of
the Rh could be performed prior to the self-assembly process. The covalently
attached Rh catalyst was tested for the hydrogenation of tolan [388]. When Zhang
et al. demonstrated the formation of a PEG silane by the reaction of PEG with
tetrachlorosilane, an effective depression of plasma protein adsorption and cell
attachment was noted on these surfaces [389]. Subsequently, Sharma et al. described
the development of ultrathin, uniform, stable in-vivo-like environments and con-
formal PEG films for silicon-based microdevices. For this, the surface-reactive PEG
molecule was prepared by dissolving PEG in anhydrous toluene, followed by
successive triethylamine addition. A tetrachlorosilane was then added so as to
form a trichlorosilane group on the hydroxyl group. Different reactions, including
the functionalization of PEG hydroxyl groups, as well as a reaction of tetrachlor-
osilane with several PEG chains up to cycle formation, might occur during this
process. Nonetheless, the PEG silane was shown to form uniform films on silicon
surfaces with a degree of roughness less than 1 nm by optimization of the self-
assembly conditions [390]. Chi et al. synthesized an imidazolium chloride-functio-
nalized triethoxy silane by the reaction of methylimidazole with a triethoxysilane-
functionalized alkyl chloride. These authors investigated the use of such SAMs
for controlling the wettability of silicon substrates by anion exchange, and showed
that the water contact angle could be varied from 28 to 42� simply by exchanging the
counterion, from choride to PF6

� [391]. Each of these examples underlines
the major impact of silane-based molecules on adding chemical functionality to
SAMs, and the possibility of expanding the availability of tailor-made functional
groups to bind and/or stabilize nano-objects, or for subsequent chemical modifi-
cation schemes.
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2.4.2
Surface Chemistry

Besides the (sometimes difficult to control) synthesis of functional silane precursor
molecules – due to the high reactivity and water-sensitivity of the reactants – an
alternative route has been proposed to acquire functional SAMs. This approach
employs chemical reactions that are performed on SAMs that consist of silanes and
which are known to form monolayers of reliable quality. The advantage of this
technique is seen in the better quality of the starting monolayer, the possibility of
avoiding undesired interactions between the silane and the functional group, and no
need to optimize the self-assembly process for each individual precursor molecule.
However, the subsequently performed surface reaction should be highly efficient in
order to maximize the availability of the desired surface functionalities. Sagiv et al.
reported the first chemical reaction on a covalently attached SAM, by demonstrating
the conversion of a double bond to a hydroxyl function by treatment with B2H6 and
successive reactionwithH2O2/NaOHsolution; the newly formed alcohol end groups
were then used for the formation of multilayer systems [380]. Based on these initial
studies, a substantial research activity on surface chemistry in the field of functional
silane-based monolayers has subsequently emerged.

As a result, substitution, esterification, Schiff base reactions, the formation of
thiourea and ureas, click chemistry, photochemistry, oxidation, and the growth of
polymer brushes – among others –have each been introduced and are discussedwith
respect to their applications in surface chemistry in the following subsections. A
schematic overview of these reaction schemes is provided in Figure 2.16.

2.4.2.1 Substitution
Substitution reactions utilize the displacement of one functional group by another,
such as the displacement of bromide by a thiocyanate or an azide (Figure 2.16). The
substitution is mainly divided into nucleophilic substitution, whereby an anion attacks
the functional group, or an electrophilic substitution, where a cation replaces the
functional group. For surface reactions, BTS monolayers are mainly used for
nucleophilic substitution reactions. In particular, Balachander et al. self-assembled
a BTS monolayer and demonstrated replacement of the bromine group by substi-
tutionwith azide or thiocyanate [383]. Furthermore, bromine- or chlorine-terminated
SAMs can be substituted with iodine, as demonstrated by Lee; the function can
subsequently be replaced with decanethiol, n-decylamine, p-nitrothiolphenol, glu-
tathione and lamini fragment peptides [384]. Additionally, Fryxell et al. demonstrated
the substitution of a bromine SAMwithmolecules such as cysteine and amines [392].
Shuye et al. enlarged the available functional groups by conducting a nucleophilic
substitution of a bromine-functionalized SAM with thioacetate, sulfonate, and
nitrile [393], while Haensch et al. self-assembled BTS monolayers and showed
the substitution of bromine with primary amines such as propargylamine and 5-
(2,2:6,200-terpyridin-4yloxy)pentylamine; here, the terpyridine moiety was further
used for complexation with PEG70–RuCl3 [394]. Another possible means of intro-
ducing terpyridinemoieties is via reactionwith an acetylene-modifiedFe(II) complex;
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Figure 2.16 A schematic overview of possible modification schemes that can be implemented by
surface reactions.
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this can be initiated by treatment with HCl, with the free terpyridine moieties which
can subsequently being closed with other metal ions such as Ir(III) or Zn(II) [395].

The nucleophilic substitution reaction scheme can be also used for structured
surfaces. For example, Herzer et al. prepared chemical nanostructures by utilizing a
high-resolution lithographic technique to form replaceable barrier nanostructures of
triangular shape. For this purpose, anOTSmonolayer was self-assembled onto a glass
substrate patterned with the gold barrier structures. Then, after removal of the barrier
structure, a BTSmonolayerwas self-assembled selectively onto the former positions of
the barrier structures. The BTSmonolayer was converted first, via substitution, into a
thiocyanatemonolayer, and subsequently to a thiol by reduction. Site-selective binding
of gold nanoparticles could be demonstrated with high sensitivity on the thiol
functional group [396].Haensch et al.demonstrated thepatterningof aBTSmonolayer
via a selective degradation of the BTS monolayer by LAO, with PFDTS being self-
assembled in site-selective fashion as a passivation layer onto the oxidized areas. The
BTS monolayer was subsequently substituted with azide and successively converted
into an amine group by reduction, which could site-selectively bind silicon nanopar-
ticles [397] (also C. Haensch et al., unpublished results).

The substitution reaction represents a powerful tool for creating a large variety of
versatile functionalized surfaces, and thus introducing a wide diversity of surface
properties, such as charges or biofunctionalities. These properties can be utilized in a
variety of applications, such as biosensors, for the growth or deposition of inorganic
materials, in microfluidics, for the microengineering of smart surfaces for
bioseparation or data storage, as sensors, or in the microfabrication of controlled-
release devices.

2.4.2.2 Click Chemistry
The now widely used click chemistry was introduced in 2001 by Sharpless [329]. The
main characteristics of a click reaction include its modularity, the wide scope, the
high yield, and the lack of formation of any byproducts (or, at least, of byproducts that
can be removed using nonchromatographic methods, such as crystallization or
distillation). Furthermore, the reaction must be stereospecific, the reaction condi-
tionsmild, and the startingmaterials and reactants readily available. Furthermore, no
solvents or easily removable solvent should form any part of the reaction, and the
products should show a good stability under physiological conditions. The most
commonly used click reaction on surfaces is the 1,3 dipolar cycloaddition of azide-
functionalized surfaces with acetylene-functionalized molecules (see Figure 2.16).
The first example of click chemistry to be conducted on a silica surface was described
by Lummerstorfer et al. in 2004 [398], when BTS was self-assembled on a silicon
wafer and the bromine functionswere subsequently converted into azide groups via a
substitution reaction. The azide functionswere later used for theHuisgen 1,3-dipolar
cycloaddition reaction [330] with three differently substituted acetylenes, for exam-
ple, R�C:C�R0 (R,R0 ¼C6H13, H; COOCH3, H; COOC2H5, COOC2H5). In this
case, only ester-functionalized acetylenes showed a quantitative conversion, whilst
for hexyl-substituted acetylene no reaction was observed (this was explained by the
influence of electron-withdrawing ester groups). Rohde et al. described the activation

96j 2 Scanning Probe Microscopy as a Tool for the Fabrication of Structured Surfaces



of a hydrogenated surface by chlorination to bind sodium acetylene. Here, the
acetylene functionality was used to click the electroactive benzoquinonewhich, when
covalently attached, was reduced to a primary amine group by the application of a
voltage that was used to covalently bind a ferrocene complex via an amide link-
age [399]. The covalently attached electro-active ferrocene molecules might find
potential applications in charge–storage molecular devices. Ciampi et al. described
the covalent immobilization of commercially available diacetylene compounds on
hydrogenated silicon surfaces via a hydrosilylation procedure; after which the alkyne
end group was used to click various azide compounds [400]. The clicking of
molecules such as polymers [401] and dyes [402] has also been demonstrated.

Click reactions have also been demonstrated on structured surfaces. For example,
an n-octyldimethylchlorosilane monolayer was gradually modified following expo-
sure to UV light to generate ozone to form acid groups. The acid groups were then
used to bind acetylene-terminated molecules, which were further used to click
peptides via the 1,3-dipolar cycloaddition, via the formation of a triazole ring [403].
Click chemistry based on microcontact printing has also been demonstrated by
Rozkiewicz et al. to obtain structured surfaces. These authors self-assembledBTS and
substituted the bromine with azide, after which a PDMS stamp was inked with the
acetylene-terminatedmolecules and pressed onto the azide-terminated surface [404].
Ravoo et al. demonstrated, moreover, the preparation of carbohydratemicroarrays by
using microcontact click chemistry. For this purpose, BTS was self-assembled on
glass or silicon surfaces, and subsequently converted to an azide moiety by substi-
tution. Previously, alkyne-functionalized carbohydrates have been synthesized and
clicked onto the azide-functionalized surface by pressing the PDMS stamp, inked
with the carbohydrates, CuSO4 and ascorbic acid, onto the substrate. Lines with
dimensions of down to 5 mm could be created in this way [405]. Click chemistry,
directedusing scanning electrochemicalmicroscopy,wasfirst introduced for the self-
assembly of a BTS monolayer onto a glass slide, with subsequent conversion into an
azide group by a substitution reaction. In this way, a gold microelectrode could be
used to transfer the acetylene-functionalized fluorescent dye and to create Cu(I) ions
locally between the tip and the substrate, to catalyze the click reaction. By using
this method, features of about 500 mmwere created [406]. Oxidative nanolithography
has been also combined with the click chemistry approach, when an OTSmonolayer
was oxidized with a biased AFM tip and BTS was site-selectively self-assembled onto
the activated region. Thebromine endgroupwas replacedwith azide andused to click
propargyl alcohol; in this way, surface reactions on feature sizes down to 50 nm could
be performed [448].

These few examples of click reactions highlight the versatility of the process, with
both biomolecules and electroactivemolecules being introduced onto the surfaces to
demonstrate potential future applications in areas such as electronics, sensors, or
glycomics.

2.4.2.3 Esterification/Amidation
Another possible means for binding functional molecules onto a surface is that of
esterification or amidation, which utilizes the reaction of an acid or ester groupwith a

2.4 Surface Chemical Reactions for Structured Surfaces j97



hydroxyl or with an amine group, as depicted in Figure 2.16. In this way, either
carboxylic acid- or ester-functionalizedmolecules can be introduced onto the surface;
alternatively, amine- or hydroxyl-functionalizedmolecules can be used. Esterification
and amidation reactions are important for biological applications, as they may be
used to attach biomolecules such as DNA or biotin. These types of functionalized
patterns are also important for the placement of cells, and to study cellular
interactions.

Fryxell et al. demonstrated the formation of amide bonds, by the reaction of a
trifluoroethylester SAMwith primary amines [392], thus providing a possible means
of covalently attaching amine molecules to the surface. Maoz et al. described the
microwave-induced reaction of an acid-salt-terminated SAM and an amine-functio-
nalized alkyl chain, which permitted amine-functionalized molecules to be bound
onto the surface [407]. Flink et al. demonstrated the chemical functionalization of
APTES with acid chloride-, thionylchloride- and carboxylic acid-functionalized
molecules [408], thus opening the possibility to covalently attach carboxylic acid-
functionalized molecules.

These reactions were also used to create functionalized patterns, and some
representative processes are highlighted here. For example, Zhang et al. patterned
a self-assembled PFDTS monolayer by using electron beam lithography (EBL), with
APTMS subsequently being self-assembled on the irradiated spots and further
functionalized with biotin by reaction of the amine group with an activated acid
group attached to the biotin so as to form an amide bond. By using this method,
nanostructures down to 250 nm could be created [409]. Normally, the direct attach-
ment of amine-functionalized molecules to carboxylic acid-functionalized surfaces
leads to salt formation, rather than to the creation of the desired amide bond. Hence,
the attachment of an amine to carboxylic acid-functionalized surfacesmust be carried
out by activation with NHS (Figure 2.17).

In this reaction, NHS reacts with the carboxylic acid groups under the formation of
a succinate ester, which presents a good leaving group and can subsequently be
reactedwith the desired aminemolecules, forming of an amide bond. Previously, this
method has been used by Fabre et al., who self-assembled an ethyl undecylenate and a
1-decenemonolayer on a hydrogenated silicon surface. The ethyl undecylenate SAM

Figure 2.17 NHS activation of carboxylic acid for the binding of amine-functionalized molecules.
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was activated with NHS by immersing the substrate into a solution of 1-(3-dimethyl-
aminopropyl-3-ethylcarbodiimide) and NHS. A 2- aminoethylferrocenylmethylether
was then covalently attached to the NHS-activated ethyl undecylate SAM, with
formation of the amide bond [410]. The intact amine was used to bind DNA by
first reacting with succinimidyl-4-[maleimidophenyl]butyrate to form an ester bond,
after which the thiol-functionalized DNAwas covalently attached [411]. An improved
method for the reduction of nonspecific protein adsorption was introduced via the
self-assembly of 7-octenyltrimethoxysilane and successive EBL, during which the
irradiated areas were used for the self-assembly of APTES and the vinyl groups of the
7-octenyltrimethoxysilane were converted to hydroxyl groups. The binding of pro-
teins onto amine groups was suitable to create patterns with a resolution down to
250 nm [412]. Crivillers et al. demonstrated the amidation of EDATMS by reaction
with a carboxylic acid-terminated radical; in this case, the radical functionalized
surface could be reversibly oxidized and showed different absorption spectra in the
oxidized and reduced states. This approach proved to be highly attractive, as it
provided a chemical redox-switchable surface that led to changes in the optical and
magnetic responses of the system. It was also proposed that patterns of these radical
molecules could be created by micro-contact printing, and this was subsequently
demonstrated by inking the PDMS stamp with the radicals and pressing the stamp
onto an amine-functionalized surface [413]. Duan et al. described the bifunctional
chemical patterning of APTMS and PFDTS by micro-contact printing, whereby the
APTMSwas functionalized with a fluorescent dye by esterification, thus opening the
possibility for further modification processes [414].

2.4.2.4 Schiff Base Reactions
Amine-terminated surfaces can be functionalizedwith aldehydemolecules via Schiff
base reactions to form an imine bond, or vice versa (Figure 2.16). La et al. demon-
strated the nanopatterning of SAMs via a selective chemical transformation induced
by soft X-ray irradiation. For this purpose, (3-aminopropyl)diethoxymethylsilane was
self-assembled on a silicon surface and functionalizedwith 4-nitrobenzaldehyde or 4-
nitrocinnamaldehyde, under the formation of an imine bond. A nitrosubstituted
phenyl-imine SAM was then converted into a secondary amine monolayer by
selective X-ray irradiation, and the nonirradiated areas were later hydrolyzed to
amines.Moreover, the amines could be converted with a Cy3-tagged oligonucleotide,
with selective conversion of the amine by the Cy3-tagged oligonucleotide being
confirmed by fluorescence imaging [415]. The Cy3-tagged oligonucleotides may also
be attached covalently to the amine by using an esterification reaction, as previously
introduced and described by Chen et al. [411]. Rozkiewicz also demonstrated the
Schiff base reaction of an amine-functionalized monolayer, such that the EDATMS
was self-assembled on silicon surfaces and the amine functionality was converted to
an imine bond by reaction with different aldehydes. The imine bond can also be
formed by microcontact printing of the aldehyde onto an amine-functionalized
surface, as demonstrated by microcontact printing of the fluorescent dye Lucifer
Yellow on amine-functionalized glass [416]. Schiff base reactions have also been
shown capable of successfully immobilizing cytophilic proteins by microcontact
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printing, utilizing a similar approach to that described above. The aminemonolayers
werefirst self-assembled and reactedwith terephthalaldehyde; the proteinswere then
contact-printed onto these aldehydes with feature sizes down to 100 mm, and the
remaining areas were filled with amine-functionalized PEG [417].Moreover, amixed
aldehyde/alkyl organic monolayer that had been self-assembled on a hydrogenated
silicon surface was selectively functionalized on the aldehyde group by amine-
functionalized biomolecules, such as the lysine groups of proteins [418].

To summarize, Schiff base reactions have been applied in particular for the
binding of biomolecules, providing the reaction scheme with possible future
applications in bioassays and other cell-related studies.

2.4.2.5 Formation of Thioureas and Ureas
The formation of thioureas and ureas has also been used to introduce functional
moieties into SAMs (see Figure 2.16). Flink et al. demonstrated the chemical
functionalization of APTES with isothiocyanate- and isocyanate-functionalized mo-
lecules to form thiourea or urea groups on the SAM [408].

This chemical reaction can be shown as being compatible with patterning
methods, with a self-assembled EDATMSmonolayer being patterned using nanoim-
print lithography, for example. In this case, the amine function was used in the
reaction with 1,4-diphenylene diisothiocyanate, and then successively reacted with
cyclodextrin-functionalized gold or silicon nanoparticles. The same template was
further utilized tomonitor host–guest interactionswith suitablemolecules, aswell as
for two types of layer-by-layer assembly [419]. Maury et al. used nanoimprint
lithography to create nanopatterns of His-tagged proteins, and thus prepared
EDATMS–PEG or –PFDTS patterns. Using these structures, protein adsorption
experiments were conducted via electrostatic and supramolecular interactions. The
amine was also reacted with a 1,4-phenylene diisothiocyanate, and N-nitrilotriacetic
acid subsequently attached; a protein was then attached to the nitrilotriacetic acid
after treatment with a Ni(II) solution. Such protein interactions have been shown to
be reversible by exchanging the Ni(II) with a strong competing ligand [420].

The formation of thioureas and ureas represents a highly compatible reaction
scheme that can be integrated into several different patterning approaches,
notably in the efficient binding of biomolecules that could be employed for biological
applications.

2.4.2.6 Oxidation
Oxidation has been used to introduce hydroxyl- or acid-functionalized moieties onto
SAMs, which can in turn be used for the esterification reactions described above to
introduce other molecules (as shown in Figure 2.16). Netzer et al. described the
oxidation of alkene end-functionalized trichlorosilane SAMs with different alkyl
chain lengths to hydroxyl groups by treatment with B2H6 and subsequent treatment
with amixture of H2O2 and NaOH; hence, hydroxyl-functionalized SAMs were used
for the formation of multilayers [380, 421]. Maoz et al. also demonstrated the
oxidation of unsaturated alkyl trichlorosilane SAMs by crown ether-solubilized
KMnO4 to cleave the alkene bond, under the formation of a covalently attached
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alkyl silane-acid salt and an alkyl acid salt, that is removed from the surface. The
length of the alkyl chain was seen to depend on the length and position of the starting
unsaturated trichlorosilane [422]. Wasserman et al. demonstrated the oxidation of
alkene or methyl functional groups of SAMs to carboxylic acid groups by KMnO4,
NaIO4, and K2CO3 [382], while Shyue et al. reported the oxidation of nitrile-
functionalized SAMs to carboxylic acid by stirring the substrates in a solution of
sodium bicarbonate [393].

Oxidation can also be carried out on structured surfaces, and some examples of this
are provided at this point. Maoz et al. described the oxidation of a methyl-terminated
alkyl chain with an AFM tip (for details of this reaction, see Chapter 2.3.3.2), and also
demonstrated the possibility of forming multilayer systems on the nanometer
scale [311]. Miyaki et al. reported the details of the high-resolution EBL of octenyl-
trimethoxysilane, where the vinyl groups were converted into hydroxyl groups by
treatment with BH3�THF and a mixture of H2O2 and NaOH, following the
previously introduced approach [380, 421]. Feature sizes down to 18 nm could be
achieved using this method [423].

Oxidation reactions allow, in particular, the formation ofmultilayer systems,which
in turn might allow the introduction of both ready-made and synthesized silane-
basedmolecules, in addition to their combination with esterification reactions. Such
a scheme would permit a wide variety of possible applications, depending on the
nature of the introduced molecules as well as the formation of 3-D structures.

2.4.2.7 Photochemistry
Photochemical reactions represent an additional powerful means of functionalizing
SAMs. Previously, Frydman described the photochemical conversion of a NTS SAM
to a thiol-functionalized monolayer by treatment with H2S and UV-irradiation at
254 nm (see Figure 2.16) [424], with the formed disulfide bonds being cleaved by
treatment with either NaBH4 [339] or BH3�THF [327]. A similar photochemical
conversion into thiol-functionalized SAMs was also implemented into surface-
structuring techniques, whereby the electro-oxidation of an OTS monolayer was
applied and the NTS self-assembled onto locally formed acid groups. The double
bond was subsequently utilized for the formation of thiol-functionalized groups,
where both Ag and CdSe nanoparticles could be assembled [312] to formmacrosopic
electrodes on the surfaces. Such a modification scheme would be compatible with
constructive electro-oxidation lithography, and might represent a technique for the
creation of conductive metallic wires, with nanometer resolution [339].

Photochemistry can also be applied to photoisomerization reactions, with azo-
silanes being synthesized and self-assembled on silicon oxide substrates. Following
irradiation with UV light (360 nm), a trans–cis photoisomerization was observed,
whereas UV-light irradiation at 450 nm triggered a cis-transmolecular isomerization.
These changes in molecular photoisomerization were investigated using surface
plasmon resonance spectroscopy (SPRS), a technique that allows the detection of very
small changes in the thickness of these ultrathin layers [425]. These reversible
transitions within the monolayers represent an example of the light-triggered
reversible switching of the layer thickness.
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Hozumi et al. described the photochemical conversion of an aldehyde-functiona-
lized SAM to carboxylic acid-functionalized SAMs by irradiation using 172 nm
vacuum UV light [426].

Brandow et al. reported on the self-assembly of p-chlorophenyltrichlorosilane
which could be patterned through a photomaskby irradiationwithUV light (193 nm).
In thisway, the chlorine groups on the irradiated regionwere converted into aldehyde
groups, which in turn were further converted to amines by treatment with NH4OAc
and NaBH3CN. Subsequently, the aminemoieties were used for the self-assembly of
a Pd(II) catalyst, which catalyzed the electroless deposition of nickel [427]. Hong et al.
demonstrated the photoreactivity of n-octadecyltrimethoxysilane by irradiation
(through a photomask) with vacuumUV light of 172 nm, and observed the formation
of carboxylic acid groups whilst the alkyl chain was degraded. The carboxylic acid
moieties were further used for the binding of fluoro-functionalized silane molecules
or of (p-chloromethyl)phenyltrimethoxysilane [428]. Chen et al. demonstrated the
patterning by UV-light irradiation at 193 nm through a photomask of (aminoethyl-
aminoethyl)phenylsiloxane (PEDA) SAMs. In this case, the benzylic C�N bond was
cleaved on the irradiated regions, followed by the formation of an aldehyde. The intact
amine was used to bind DNA by first reacting it with succinimidyl-4-[maleimido-
phenyl]butyrate to form an ester bond, after which the thiol-functionalized DNA
became attached covalently [411].

Photochemistry represents a powerful tool for the creation of functional
patterns in a one-step procedure, notably because of its similarity to the patterning
of resist materials, and hence its compatibility with standard photolithography.
In particular, the functional groups can be used for further chemical reactions,
not only to introduce functional moieties but also for the preparation of light-
induced switches.

2.4.2.8 Polymer Brushes
Polymers can be used to �tune� the properties of a surface, a procedure that is highly
desirable in many areas of research, and especially in biotechnology and advanced
microelectronics. Although, the primarymethod for attaching polymeric brushes to a
surface is via the adsorption of block copolymers [429–431], it is the noncovalent
nature of this procedure that becomes its major weakness. Yet, such limitations can
be relatively easily overcome by providing a covalent attachment of the polymers onto
the surface, and for this two different strategies are favored: (i) a �grafting- from�
approach; and (ii) a �grafting-to� approach. Whilst bothmethods permit the surfaces
to be functionalized with polymer chains, the �grafting-from� method involves a
polymer being grown from the surface, whereas the �grafting-to� method involves
the attachment of pre-synthesized polymeric chains.

In 1996, Chang et al. were the first to demonstrate different ways of constructing
SAMs of poly(c-benzyl-L-glutamate) on silicon substrates, using both �grafting-from�
and �grafting-to� methods. In the first of these methods, the preformed polymer is
�grafted-to� the surface via a chloroformat group, whereas in the second method
poly(c-benzyl-L-glutamate) is first functionalized with a triethoxysilane head group
and then attached to the silicon surface, using the triethoxysilane groups. As an

102j 2 Scanning Probe Microscopy as a Tool for the Fabrication of Structured Surfaces



alternative, the polymerization could be initiated by attaching APTES to the surface.
It was concluded by these authors that �grafting-to� was more promising than
�grafting-from,�mainly because of the low degree of polymerization observed for the
surface-initiated polymerization [432]. Based on these results, an extensive search
was undertaken in the field of surface-initiated polymerizations, and a schematic
overview of the various polymerizationmethods used on different surfaces is shown
in Figure 2.18. The polymerization techniques are explained in detail, and repre-
sentative examples discussed, in the following subsections.

�Grafting-From� Approach In the past, a number of different polymerization
techniques have been used to produce the polymeric building blocks needed to
carry out a �grafting-from� approach. The most notable of these were controlled
radical polymerization techniques, including atom transfer radical polymerization
(ATRP), reversible addition-fragmentation chain transfer (RAFT) polymerization
and nitroxide-mediated polymerization (NMP). All three methods have been shown
to provide well-defined polymer materials for surface-initiated polymerizations.
Husseman et al. were the first to discuss the possible synthesis of a silane-based
initiator for NMP and ATRP, wherebymonosilane or trichlorosilane groups could be
introduced to allow attachment of the initiators to the surface. Subsequently, the
successful growth of different homo-, random, and block copolymers using these
initiators was demonstrated [433]. Matyjaszewski et al. also described the ATRP of
styrene and methyl acrylate from an initiator that had been attached covalently to
the silicon surface. The initiator was first synthesized via an esterification of
10-undecen-1-ol and 2-bromoisobutyl bromide, respectively, and this reaction was
followed by hydrosilylation, which led to a highly reactive trichlorosilane group that
could be used to form a covalent bond to the substrate. The living character of the
polymerization was demonstrated by a linear increase in layer thickness with
increasing polymerization time; and the possibility of growing block copolymers
was also demonstrated [146]. Rowe-Konopacki et al. demonstrated the surface-
initiated RAFTpolymerization of diblock copolymers, using the same trichlorosilane
molecules as described by Matyjaszewski, and converted them with a dithiobenzoyl
disulfide to obtain a RAFT initiator on the surface [147].

Each of these methods has also been shown as suitable for the generation of
patterned polymer brushes. For example, Piech et al. described the surface-initiated
ATRPpolymerization of spirobenzopyran-co-methylmethacrylate fromquartz slides,
onto the surfaces of which an ATRP initiator was self-assembled and, subsequently,
ATRP polymerization performed. The polymer film produced was selectively irra-
diated by a focused 366 or 780 nmpulsed laser beam, so as to pattern the polymerfilm
by inducing a ring-opening isomerization of the spirobenzopyran to a zwitterionic
merocyanine isomer. This reaction was demonstrated to be reversible by, for
example, heating or irradiation with light at 585 nm, with a color change from light
yellow to purple/red on the irradiated areas indicating successful conversion.
Following treatment of the spirobenzopyran-co-methylmethacrylate copolymer, the
modified colloids self-assembled preferentially onto the irradiated regions [434].
Becer et al. carried out the patterning of an OTS monolayer on silicon by using
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constructive electro-oxidative nanolithography, starting fromaBTSmonolayerwhich
was self-assembled on the surface and utilized for the ATRP polymerization not only
of styrene but also of block-copolymers. Polymer brushes with a line width of 70 nm
could be obtained in this way [326, 397]. Later, Dong et al. showed that PEG/
polyacrylic acid patterns obtained by photolithography could be used to obtain
structured polymer brush surfaces. As an example, PEG trichlorosilane was self-
assembled on a silicon wafer and coated with a photoresist that had been patterned
through a photo mask; the PEGwas later removed from the non-covered areas by O2

plasma. An ATRP initiator with a surface-reactive chlorosilane group was then self-
assembled onto the now free areas, and the polymerization of acrylic acid was carried
out. In an attempt to attach proteins to the polyacrylic acid, the acid groups were
activated by N-(3-dimethylaminopropyl)N0-ethylcarbodiimide, NHS, and 4-morpho-
line-ethanesulfonic acid, after which the amine-terminated proteins were attached
covalently to the polymeric chains [435]. Wu et al. prepared a mixed OTS/polyacrylic
acid pattern in which the base OTS monolayer was formed using a vapor diffusion
technique, while the unmasked regions were used for the subsequent self-assembly
of the ATRP initiator that was used to perform the polymerization of the acrylic
acid [436]. Alternatively, patterning using either nanoimprint lithography or EBLwas
used to create nanometer-sized patterns of an ARTP initiator and PEG. After having
first deposited a 100 nm-thick poly(methylmethacrylate) (PMMA) film on a silicon
wafer, and creating a nanopattern, the ATRP initiator was self-assembled onto the
exposed areas; following removal of the PMMA layer, the PEGmonochlorosilanewas
self-assembled and the 2-(2-methoxyethoxy)ethyl methacrylate finally polymerized.
In this way, polymer brush features with a lateral resolution down to 35 nm could be
created [437]. Chen et al. described the formation of various polymer brush patterns
prepared by the treatment of the hydroxylated silica surface, utilizing hexamethyldi-
silazane self-assembly and the subsequent activation of the Si–CH3 groups by O2-
plasma and/or EBL. The locally formed, higher reactive Si–Ospecies could be used to
bind the ATRP initiator (4-chloromethyl)phenyltrichlorosilane. These surface-bond-
ed initiators were used to polymerize themethylacrylate, such that features down to 5
mm in size could be obtained [438]. Brinks et al. also highlighted the possible use of
NMP for surface structuring; in this case, the NMP-polymerized brushes were used
on patterns formed by LB structuring, after which LB lithography was carried out
utilizing L-a-dipalmitoyl-phosphatidylcholine (DPPC) and the triethoxysilane-func-
tionalized NMP initiator; this resulted in a surface that was patterned with uniform
DPPC lines. Ultimately, when the initiator was attached covalently and the DPPC
removed from the substrate, monomers such as styrene and acrylate became
polymerized [439].

Another possiblemethod of implementing surface-initiated polymerization is that
of free radical polymerization [440] (which is also compatible with several structuring
techniques), or an electrochemical polymerization approach that permits the poly-
merization of monomers such as thiophene, which has an important role in
electronic devices. Inaoka et al. demonstrated the electrochemical polymerization
of different thiophene derivatives from a self-assembled oligothiophene-substituted
alkylsilane [441].
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Ring-opening polymerization (ROP) has also been used as a �grafting-from�
technique. For example, Heise et al. prepared a mixed monolayer of BTS and 1-
trichlorosilylundecane, whereby the bromine functional group was converted via an
azide substitution and reduction to an amine functional group. The amine groupwas
then used for the polymerization of benzyl c-benzyl-L-glutamate N-carboxyanhy-
dride [442]. Choi et al. demonstrated the surface-initiated ROPof e-caprolactone from
a N-(2-aminoethyl)-3-aminopropyltrimethoxy SAM [443], while Yoon et al. reported
the ROP of poly(p-dioxanone). The same authors self-assembled (N-triethoxysilyl-
propyl)-O-poly(ethylene oxide)urethane on a silicon surface, andutilized the hydroxyl
functional group for the Sn(Oct)2-catalyzed ROP [444]. The possibility of introducing
this polymerization approach to patterned substrates was shown by Haensch et al.,
when the electro-oxidation of an OTS monolayer, the self-assembly of a BTS, and
subsequent substitution to an azide was used to link propargyl alcohol to the surface
structures, using the 1,3-dipolar cycloaddition. The propargyl alcohol was subse-
quently used to perform the ROP of L-lactide.

The ROMP technique was also used on silicon and patterned surfaces, with Jeon
et al. demonstrating the patterning of OTS via micro-contact printing and a ROMP
catalyst. In this case, the OTS was transferred via a PDMS stamp onto the substrate,
and the non-covered areas were later filled with norbonyl trichlorosilane. The latter
was activated with a ruthenium catalyst to surface-initiate the polymerization of
derivatives of norbornene; use of this method led to smallest feature sizes of 2 mm
being obtained [445]. Liu et al. described a combination of DPN and ROMP, and in
particular demonstrated the successful transfer of 5-(bicycloheptenyl)trichlorosilane
onto a Si substrate via an AFM tip, a subsequent activation of the structures with the
first-generation Grubbs catalyst, and the subsequent polymerization of norbormene
derivatives [176]. The photolithographic patterning of a ROMP catalyst was intro-
duced as another method to obtain structured linear and crosslinked polymer
brushes, and for this the inactivation of an Ru catalyst by exposure to UV-light was
utilized. Consequently, the silicon wafer was functionalized with the initiator, which
was in turn activated in a second step by a Ru catalyst. The substrates were
illuminated through a mask that had been placed onto the substrate. Finally, the
patterned catalyst layer was immersed in a solution containing the norbomyl
monomer, and the polymer observed to grow only on the nonilluminated areas of
the substrate. Features with a resolution of 4.3mm could be created in this way [446].
Lee et al. used AFM anodization lithography to obtain nanometer-sized features of
polymer brushes, with octadecylmethyldiethoxysilane being used as a resist layer.
With a biasedAFM tip themonolayerwas locally removed, and SiO2was grown.Onto
these features the 5-(bicycloheptenyl)triethoxysilane was self-assembled and, after
activation, the polymers were grown. By using this method, feature sizes down to
75 nm could be prepared [298].

Other possible ways of performing surface-initiated polymerizations are anionic
and cationic in nature. Oosterling et al. demonstrated the possibility of anionic
polymerization from silicon surfaces by self-assembling p(m)-vinylbenzyltrichloro-
silane on the surface, and then polymerizing monomers such as MMA [447]. Kim
et al. prepared chlorosilyl-functionalized initiators and carried out a surface-initiated
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living cationic polymerization of isobutylene [448]. Both, cationic and anionic,
surface-initiated polymerization techniques have been shown suitable for the
patterning, for example, by Ingall et al. These authors carried out the patterning
of a phenylsilanemonolayer by irradiation through amaskwith 193 nmUV light. The
nonirradiated areaswerefirst functionalized by treating themonolayerwith trifluoric
acid to replace the phenyl ring, after which the triflat was substituted by nucleophils
or monomers – that is, �C:CH, �OCH2CF3, �O(CH2)6NH2. The triflat function
could be used for the cationic polymerization of MMA to form polymer films of
PMMA or poly(propylene oxide) (PPO). The anionic polymerization of acrylonitrile
has been performed from a bromine-functionalized silane monolayer, which could
be activated using lithium-tert-butylphenyl [449].

In summary, almost all standard polymerization techniques have been applied to
the fabrication of polymer brushes via the �grafting-from� method, and these
examples highlight the versatility of this approach, whereby uniform brushes with
various properties can be obtained. Nevertheless, characterization of the polymer
brushes – in particular on the nanometer scale – is difficult, as the growth
kinetics might be influenced by the surface and/or the dense organization of
the individual polymer chains. The �grafting-to� method (see below) has the
advantage that the polymeric material can be characterized prior to the polymers
being attached to the substrate. Moreover, the polymer systems can be synthesized
under optimal conditions, while conventional characterization and purification tools
can be used to prepare well-defined polymer systems that subsequently will be linked
to the surface.

�Grafting-To�Approach Among the �grafting-to� approaches used to covalently bind
polymers onto silicon surfaces, the most obvious has been a functionalization of the
polymer chain with surface-active silanes. Park et al. demonstrated the �grafting-to�
of a rod–coil diblock copolymer to a silicon surface via immersion, casting, or
contact printing. The rod–coil diblock copolymer consisted of a polystyrene part and a
3-(triethoxysilyl)-propylisocyanate, where the triethoxysilyl group could be attached
covalently to the silicon surface. In this way, micropatterns of the polymer with
7.5mm line width could be fabricated [450]. In particular, the grafting of PEG onto
surfaces was of special interest, on the basis of its repellent properties towards
proteins and cells. A PEG alkyltrichlorosilane pattern was fabricated by using a five-
step procedure where first, a PMMA filmwas structured by EBL to selectively remove
the PMMA from the silicon. The alkyltrichlorosilane was then self-assembled from
the gas phase on the irradiated areas, the PMMA mask was removed, and the PEG
trimethoxysilane was grafted onto the remaining silicon surface. These substrates
were utilized so as to selectively adsorb collagen onto the hydrophobic alkyl tracks,
which had a line width of between 30 and 90 nm [451]. Alternatively, a PEG silane
could be self-assembled and spin-coated. As an example, Brough et al. used an eight-
arm amine-terminated PEG to crosslink PEG by EBL in solution, after which biotin
was immobilized on the amine-terminated PEG spots by the formation of an amide
bond. The biotin was then used successively to immobilize streptavidin, and this was
suitable to initiate the polymerization of actin [452]. Gaubert et al. demonstrated the
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preparation of biologically active, large-scale nanopatterns by utilizing nanoimprint
lithography as a patterning technique, such that a gold silicon pattern was obtained.
In particular, the self-assembly of a commercially available PEG silane onto the
silicon oxide regions was used, and passivation of the noncovered gold areas with
hexadecanthiol was subsequently performed. Cell-adhesion experiments demon-
strated PEG�s cell-adhesive/cell-repellent properties, with patterns down to 60 nm
being created on a polyethylene background [453]. Dekeyser et al. investigated the
�grafting-to� of PEG-trimethoxysilanes and trichlorosilanes with different chain
lengths under different conditions, in order to develop procedures for the prepara-
tion of nanostructured surfaces for biomaterial applications using EBL. For this,
although the layer thickness was about 1–2 nm, no significant difference was
identified for the use of hexane or toluene as solvent; however, the grafted silane
was not stable under standard incubation conditions (37 �C, 24 h, phosphate-buff-
ered saline). As a consequence, the grafted PEG could not be used as a repellent
polymer for proteins, though this problem was not observed at room tempera-
ture [454]. Whilst the bulk of the investigations was based on the self-assembly of
silane-based PEG, the reaction of poly(ethyleneglycol methylether) with a hydroge-
nated surface has also been reported [455]. An additionalmethod that can be used for
the �grafting-to� approach is that of click chemistry (see above). As an example,
Ostaci et al. demonstrated the self-assembly of ethynylenedimethylchlorosilane
onto silicon substrates fabricated by the 1,3-dipolar cycloaddition of different poly-
mers such as PEG-N3 or PMMA-N3 [401]. LeMieux and coworkers described the
�grafting-to� of carboxylic-terminated polystyrene and poly(butyl acrylate) on epox-
ysilane SAMs on silicon, where the total layer thickness was 1–3 nm. However, by
varying the concentration of each polymer and the molar mass, very finely defined
structured surfaces could be obtained with approximately 10 nm phase domains and
less than 0.5 nm roughness. Due to the immiscibility of the two polymers, switching
of the surface nanomechanical properties could be observed. The surface wettability
was also shown to be affected by hydrolysis of the poly(butyl acrylate) to the
corresponding acid [456].

In conclusion, the possible use of �grafting-from� and �grafting-to� methods to
create polymer brushes on surfaces was achieved by using different strategies that
enabled the properties of surfaces to be engineered; this represents an important step
in the development of �smart� materials. It also provides access to a large number of
potential applications in coatings, microfluidics devices, and other systems. Clearly,
polymerization techniques that include controlled living radical polymerization,
ROMP and cationic and anionic polymerization, have been shown suitable for the
creation of nanopatterned polymer brushes.

2.4.2.9 Others
Thewide variety of chemicalmodification schemes used to introduce functionality to
monolayers and to tune the surface properties, highlights the versatility of using
functional SAMs. In addition to the examples discussed in this chapter, a number of
other chemical reactions have been used to modify surfaces. These include
the Sonogashira coupling, as performed by Qu, where the authors self-assembled
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a 1-(allyoxy)-4-iodobenzene on a hydrogenated silicon surface, after which the iodine
functional group was coupled to an 1-ethynyl-4-fluorobenzene or 1-chloro-4-ethy-
nylbenzene by a palladium-catalyzed Sonogashia reaction [457]. Shuye et al. dem-
onstrated the hydrolysis of a thioester-functionalized SAM into a thiol by immersion
in hydrochloric acid solution [393], while Balachander et al. described the formation
of amino-terminated substrates, by the reduction of either azide- or nitrile-functio-
nalized SAMs. Thiol-terminated substrates may be obtained via the reduction of
thiocyanate- or thioester-functionalized SAMs (see Figure 2.16) [383]. Wasserman
et al. introduced the bromination of alkene-functionalized SAMs by reaction with
elemental bromine [382], whereby amixed SAMof 1-octadecene and 11,110-oxybis-1-
undecene was prepared on a hydrogenated silicon substrate. The alkene functional
groups of 11,110-oxybis-1-undecene were successfully reacted with a first-generation
Grubbs catalyst and different substituted alkenes [458].

It has been shown that most of these reactions may also be carried out on
structured surfaces, so as to create tailor-made surface properties and binding sites
in confined surface areas. Yet, surprisingly few reports are available concerning any
structuring approaches that permit the introduction of more than two functional
groups. Although, without doubt, these investigations have had a major impact on
many fields of research, and also on a wide variety of applications (e.g., as sensor
devices and in diagnostics), the issue of preparing such multifunctional structures
will place additional demands on the fabrication process, a point which is discussed
in the following subsections.

2.4.3
Multifunctionality

Today, the preparation of patterned multifunctional surfaces remains a challenge
because compatible functionalization approachesmust be used. In this respect, it will
become necessary to identify surface reactions and structuring methods that are not
exclusive of one another, nor do they destroy the integrity of the individual functional
groups. To date, very few research groups have succeeded in preparing such
multifunctional surfaces. Indeed, the methods applied have used either photochem-
ical reactions, whereby irradiation is performed through a mask, or the selective
deposition of molecules onto a certain spot, whether by pipetting, micro-contact
printing, or DPN.

Two research groups in particular have reported the fabrication of multifunctional
surface by using chemical photolithography, such that different molecules were self-
assembled which provided photocleavable groups required different wavelengths for
their cleavage. When irradiation of the first wavelength was applied through a
photomask, the first photolabile group was cleaved; after moving the photomask
to a different area of the surface, a second wavelength was applied that cleaved the
second photolabile group. Ryan et al. prepared photosensitive thiol chains that
contained two different photocleavable bonds: an ortho-nitrobenzyl amine-protecting
group that cleaved at 365 nm; and a thiolate bond that cleaved at 220 nm. These thiols
were self-assembled onto a gold surface and the substrate was illuminated through a
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photomask that permitted illumination only at specific wavelengths, and in specific
areas. By using this method, it was possible to introduce three different functional
groups onto one substrate [459].

The second method, as introduced by del Campo et al., employed photosensitive
triethoxysilanes that had been self-assembled onto quartz or silicon substrates. In a
first step, only those molecules with one photocleavable group were assembled;
illumination of the substrates through a photomask at a certain wavelength was
sufficient to cleave the photosensitive group resulting in the formation of a bifunc-
tional substrate. Moreover, if two different photo-cleavable molecules were intro-
duced, this approach proved to be viable for creating patterns with four different
functional regions [460].

Two other groups have reported an ability to prepare multifunctional surfaces by
applying micro-contact printing. Renault and coworkers described the formation of
patterns with several binding sites for proteins on a surface, by using affinity contact
printing, and proceeded to functionalize a PDMS stamp with a protein that acted as
antigen when the stamp was immersed in a solution containing different anti-
bodies. The result was that each antigen was bound specifically to a complementary
antibody such that, when the stamp was brought into contact with a substrate, the
antibodies would be transferred to the surface, creating a microarray of printed
proteins [461]. An alternative approach, reported by Geissler et al., involved edge-
spreading lithography. This concept was based on the fact that alkanethiol mole-
cules are delivered from a PDMS stamp onto a coinage-metal substrate by a relief
structure. From a practical standpoint, silicon beads were used as guides and a
PDMS stamp inked with an alkanethiol was pressed onto the gold surface covered
with the silicon beads. The ink was transferred to the contact areas of the stamp and
the silica beads, and formed a ring around the silica beads on the gold surface. In a
further step, a second thiol was delivered by a PDMS stamp onto the gold substrate
and formed another circle that nucleated at the edges of the first monolayer. By
using this method, concentric rings consisting of different monolayers could be
obtained [462].

Multifunctional surfaces were investigated for different biological assays as shown
by, for example, Zammatteo et al. These authors investigated the coupling of DNA
onto glass for creating DNA microarrays by comparing amino-, acid- and aldehyde-
functionalized surfaces, and coupling the DNA via either acid- or amine-functional
groups. In this way, DNA spots of 400 mm diameter were created on the amino-
functionalized surfaces [463]. Beyer et al. described the preparation of multifunc-
tional PEG-based arrays, whereby 7-octenyl trichlorosilane and OTS were self-
assembled on a glass slide and activated by UV-ozone; subsequently, a UV-induced
graft polymerization of PEGMA was performed. On the amine-terminated PEGMA
functionalized glass slides, different peptides could be coupled by placing spots of
200 mm diameter, with the spot arrays being utilized as immunoassays [464]. Kim
et al. prepared spot arrays on glass surfaces to measure the coupling competition of
Fmoc amino acids; after optimization, the synthesis of model libraries of biotin-Gly-
Ala-P1-Gly (P1: one of 19 amino acids) could be performed. These spot arrays were
prepared by patterning with a photoresist and perfluorination, after which the
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photoresist waswashed off and amination performed on the free areas, using various
silanes and polymers [144].

2.5
Summary and Outlook

In this chapter, an overview has been presented with regards to the fabrication
schemes used to create structured surfaces. The aim was to introduce SPM-based
structuring techniques that are especially powerful when combined with self-assem-
bly techniques, as well as functional molecular layers that can be furthermodified in a
chemical sense. The wide diversity of applications that might profit from this concept
highlights the importance of further developments in this field. Notably, the special
demands of this research requires a strong interaction of different disciplines; indeed,
only a combination of different fields of science can provide solutions to the major
problems that presently prevent these techniques frombeing implemented into �real�
fabrication processes. Whilst engineering will, to some degree, support the develop-
ment of instrumental implementations, chemists and materials scientists alike must
contribute towards significant improvements of the modification schemes, as
highlighted in this chapter. Although, to date, many developments have been made,
only selected examples have been included here; however, the wide diversity of
chemical reactions and molecular building blocks should enable the incorporation
of chemical surface reactions into new fabrication concepts. Furthermore, the
availability of a plethora of assembly schemes, confined locally by different structuring
techniques and combined with the rules of chemical interactions, may be seen as the
major strengths of this nanofabrication strategy.

Overall, the combination of chemically addressable surface templates that can be
formed via lithographic techniques, together with reliable modification routines,
holds great promise for the realization of a wide variety of structural features that can
be implemented to create functional device structures,microfluidic devices, sensors,
and diagnostic arrays in the future.
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3
Physical, Chemical, and Biological Surface Patterning
by Microcontact Printing
Jan Mehlich and Bart Jan Ravoo

3.1
Introduction

The technique of printing, which was invented by humankind many thousands of
years ago, has through the years undergone steady improvements, notably due to the
progress of technology [1–3]. Printing usually involves three components: an ink; an
appropriate surface; and a stamp or a press.

Contact printing is an efficient method for pattern transfer, in which a conformal
contact between the stamp and the surface of the substrate is the key to success.
Printing has the advantage of simplicity and convenience: once a stamp has been
made available,multiple copies of the pattern canbe producedby repeated inking and
printing. Printing is an additive process and, in comparison to lithography, the
wastage of material is minimized. Printing can be used to pattern large areas.
Furthermore, although contact printing is most suitable for two-dimensional (2-D)
patterning, it can also beused to generate three-dimensional (3-D) structures through
its combination with other processes.

Microcontact printing (mCP) was developed during the early 1990s by Whitesides
and coworkers [4]. Just like conventional printing, mCP also involves an ink, a
substrate and a stamp; however, in contrast to the dyes that are normally used for
printing, the inks for mCP are printed inmonomolecular layers and, instead of paper,
clothing, stone or wood, the surfaces for mCP are usually ultraflat metal, silicon, or
glass substrates. But, perhaps the most remarkable difference is that, instead of
macroscopic patterns, the stamps for mCP carry features in themicrometer range [5],
or even at the nanoscale [6, 7]. As a result, within less than two decades mCP has
emerged as a straightforward and cheap bench-top method for the preparation of
both microstructured and nanostructured surfaces.

In this chapter, the potential of mCP is reviewed with regards to the chemical,
physical and biological patterning of surfaces by mCP. First, a general introduction to
the method of mCP will be provided, including a short discussion of the main
advantages and limitations of the process in the preparation of microstructured and
nanostructured surfaces. The broad range of inks that can be printed in monolayers

Nanotechnology, Volume 8: Nanostructured Surfaces. Edited by Lifeng Chi
Copyright � 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31739-4

j125



by mCP, subject to a suitable modification of stamp and substrate, will then be
described. In addition, an outline will be provided of the way in which mCP can
provide physical surface structures by �soft lithography,� and how mCP can be used to
prepare biological microarrays. Exactly how mCP can be used to induce and direct
chemical reactions on a surface will also be discussed. Finally, themajor innovations
that have beenproposed to improve the resolution ofmCPwill be detailed, followed by
a brief outlook of the situation.

At this point, it should be emphasized how quickly mCP has found widespread
application throughout the scientific community. In fact, according to the ISIWeb of
Knowledge, almost 1000 articles involving mCP – including two recent reviews [8, 9] –
have been produced to date. However, rather than simply provide an exhaustive
review, the decision was taken to highlight the most important developments and
applications of mCP for the preparation of microstructured and nanostructured
surfaces.

3.2
What is Microcontact Printing?

In its most simple version, mCP is a nonphotolithographic method that readily
provides patterned self-assembled monolayers (SAMs) with submicron lateral
resolution. It offers remarkable experimental simplicity, and can be performed in
almost any laboratory, without a need for �clean room� conditions. Moreover, as mCP
is a cheap and straightforward process, it has rapidly found widespread applications
in different areas of research since its invention during the early 1990s [4].

3.2.1
The �Master�

The initial step in each mCP experiment is the design and production of a �master�
that can be designed with the help of simple computer software. The desired pattern
is first transferred from themaster to a surface of choice. When amaster pattern has
been established by commonphotolithographicmethods on aflat substrate, such as a
silicon wafer, it can easily be replicated by making elastomeric stamps with the
negative image of the master. To achieve this, a liquid polymer precursor is poured
onto the master, allowed to polymerize, and then released from the master such that
the pattern is transferred as a microrelief structure at the surface of the hardened
polymer. This stamp is then �inked� with the molecules that are to be printed, either
by wetting the surface of the stamp with a solution of the ink molecules, by
immersing the stamp in a solution of the ink, or simply by placing the stamp on
an ink pad. In this situation, small, low-molecular-weight inks will be absorbed into
the polymer network of the stamp,whereas large, high-molecular-weight inks, aswell
as nanoparticles (NPs) and colloids, will be coated onto the surface of the stamp.
When the inked stamp is placed on a substrate, in those protruding areas where the
stamp is in conformal contactwith the substrate, the inkwill be transferred.However,
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in the receding areas of the stamp there will be no contact with the substrate, and no
ink will be transferred. The substratemay be ametal ormetal oxide, a siliconwafer or
glass, a polymer film, or a SAM, while the ink should possess functional groups that
allow its chemisorption onto the surface. In the seminal studies conducted by
Whitesides and coworkers, the stamp was prepared from polydimethylsiloxane
(PDMS), the ink was n-octadecylthiol (ODT), and the substrate was a silicon wafer
coated with a thin film of gold [4]. The entire procedure is illustrated schematically in
Figure 3.1.

3.2.2
The Stamp

The stamp, which is key to the success of mCP as it is used to generate the pattern, is
usually prepared from silicone polymers, among which PDMS (available commer-
cially as Sylgard 184) is themost commonly used. Sylgard 184 is not only transparent
but also has a low viscosity before being cured; both features are highly favorable
when producing stamps for use in soft lithography. PDMS is also easy to handle and
inexpensive (the typical cost of a stamp is much less than D1). Notably, PDMS has a
very low resistance tomost nonpolar solvents, and although itwill not dissolve in such
solvents it will undergo substantial deformation as a result of its swelling. Fortu-
nately, however, the stamp will regain its original shape when the solvent has
evaporated. Consequently, ink solutions should preferably be prepared in polar
solvents such as ethanol, methanol, or water.

Sylgard 184 is a two-component heat-curing system; that is, it consists of a base and
a curing agent mixed in a ratio of 10 : 1. The elastomer base is a PDMSwith terminal
ethylene groups, while the curing agent consists ofmuch shorter PDMS chains, with
many of the methyl groups substituted by hydrogen atoms. In the presence of Pt
(in Sylgard 184, Pt is added to the base component) the polymerization follows the
reaction shown in Scheme 3.1.

In the curing reaction of PDMS, the details of which have been elucidated [10],
Pt(II) is initially coordinated by two terminal ethylene groups of the precursor
polymer. In an oxidative addition – that is, when Pt(II) is oxidized to Pt(IV) – a
hydrosiloxane unit of a curing agentmolecule becomes coordinated to Pt. Then, after
a migratory insertion of the hydrogen atom to one of the ethylene groups, the
connection between the curing agent moiety and the PDMS polymer is made in a
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Scheme 3.1 Pt-catalyzed cross-linking of poly(dimethylsiloxane) (PDMS) with curing agent.
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Figure 3.1 The principle of microcontact
printing (mCP). The stages include:molding of a
stamp; inking of a stamp; printing on a suitable
substrate; and release of the stamp from the
substrate. In the seminal studies of Whitesides

and coworkers the stamp was produced from
poly(dimethylsiloxane) (PDMS), the ink was n-
octadecylthiol (ODT), and the substrate a
silicon wafer coated with a thin film of gold [4].
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reductive elimination – that is, Pt(IV) is reduced to Pt(II). Subsequently, another
ethylene-terminated polymer can coordinate to Pt(II), and a further crosslink can be
made such that the result is a more or less dense network of crosslinked polymer
chains. Together, the curing time and temperature determine the extent of cross-
linking, and hence the elasticity and the stiffness of the stamp. A significant
shrinkage of the stampmust be taken into account when curing at high temperatures
(>100 �C).

PDMS stamps aremainly characterized by the two opposing properties of stiffness
and elasticity, which are expressed in theYoung�smodulus (which, for a PDMSstamp
is typically about 1.5MPa). On the one hand, a stamp should be mechanically stable
or the pattern will be blurred upon contact with the substrate; this means that the
stamp must be sufficiently stiff. On the other hand, as a conformal contact between
the stamp and substrate is required, the elasticity of the stamp must be substantial.
The stiffer the stamp, the greater will be the reduction in sagging and collapse of
the stamp upon demolding. A stiffer stamp will also generally improve the accuracy
of replication. Whilst the main disadvantage of a stiffer stamp is an increased
brittleness, a greater elasticity will compensate for an uneven surface and ensure
conformal contact also with uneven surfaces.

The principle of conformal contact is illustrated in Figure 3.2. Conformal contact
comprises themacroscopic adaptation to the overall shape of the substrate, as well as
the microscopic adaptation of a soft polymer layer to a rough surface, leading to an
intimate contactwithout voids. The elastic adaption is caused by adhesion forces such
that, even without the application of any external pressure, the stamp can sponta-
neously compensate for some degree of substrate roughness, depending on the
material�s properties [11]. The elastomer (the light gray layer in Figure 3.2) com-
pensates for local surface roughness amplitudes of up to 1 mm, whereas long-range
warp (wavelengths >100 mm) is compensated by the flexibility of the backplane (the
dark gray layer in Figure 3.2, which may be a metal, glass, or polymer). Conformal
contact benefits from a low Young�s modulus and a moderate (yet sufficient) work of
adhesion.

The quality of the stamp also depends on the dimensions and depth of the pattern.
The pattern dimensions can be characterized by the aspect ratio and the fill ratio. As
illustrated in Figure 3.3, a microrelief stamp can be defined according to the width w
of the protruding features, the height h of a protruding features, and the distance d
between two protruding features (Figure 3.3a). The aspect ratio is the height h of
features divided by their width, w, while the fill ratio is given by the width w of the
features divided by their distance, d. Features of high aspect ratio (h/w> 2) exhibit

Figure 3.2 Conformal contact of an elastomer stamp (light gray) and a solid surface (dark gray).
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lateral instabilities (Figure 3.3b and c), where the structures collapsewhile peeling off
the template or during the inking process due to capillary action (Figure 3.3b), or they
collapse against the substrate such that a side of the feature comes into contact with
the substrate (Figure 3.3c). On the other hand, voids in a stamp with a low fill ratio
(h/d< 0.2) are susceptible to sagging (Figure 3.3d) [11–13].

Typically, mCP is used for printing at themicroscale – that is, with smallest features
of about 0.5mm. A number of factors determine the smallest features that can be
printed, with the fundamental limits to printing being determined by three main
constraints: (i) theminimum size of features in the stamp; (ii) the lateral dimensions
and resolution of the ink; and (iii) the adhesion and spreading of the ink at the
substrate surface. The smallest feature in the stamp depends on the size of features
within themaster, the fidelity of themolding process, and the ability of the elastomer
mold to retain nanoscale features. Distortion of the stamp while in contact with the
printed surface also limits the minimum size of the transferred feature. In the best
case, composite stamps of PDMS can retain 100 nm features without collapse
[14, 15]. Some strategies proposed to extend the resolution of mCP into the nanoscale
are outlined in Section 3.7.

Inspired by the pioneering studies of Whitesides and colleagues, many research
groups have since shown that the nature of the ink, the stamp, and the substrate can
bewidelymodified, not only to improve the printing quality but also to exploitmCP for
a broad range of applications. These achievements are described in detail in the
following sections.

3.3
Inks and Stamps for Microcontact Printing

The role of mCP was first demonstrated for the preparation of patterned SAMs of
n-alkylthiols on gold substrates [4, 16], and this remains today themostwidely studied
and best established use of the technique. Several points have been identified as
being responsible for the success of this particular combination, namely:

. n-Alkylthiols are rapidly chemisorbed onto gold surfaces by the formation of a
coordinative bond between gold and sulfur atoms.

. Adense andhighly orderedmonolayer ofmolecules is formed spontaneously, due
to strong van der Waals interactions between the long alkyl chains.

. The self-limiting nature of the forming monolayer favors its confinement to the
area of contact.

Figure 3.3 Effect of feature dimensions on the stability of an elastomer microrelief stamp. For
details, see the text.
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The basic process for forming patterned SAMs of n-alkylthiols on gold is concep-
tually simple. The stamp is first impregnated with a 1mM solution of n-alkylthiol in
ethanol, and then placed in contact with a clean gold surface; this causes the thiols to
diffuse from the stamp onto the surface, where they assemble into an ordered
monolayer. However, investigations into the details of this self-assembly phenom-
enon have suggested the process to be complex and to depend on a number of
parameters, including the choice of the SAM-forming molecules, the concentration
of molecules in the ink solution, the contact time, and the pressure applied to the
stamp [17–19].

Themechanisms for the mass transport of thiols during mCP include (at least) the
following:

. Diffusion from the bulk of the stamp to the interface between the stamp and the
surface of the gold contacted by the stamp.

. Diffusion away from the edges of the stamp and across the surface of the gold
substrate.

. Vapor transport through the gas phase (see Figure 3.1).

The first of these mechanisms is important for the formation of SAMs in regions
where the stamp should be in contact with the surface; however, very little infor-
mation is available regarding relevant parameters such as the rates of diffusion of
n-alkylthiols (or other nonpolar molecules) in PDMS. The second and thirdmechan-
isms are important for understanding and controlling the lateral diffusion of SAMs
into regions that are not contacted by the stamp. These are unwanted processes that
lead to distortions of the lateral dimensions of the printed features and gradients of
surface coverage at the edges of the printed structures. Whilst the relative contribu-
tions of each of thesemechanisms in the formation of the SAMs in the area contacted
by the stamp and in the noncontact area are not completely understood [19], much is
known regarding the mechanisms of SAM formation, and the structure of n-
alkylthiol SAMs on gold in particular. In general, these principles should be the
same for mCP-mediated SAM formation in the contact areas between the stamp and
the gold substrate. As with SAMs formed from solution, in mCP-controlled SAMs the
monolayer not only contains perfect domains of slightly tilted aligned molecules but
also invariably includes areas with less-ordered molecules, or even �collapsed�
orientations with the molecules not standing upright but laying flat on the surface
(Figure 3.4).

Patterned SAMs formed by mCP can be easily visualized using a range of
techniques that include scanning electron microscopy (SEM), scanning probe
microscopy (SPM), secondary ion mass spectrometry (SIMS), condensation figures
observed in optical microscopy, and surface-enhanced Raman microscopy. In
Figure 3.5 are shown the lateral force microscopy (LFM) images of patterned SAMs
of n-hexadecanethiol (HDT) on gold [20]. In this case, the surface was patterned with
HDT, after which the remaining regions were covered with 16-mercaptohexadeca-
noic acid (MUA) by immersing the patterned sample in an ethanolic solution of
MUA. Relatively high frictional forces between the probe and the surface were
detected in regions covered with a COOH-terminated SAM (light areas), while
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relatively low frictional forces were measured in regions covered with a CH3-
terminated SAM (dark areas).

mCP is not limited to printing thiols on gold, however. Indeed, it has been shown
that, subject to a suitable modification of stamp and substrate, other small molecules
may also be printed. The mCP-mediated formation of patterned monolayers of
n-alkylsilanes such as n-octadecyltrichlorosilane (OTS) adsorbed onto oxide surfaces
such as glass, Al2O3, SiO2, and ITO has been investigated in detail [21]. It has been
found that the OTS chains can pack with densities approaching those found in bulk
hydrocarbon crystals, but that even the highest-quality printed monolayers of
n-alkylsilanes lack the long-range ordering found for n-alkylthiol SAMs on Au and
Ag. It is generally believed that the adsorption of n-alkyltrichlorosilanes and other
n-alkylsilanes with hydrolyzable bonds proceeds on hydrated surfaces via the
formation of silanols as intermediates, which then react in turn laterally or with
surface OH groups to form a network polymer which is covalently bound (to some
degree) to the surface [22]. The resultant films have significant mechanical, thermal,
and chemical stability, with infrared (IR) spectroscopy, ellipsometry, and contact
angle measurements indicating a high degree of structural organization in such
films. The largely all-trans alkyl chains are usually found to be tilted at�10� from the
surface normal direction [23].

A PDMS stamp is quite hydrophobic and suitable for apolar inkmolecules such as
long-chain n-alkylthiols and n-alkylsilanes. However, polar and hydrophilic inks
cannot be printed efficiently with PDMS stamps, and special surface treatments that
enable the printing of such inks that otherwise would not adhere to PDMS due to its
hydrophobic surface are required. When the PDMS surface is exposed to oxygen
plasma or ozone, the surface becomes hydrophilic due to the formation of a thin and

Figure 3.4 Ink transport inmicrocontact printing of n-alkylthiols and structure of n-alkylthiol SAMs
on gold substrates.
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brittle silica-like layer that causes changes in the mechanical properties of PDMS.
Owen and Smith [24] studied the formation of cracks in this silica-like layer, and
showed that the cracks may allow the migration of low-molecular-weight PDMS
fragments to the surface, leading to a recovery of the hydrophobic character of the
PDMS surface. Hydrophobic recovery always occurs with time after exposure to
oxygen plasma or ozone [25]. The chemical attachment of hydrophilic chlorosilanes
and/or grafting of hydrophilic polymers on the oxidized PDMS surface to tune the
surface energy of the PDMS stamp have been reported [26–28].

In view of the range of possible applications, there is today great interest in the
patterning of bio(macro)molecules on surfaces. In particular, the mild conditions of
mCP make it an attractive method for the patterning of biomolecules. For example,
mCP can be used to transfer proteins onto a variety of substrate materials with-
hydrophilic or hydrophobic surfaces, including bare and silanized glass, gold, silicon
and silicon oxide, poly(styrene), poly(methylmethacrylate) (PMMA), and various
monolayers on gold [29, 30]. One important advantage of mCP is that most proteins
retain their biological activity after printing. When printing proteins on substrates,
three types of immobilization can be distinguished, namely physisorption,

Figure 3.5 Lateral force microscopy at four different magnifications of a gold surface patterned
with SAMs terminated in different head groups. Reproducedwith permission fromRef. [20];� 1995,
American Chemical Society.
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chemisorptions, and attachment to protein-resistant surfaces. Similar to printing
proteins, the mCP of DNA calls for carefully tailored surface properties of the PDMS
stamps, since DNA is a highly negatively charged polyelectrolyte due to its phosphate
backbone and electrostatic interactions may determine its adsorption and transfer
properties [31]. Since mCP has today become a valuable tool in the preparation of
biological microarrays, Section 3.5 of this chapter is focused on the mCP
of biomolecules.

Supramolecular mCP

Supramolecular mCP is a variation of mCP where the interaction between ink and
substrate is tuned by supramolecular (noncovalent) interactions. In a series of
publications, Reinhoudt and Huskens and colleagues have shown that gold, glass
and silicon surfaces functionalized with b-cyclodextrin host molecules form a
suitable platform (�molecular printboard�) to print guest molecules [32, 33]. The
interaction between ink and substrate in supramolecular mCP is highly specific, and
can be tuned via themultivalency of the ink – that is, the number of interactions with
the substrate. Among others, these research groups have printed redox active
dendrimers [34] and proteins [35] on such molecular printboards.

The terms �bottom-up� and �top-down� refer to two strategies in nanotechnology
that are also evident in mCPwithmacromolecules. The term �printing polymers,� for
example, can be appreciated in two ways. In the top-down approach, a pattern of
polymers is created by printing a polymer ink, such that a pattern of small features –
usually just a monolayer on a substrate – is formed from a bulk polymer. In the
bottom-up approach, either a monomer is patterned followed by polymerization on
the substrate, or a �seed� for polymer growth is transferred in a patterned manner
onto the substrate by mCP. Surface-initiated polymerization results in covalently
bound, dense polymer brushes. The same principle applies to NPs and nanotubes
(NTs), which can either be printed as such (e.g., with NP and NT inks) or synthesized
on the substrate by printing a template. Since this is an important soft lithographic
method underlining the importance of mCP for nanotechnology, this topic is
described in more detail in Section 3.4; however, it should be noted that printing
catalysts for the post-printing formation of much larger structures is possible. This
illustrates the fact that mCP is not restricted to organic inkmolecules (such as all inks
discussed so far), but may also be applied to inorganic compounds.

Macromolecules are particularly useful as inks for mCP, as they tend to adhere
strongly to the contact area and diffuse only slowly into noncontact areas. Simple
polymers such as PMMAcan be patterned using mCP, subject to somemodification
of the printing process [36]. As a stamp which is directly inked with a PMMA
solution in chloroform will become deformed due to swelling, the stamp must be
inked using the Langmuir–Schaefer film transfer technique. In this case, the inked
stamp was brought into contact with a layer of PMMA on water, which resulted in a
thin PMMA layer being deposited on thePDMS stamp. Printing the inked stamp on
a silicon oxide substrate then led to the creation of patterned PMMA layers on the
surface.
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Silicon wafers were patterned with dendrimers of poly(amidoamine) (PAMAM)
[6], resulting in 140 nm-wide lines of a single dendrimer layer. Patterns of amine-
terminated PAMAM were used as stabilizers for the growth of photoluminescent
CdSNPs, simultaneously functioning as adhesive layer between the particles and the
silicon surface [37]. Amine-terminated PAMAM was also used to pattern reactive
dendrimers on activated SAMs on gold [38]. The deposition of dendrimermultilayers
on several substrates by mCP, and the effect of ink concentration, contact time and
inking method have also been recently studied [39].

Unlike small apolar ink molecules such as n-alkylthiols, which are absorbed into
the stamp and then transferred upon contact between the stamp and substrate, high-
molecular-weight inks are not absorbed by the stamps but aremerely adsorbed to the
surface of the stamp. Hence, most of the ink is transferred in a single printing step,
and re-inking is necessary after every print; however, this issue can be resolved by
changing the composition and structure of the stamp. In this case, agarose has been
exploited as a stamp material as it offers certain advantages, especially for printing
large molecules such as biomolecules or even cells [40]. The high permeability of
agarose for water makes it suitable for printing water-soluble biomacromolecules. In
addition, the agarose stamp functions as an ink reservoir that releases the ink
molecules slowly, which in turn enables multistep printing without re-inking.

More recently, an alternative method for microstructuring various polymer-based
materials was developed, termed phase-separation micromolding (PSmM) [41, 42].
This versatile microfabrication technique can be used to structure a broad range of
polymers, including block copolymers, and biodegradable and conductive polymers,
without the need for clean room facilities. Themethod relies on the phase separation
of a polymer solution while in contact with a structured mold. For this, a mixture of
polymers is cast onto a patterned mold and then placed in a nonsolvent (e.g., water)
where polymer chains of the soluble component leave the bulk-producing pores,
which immediately become filled by the nonsolvent (Figure 3.6). By using such
porousmaterials as stamps, high-molecular-weight polar inks such as poly(propylene
imine) (PPI) dendrimer, HIgG-Fc protein, and functionalized silica NPs were
successfully transferred from the stamps to the substrates [43]. The pores not only
enable the attachment of such large molecules, but also serve as an ink reservoir for

Figure 3.6 (a) The principle of phase separation micromolding: a polymer mixture on a mold is
exposed to a nonsolvent; (b) Scanning electron microscopy image of a porous stamp. Reproduced
with permission from Ref. [43]; � 2009, American Chemical Society.
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repeated printing steps, without a need for re-inking and with no loss of printing
quality. With these inks, the PDMS stamps can be used for only one printing step
before showing a significant reduction in ink transfer.

Metals in the form of salts [44] and metal colloids [45] can also be patterned on
appropriate substrates by using mCP. The mCP of colloids provides access to
submicron metal structures, and is a flexible technique that allows patterning on
a variety of substrates, including glass, (Si/SiO2), and polymers. Moreover, both flat
and curved surface substrates can be used without any loss of resolution. The mCP of
colloids can also be used to produce free-standing metal structures and metal films
with different thicknesses. For example, Hidber and coworkers used mCP to
selectively seed substrates with palladium particles [45] by first coating a stamp with
tetra-alkylammonium- or tetraoctadecylammonium-stabilized palladium NPs. The
stamp was then contacted with a silanized substrate and the NPs were transferred,
followed by electroless metallization with copper (Figure 3.7). The silane layer
ensured bonding between the substrate and the NPs [45, 46]. Later, Kind and
coworkers coated a stamp with a catalytic precursor ink [47], whereby the stamp
was first brought into contact with a titanium-coated substrate, after which the Pd(II)
in the ink and the titanium on the surface reacted chemically to form a Pd(0) catalytic
pattern. Some additional applications of electroless deposition (ELD) are described in
Section 3.4; these include the mCPof colloids for the preparation of surface-enhanced
Raman scattering (SERS)-active substrates by attaching silver NPs to gold NP
structures that have been patterned using mCP [48].

One finalmethod should bementioned that does not follow the typical principle of
printing an ink onto a substrate but, without doubt, must be regarded as a variation
of microcontact printing. Chen and coworkers recently reported the concept of
�microcontact deprinting,� which involved a microstructured poly(styrene) stamp
placed on a monolayer of poly(styrene)-block-poly(2-vinylpyridine) micelles on a
silicon wafer [49]. Lifting off the stamp caused the micelles in the contact area to
be removed (Figure 3.8); these micelles served as initiators for the growth of NPs,
such that a patterned bottom-up fabrication of NPs could be achieved.

Figure 3.7 Scanning electron microscopy images of copper microstructures grown on poly
(styrene) substrates patterned with palladium nanoparticles (NPs). Reproduced with permission
from Ref. [46]; � 1996, American Chemical Society.
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In summary, although mCP was originally developed for the patterning of
n-alkylthiol SAMs on gold substrates, it represents a straightforward method for
the patterning of a wide variety of inks on all types of substrate, subject to an
appropriate combination of ink, stamp, and substrate.

3.4
Microcontact Printing and Soft Lithography

Patterned SAMs on solid substrates are important for nanoscience and nanotech-
nology in two ways:

. They represent a nanostructuredmaterial that is easy to prepare and useful for the
study of interfacial phenomena that are influenced by nanometer-scale topogra-
phies and composition.

. They serve as suitable templates for fabricating microstructures and
nanostructures.

Some examples of interfacial phenomena studiedwith SAMs on thinfilms include
wetting [50–52], corrosion [53, 54], adhesion [52, 55], tribology [56, 57], charge
transfer through molecules [58, 59], nucleation and growth of crystals on sur-
faces [60], and model surfaces for biochemistry and cell biology [61, 62]. These
studies depend primarily on the synthesis of SAMs with specific compositions, both
in the plane of the surface and out of plane. However, some – such as electron-
transfer processes – are extremely sensitive to the nanometer-scale thickness of the
SAM. Other applications (such as resistance to etching and protein adsorption,
modified electrodes for electrochemistry) rely on the ability of SAMs to prevent the
diffusion of other molecules to the surface of the underlying substrate. The
application of mCP, and its variations within the area of soft lithography, are detailed
in the following subsections.

Hydrophobic SAMs of long-chain n-alkylthiols (16 carbons ormore) can be used to
protect metal films from aqueous wet etching [63]. Moreover, a combination of this
ability with mCP makes it possible to fabricate microstructures and nanostructures
composed of gold, silver, copper, palladium, platinum, and gold–palladium alloys.

Figure 3.8 The principle of microcontact deprinting. A microstructured poly(styrene) stamp is
placed on a monolayer of block copolymer micelles on silicon, and selectively removes the micelles
in the contact area at lift-off.
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Indeed, this was the first application of mCP, and in fact wasmost likely the intention
of its invention [64]. The principle is simple (see Figure 3.9): a substrate patterned by
mCP with a SAM of an etch-resistant molecule is treated with an etching solution
(�wet etching�) or with an etching beam (�dry etching�). The SAM protects the
underlying substrate areas from etching, so that the substrate material is removed
only in the noncontact areas. This results in the creation of protruding features in the
substrate that are similar to those of the stamp, and negative to those of the master
that served as the mold for the stamp.

The parameters that determine the minimum dimensions and quality (as
measured by the density of pinhole defects on etching and on the edge roughness)
of the structures include the composition of the SAM, the density of defects in the
SAM, the selectivity of the wet chemical etch, and the morphology of the thin film.
A number of etching agents can selectively dissolve regions that are not deriva-
tized with a SAM, and the compositions of these have been developed empirically.
The addition of amphiphiles (e.g., n-octanol) or use of polymeric complexing
agents (e.g., poly(ethyleneimine)) decreases the number of pits and pinholes
produced in the surfaces of etched structures, controls the vertical profile of the
edges of etched features, and also enables the use of SAMs as resists to pattern
thick (>1mm) electrodeposited films [65]. In the past, the density of pinholes in
the SAM and the roughness of the edges of etched features have limited the use of
mCP and selective wet etching for fabricating structures with lateral dimensions
below 500 nm in gold [66, 67]. However, alternative substrates such as palladium
or gold–palladium alloys (Au60Pd40) make it possible to generate etched structures
that have smaller edge roughness and fewer pinholes than comparable structures
in gold when SAMs are used as etch resists. An interphase of PdS that is formed
between the bulk metal and the hydrophobic SAM enhances the contrast between
the patterned and unpatterned regions [68]. An additional advantage of palladium
and gold–palladium alloys as substrates is that they have small grain sizes
(�15–30 nm); such morphology is better suited than that of gold (grain sizes
�35–75 nm) for fabricating metal lines with widths as small as 50 nm [69–71].
Unlike gold, palladium is compatible with complementary metal oxide semicon-
ductor (CMOS) manufacturing processes [72]. mCP has also been used to etch Au/
Ti layers on GaAs-based materials, and to this end layers of titanium and gold were
first evaporated on top of GaAs/AlGaAs quantum well structures and then
selectively etched away, using mCP-printed SAMs to protect particular areas of

Figure 3.9 Lithography by mCP. A patterned SAM is used as an etch mask for the underlying metal
substrate.
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the surface [73]. Finally, the exposed GaAs could be etched away, transferring the
pattern.

In conventionalmCP followed by etching, the resultant topology is a positive replica
of the stamp, and hence the negative of the master. However, in a newer variation of
mCP the resultant topology is the negative of the stamp, and hence the positive of the
master. This variation of mCP, which is termed �positive mCP� ((þ )mCP) [74, 75],
involves pattern replication by printing with a poorly etch-resistant ink, followed by
immersion of the sample in a second, etch-resistant adsorbate solution that fills the
available areas and acts as a resist in the etching step. An additional advantage of
(þ )mCP is that stampswith a highfilling ratio can be used to replicatemaster features
with a low filling ratio. Originally, pentaerythritol tetrakis(3-mercaptopropionate)
(PTMP) was proposed as a positive ink, because it forms a stable SAM on gold and
copper, is not replaced by etch-resistant thiols such as ODT, and does not provide
significant etch resistance [74, 76, 77]. Whilst (þ )mCP complements �standard� mCP,
both techniques share similar attributes in termsof optimal contrast and resolution for
patterning a metal substrate layer by printing and etching it selectively (Figure 3.10).

mCP can also be exploited to generate patterned metal structures or polymer
brushes or nano-objects such as carbon nanotubes (CNTs) andNPs. Asmentioned in
Section 3.4, the patterned formation or growth of these structures by printing an
initiator or a catalyst, followed by polymerization or nucleation reactions or selective
deposition to build up the structures, represents an elegant �bottom-up� strategy to
obtain nanostructured surfaces.

The ELDofmetals onto patterned supportingmetal features previously attached to
substrates by mCP serves as a straightforward means of producing patterned metal
structures on surfaces. The ability of printing to transfer chemical reagents from an
elastomeric stamp to a substrate can be used to direct the ELD of copper [45–47].
Electroless deposition is a wet chemical metallization process that involves the
reduction of a salt from solution onto a surface, using a reducing agent as the electron
source. The presence of a catalyst on this surface is necessary to initiate ELD before
the deposition can proceed in an autocatalytic manner (see Figure 3.11). The
combination of printingwith the ELDof ametal is of both scientific and technological
interest.

A bottom-up approach is also followed when producing polymer brushes on
substrates. These polymer brushes can, for example, increase the etch resistance of a
monolayer on a gold substrate, with the initiator either being printed directly or being
backfilled after printing another ink (Figure 3.12). Atom transfer radical polymer-
ization (ATRP) canbeused to growpolymer chains froman initiator template [78, 79],
while (BrC(CH3)2COO(CH2)10S)2 is often used as a polymerization initiator for the
formation of polymer brushes of PMMA and various other poly(methacrylates) [78].

Following a similar patterning strategy, single-walled CNTs have been grown –

using a chemical vapor deposition (CVD) technique – from methane and hydrogen
on iron nitrate catalyst patterns, or on initiator polymer patterns prepared by mCP on
suitable substrates (Figure 3.13) [80, 81]. It has also been shown that improved stamp
production techniques can improve the quality of printing the catalyst necessary for
NTgrowth [82]. Another approach enables the patterning of a substrate with isolated
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Figure 3.10 Lithography by (þ )mCP
compared to �standard�mCP. In standardmCP, a
SAM is patterned by mCP, while the patterned
SAM serves as an etch mask. Etching provides
the positive of the stamp (and hence the
negative of the master). In (þ )mCP, a poorly

etch-resistant SAM is patterned by mCP; the
patterned SAM is then back-filledwith a strongly
etch-resistant SAM. Etching provides the
negative of the stamp (and hence the positive of
the master).

Figure 3.11 Metal structures bymCP. Left: Pd(II) salt is printed onto a TiOx layer on Si/SiO2. Center:
Pd(II) is reduced to Pd(0). Right: Pd(0) catalyzes the electroless deposition of copper.
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CNTs by using a composite stamp, in this case, the growth of straight CNTs between
the patterns was observed, and a method to promote the controlled growth of such
isolated nano-objects considered conceivable [83].

Nanotransfer Printing

It is also possible to print a patterned thin film of metal by mCP. The process of
transferring a solid nanofilm from a stamp with nanoscale patterned features to a
substrate is referred to as �nanotransfer printing� [84–87], in which the stamp can be
either a soft or a hard material such as PDMS or silicon. A typical procedure for this
mCP technique, using a PDMS stamp, is illustrated in Figure 3.14. In this case, the
stamp was coated with a continuous layer of gold (�20 nm thick), without an
adhesion layer between the gold and the PDMS. The stamp was then brought into
contact with a substrate coated with a dithiol (e.g., 1,8-octanedithiol) [85, 88], after

Figure 3.13 Growth of carbon nanotubes after patterning a substrate with iron catalyst with mCP.
Image reproduced from Ref. [80]; � 2002, Elsevier.

Figure 3.12 Formation of patterned polymer brushes by mCP and atomic force microscopy (AFM)
image of patterned gold (dark areas, protected by PMMA) on glass (light areas). AFM image
reproduced from Ref. [78]; � 2000, American Chemical Society.
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which the dithiol formed a SAM on the substrate (GaAs in this case) and the exposed
thiol group was bound covalently to the gold layer in the regions of contact.
Subsequent removal of the elastomeric stamp from the substrate left the gold layer
bound to both the SAM and the underlying substrate. As an alternative, �cold
welding� [89, 90] between twometal surfaces could be used to transfer the structured
metal film, such that 3-D structures could be fabricated by repeating this proce-
dure [91]. Notably, nanotransfer printing avoids any harsh processing conditions,
allows the transfer of nanostructures to be achieved in one combined step [85, 92],
and can also be used to pattern features with a lateral resolution of at least 70 nm and
an edge roughness down to 10 nm [85, 93]. Another method for releasing the
structured film relies on condensation reactions between surface-bound silanols
(Si–OH) and/or titanols (Ti–OH) [85, 94]. Techniques that rely on noncovalent
interactions between the metal film and the substrate have also been explored,
with the minimum dimensions of transferred features currently in excess of
100 nm [95, 96].

As a contact printing technique, nanotransfer printing iswell suited to transferring
electrodes to fragile surfaces; in particular, it can be used to pattern parallel lines and
circular dots as electrical contacts on SAMs [93], with such discontinuous structures
adhering to the substrate under �Scotch tape� adhesive tests [92]. The components of
devices fabricated directly on plastic substrates include complementary inverter
circuits, organic thin-film transistors, capacitors, and electrostatic lenses. This
nanotransfer patterning technique can also be used to transfer arrays of sacrificial

Figure 3.14 (a) The principle of nanotransfer printing (nTP); (b) SEM image of layer of gold on
substrate; (c) SEM image of multiple layers after repeating the printing steps. Image reproduced
from Ref. [91]; � 2003, American Chemical Society.
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etchmasks and ferromagnetic stacks of cobalt. Themorphology and continuity of the
transferredmetal structure is important in functional devices, with the uniformity of
the metal film depending on the wetting and grain size of the metal on the stamp.
Typically, a thin adhesion layer (<2 nm thick) will improve the uniformity of a gold
layer on the PDMS stamp and in the transferred layer, although a metal film on an
elastomeric stamp may crack due to thermal expansion during metal deposition.
Such cracking can be prevented by the rapid deposition of metal and by cooling the
stamp [88, 97]. The stress in the metal film from thermal expansion may also be
avoided by depositing themetal onto a stampwith a higher thermal conductivity than
PDMS (e.g., silicon or gallium arsenide), although the surfaces of these stampsmust
first be modified with a release layer. Mechanical stress during printing can also
introduce cracks into the metal structure.

An alternative approach to printing structured materials is that of �decal transfer
printing� [98, 99], whereby a structure (e.g., a PDMS membrane or isolated PDMS
features) is transferred from one planar surface to another. In this case, the PDMS
decals are made to adhere reversibly to the first substrate (a PDMS slab) [100, 101]
while forming covalent bonds with the second substrate. The PDMS slab serves as a
handle for patterning continuous or discontinuous features that are otherwise
difficult to manipulate. Decal transfer printing can be used to transfer submicrom-
eter features; however, extending the technique to nanoscale features will require
further investigations of the interfacial adhesion between the PDMS (or other)
substrate and the decal.

3.5
Microcontact Printing and Biological Arrays

During recent years, biological microarrays have rapidly developed into a essential
tool for high-throughput genomic and proteomic analysis. Today, �DNA chips� are
useful for large-scale parallel analyses of genome sequences and gene expression, for
the detection of viruses and other pathogens, for monitoringmRNA expression, and
for the classification and evaluation of tumors [102]. Similarly, �protein chips� are
valuable for high-throughput diagnostics and drug discovery [103]. By comparison,
�carbohydrate chips� have received much less attention to date [104].

Ideally, a biological microarray would have the following properties:

. A high and homogeneous probe density for optimal signal read-out.

. A submicron spot size and nanoscale spot resolution for high data density.

. Many thousands of different probes spotted identically and rapidly for large probe
arrays.

. Simple, parallel manufacturing and analysis.

It is evident that state-of-the-art microarray technology falls short of this ideal, with
inhomogeneous spots resulting when printing from pins or pipettes due to the
evaporation of solvent. In particular, higher probe concentrations may remain at the
edges (causing the �coffee-stain effect�), or the probemoleculesmay aggregate at only
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a few points within a spot. Hence, spot sizes are typically in the 50 mm range and are
separated by at least 50 mm; moreover, significantly smaller spots can only be
produced accurately by using time-consuming SPM-based serial processes. Al-
though, admittedly, soft lithography methods such as mCP are not suitable for
patterning multiple probes simultaneously, mCP has become a useful tool for the
preparation of biological microarrays.

Biological microarrays can be provided in an �indirect� manner via conventional
mCP, using molecular inks that provide a 2-D template for the selective adhesion of
biomolecules, as well as of living cells. The earliest examples of this approach
originate from the Whitesides group, who printed n-alkylthiol patterns on a gold-
coated substrate and filled the noncontact area with an oligo(ethyleneglycol)-termi-
nated thiol [105]. Subsequently, extracellular matrix (ECM) proteins (such as fibro-
nectin, collagen and laminin) will be adsorbed onto the hydrophobic area, which in
turn causes living cells of various types to adhere preferentially to the ECM-modified
areas of the surface. In this way, mCP can be used to create microarrays of cells;
moreover, as the cells are generally much larger than the resolution limit of mCP, the
size and shape of the cell can be directed by its adhesion to a substrate patterned by
mCP [106].

mCP can also be used to provide biological microarrays in a �direct� manner,
since many biomolecules such as proteins, lipids or oligonucleotides may serve as
suitable inks for mCP. Notably, the rather highmolecular weight of biomolecules will
enhance the formation of well-defined, high-contrast patterns as their diffusion is
limited. The transfer of biomolecules from the stamp to the substrate by mCP
depends on the surfaces properties of the stamp and substrate. Whilst the simplest
mCP approach for patterning of biomolecules involves the direct transfer of ink
molecules adsorbed onto the stamp to a target substrate by conformal contact, several
important factors must be considered in this respect. Notably, the affinity of the
biomolecule towards the stamp and substrate must be tailored such that it is higher
for the latter than for the former. In addition, as mCP should not cause denaturation it
is preferable that the use of hydrophobic stamps and substrates is avoided in the mCP
of proteins. Finally, the biomolecule should, ideally, be printed in such away that all of
the active sites are exposed to the target molecules.

The first reports of the mCP of proteins were made in 1998 [29], when the process
was deemed to be very straightforward, and involved: (i) the inking of a PDMS stamp
with an aqueous protein solution; (ii) a period of incubation; (iii) air-drying of the
stamp; and (iv) bringing the stamp into conformal contact with the substrate
(Figure 3.15) [29, 107]. Tan and coworkers have demonstrated that both stamp and
substrate wettability is crucial for biomolecule transfer [108]; indeed, a minimum
wettability of the substrate was seen to be required for the successful mCPof proteins,
but this would be lessened if the wettability of the stamp were to be reduced. Tan and
coworkers also found the mechanism for the mCP of protein to differ from protein
adsorption because: (i) those surfaces that are resistant to protein adsorption in an
aqueous environment are susceptible to mCP under ambient conditions; and (ii) the
amount of immobilized proteins and the wettability of the substrate varied gradually
for adsorption, but displayed a threshold wettability for mCP.
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The patterning of proteins by mCP was demonstrated on different types of
substrate, including glass, metal oxides, metals, and polymers. The concept of a
direct mCP of protein onto a glass substrate was further extended to the fabrication of
single protein arrays such as antibodies (e.g., immunoglobulin G; IgG) and green
fluorescent proteins (GFPs) on glass [109]. ECM proteins such as laminins have also
been patterned by mCP on silicon wafers to guide the growth of neurons for
bioelectronic purposes [110]. It should be noted that, whilst many proteins
are chemisorbed to gold substrates, the chemisorption often involves a reduction
of the disulfides in the protein, leading in turn to denaturation. Gold-binding
polypeptide (GBP) represents an interesting example of a protein that can be applied
to direct mCP on gold surfaces [111]. Notably, GBP does not contain any cysteine
residues that are known generally to form a covalent bond with gold; hence, the
binding of GBP is independent of thiols, and offers a new means of interaction
between the biomolecule and the surface. Likewise, a GBP–GFP–His6 fusion protein
could be printed directly onto a gold surface in a mixture of bovine serum albumin
(BSA) and surfactant, such that the protein pattern could be applied as a template for
the high-throughput assays of both protein–protein and DNA–DNA interac-
tions [111]. Kwak and coworkers patterned cytochrome C onto gold surfaces using
a nonmodified PDMS stamp [112]; in this case, the cytochrome Cwas used as an ink,
while the protein arrays were transferred directly from the stamp to a SAM of
mercaptohexanoic acid (MHA) on gold. Active enzymes were also successfully
patterned using SAMs on gold surfaces [113]; for example, themetalloprotein azurin
was printed on a glass substrate that had been modified with mercaptosilane and
which allowed site-specific binding of the protein. The pattern obtained was
investigated, using immunofluorescence, with anti-azurin serum [114].

Poly(lysine) was microcontact-printed onto a clean, nonmodified glass surface via
an oxidized PDMS stamp by using electrostatic interactions between the positively
charged polypeptide and the negatively charged glass surface [115]. Delamarche and

Figure 3.15 mCP of proteins. An IgG protein
solution is incubated on the top of an
elastomeric stamp. After drying, the stamp is
brought into conformal contact with the glass

substrate and transfer of proteins occurs only in
the area of contact between the stamp and the
substrate. Image reproduced from Ref. [29];
� 1998, American Chemical Society.
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coworkers proposed the use of hydrophilic PDMS stamps modified with poly
(ethylene oxide) silanes [27, 116]. In this case, the modification was conducted by
oxidation of the PDMS stamp and reaction with 3-aminopropyltriethoxysilane
(APTES), followed by a reaction to conjugate the surface amino groups with poly
(ethylene glycol) (PEG) chains. When PEG is grafted onto oxidized PDMS stamps it
acts as a protein repellent layer, and this property was utilized to design a flat stamp
with regions that could attract proteins (nonmodified PDMS) and regions modified
with PEG that have protein-repellent properties [117]. The local modification of
PDMS was conducted by oxidation in O2-plasma with the application of metal mask
(those areas covered by themaskwere neither oxidized normodified).Whenproteins
are applied to such a stamp, they are directed towards its hydrophobic areas; hence,
protein IgGwas successfully transferred to the glass substrates and immobilized in a
well-defined pattern with high accuracy and contrast. In a different approach, when
the PEG-modified stamp (according to the procedure described above) was contacted
with another flat, dry, nonmodified PDMS stamp (the �ink pad�) that had been
incubated in IgGbuffer solution, a homogeneous layer of proteins was transferred to
the PEG regions of the other stamp. The latter could then be contacted with a glass
substrate and used to pattern IgG proteins.

Proteinsmay also be patterned on aflat stampby using amicrofluidic network [30],
such that the patterned flat stamp can be contacted with glass or another substrate so
as to transfer the pattern. Recently, this approachwas extended to the high-resolution
mCP of proteins, whereby a flat PDMS stamp was patterned with a nanoscale PEG
pattern by using dip-pen nanolithography (DPN). The nanopattern could then be
replicated as a protein nanopattern on a glass substrate [118].

Another means of overcoming the problems of PDMS stamps with regards to
wettability and compatibility with aqueous solutions, would be to select alternative
materials for fabrication of the stamp. One versatile approach here would be the use
of agarose hydrogel stamps as a mold for transferring water-soluble biomole-
cules [40]. Since an agarose hydrogel stamp is highly permeable to water, it would
also function as an ink reservoir; consequently,multiple stampingwould be possible,
without any need for intermediate re-inking of the stamp.

mCP of DNA

In the mCPofDNA, it is necessary tomodify the stamp surface to ensureDNA–stamp
attraction, and suchmodifications can be carried out by the addition of APTES,which
confers a positive charge to the surface [31]. Perhaps the greatest benefit for the mCP
of DNA is its ability to print multiple arrays from a single loaded stamp; indeed, this
could ultimately result in both cost-saving and time-saving processes, especially for
gene expression studies when it is the ratio of bound to labeled molecules that is
important, and not the total amount of material present [31]. Subsequently, a
much more efficient method of transferring the micropatterns of DNA and RNA
to a surface was achieved by modifying the PDMS stamp with positively charged
PPI dendrimers (creating the �dendri stamp�) in a �layer-by-layer� arrangement
(Figure 3.16) [119, 120]. The electrostatic interactions between dendrimers and
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oligonucleotides ensured a successful transfer of DNA or RNA to the target surface,
while imine chemistry [119] or �click� chemistry [120] could be applied to bind the
covalently modified DNA and RNA molecules to a chemically functionalized
substrate (see Section 3.6). An alternative approach to patterning DNA molecules
on the surface was proposed by Xu and coworkers [121], who prepared an
�amphiphilic� DNA by attaching a hydrophobic alkyl chain to the 30 or 50 end, such
that the hydrophobic tail enhanced the adsorption of DNA to the hydrophobic PDMS
stamp. This in turn allowed for the efficient transfer and delivery of DNA to the
surface.

It is also of interest to pattern phospholipids by mCP (Figure 3.17) [122]. Supported
lipid bilayers are very fragile assemblies that are formed by lipids organized into two
opposing leaflets onhydrophilic surfaces, such as glass ormica substrates, and canbe
patterned onto solid substrates. For phospholipid patterning, however, the mCP
technique used differs slightly from that usedwith proteins orDNA. First, the bilayer
must be formed on the oxidized PDMS stamp from the buffer solution by fusion of
liposomes to the stamp surface. Second, the printing should be carried out in water,
otherwise the bilayer will lose its structure. This method allows an efficient and
reliable transfer of membrane patches to glass surfaces, which are of particular
interest in investigations of biological membranes in general, and in the behavior of
membrane proteins in particular. Alternatively, lipid bilayers can be patterned
indirectly by mCP: in this case, either a template of proteins can be printed to which
the lipid bilayer vesicles are fused, or a supported lipid bilayer is selectively removed
in the contact areas by blotting through mCP with a bare stamp [123].

Figure 3.16 Transfer printing ofDNAandRNA
using �dendri-stamps.� A PDMS stamp is
oxidized and coated with a cationic PPI
dendrimer. DNA and RNA bind to the
dendrimer-coated stamp in a layer-by-layer
arrangement. If the DNA (or RNA) is
functionalized with an amine, it can be printed
on an aldehyde-terminated self-assembled

monolayer. The image shows a simultaneous
fluorescence micrograph of DNA patterns after
hybridization between a fluorescein-labeled
probe that was obtained by mCP (left image) and
its complementary Cy5-labeled target (right
image). Image reproduced from Ref. [119]; �
2007, American Chemical Society.
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Affinity Contact Printing

Recently, an interesting concept for the simultaneous mCP of multiple probes has
been proposed. �Affinity contact printing� (aCP) [124] relies on inking the surface of
a PDMS stamp with antigens as �capture molecules� which allows the subsequent
binding of selected antibodies from a solution containing mixtures of proteins
(Figure 3.18). Affinity stamps were prepared by modification of the PDMS stamp
with APTES and a crosslinker to produce an activated, hydrophilic surface. This
activated stamp was then used to couple antigens to selected areas using:
(i) microwells; (ii) microfluidic networks; and (iii) mCP. By repeating this procedure
with a different type of antigen, the stamp could be functionalized with a pattern of
various antigens, which would be valuable formicroarray applications.When several
types of antigen are immobilized on an activated stamp they can be exposed to a
solution of different antibodies, so as to extract and immobilize a �matching partner.�
The captured antibodies can then be printed onto a glass substrate to form micro-
arrays of antibodies.

An alternative form of affinity contact printing was demonstrated by Jang and
coworkers [125], which relied on the modification of a PDMS stamp with amino-
silanes and succinic anhydride to introduce carboxylic acid groups on the surface;
this was followed by the immobilization of a monoclonal antibody (mAb) to the
epidermal growth factor receptor (EGFR). The EGFR-antibody-modified stamp was
then incubated with a solution of membrane proteins from cell membrane extracts
and crude cell lysates. The stamp was contacted with a gold substrate that had been
modified with an amino-terminated monolayer and, after mCP, the substrate was
covered with a nematic liquid crystal (LC) film. The orientation of the LC film was

Figure 3.17 Patterning of phospholipids
bilayers by mCP. (a) Fluorescence image of a
patterned supported lipid bilayer that was
printed onto a glass surface (egg
phosphatidylcholine with 1 mol% Texas Red).
The bright regions are fluorescence from the
labeled lipids, and the dark grid pattern is the
bare glass surface; (b) Fluorescence image

taken after an electric field was briefly applied
parallel to the bilayer plane, creating a steady-
state gradient of the negatively charged labeled
lipids and demonstrating long-range mobility.
The dimensions of both images were
560mm� 560mm. Image reproduced from
Ref. [122];� 2001, American Chemical Society.
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found to be different on the amino-terminated surface and the regions of the surface
presenting EGFR, thus providing a simple, label-free method for optically detecting
the presence of EGFRs on the surface. In a similar manner, the group of Abbott used
aCP to immobilize proteins that subsequently can be imaged with LCs [126]. This
method relies on the covalent modification of PDMS stamp with a biotinylated BSA.
In this case, the BSA-functionalized stamp was inked with anti-biotin IgG and
brought into conformal contact with an amino-modified gold surface. After printing,
the protein pattern was imaged by spreading an LC film onto the surface.

An interesting concept of pattern transfer ofDNAusingmCPwas introduced by the
groups of Crooks [127] and Stellaci [128]. These strategies relied on the fabrication of
DNA arrays onto flat solid supports by immobilization via the 50 end functionalized
with, for example, amine linkers. The DNA array was further hybridized with

Figure 3.18 Upper panel: Affinity contact
printing (aCP) relies on inking the surface of a
PDMS stamp with antigens as �capture
molecules�; this allows the subsequent binding
of selected antibodies from a solution
containing mixtures of proteins. Lower panel:
(a) Fluorescence microscopy image showing
the placement of the TRITC-anti-chicken and
FITC-anti-goat antibodies from a stamp onto a

glass substrate; (b) AFM image obtained on a
spot of the array in which the printed anti-goat
antibodies bound to Au-labeled goat antigens
presented in solution. Detection of this binding
was monitored by staining the Au labels with
electroless-deposited silver particles of average
diameter 80 nm. Images (a) and (b) reproduced
from Ref. [124]; � 2002, Wiley-VCH.
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complementary strands that possessed a capturing group at the 50 end. These groups
could be reacted with functionalized surfaces simply by bringing the surface into
conformal contact with the DNA array. After reaction, the two surfaces could be
separated and the pattern of single-stranded DNA transferred to the surface that was
in contact with the patterned hybridized array. As a result, the strands would be
mechanically separated and the new arrays of patterned DNA could be used for the
next transfer of microarrays (Figure 3.19).

In conclusion, mCP has emerged as a versatile tool for the preparation of biological
microarrays. Interesting methods for the simultaneous mCP of multiple inks have
recently been reported. The highly selective molecular recognition of biomolecules
may also be used in the replication of arrays by mCP.

3.6
Microcontact Printing and Surface Chemistry

One striking feature of mCP is the short contact time required to form a dense
monolayer of ink on the substrate. Although, typically, the contact times are
approximately 1min, mCP has also been performed with millisecond contacts of
the stamp and substrate [129]. In contrast, it takes several hours to prepare an
n-alkylthiol or n-alkylsilane SAM from solution [130]. These observations indicate
that mCP is a particularly effective method for preparing SAMs, even if this

Figure 3.19 Fluorescence micrograph of an RNA microarray on a PDMS surface, which was
fabricated using a master DNA array of 2500 spots (�70mm in diameter). Image reproduced from
Ref. [127]; � 2007, American Chemical Society.
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involves a slow condensation reaction (as in the case of n-alkylsilane SAMs). This
conclusion raises the interesting point of whether mCP could be used to accelerate
surface reactions, for example by printing a molecular ink on top of a SAM [131]. It
is known that reactions on SAMs are typically several orders of magnitude slower
than reactions in solution [132]. It can be argued that the steric hindrance and
conformational restraints encountered at the surface of a SAM (or any other
surface) reduce the frequency of effective intermolecular collisions, and hence
enhance the activation energy of reaction. Yet, it is likely that this kinetic barrier is
more than compensated when a stamp saturated or densely covered with ink is
brought into conformal contact with a SAM in which most of the reactive groups
are exposed at the surface. In this case, a bimolecular reaction should benefit from
the nanoscale confinement of highly concentrated reagents in the contact area
between a stamp and a substrate.

Indeed, it has been demonstrated several times by Whitesides and colleagues that
amides are formed when amines – small molecules as well as polymers – are printed
on an anhydride-terminated or active ester-terminated SAM on gold [133]. However,
it must be noted that this result is not surprising given the reactivity of amines
towards anhydrides and active esters.

In 2004, Huck and coworkers described the formation of peptides by printing N-
protected amino acids onto an amine-terminated SAMon gold (Figure 3.20) [133]. Of
course, peptide bonds do not spontaneously form from carboxylic acids and amines
under ambient conditions, and it was proposed by Huck that �. . .the nanoscale
confinement of the ink at the interface between the stamp and the SAM, in
combination with the pre-organization of the reactants in the SAM, facilitates the
formation of covalent bonds� [134]. In a remarkable experiment, it was shown that the
consecutive mCPof asmany as 20 peptide nucleobases resulted in the formation of an
oligopeptide nucleic acid that could selectively bind a complementary strand ofDNA.
These findings point to the fascinating potential of surface chemistry by mCP, that
complex biomacromolecules could be synthesized simply by printing themonomers
in the appropriate sequence!

Figure 3.20 Peptide synthesis by mCP. An oxidized PDMS stamp is inked with an N-Boc-L-amino
acid and pressed into a contact against an amino-functionalized gold substrate to yield a covalent
peptide bond. Boc¼ t-butoxycarbonyl.
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Subsequently, it was also shown that imines can be formed in a fewminutes under
ambient conditions by printing amines onto aldehyde-terminated SAMs [135]. The
reaction of aldehydes and amines is an equilibrium reaction that is generally
unfavorable unless water is removed from the reaction mixture. In addition, this
reaction was applied to the preparation of biological microarrays: the mCP of RGD-
containing proteins on aldehyde-terminated SAMswas used to direct the adhesion of
cells in microarrays [136], while the mCP of amine-modified DNA on aldehyde-
terminated SAMs provided DNA microarrays [119].

These reports point to a second advantage of surface chemistry by mCP, namely
that biological arrays are generally prepared on transparent substrates (preferably
glass) so that they can be read outwithfluorescence; however, as biomolecules are not
compatible with alkoxysilanes, an indirect immobilization and patterning method
would be required for glass substrates. Microcontact chemistry on an intermediate
SAM fulfills this requirement.

The Huisgen 1,3-dipolar cycloaddition of alkynes and azides can also be induced
by mCP (Figure 3.21) [137]. The Cu(I)-catalyzed cycloaddition of alkynes and
azides [138] is a prime example of �click chemistry� (i.e., a chemical reaction with
near-quantitative yield,mild reaction conditions, and short reaction time) [139] that
has found widespread use for the bio-orthogonal ligation of biomolecules to
surfaces; moreover, its combination with mCP constitutes an attractive method
for the preparation of microarrays. Triazoles are formed within minutes when an
alkyne is printed on an azide-terminated SAM on a silicon wafer or glass, even in
the absence of a Cu(I) catalyst that is normally used to accelerate this type of �click
chemistry� [137]. It should be emphasized that the solution reaction in the absence
of Cu(I) is slow unless electron-poor alkynes are used. The Huisgen cycloaddition
induced by mCPwas investigated in detail by printing a set of fluorescent alkynes on
azide-terminated SAMs on glass substrates (J. Mehlich and B.J. Ravoo, unpub-
lished results). When fluorescencemicroscopy was then used tomonitor the extent

Figure 3.21 1,3-Dipolar cycloaddition reaction by mCP. Triazoles are formed within minutes when
an alkyne is printed on an azide-terminated SAMon a silicon wafer or glass, even in the absence of a
Cu(I) catalyst that is normally used to accelerate this type of �click chemistry.�
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of reaction on the glass surface, it was shown that the rate of cycloaddition
depended on the reactivity of the alkyne and on the presence of Cu(I). Although
the cycloaddition would be accelerated by Cu(I), it also proceeded readily in the
absence of Cu(I).

�Click chemistry� by mCP was applied to print microarrays of alkyne-modified
DNA [120] and alkyne-modified carbohydrates [140] on azide-terminated SAMs on Si
wafers and glass. It was observed that, althoughDNAcould be printedwithout aCu(I)
catalyst, the surface density of carbohydrates was low in the absence of a Cu(I)
catalyst. In particular, for the preparation of biological microarrays it is advantageous
to exclude the toxic Cu(I) catalyst.

mCP can also be used for the heterogeneous catalysis of chemical reactions in the
contact area between stamp and substrate. In its most simple form, an oxidized
PDMS stamp can be used as a heterogeneous acid catalyst to accelerate a hydrolysis
reaction on a SAM. It has been shown that silylether-terminated SAMs are hydro-
lyzed to produce hydroxyl-terminated SAMs upon contact with an oxidized PDMS
stamp for 5–10min [141]. It was also shown that FMOC protecting groups can be
removed from an amine-terminated SAMby contact with a piperidine-modified poly
(urethane) stamp [142]. In this way, catalytic mCP can be used to replicate the
microstructure of the stamp in the form of a chemical contrast on the substrate,
without any ink transfer (�printingwithout ink�). In amore sophisticated approach to
catalytic mCP, Toone and coworkers have shown that enzymes immobilized in a poly
(acrylamide) stamp can induce the cleavage of surface-immobilized DNA in the area
of contact between stamp and substrate [143].

Very recently, the heterogeneous catalysis of the Huisgen cycloaddition of
alkynes and azides by mCP was reported. In this case, a microstructured PDMS
stamp covered with a thin film of Cu (which had been air-oxidized to Cu2O) was
used to induce the cycloaddition of alkynes on an azide-terminated SAM on
gold [144]. It was shown that the cycloaddition by mCPwould proceed to completion
(i.e., until all reactive sites on the surface were occupied) within a few hours if a Cu-
coated stamp was used.

Finally, it must be emphasized that spatially controlled surface chemistry induced
by mCP is not limited to reactions on SAMs on inorganic substrates. In particular,
transparent polymer films represent attractive substrates for reactions induced by
mCP. An early example of microcontact chemistry on polymer films was that
described by Chilkoti and coworkers, who oxidized poly(olefin) and poly(ester)
substrates, activated them with pentafluorophenyl esters, and subsequently pat-
terned the polymer surfacewith amine-terminated biotin, usingmCP [145]. In similar
fashion, amine-modified proteins and DNA can be printed on N-hydroxysuccini-
mide-activated poly(methacrylate) films [146] (of course, these results should be
expected, given the inherent reactivity of amines and active esters). Recently, the Cu
(I)-catalyzed cycloaddition of alkynes and azides was also used to pattern the surface
of a poly(alkyne) film by the mCP of azide-terminated biotin [147]. To this end, the Cu
(I) catalyst was printed on a poly(alkyne) film covered with a thin layer of azide-
terminated biotin. It is to be expected that less-reactive polymer films could also be
functionalized with spatially patterned molecular monolayers.
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In many respects, reactions induced by mCP follow the principles of click
chemistry: near-quantitative yield (i.e., complete surface coverage); mild reaction
conditions; and short reaction times [139]. Most interestingly, however, the scope of
the reactions – including condensation, cycloaddition, nucleophilic substitution, and
deprotection – continues to expand, and an overview of those induced by mCP to date
is provided in Table 3.1.

Notably, reactions carried out using mCP can be combined with heterogeneous
catalysis and applied to functionalize polymer films withmolecular monolayers. The
confinement of heterogeneous catalysts on a microstructured stamp also opens up
thepossibility to react highly volatile reagentswith the substrate,which isnot possible
in conventional mCP. The limited resolution of mCP could possibly be overcome by
using flat stamps with nanostructured heterogeneous catalysts (see Section 3.7). In
summary, it can be foreseen that surface reactions induced by mCP will provide a
straightforward and versatile method for surface chemistry in general, and for the
fabrication of (bio)molecular microarrays and nanoarrays in particular.

3.7
From Micro to Nano: Increasing the Resolution of Microcontact Printing

As the name indicates, mCP is typically used for the structuring of surfaces at the
microscale. A number of factors limit the resolution of conventional mCP to about
0.5mm. The first major limitation is inherent to the flexible nature of the elastomer
PDMS stamp. PDMS has a Young�s modulus of about 1.5MPa, which is soft enough
to ensure a conformal contact with substrates so as to facilitate ink transfer.
Unfortunately, however, a PDMS stamp can be easily deformed, and this imposes
a limit on the aspect ratio (i.e., the height of a microstructure divided by its width) as
well as the fill ratio (i.e., the width of a structure divided by the distance) of the stamp
(see Figure 3.3). If the aspect ratio is too high (i.e., tall structures close together), then
the microstructures will buckle and stick together. For conventional mCP with

Table 3.1 Surface chemical reactions induced by microcontact printing (mCP).

Substrate Ink Product Catalyst Reference(s)

Anhydride Amine Amide — [133]
Active ester Amine Amide — [145, 146]
Amine Carboxylic acid Amide — [134]
Aldehyde Amine Imine — [119, 135, 136]
Azide Alkyne Triazole — [120, 137]
Azide Alkyne Triazole Cu(I) [140]
Alkyne Azide Triazole Cu(I) [147]
Azide Alkyne Triazole Cu stamp [144]
Si-protected alcohol — Alcohol Ox stamp [141]
FMOC-protected amine — Amine Pip stamp [142]
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n-alkylthiol inks on gold, an aspect ratio of about 1 is considered optimal. However, if
the fill ratio is too low (i.e., small structures far apart) then the stamp will sag and
touch the substrate also in the noncontact area. A second major limitation to the
resolution of mCP resides in the ink transfer from stamp to substrate: although,
ideally, the ink should be transferred exclusively in the contact areas, the ink in fact
tends to diffuse and spread to the noncontact areas during printing. In particular,
when printing small features with low-molecular-weight inks, diffusion and spread-
ing of the ink outside the contact area will adversely affect the edge resolution of mCP.
The strategies proposed to extend the resolution of mCP into the nanoscale will be
outlined in the following subsections.

One obvious approach would be to use �stiffer� stamps for mCP, so that deforma-
tions would occur less readily. For example, PDMS can be crosslinked more
extensively, so that its Young�s modulus would increase to about 10MPa [11, 15].
Although such �hard� PDMS stamps would still be soft enough for conformal
contact, their relief structure would less readily deform. Structures as small as 80 nm
can be accurately replicated using hard PDMS stamps. Alternatively, stamps can be
prepared from acryloxy perfluoropoly(ethers), which have a Young�s modulus of
about 10MPa [148], or from poly(urethane acrylates), which have amodulus of about
20MPa [149], or from poly(olefins), which can have a value ofmore than 40MPa [18].
It has been shown that such �rigid� stamps can be used for the mCP of proteins in
lines of 100 nm width with 3mm periodicity (Figure 3.22) [150]. Deformation of the
stamp can also be reduced by using a PDMS stamp on a rigid support [115, 151] that
would prevent the stamp from sagging in the noncontact area, such that a substan-
tially lower fill ratio would be possible. Another useful improvement is that of
�submerged� mCP, where the mCP of n-alkylthiols is performed in water instead of

Figure 3.22 High-resolution mCP of proteins in lines of 100 nm width with 3 mm periodicity. mCP
with poly(olefin) stamps (a) is clearly superior to mCP with conventional PDMS stamps (b). Image
reproduced from Ref. [150]; � 2003, American Chemical Society.
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air [152]. Here, the role of the water is to support the relief structure of the stamp, so
that stamps with aspect ratios of 15 : 1 and higher can be used.

The diffusion and spreading of ink molecules into the noncontact areas can, of
course, be limited by reducing the contact time of stamp and substrate. To this end,
Wolf et al. have proposed �high-speed mCP� [129], which allows n-alkylthiol inks to be
printed on gold substrates within 10ms, while the resultant SAMs in the contact
areas serve as effective etch resists, allowing the noncontact metal areas to be
selectively etched. In fact, it has been shown that ultrafast mCP can be readily used
for mCP at the submicron scale. As an alternative, the diffusion and spreading of ink
into the noncontact area can be limited by inking the stamp through an ink pad, such
that the stamp is inked only in the contact area [153].

Another obvious improvement would be to use inks that had a low diffusion
coefficient and a low tendency to spread across the substrate. The diffusion rate of an
ink correlateswith itsmolecularweight; thus, a highermolecularweightwill limit the
diffusion of an ink into noncontact areas. To this end, the use of �heavy inks� has been
proposed as an alternative to the simple n-alkylthiols, in particular for applications in
high-resolution mCP for lithography. An early example of this so-called �nanocontact
printing� was described by Huck et al., who used a dendrimer ink and a submicron-
structured PDMS stamp to print 140 nm-wide lines with 70 nm periodicity [8]. Along
the same lines, others have designed �multivalent inks� that havemultiple functional
groups capable of binding to the substrate [154]; the enhanced surface adsorption of
multivalent inks reduces the spreading of the ink into the noncontact areas of the
substrate. Dendrimers have also been particularly useful in this area since, by using
dendrimer inkswithmultiple thioether end groups, it is possible to perform (þ )mCP
followed by a wet etch with a resolution better than 100 nm (Figure 3.23) [155]. As
most biomolecules have a much higher molecular weight than n-alkylthiols, their
diffusion will be negligible, such that they will be particularly suited for mCP at the
submicron scale.

Figure 3.23 High resolution (þ )mCP with dendrimer inks; 100 nm gold lines were prepared by
(þ )mCP of thioether dendrimers for 2min, dipping in ODT for 6 s, and etching in Fe(III)/thiourea
for 2.5min.
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An alternative approach to improve the resolution of mCP is that of edge transfer
lithography (Figure 3.24) [156–158], in which the edges of micrometer-sized stamps
are used to reproduce submicrometer structures. After removing the top layer of the
ink that is required to be transferred from the protruding features of a stamp, the
stamp is brought in conformal contact with another substrate, whereupon any
residual ink at the edges of the features is transferred to the substrate.

In the case of a conventional PDMS stampwith amicrorelief surface structure, the
selective transfer of ink occurs essentially due to a rapid transfer in the contact area
and a slow (ideally, negligible) transfer in the noncontact area. It could be argued that
the air-filled voids between the microstructures at the stamp surface pose a diffusion
barrier for the ink, since volatile inks can easily cross this barrier but nonvolatile inks
cannot. Amajor advance in the resolution ofmCP involves a radically altered design of
stamps; instead of exploiting the voids in themicrorelief pattern as a diffusion barrier,
it is possible to impose a diffusion barrier on a flat PDMS stamp [159]. For example,
by oxidation of the PDMS surface, a thin silicon oxide film is created, which is
essentially impermeable to apolar inks. If the oxidation is directed by a mask, then a
flat stampwith a surface pattern of silicon oxide on PDMSwill result that can be used
for the mCP of alkylthiol, which are transferred exclusively in the nonoxidized area.
The properties of the diffusion barrier and stability of the stampmay be improved by
coating the silicon oxide film with a fluorinated silane SAM, and even volatile, low-
molecular-weight inks can be printed with such chemically patterned flat stamps.
Moreover, because the stamp is flat, all problems due to deformation of the
microrelief surface structures are circumvented. Hence, the resolution of the stamp
is now limited only by the resolution of the oxidation mask, which can be made by
conventional photolithography and/or electron beam lithography (EBL). Recently,
the resolution of mCPwith flat stamps was further improved by using DPN to �write�
a nanostructured oxidation mask on the surface of a flat PDMS stamp [118].
Following oxidation, the stamp can be functionalized with hydrophilic and fluori-
nated silanes. Itwas demonstrated that the chemical nanopattern on the stamp canbe
replicated on a gold substrate in the form of a nanopatterned alkylthiol SAM, which
can serve as a nanoscale etchmask. Among others, the patterns included a nanoscale
map of the USA! Regular arrays of gold dots with a diameter of 80 nm spaced by

Figure 3.24 The principle of edge transfer printing.
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10 mm can be readily obtained using this method. Alternatively, the nanopatterned
stamp can be used to print proteins in a nanoscale array on glass (Figure 3.25).

In summary, the resolution of mCP may be substantially better than 100 nm. In
particular, the design of chemically patterned, flat elastomer stamps has radically
improved the resolution of mCP. Although the nanostructuring of surfaces by mCP is
less straightforward than conventional microstructuring by mCP, �nanocontact
printing� represents an attractive bench-topmethod for the preparation of nanoscale
patterns of a range of active structures in a parallel manner.

3.8
Conclusions and Outlook

mCPwasfirst developed for the preparation of patternedSAMsofn-alkylthiols ongold
substrates. Inspired by the pioneering studies of Whitesides and coworkers, many
researchgroupshaveshownthat thenatureof the ink, thestamp,and thesubstratecan
be widely modified in order to improve the printing quality and to exploit the
possibilities of mCP for a range of applications in materials and life sciences.

mCPhas proven to be a valuablemethod for the preparation ofmicrostructured and
nanostructured surfaces, and has emerged as a versatile tool for the preparation of
biological microarrays. Interesting methods for the simultaneous mCP of multiple
biological inks have recently been reported. The highly selective molecular

Figure 3.25 High-resolution mCP with a flat
PDMS stamp that was nanostructured by DPN.
(a) An AFM topography of the PEG pattern used
for fabricating a flat stamp for mCP of proteins;

(b) A fluorescence image of the printed TRITC-
conjugated IgG; (c) A fluorescent image of the
printed TRITC pattern on glass. Image
reproduced fromRef. [118];�2008,Wiley-VCH.
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recognition of biomolecules may also be used in the replication of arrays by mCP.
Furthermore, it can be foreseen that surface reactions induced by mCP will provide a
straightforward and versatile method for surface chemistry in general, and for the
fabrication of (bio)molecular microarrays and nanoarrays in particular.
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4
Advances in Nanoimprint Lithography: 2-D and 3-D
Nanopatterning of Surfaces by Nanoimoprint Lithography,
Morphological Characterization, and Photonic Applications
Vincent Reboud, Timothy Kehoe, Nikolaos Kehagias, and Clivia M. Sotomayor Torres

4.1
Introduction

The advances in nanofabrication by emerging patterning methods made during
the past fourteen years have been dramatic, ranging from laboratory-scale experi-
ments reviewed in 2003 [1] to reports on some of these methods appearing in the
road map of the most demanding industry, namely microelectronics [2]. Among
these methods, which include self-assembly, microcontact printing, scanning
probes and nanoimprint lithography (NIL), attention in this chapter is focused
mainly on NIL, since it is perhaps the most mature of the then-emerging
nanofabrication methods.

NIL as a nanopatterning process has intrinsically many advantages, since it
combines simplicity with a wealth of functional materials based on polymers. At
present, one trend is to develop NIL processes to fabricate three-dimensional (3-D)
structures, tiered or wood-pile or combinations thereof, among others. There is an
enormous demand to replicate polymers with combined micro- and nanometer
features that require 3-D nanopatterning. In this chapter, details are provided of
the many studies reported to date in 3-D NIL, in addition to those of the present
authors� own contributions to the field. It will be seen that whilst 3-D NIL and
resolution below 20 nm are still to be met, solid progress is being made
nonetheless.

Today, the transition from a laboratory-scale method to a full-scale technology is
still in progress, albeit well advanced, with commercial printing equipment available
in the market, a preliminary set of NIL processes for specific applications [3], and
continued rapid developments in tools, designs, stamps, process simulations,
materials and applications. During this transition, the importance of metrology
cannot be underestimated since, without nanometrology for the critical dimensions,
it would be very difficult to transfer such applications to the production stage. The
status of metrology in NIL is also described in the chapter, with an incursion into the
physical properties of polymer films thinner than 10 nm. Clearly, there is still a long
way to go in this area, and innovative methods are much in demand.
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One application of NIL which has experienced major progress due to the func-
tionality offered by polymers when mixed with nanoparticles (whereby they are
converted into a nanocomposite), has been in the area of photonics. Here, the feature
sizes are slightly larger and the tolerances slightly more relaxed than in, for example,
electronic applications. Hence, the potential uses of NIL can be illustrated in the field
of photonics by two device-like structures, and a perspective offered in this area of
applications.

4.2
Three-Dimensional, Nanoimprint-Based Lithography

4.2.1
Background

In this section, an overview is provided of the nanoimprint-based techniques used to
fabricate 3-D structures. During the past few years, several next-generation lithog-
raphy (NGL) techniques have been developed and progressed beyond the 22 nm
barrier node. To meet this demand, the semiconductor industry has for example
used adapted photolithographic processes with ever-decreasing wavelengths – from
optical, to ultraviolet (UV), to deep UV, to extreme UV – in an effort to beat the
diffraction limit, but this led to dramatic increases in tool costs. In contrast, imprint-
based lithography techniques require neither expensive projection optics, advanced
illumination sources, nor specialized resist materials.

There are two basic approaches to imprint lithography (Figure 4.1) based on the
use of temperature (thermal NIL) and/or ultraviolet light (UV-NIL) to transfer the

Figure 4.1 Schematic representations of (a) the thermal NIL process and (b) theUV-NIL process.
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mold to the imprinted resist. In thermal NIL (Figure 4.1a), as developed by S. Chou
et al. [4, 5], a hard template (mold/stamp) such as silicon is used to imprint a
thermoplastic polymer that is then heated to a temperature above the polymer glass
transition temperature (Tg), while applying a relatively high pressure. After a specific
time, which depends on the architecture and topography of the template, the polymer
is cooled to a temperature below its Tg, at which point the stamp and substrate can be
separated. In order to minimize the adhesion between the imprinted resist and the
mold, a fluorine-based material is deposited onto the mold surface [6] to serve as an
anti-adhesive agent.

The values of surface energy of the most frequently used materials are listed in
Table 4.1. Features as small as 5 nm [7] have been reported, while in a separate report
200mmwafer surfaces have been patterned successfully [8]. These features position
NIL as a high-throughput lithographic technique capable of functioning within
small- and medium-sized manufacturing companies.

In 1998, a modified nanoimprint process was developed at the University of Texas
(UT-Austin) by the group ofC.G.Wilson [10]. In this process, whichwas referred to as
step and flash nanoimprint lithography (SFIL), a photo-curable liquid resist was
molded in a step-and-repeatmanner by applyingUV lightwhen the transparentmold
was in contact with the resist (see Figure 4.1b). Unlike thermal NIL, the SFIL process
was carried out at room temperature and used relatively low pressures, which in turn
led to a significant reduction in the imprint time. The latest generation of SFIL tools
has a specification for 300mm wafers [11], with sub-50 nm resolution [12], and
today several instruments are available commercially from several suppliers, includ-
ing the EV Group, Molecular Imprints, Nanonex, Obducat, and Smart Equipment
Technology.

The main achievements of thermal and UV-based NIL are summarized and
compared in Table 4.2.

In comparison to the photolithography process, NIL-based methods are referred
to as �1� 1 processes�; that is, the resolution of both imprint-based techniques is
determined by the resolution of the template. Unfortunately, this advantage of
ultimate resolution could in time become a disadvantage, since any unintentional
template artifact might be transferred with high fidelity to the molded material. It is
for this reason that high-quality (noncontaminated) templates must be fabricated,

Table 4.1 Surface energies of common materials used in nanoimprint lithography. Values taken
from Ref. [9].

Material Surface energy (mNm�1)

PMMA 41.1
PS 40.7
PTFE 15.6
�CF3 and �CF2 15–17
Silicon surface 20–26
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and nondestructive inspected methods employed to maintain the quality control
of the system. An example of a nondestructive, nano-metrological technique is
described in the following subsection.

Currently, imprint-based process are investigated for the manufacture of, for
example, photonic crystal devices [19], micro- and nano-optical components [20], and
media storage devices [21]. Today, one of the most interesting applications and
capabilities of NIL techniques is the direct imprinting ofmultilevel structures; this is
of particular interest in the semiconductor industry, as the simultaneous imprinting
of multiple device levels can greatly reduce the number of steps (by about 50%)
associated with back-end-of-line (BEOL) processing [22].

In 2005, a research group at the University of Texas proposed the use of a dual
damascene imprint template, rather than a traditional lithographic method, to
build the metal interconnect stack [23]. For such a process a hard template with
tiered-like structures was required and, depending on the type of imprint method,
either a transparent (UVNIL) or nontransparent (thermal NIL) mold was used. The
imprinted material used would then need to be either a UV-curable resist or a
thermoplastic film, respectively. Although, inmost thermal NIL cases, the template
used was of similar size to the imprinted substrate, the production of the mold was
always very expensive. Moreover, in UVNIL (and particularly in SFIL mode) the
template wasmuch smaller (ca. 2� 2 cm2) and the imprint proceeded in a step-and-
repeat fashion. This led to an increase in throughput in SFIL, since lower
temperatures and pressures were required compared to thermal NIL. However,
these lower values also helped to achieve sub-100 nm alignment between the two
layers.

A schematic representation of the multilayer imprint process is shown in
Figure 4.2. In this procedure, a rigid transparent stamp is first brought into close
proximity to, and in alignmentwith, the substrate. A low-viscosity photocurable resist
is then dispensed onto the pre-patterned substrate, most likely using areas with
metallic stripes. The stamp and substrate are then brought into contact, followed
by UV light exposure when the cavities in the stamps has been filled by the resist.
In most cases, the resist used is a low-molecular-weight monomer incorporating

Table 4.2 Comparison of the two basic imprint techniques.

Technique Smallest/
largest

features in
same print

Minimum
pitch (nm)

Largest wafer
printed (mm)

Overlay
accuracy
(nm)

T align,
T print,
T release,
T cycle

No. of times
stamp used

NIL 5nm [13]/N/A 14 200 [14] 500 Minutes,
10 s, Min,
10–15min

>50

SFIL 25 nm/mm 50 300 [15, 16]
stamp size:
�26� 26mm2

50 [17] 20 wafers
per hour [18]

800
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photoinitiator molecules. When the resist has polymerized the stamp can be
removed, leaving behind an inverse patterned replica. As in thermal NIL, a thin
residual layer always remains that can be removed by using a classical reactive ion
etching (RIE)method. Infiltration of the opened (imprinted) areas is then carried out
in order to connect the two levels. Compared to photolithographic methods, the
imprint-based strategy for the fabrication of interconnected structures will reduce by
half the steps required to wire the adjacent layers.

As described above, alignment of the via and upperwiring level is carried out at the
template fabrication stage, such that only one alignment step per metal layer is
required during the fabrication sequence [24]. Thus, it becomes clear that one of the
most challenging issues of direct multilayer nanopatterning is the fabrication of 3-D
stamps (Figure 4.3), and several techniques have been proposed for the creation of
such templates. The �pros� and �cons� of each technique, together with represen-
tative scanning electronmicroscopy (SEM) images, are listed in Table 4.3. The data in
Table 4.3 indicate that, although direct 3-D patterning can be achieved by NIL with a
high throughput, it is still necessary to fabricate themaster with a single lithographic
technique (though a combination of techniques may sometimes be needed). There
appear to be several limiting factors that hinder the use of these techniques for the
mass production of 3-D devices, including high cost, low throughput, low resolution,
and complexity of procedure.

In order to create more complex structures, several other methods involving a
combination of different techniques have been investigated; details of these
�nonconventional� 3-D patterning methods are listed in Table 4.4. For applications
in photonics, and in particular for the creation of 3-D devices such as photonic
crystals, it is important to minimize the number of steps in the stacking process.
In this way, the excessive use of lift-off, sacrificial layer removal and etching that is
normally performed in planar technologies, can be avoided. Moreover, alignment to

Figure 4.2 Fabrication process of a multilayer interconnection with UVNIL technology.
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within �l/20 is also necessary. One of the most difficult milestones for imprint-
based technologies has been is to prove their ability to fabricate 3-D devices at the
optical scales. Despite integration in the third dimension requiring compact, fast and
cost-efficient device fabricationmethods, severalmodified imprint-based techniques
have been described as possible solutions to these problems.

Within the context of 3-D nanofabrication, two alternative fabrication processes
have been developed, the details of which are presented below. Whilst both of these
(imprint-based) techniques are capable of meeting the important requirements of
high resolution and low cost, issues of alignment and reproducibility in large-scale
areas have yet to be resolved. Hence, in the following subsections, after a brief
discussion of the reversal nanoimprint technique and its potential, the limiting
factors responsible for its poor uptake as a method for patterning 3-D device-like
structures are outlined. In addition, as an alternative to the reversal imprint
technique, a novel method of fabrication is introduced, namely reverse-contact
UVNIL.

4.2.2
Reverse NIL

As discussed above, by using NIL it is possible to transfer a wide variety of stamp
profiles into a polymer, although the 3-D patterning possibilities are limited.
However, recent progress in nanoimprinting techniques has led to the introduction
of a new method that is similar to NIL and might provide a solution to this problem.
In the so-called �reverse nanoimprint� technique [30] or �bonding� process [31], the

Figure 4.3 Tilted scanning electronmicroscopy (SEM) image of a tiered-like Si template fabricated
by focused ion beam (FIB) lithography.
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Table 4.3 Conventional direct 3-D patterning techniques, indicating whether the technique is
sequential or parallel.

Method Advantages/Drawbacks Features fabricated

Electron beam
Resist is exposed to a focused
electron beam. Two axes of
rotation and enhanced con-
trol of focus for a true 3-D
fabrication are needed
(Sequential)

Advantages:
High-resolution
(sub-10 nm)

Drawbacks:
Low throughput
Limited exposure depth
Limited area
Electron scattering in
resist and substrate

Sub-100 nm 2-D plasmonic crystal
structure made by means of EBL

X-ray lithography
Illumination of a X-ray mask.
3-D obtained by multiple
exposures of the sample at
tilted angles.
(Parallel)

Advantages:
Resolution sub-50 nm
Aspect ratio �20
High throughput

Drawbacks:
Complex process
High cost

Photonic crystal [25]

Focused ion beam
Direct milling or growth of
material by accelerated and
focused ions. 3-D achieved by
control of ion energy and
tilted angles.
(Sequential)

Advantages:
High resolution
(sub-20 nm)
High aspect ratio �40

Drawbacks:
Low throughput
Gaussian beam
Limited area

Photonic crystal structure with
holes of 160nm diameter

Two-photon lithography
Photopolymer is exposed to
a focused femtosecond laser
beam.
(Sequential)

Advantages:
High resolution
Arbitrary shapes
In-depth writing

Drawbacks:
Low throughput
Complex process

Microbull [26]

(Continued)
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polymer film is first spin-coated onto the stamp and then transferred to the substrate;
by simply repeating the process on the same substrate, it is then possible to build 3-D
polymer structures in a layer-by-layer fashion. Most importantly, the reverse NIL
process can be carried out at amuch lower temperature (Timp�Tg) than conventional
NIL, which allows the imprint cycles to be shortened. Unfortunately, one problem
associated with this technique when using thermoplastic polymers is that each
additional layer requires polymers with a progressively lower glass transition
temperature (Tg) [32], and this in turn limits the number of layers formed. The
reverse nanoimprint process where, depending on the size and density of the stamp
features, either a �whole-layer transfer� mode or an �inking� mode can be observed,
is shown schematically in Figure 4.4.

In recently conducted reverse imprinting experiments [33], two different transfer
modes were observed, depending on the stamp topography. For features above 1 mm,
and if the protrusions on the stamp were not too dense – that is, if the stamp
presented a protrusion area of about 25% or less – then the �inking� transfer mode
was observed. In this case, a positive copy of the stamp remained on the substrate
because only the polymer on top of the stamp protrusions was transferred, and as
a result no residual layer remained after reverse imprinting. This was due to the fact
that spin-coating on such large and separated features created a non-flat film. An
example of reverse imprint fabrication using the inkingmode is shown in Figure 4.5,
where a grating structure was imprinted on a 1mm-period grating. In this case, even
at a pressure of 60 bar, transfer of the top layer did not damage the underlying cured
polymer grating.

Recently, Nakajima et al. [34] showed that, by controlling the temperatures of the
mold and substrate at temperatures above and below Tg, respectively, the reverse
imprint technique could be used to fabricate 3-D structures (nanochannels), using
the same polymer [poly(methylmethacrylate); PMMA].

Table 4.3 (Continued)

Method Advantages/Drawbacks Features fabricated

Direct 3-D NIL
Deformation of a thermo-
plastic polymer by a rigid
mold, followed by dry etching
(Parallel)

Advantages:
High resolution
(sub-10 nm)
High throughput

Drawbacks:
Low aspect ratio �3
Nonarbitrary shapes

Top view SEM image of direct 3-D
structure. Insert shows a
schematic of the profile

EBL¼ electron beam lithography.
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Table 4.4 Nonconventional direct 3-D patterning techniques.

Method Advantage/Drawbacks Features fabricated

Two-photon lithography and
phase mask
Photopolymer is exposed to
an unfocused laser beam
through conformable phase
mask.
(Parallel)

Advantages:
Parallel
In-depth writing

Drawback:
Complex process

Photonic crystal [27]

Combination of NIL and
X-ray lithography
X-ray lithography on a
substrate pre-patterned
by NIL

Advantages:
Complex shapes
High throughput

Drawback:
High cost

Pillars on hemispheres [26]

Combination of lithographic
steps and wet etching

Advantages:
High resolution
Complex shapes at
a relatively high
throughput

Drawbacks:
Complex process
Nonarbitrary shapes

Complex 3-D stamp for NIL [28]

Reverse NIL Advantages:
Sub-200nm resolution
Suspended structure

Drawbacks:
Alignment issues
Reproducibility issues

Wood pile-like structures [29]
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4.2.3
Reverse-Contact UVNIL

A combination of the reversed NIL and UVNIL techniques has been shown to
generate a promising nanofabrication technique termed reverse contact UVna-
noimprint lithography (RUVNIL) [35–37]. This new technique has three main
advantages: (i) the stamp does not need to be treated with an anti-adhesive layer; (ii)
no residual layer remains after imprinting; and (iii) 3-D device-like structures can
be obtained using the same polymer for each layer by repeating the procedure.
Potentially, this method could be used to build up structures with several layers
suitable, for example, in the fabrication of 3-D periodic structures. These might
include photonic crystals with predicted defects, diffractive optical elements, and
embedded channels for nano/micro fluidic devices for bioapplications.

This lithography process is illustrated schematically in Figure 4.6. A thin film
of resist is first spin-coated onto the stamp (Figure 4.6b); this sacrificial polymer
layer is used as an adherence promoter, as a planarization layer, and also to
protect the stamp from being contaminated by the photocuring resist. A film of a
UV crosslinkable polymer is then spin-coated onto the first layer (Figure 4.6c),
after which the polymer bilayer is reverse-imprinted onto a flat or pre-patterned
surface (Figure 4.6d). The stamp and substrate are then heated to a temperature
above the Tg of mr-NIL 6000 (Figure 4.6e) and exposed to UV light. The stamp
and substrate are separated just after a post-baking step (Figure 4.6f), thus
ensuring a good adhesion between the polymer and the underlying substrate.
Finally, both the unexposed polymer areas and the sacrificial layer are removed,
leaving behind the negative features of the original stamp (Figure 4.6g). In this
way, the oxygen plasma-etching step which is usually necessary in standard NIL is
avoided.

Figure 4.7 shows the SEM images of 3-D structures fabricated by repeating the
RUVNIL process described above. In particular, Figure 4.7a shows a cross-sectional
SEM image of a bilayer woodpile-like structure, where there is no underflow of the
second polymer layer on thefirst imprinted layer. In this case, 650 nm lines have been

Si stamp 

Spin coat resist on stamp 

Reverse NIL 

Figure 4.4 Schematics of the reverse nanoimprint process. Top to bottom: A polymer is first spin-
coated onto the stamp, and then transferred to the flat or pre-patterned substrate.
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RUVNIL-imprinted on 1 mm grating structures. A top-view SEM image of the same
bilayer structure is shown in Figure 4.7b.

4.2.4
The Prospects for 3-D NIL

The mastering of 3-D NIL is expected to unlock an even wider range of applications,
including supramolecular ordering and artificial tissues, while diffractive optical
elements and complex light-handling curved structures constitute another avenue
which isbeingactivelypursued.However, suchadvancesdependheavily on the stamp
design and on material developments, as well as monitoring by suitable metrology.

Figure 4.5 Examples of reverse-imprinted
features in the whole-layer transfer mode. A
1 mm period grating is reverse-imprinted on a
10 mm period grating, with the lines (a) parallel
or (b, c) perpendicular to each other. Depending

on the features separation on the substrate, the
transfer can be effective only on the protrusions
(b) or on the whole surface, forming air-bridged
structures (c).
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The selective surface functionalization of horizontal or vertical or slopes represents
a new challenge to be met in the development of artificial mesomaterials and
micromaterials, with nanometer control of their properties – and, therefore, also of
their functions.

4.3
Metrology for Nanoimprinting

4.3.1
Introduction

The metrological techniques used for NIL are similar to those that have been
developed previously and are currently in use for nanofabrication generally, such
as for deep UV optical lithography or electron beam lithography (EBL). Well-
established techniques such as SEM [38, 39], atomic force microscopy (AFM) [40]
and scatterometry [41] all find good use in characterizing surfaces structured by
nanoimprinting. However, there are requirements to measure features that are
particular to NIL, such as residual thickness and a complex line profile, and this
influences the choice of established techniques which are used. This has also
encouraged new developments, such as real-time scatterometry to measure line
shape evolution due to reflow or annealing, and diffraction to monitor stamp-filling
and detect defects. Polymer physical properties are critical to the nanoimprint
process, and these include rheological properties, elastic modulus, and the Tg of
the resist. Much effort has gone in to characterizing these at the nanometer scale, to
detect changes due to the reduction of size, using methods including nanoindenta-
tion, Brillouin scattering, and photoacoustic metrology.

Hybrid mold 

 Spin-coat LOR 

 Spin-coat mr-NIL 6000 

RUVNIL on Si substrate 

Heat to T > Tg

First apply UV light for
3-5 s, and then apply
pressure 

Develop and 
dissolve 
unexposed 

Stamp preparation Imprint steps 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

Figure 4.6 (a–c) Schematics of the stamp preparation steps; (d–g) Imprint steps of the RUVNIL
technique.
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4.3.2
Scanning Electron Microscopy

Scanning electron microscopy is the standard �workhorse� metrology technique for
NIL, as it is for all nanoscale structures and fabrication methods, whether biological,
chemical, or physical. The latest commercially available field-emission SEM instru-

Figure 4.7 (a) Cross-sectional SEM image of a polymer woodpile-like structure; (b) Top view SEM
image of the same 3-D cross-bar structure (see text for details).
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ments are capable of a resolution of less than 1 nm when used at high voltage, above
15 kV [42, 43]. High-voltage operation requires that the samples have a conducting
surface, so as to remove the relatively large current deposited by the electron beam;
consequently, such resolution is only possiblewhen imaging stampmaterials such as
doped silicon or nickel, or resists made from conducting polymers, as might be used
for EBL. The imaging of insulating materials such as quartz or glass (or indeed most
of the polymers used as nanoimprint resists) at such high resolution generally
requires a conductive coating layer of gold or other metal [44]. Uncoated small
polymer structures can also be damaged by the electron beam current [45]; hence, in
order to avoid damaging or altering the sample, the insulating surfaces canbe imaged
directly by using a low accelerating voltage for the electron beam, of approximately
1 kV or less [46], and using a partial vacuum with a low water vapor pressure to help
remove the charge. This method, referred to as �environmental SEM� (Figure 4.8)
[47], is themost commonmethod by which nanoimprinted structures and processes
are characterized [48].

The measurement of width-critical dimensions with SEM (or CD-SEM) requires
the use of image-processing algorithms to assign a definite boundary to the gray
edges of imaged features [49]. This is especially difficult if the edges themselves are
sloped, although it is possible to assign a top and bottom width to features [50].

In order to measure thicknesses or 3-D profiles with SEM, it is necessary to make
destructive cross-sections through samples [51].Whilst this is performed routinely to
make use of the excellent resolution of SEM, it leads inevitably to the waste of sample
materials.

By using methods developed in the semiconductor fabrication industry, a large
number of individual imprints and wafers have been tested, and statistical
analyses applied to characterize the reliability of NIL as a large-scale nanofabrica-
tion method. This was typified by a recent study conducted at Sematech, the
semiconductor industry research and development agency of the USA [52].
Results obtained using a Molecular Imprints Inc. Imprio300 instrument are
summarized in Table 4.5. In this case, 300mm wafers were imprinted with a
stamp with a patterned area, or field, of 32� 26mm, and measurements made at
five locations within each field (upper and lower left and right, and center), of the

Figure 4.8 A test structure of tin particles, imaged using environmental SEM [43].
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same three lines (Lines 2, 4, and 6). Of 2400 individual lines measured, across five
wafers, the average width recorded was 32.4 nm, with three standard deviations
(3s) of 3.5 nm.

Whilst this represents an excellent degree of uniformity in fabrication, it must be
considered in light of the very high standards required for the semiconductor
industry. The International Technology Roadmap for Semiconductors (ITRS) sets
a requirement of 3suniformity of less than 12%of theminimum feature size; hence,
for the 32 nmnode (which is due to be achieved by 2011 for Flash gate half pitch [53])
there is a uniformity requirement that 99.7% of all structures must be within
�3.8 nm of the 32 nm designed critical dimension. By this criterion, the Sematech
NIL results are only just acceptable.

The ability to measure such critical dimension uniformity (0.32 nm) places a
requirement on any metrology technique for a measurement repeatability of 10%
of this (i.e., 0.32 nm) [54], which is approximately at the limit of what can be achieved
by using SEM and scatterometry at present [55, 56]. The need for a metrology tool

Table 4.5 SEM results of thickness measurements of imprinted lines.

Line 2 Line 4 Line 6

Lower Left Average 32.4 33.7 31.9
Min 30.1 30.9 30.2
Max 33.3 34.7 32.8
Range 3.2 3.8 2.6
3 Sigma 1.5 1.6 1.3

Upper Left Average 33.2 34.5 32.5
Min 31.4 32.6 31
Max 33.9 35.5 33.4
Range 2.6 2.9 2.5
3 Sigma 1.2 1.2 1.1

Center Average 30.8 33 32.3
Min 29 31.5 30.9
Max 31.6 33.7 32.8
Range 2.6 2.2 1.9
3 Sigma 1.1 1 1

Lower Right Average 32.1 33.7 32
Min 30.7 32.1 30.4
Max 32.8 34.4 32.6
Range 2.1 2.3 2.2
3 Sigma 1 1.1 0.9

Upper Right Average 31 30.3 32.8
Min 29.6 29 31.5
Max 31.7 31 33.6
Range 2.1 2 2.1
3 Sigma 0.9 1 0.9
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uncertainty of less than 0.3 nm remains an ongoing challenge, withmetrology being
pushed closely by the demands of reducing lithography feature sizes.

4.3.3
Atomic Force Microscopy

Atomic force microscopy is probably the most inexpensive method used to obtain
nanoscale measurements, with instrument prices beginning at about D20 000 for
the simplest designs. Hence, since its invention at IBM in 1986 [57], AFM has
become a ubiquitous feature of laboratories. AFM is a powerful method that can be
used to map the surface topography of a sample by scanning a probe across the
sample�s surface. The probe is held by a flexible cantilever, the deflection of which
can be monitored, and this allows the relative height of the surface to be recorded.
Since the displacement of the probe from the surface is known through the atomic
forces between them, if the interaction with the surface is limited to one atom at
the apex of the probe tip, then the atomic resolution of the surface can be
determined [58].

The method is nondestructive and can be used on any type of surface, from
conducting to insulating; moreover, atomic-scale resolution is possible even when
used in air [59]. Because the atomic force between the probe and surface can be
monitored, and is characteristic of the material present, it is possible to obtain
physical, chemical, and dimensional information about the surface. As well as
chemically distinguishing individual atoms of a certainmaterial on the surface [60],
it is also possible to measure frictional forces, by dragging the probe across the
surface, lateral to the cantilever [61]; moreover, by pushing the probe tip into the
surface and then withdrawing it, the viscoelastic properties of the material can
be calculated from the force versus displacement curve [62]. This is of particular
relevance to thermal nanoimprinting and nanoindentation (these are discussed
further in Section 4.3.7).

While AFM is capable of extremely high spatial resolution, one drawback of the
method is that it is relatively slow, and so is normally limited to imaging only a small
part of the sample surface. The speed of themethod is limited by the fact that a probe
tip must be physically scanned across the surface while maintaining good contact;
this allows an image to be built up serially by rastering back and forth across the
surface. However, this cannot be achieved as quickly as scanning with an electron
beam, or when optical methods, which sample an area of the surface in parallel.
As a consequence, AFM has often taken the role of a reference metrology, and used
to calibrate and improve the accuracy of other methods (e.g., SEM or scatterometry)
being used to characterize a whole wafer [63].

One weakness of AFM is its limited ability to measure the width of high-aspect
ratio structures. This stems from the shape of the probe tip, which is roughly
pyramidal, and means that whilst at the probe apex one atommay interact with a flat
surface, the increasingwidth of the probe away from the tip prevents access to narrow
gaps and corners of features. Currently, this problem can be overcome by extending
the probe tip with very high-aspect ratio structures such as carbon nanotubes (CNTs)
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(Figure 4.9) [64]. Curved and flared tips have also been used to improve access to
sidewalls [65], while tips can also be tilted with respect to the surface [66], so that
accurate 3-D profiles can be generated.

4.3.4
Transmission Electron Microscopy

Although transmission electron microscopy (TEM) is another extremely powerful
technique, capable of atomic resolution [67], it requires samples which are thin
enough to allow electrons to pass through (this is normally<100 nm, depending on
the material). For this reason, the sample preparation – which normally involves
cutting a slice of material with a focused ion beam –means that the technique takes
a long time, and is destructive [68]. For this reason, TEM is also mainly used in
nanofabrication to provide cross-sections as a reference metrology for quicker
methods, such as SEM, scatterometry [69], and AFM [70].

4.3.5
Optical Critical Dimension Metrology: Scatterometry

The diffraction limit of light sets a lower bound on the size of what can be imaged
optically to approximately half the wavelength of the light used. However, if the
properties of the incident light are changed by the structure being investigated, then
an image can be recreated from the reflected or scattered light, with resolution far
below the diffraction limit [71]. Scatterometry uses the optical signal from an
ellipsometer, applied to periodic structures, in which the change of the polarization
of the scattered light depends upon the size and shape of the lines or other structures
comprising it.

Ellipsometry is a one-dimensional method, used to measure the thickness and
optical properties of planar layers, with a resolution of Angstroms, by analyzing the
change of polarization of light reflected from the sample. Two curves are generated,

Figure 4.9 A carbon nanotube attached to the tip of an AFM probe [65].
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based on the S and P polarizations of the reflected light (oscillating perpendicular
and parallel to the plane of incidence) as a function either of wavelength, angle, or
incident polarization. The curves generated by optical modeling are fitted to these in
order to extract the data of layer thicknesses and complex refractive indices [72].
Ellipsometry is often used to establish the refractive index of flat samples of a
material, to be used as input data for scatterometry measurements of patterned
samples of the same material.

Reflectometry is another optical metrology, in which the light is incident normally
on the sample, and the thickness is calculated from the intensity of the reflected light,
which depends upon constructive or destructive interference, depending on the layer
thickness [73]. Most optical metrology tool manufacturers provide versions of all
three techniques [74, 75].

As with optical methods generally, scatterometry is both noncontact and nonde-
structive in nature. It is capable of measuring line widths as small as 20 nm with a
resolution of less than 1 nm, depending on how many independent, or floating,
variables there are in the analysis [76]. Scatterometry is an indirect measurement
technique, in two important ways. Since it analyzes diffracted light, it is usually
necessary to fabricate periodic test structures, alongside the structures to be char-
acterized, which usually are not sufficiently periodic themselves [77], and dimen-
sional data are taken from these test structures. Also, the structure is not imaged
directly; rather, the dimensional parameters defining it are calculated by a compar-
ison of the measured signal with simulated signals. This usually involves matching
the measured data to a library of previously generated data sets, which can take from
several seconds to minutes to complete [78]. However, in an effort to speed up the
matching process, a variety of mathematical solutions, including neural networks,
have been developed [79].

Scatterometry is a genuinely 3-D measurement method, in that the width and
height critical dimensions, as well as line shape profile can be measured at the same
time, without altering or damaging the sample. This has led to it becoming a reliable
method for measuring the width of lines below 50 nm, because at this scale,
fabrication processes produce lines the degree of sidewall slope or curvature of
which is significant compared to their average width, and so must be properly
modeled to produce an accurate width result. In this way, more than five floating
parameters can be solved simultaneously, allowing complex 3-D structures to be
characterized in a single measurement [80] (Figure 4.10).

4.3.6
Other Methods

Other techniques under development include scatterfield and through-focus
optical metrology, both of which use an optical microscope as a nanometrology
tool. Scatterfield metrology can be described as a version of variable angle
scatterometry, in which an angular scan is achieved by moving an aperture in the
back focal plane of the microscope, so that light is incident and re-collected over a
small angle through the objective lens [81]. This method is attractive not only
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because it opens the possibility of using alignment optics for metrology, but also
because it enables the use of smaller grating test structures than are required for
conventional scatterometry.

In the through-focus method, a series of images are recorded, using an optical
microscope, of features below the diffraction limit, at different focal distances. The
intensity profiles of these are combined to create a 2-D intensity map characteristic
of the structures, with a sensitivity to line width changes of 2 nm [82]. One
strength of this method is that structures do not have to be periodic in order to be
measured.

The short wavelength of X-rays, from approximately 10 to 0.01 nm, can be used in
a number of ways for metrology on the nanometer scale. X-ray diffraction (XRD) can
be used to provide both 3-D and physical information, such as density and poros-
ity [83]. In critical dimension-small-angle X-ray scattering (CD-SAXS), a beam of
X-rays from a synchrotron source is incident normal to the sample, and the
transmitted, diffraction pattern analyzed. The line width, pitch, height and line
profile can be recreated, as well as thematerial density, upon which the diffraction of
the X-rays also depends [84]. In specular X-ray reflectivity (SXR), X-rays from aCuKa
source are incident at a grazing angle and the reflected diffracted signal is measured
over a range of angles, using a goniometer [85]. With SXR, although the line to space
ratio can be measured, in order to calculate the actual line width value it is necessary
to have measured the period using another method.

X-ray imaging is currently being investigated for metrology, but is challenging as
it requires a good collimated X-ray beam (typically from a synchrotron), and because
the resolution is limited not by the wavelength but rather by half the minimum
separation in the Fresnel zone plate lenses used to focus the beam. To date, the
smallest separation to have been achieved is 20 nm [86].

Figure 4.10 Multilevel structure measured using scatterometry [81]. See text for details.
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Optical sub-wavelength diffraction is a technique which can be used to optically
characterize structures as small as 50 nmby analyzing the far-field diffraction pattern
of line gratings composed of sub-wavelength-sized features. Information can be
obtained about the critical dimension, height, and the presence of any defects in the
structures. The method uses grating test structures, which have a period greater
than the diffraction limit. However, within each period there are features below the
diffraction limit which do not affect the angle of diffracted orders, but do affect the
relative diffraction efficiency of each order [87].

4.3.7
Physical Properties

Avital part of controlling the nanoimprint process is knowing the physical properties
of the polymers used, including viscosity, Young�s modulus, and the Tg. Since it is
particularly important to measure these parameters at the nanoscale, where physical
properties are often different to the bulk values, this has led to the development of
existing techniques to measure such small samples.

Elastic modulus measurement at the nanometer scale can be performed by
nanoindentation using an AFM tip on polymers [88], as well as othermaterials [58].
There is someuncertainty regarding thismethod, due to the difficulty of controlling
the tip shape and radius; hence, it has not been used to characterize films of
thickness less than 100 nm, and neither has any difference been recorded for
Young�s modulus measured by nanoindentation from films thicker than 100 nm,
and bulk values.

Force and displacement measurements of polystyrene films on the nanometer
scale have been made using nanoindentation techniques [89, 90]. These have been
used to study the viscoelastic flow of polymers above their Tg under flat and patterned
punches, which press the polymer from an initial thickness of 170 nm to a residual
thickness of 20 nm, closely recreating the conditions of NIL. The viscoelastic flow of
the polymer under aflat punchwas found to behave according to bulkmodels inmost
cases. One effect of confinement was found for high-molecular-weight polymers
(9 000 kDa), which occurs when the thickness of the film is reduced to less than the
gyration radius of the polymer, which in this case was approximately 84 nm [91]. For
such a thin layer, it was found that deformation of the polymer was accelerated, and
this has been termed �confinement thinning.�

The most commonly observed effect due to nanoscale dimensions in polymers is
a change in the Tg. Typically, the Tg is indicated by a sudden increase in the rate of
thermal expansion, taken from thickness measurements made using ellipsometry.
For free-standing polystyrene films, a decrease in Tg of up to 80K has beenmeasured
for 20 nm-thick films, compared to the bulk value [92]. The onset in the reduction of
Tg begins at a thickness less than approximately 90 nm.

The elastic modulus of polymer structures as thin as 80 nm has beenmeasured by
studying the acoustic modes via Brillouin scattering [93]. This is a version of Raman
scattering, but with amuch higher resolution, achieved by using a Fabry–Perot cavity
to resolve peaks within 1 nm of the excitation wavelength, which are characteristic of
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the energies of phonons confined in nanoscale structures. The Brillouin spectra
of lines of thickness 180 to 80 nm, created by deep UV lithography on silicon, were
analyzed to derive the speed of sound in the structures, and from this the elastic
modulus. No change in the physical properties was measured with respect to bulk
values for thicknesses above 80 nm.

The ultrashort laser pulse photoacoustic method has been used to characterize the
physical properties of layers of PMMA of thicknesses ranging from 586 to 13 nm,
spin-coated onto Si wafers. Acoustic speeds, cp, calculated from time of flight
and film thicknesses as measured by ellipsometry, were found to increase below
approximately 80 nm, with an increase of 20% for a 13 nm sample, compared to
the bulk value. This corresponds to an increase in Young�s modulus of 44% [94].
The implications of this result for the NIL process are currently under
investigation.

4.3.8
Residual Layer Thickness in NIL

Nanoimprint lithography has some features which are particular to it, and occur as a
result of the process, including an underlying residual resist layer, and complex line
shape profiles, due to the physical forces which deform the resist during and after
imprinting.

In order to use the nanoimprinted resist layer for pattern transfer into the
substrate, the residual layer must first be etched away. It is essential that the
residual layer is uniform across the wafer in order for the fabricated structures to
retain the same critical dimensions after this etching step. The most appropriate
method tomeasure residual layer thickness is scatterometry, as it is nondestructive
and enables characterization underneath the patterned layer through the trans-
parent resist [95]. Alternatively, samples can be cleaved and a cross-section image
made by using SEM, although as the imprinted samples are clearly then sacrificed
this is most often used for process development, including methods to ensure a
uniform residual layer, such as designing stamps with a uniform array of imprint
features [96]. Where large (mm) and small (nm) features are together on the same
stamp, the drop dispensing of a precise volume of resist to match the stamp feature
sizes [97] has been developed.

Coarse-grain finite difference simulation software has been developed to model
the nanoimprinting process over an extended area of several square millimeters,
to predict the residual layer thickness, and a very close agreement was found with
measured thicknesses [98].

The line shape profile produced by nanoimprinting has been studied using a
variety ofmetrologies, although themost commonlyused is scatterometry [99], due to
its 3-Dmeasurement capability. In order to enhance the effect of the residual stresses
which remain in the polymer structures after imprinting, andwhichmay cause them
to deform over time after their release from the mold, one commonly used
experiment has been to deliberately cause the lines to reflow by heating them outside
of the mould. The resultant line shapes that evolve with time have been measured
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using AFM [100], while optical diffraction [101] has been used to characterize when
the onset of deformation occurs.

4.3.9
Towards An Integrated Metrology

Real-time measurements of polymer line reflow in situ of the heating stage have
been performed using scatterometry, and compared with ex situ measurements of
the frozen line shapes by using AFM and SXR, producing very similar results [102].
Each scatterometry measurement takes less than 12 s; however, similar scattero-
metry measurements, using an optimized library matching method to assign line
profile shapes, reduced the individual measurement acquisition times to less than
10 s [103].

These measurements represent progress towards achieving an in situmonitoring
of the nanofabrication process, which is part of the goal of an integrated metrology.
As outlined in the ITRS Roadmap [104], with the reduction in minimum features
below 32nm, and the associated reduction in tolerances to a few nanometers, it is
increasingly important to control small variations, or drift, (due to the environmental,
instrument or materials) in the fabrication process parameters. This calls for close
monitoring of the process, or Advanced Process Control (APC), which requires that
metrology be performed either in line with the production, or in situ, in the process
chamber, so that the time taken for corrective actions can be reduced, and the yield
maintained. This is especially relevant to nanoimprinting, as any defect which may
occur in the stamp will be replicated in every imprint, and so must be corrected as
soon as possible.

Most work in this area has been focused on using optical techniques, as these are
nondestructive, can be performed in any atmosphere, and are relatively fast.
Scatterometry provides the most complete picture of the fabricated structure [105],
while optical diffraction has been used to monitor mold-filling, and to provide a
timescale of the imprinting process. However, this is only possible with line widths
greater than the diffraction limit – usually approximately 200 nm, with pitches over
400 nm [106]. Recently, scatterometry has been used in optical lithography to make
combined measurements of overlay, for double-patterning and critical dimen-
sions [107]. What is a common theme in making use of the simplicity of optical
diffraction, or of using the more complex scatterometry for combined measure-
ments, is the need to ensure the maximum value for money from measurements.
As integrated metrology requires the deployment of more instruments to monitor
each step of the process, the cost is inevitably increased, and so this too requires
careful measurement to ensure an efficient fabrication process.

From the above it is clear that newmethods are needed, or existing ones need to be
developed further, to be used in-line with suitable accuracy and speed. One major
issue will inevitably relate to data handling with decreasing feature sizes under
production conditions. Furthermore, nanometrology will have to be extended to
applications which have tolerances of a few nanometers, and not necessarily in flat
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but rather on curved substrates. Much remains to be developed in nanometrology in
general, and in NIL in particular.

4.4
Two-Dimensional Nanopatterned Polymer Components for Photonic Applications

4.4.1
Overview on Applications Realized by NIL

Optical devices, such as displays, light-emitting components, polarizers, and anti-
reflective coatings are used in everyday life in a variety of applications. Currently, NIL
offers the capability of a cost-efficient large-scale patterning for polymer photonic
components with the requested high resolution and high throughput for such
structures. As with common lithography techniques, NIL provides the same tre-
mendous number of applications, which could be separated in two categories: (i) the
use of the nanoimprinted polymers as an etch mask to be transferred into the
substrate; and (ii) the direct use of the nanoimprinted polymer as devices or
components. In both cases, high throughput and high resolution in the nanoscale
range are requested over large areas.

With regards to the first category of applications, when using standard NIL
techniques it becomes necessary to etch the thin residual layer before transferring
the nanostructures into the substrate. This additional step is not critical, and the
number of process steps is usually reduced by the use of 3-D imprinting
in comparison with standard lithography techniques (see Section 4.2). Moreover,
NIL enables potentially relatively cost-efficient nanopatterning if compared to next-
generation optical lithography technologies such as deep UV or extreme UV
lithography. The latter requires extremely high manufacturing volumes to be
economically viable, and it was for this reason that NIL was included in the
semiconductor industry roadmap as a possible next-generation lithography to deliver
the 32 nm node and beyond [108]. This alternative fabrication method of nanoim-
printed mask transfer has already provided applications examples in the fabrication
of surface-acoustic-wave generators and filters for mobile phones [109], patterned
media for hard-disks [110], and as sub-wavelength polarizers for displays [111].
Although, NIL is currently not limited in resolution for such applications, the main
technological issues are the overlay accuracy, defectivity, and critical dimension
control (cf. Section 4.3).

The second category of applications concerns the direct patterning in a single step
of polymer structures as end products. Nanoscale-patterned polymer films could be
tentatively organized into sub-applications categories: the fabrication of organic light-
emitting diodes (OLEDs) and plastics electronics; the realization of templates and
polymer stamps; biotechnology, including tissue engineering lab-on-a-chip and cell
studies; surface modification combined with self-assembled techniques; and 3-D
polymer surfaces and the generation of optical components.
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In this section, the recent advances in the realization of nanopatterned polymer
devices for light control are highlighted. Following by a review of the different
optical resonators produced with NIL, examples are provided of optical resonators
for lasing applications. Attention is then focused on the use of NIL to pattern
functionalized polymers [112]. Active materials can be directly patterned to create
lasers [113–115], organic light-emitting devices [116, 117] and conductive organic
polymers to realize cost-efficient organics electronics [118]. Specific examples of
the direct imprint of nanocomposite polymers to control the emission of light
from polymer films will be provided, after which a brief description of nanoim-
printed polymer devices will conclude this overview of nanoimprinted photonic
components.

4.4.2
Nanoimprinted Optical Resonators

The NIL technique is particularly suitable for the fabrication of integrated polymer
optical devices, due to its high resolution and parallel processing of polymer
layers. Furthermore, NIL can deliver a surface roughness compatible with the
demands of light guiding. Polymer waveguide-type wavelength filters based on a
Bragg grating [119, 120], waveguides [121], microring resonator [122, 123],
Mach–Zehnder interferometers [124], lasers [125–129], plasmonic compo-
nents [130, 131], and photonic crystals [132–136] have been recently realized
using NIL, and demonstrating its potential as a high-volume and cost-effective
patterning technique with sub-10 nm resolution. Optical resonators represent the
key components for the spatial confinement and control of light, and the different
approaches for creating polymer optical resonators via NIL, associated with their
high-quality factors (when applicable), are listed in Table 4.6. (Note: A high-quality
factor indicates a long lifetime of the photons in the resonator, leading to a sharp
wavelength selection.)

Different optical resonator types can be allocated roughly to three types to achieve
optical feedback: (i) specular reflection [137–141]; (ii) ring resonators [142]; and (iii)
periodic structures [143–146] (gratings/photonic crystals). Light is coupled in/out to
optical resonators in several ways: evanescent field coupling via random scattering
from roughness (specular reflection); via a closely spaced waveguides (specular
reflection) and standard input/output coupling through gratings (photonic crystals);
or by photo-pumping of the imprinted active media, and re-emission. The feedback
of resonators based on specular reflection is ensured by reflections on the sidewalls,
with incidence angles above the critical angle for total internal reflection. This type
of feedback is based on plane waves propagation to minimize losses on reflection,
which limits the minimum resonator size to 100� 100 mm2. There is no obvious
input/output coupling mechanism for such resonators, except by evanescent field
couplingwhich can achieved by bringing awaveguide in close proximity (<�200 nm)
to the resonator. The incident angle on one of the sidewalls can be reduced below the
critical angle by using a trapezoidal shape instead of a square; coupling-out of the
light is then realized, showingmultimode laser emission, although themagnitude of
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the output coupling is difficult to control. A ring resonator coupled to wave-
guides [144] acts as Fabry–P�erot showing a Q-factor of 5800, and the device size
is limited by the bending loss of the waveguide. The quality of the imprints between
the ring and the waveguides is critical to achieve high Q-factors. In order to achieve
highQ-values with specular resonators, polymer-imprinted toroidal resonators have
been successfully created by using extremely smooth polymer surfaces. Material-
limitedQ-values of up to 5� 106 have beenmeasured by bringing awaveguidewithin
close proximity to imprinted toroidal resonators elevated above the substrate.
Unfortunately, however, exposure of the surfaces to ambient conditions may cause
the resonators to be degraded over time; consequently, it is usually necessary to shield
the resonators.

Photonic crystals can be used to produce compacter resonators, with optical
feedback being achievedwith only a few tens of periods. Thewavelength selection is
realized by periodically varying the refractive index of the patterned materials
(typically a fraction of the optical wavelength); such variation in turn induces a
modification of the dispersion relation of propagating modes in the material, and
this may lead to the generation of slow group velocity modes and to the opening of
photonic band gaps (as the well-known Bragg grating). Photonic bandgaps result in
optical feedback in 1-, 2- and 3-D directions. A typical cross-section of a nanoim-
printed Bragg grating with 350 nm pitch is shown in Figure 4.11a. Features from
the silicon stamp are usually very well reproduced in polymer layers with adequate
imprinting parameters; for example, a lines separation of 60 nm is shown in
Figure 4.11, and the residual layer is about 120 nm thick in this case. Such
structures, known as �Bragg gratings,� can be used efficiently to create nanoim-
printed polymer optical resonators and to build in the coupling of the light. These
optical resonators can be integrated with waveguides to couple in/out light of the
resonators in planar geometries. In fact, planar polymer-based resonators can
operate by using waveguiding in the polymer. Imprinted waveguides, beam
splitters and bent waveguides can be easily obtained using standard imprinting
processes [148]. Figure 4.11b and c show current opticalmicroscope images of such
structures, where the uniform Newton colors indicate a uniform residual layer.
Polymer interferometers can be made with 800 nm separation between the two
waveguides (Figure 4.11d and e).

In order to achieve 2-D optical feedback, 2-D periodic structures – called 2-D
photonic crystals (PhCs) – are formed, for example, with holes in the imprinted
polymer [127]; the light is then controlled in the plane of the substrate. Other
advantages of 2-D defect-free PhCs over conventional 1-D feedback gratings include
the potentially highly directional vertical emission and a lower lasing threshold.
Ideally, 3-D periodic structures which allow the control of the light in the three
spatial directions are required, but such structures are particularly complex to
fabricate using either holographic lithography [149] or serial layer stacking [150] or
self-assembled techniques.

At present, nanoimprinted optical resonators that combine the best control of light
in/out coupling, wavelength selection and easiest fabrication by NIL are the 1-D and
2-D grating resonators. Smooth polymer surfaces are required to avoid random
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scattering and to reach respectableQ-factors. Nanoimprint lithography is well suited
for the creation of such polymeric structures, since the low degree of roughness
of silicon stamps is transferred to the polymers (the transferred roughness can be
reduced even further by a control reflow of the polymer [151].).

4.4.2.1 Nanoimprinted Polymeric Band-Edge Lasers
Polymer dye lasers might provide compact and inexpensive coherent light sources
for microfluidics and integrated optics in the visible range. The advantages of 2-D
defect-free PhCs over the conventional 1-D feedback gratings are, potentially, a less-
directional vertical emission and lower lasing thresholds. Such PhCs have been
studied to create band-edge lasers in organic media [152, 153], and have shown their
potential of integration in planar optical circuits [154]. However, one reason why 2-D
PhCs have not yet been produced in mass numbers is that expensive techniques,
such as EBL or laser interference lithography, are required for their fabrication. The
latter approach offers a higher throughput than the former, but does not yet meet
the requirements for mass production [155]. A series of PhCs was directly fabricated
in a printable polymer loaded with dye-emitting molecules, and showed lasing
oscillation at different photonic band-edge frequencies. For these nanoimprinted
band-edge lasers, a dye-doped polymer was used, composed of rhodamine 6G (R6G;
fromSigma-Aldrich) directly dissolved at a concentration of 2.5� 10�3mol l�1 in the
polymer mr-NIL 6000 (from Microresist Technology). It is known that organic
emitters degrade when exposed to air at high temperatures, and this results in low
light emission efficiency. To minimize the thermal degradation, mr-NIL 6000 was

Figure 4.11 (a) SEM cross-section of
imprinted polymer grating (pitch: 350 nm, lines
separation: 60 nm, residual layer: 120 nm);
(b) Optical microscope image of bent

waveguides in mr-NIL 6000; (c) Optical
microscope image of imprinted beam splitter in
mr-NIL 6000; (d) Top-view; (e) Cross-sectional
SEM images of the two interfering waveguides.
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chosen because of its relative low Tg (ca. 45 �C). The active films were spun on a glass
substrate at 1500 r.p.m. for 1min and then baked at 115 �C for 5min to remove the
residual solvent. The measured polymer thickness was 400 nm.

The imprinting process was performed in a 6 cm (2.5 inch) Obducat nanoimprint-
ing machine at 90 �C and under 60 bar pressure for 5min. After sample cooling, the
stamp was separated from the patterned polymer at 40 �C. A reduction of less than
3% in the photoluminescence (PL) intensity was found after patterning with an
unstructured silicon stamp, while the refractive index of the doped polymer was
measured by ellipsometry to be 1.614 at 550 nm. Stampswith the two lattice constants
(460 and 500 nm) have been produced using EBL (Jeol 6000) with a dose of 130 mC
cm�2 and a beam current of 100 pA, using a 150 nm-thick layer of ZEP 520 resist
(Zeon) that had been pre-baked at 120 �C and developed for 30 s in a solution of
ZED N50 (Zeon). The silicon stamp was etched 350 nm deep using an inductively
coupled plasma (ICP) reactive ion etching system (Surface Technology Systems),
with a mixture of SF6 and C4F8 gases. The stamp was subsequently coated with an
anti-adhesivemonolayer (tridecafluor-1,1,2,2-tetrahydro-octyl trichlorosilane) depos-
ited from the vapor phase, which results in a very low surface energy to facilitate
detachment of the stamp from the polymer. The nanoimprinted samples were
optically pumped in a vacuum cell with a 0.7 ns frequency-doubled Q-switched
Nd : YO4 laser light at 532 nm focused to a 50 mm-diameter spot on the sample
surface.

Figure 4.12a shows the SEM image of a silicon stamp and a nanoimprinted
photonic crystal in the dye-chromophore-loaded polymer matrix. The 2-D pillar
arrays of the silicon stamp were faithfully transferred onto the modified polymer.
Figure 4.12b shows the measured emission spectrum of the 2-D PhC with 460 and
500 nm lattice constants. The reduced frequencies were measured as 0.765� 0.001
and 0.876� 0.001 for the 460 and 500 nm PhCs, respectively. Using a plane-wave
algorithm, the reduced frequencies of the three band edges,C1, X4, were calculated as
0.766 and 0.877, respectively, yielding a very good agreement between the numerical
and experimental band edge frequencies. The laser with the 460 nm lattice constant
operated at 601.4� 0.3 nm, approximately 40 nm away from the maximum of the
spontaneous emission peak, and indicating a strong optical feedback provided by the

Figure 4.12 (a) SEM image of an imprint in the composite polymer mr-NIL 6000 with rhodamine
6G; (b) Emission spectra of a band edge laser with lattice constants of 460 nm and 500 nm. The
dotted line shows the emission spectra of rhodamine 6G in mr-NIL 6000 below the threshold.
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PhC. The laser surface was 125-fold smaller than those measured for the 1-D
nanoimprinted organic feedbackgrating,made fromR6G-dopedSU-8polymer [156].
A laser threshold of 3mJmm�2 was obtained. A 1-D nanoimprinted laser doped
with R6G is shown for comparison in Table 4.7. No lasing oscillation was observed
for areas without a PhC pattern under the same pumping conditions. These results
indicated that the direct imprint of a spin-coated, dye-doped polymer with a PhC
stamp could be used as a band-edge laser with a relative low degradation of the gain
property of the dye.

The lifetime of the lasers as function of the number of excitation pump pulse
at 8.5mJmm�2 (corresponding to 2.8-fold the laser threshold) was also measured.
The laser emission fell exponentially to 10% of its initial values after 8200 pulses,
which was comparable to solid-state dye lasers emitting in the visible wavelengths.
In order to improve the lifetime of the lasers, one solution might be to replace the
dye molecules with semiconductor nanocrystals with optical gain embedded in a
printable polymer [137].

4.4.3
Patterning in Functionalized Polymers

NIL presents the unique advantage to pattern polymers in a single step to realize,
for example, optical components. In addition, unsurpassed size- and shape-
dependent electronic properties of semiconductor and metal nanocrystals (NCs)
are extremely attractive as novel structural building blocks for the construction of a
new generation of innovative materials and solid-state devices. Recent advances in
chemical synthesis have resulted in colloidal NCs with a wide range of composi-
tions, combined with an excellent control of size, shape, and uniformity. As the
surfaces of the NCs can be easily engineered by ligand exchange and surface
functionalization, they can be placed in almost any chemical environment, al-
though their use in devices for photonic and sensing applications normally
requires them to be incorporated into a polymer matrix, in order that their
properties can be exploited. A strategy for incorporating NCs into printable
polymers, to allow their homogeneous distribution in the polymermatrix, is shown
in Figure 4.13a. In this case, the pre-synthesized TOPO-coated (CdSe)ZnS core-
shell luminescent nanocrystals are incorporated into a PMMA homopolymer and
into a PMMA-based co-polymer. The functionalized polymer acts as a stabilizing
and protective layer surrounding every single NC (see Figure 4.13b and c). The

Table 4.7 Comparison of 1-D nanoimprinted R6G-doped polymer lasers.

Reference Threshold (mJ mm�2) Area (mm2)

[000] (Li et al., 2006) 8 200� 4
[156] 8 250� 1000
[000] (Pisignano et al., 2004) 6.5 200� 200
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fluorescence microscopy image (Figure 4.13d) with the PMMA homopolymer
shows a strong aggregation of the NCs whilst, in the case of the PMMA co-polymer
block, a homogeneous emission over the whole surface of the polymer film is
obtained, showing a high compatibility of the NCs with the host polymer. (The
experimental details of these studies can be obtained from Ref. [135].)

The fabrication of 2-D patterned light-emitting structures in this luminescent
nanocomposite, usingNIL, has been demonstrated. A similar imprint process as that
described above has been used to pattern the nanocomposite polymer. Figure 4.14a

Figure 4.13 (a) Schematic illustration of
TOPO-coated (CdSe)ZnS nanocomposites
(NCs) in PMMA homopolymer and in
functionalized PMMA based co-polymers;
(b) TEM images of NCs, revealing aggregation
in the case of PMMA homopolymer; (c) High

NC dispersion when embedded in
functionalized co-polymers; (d, e) Fluorescence
microscopy images of (CdSe)ZnS NCs
incorporated in (d) PMMA homopolymer and
(e) PMMA block co-polymer (PMMA70-co-
DMEAMA30). Reproduced from Ref. [134].

Figure 4.14 (a) Fluorescence image of
patterned waveguides obtained by NIL onto the
nanocomposite thin films; (b) SEM images of
nanoimprinted photonic crystals in a
PMMA-based polymer matrix, into which
(CdSe)ZnS NCs have been incorporated;

(c) PL spectra of unpatterned PMMA-based
polymer matrix with (CdSe)ZnS NCs on a Pyrex
substrate (solid line) imprinted with a flat
stamp, and PL spectra of a 2-D photonic crystal
with a 580 nm lattice (dash-dot line). Panels
(a) and (b) reproduced from Ref. [134].
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shows the fluorescence image of nanoimprinted waveguides, and Figure 4.14b the
SEM images of nanoimprinted photonic crystals onto the nanocomposite polymer.
The imprinted pattern transfer did not suffer from any unusual roughness or
degradation, which meant that the incorporation of (CdSe)ZnS had not caused any
deterioration of the duplication fidelity of the stamp in the photoluminescent
polymer. The nanoimprinted PhCs could then be optically excited using a CW Arþ

laser at a wavelength of 514.5 nm, with a power of 240 mW focused down to a 10mm
spot, and with the incident beam normal to the surface. The collection cone was
defined by a 10� microscope objective with a numerical aperture (NA) of 0.4. The
photoluminescence of samples was collected through the same objective of micro-
scope, and analyzed spectrometrically. First, no degradation of the photolumines-
cence intensity ofNCswas observed after patterning byNIL. The ratio between thePL
intensities (integrated over 530–750 nm) of the patterned structure and the unpat-
terned imprinted surface has been measured: the maximum enhancement factor
obtainedwas equal to 2.4 at room temperature for the lattice constant of 580 nm. This
extraction enhancement demonstrated that the nanoimprinted photonic crystal slab
structure could represent a potential candidate for high-efficiency light-emitting
diodes (LEDs), based on polymers.

Whilst it is clear that one solution to solving the light-trapping problem consists
of using 2-D photonic crystals fabricated by NIL, another approach would be to
increase the spontaneous recombination rate of the emitters. This can be based
on the energy transfer between light emitters and surface plasmons (SPs). The
results of several investigations of enhanced light emission via SPs have been
described [157, 158]. Recently, comparable studies have been conducted with dye-
doped organic films [159] and with conjugated polymer films [160] in close
proximity to metal surfaces. Similar coupling processes have been observed in
both organic and inorganic structures, with important enhancements in the
spontaneous emission intensity of the emitters. The two approaches mentioned
above can be combined to enhance the light-emission efficiency of organic thin
films. As an example, the fabrication of printed nanostructures using a thermo-
plastic polymer was studied, into which R6G and gold nanoparticles were
incorporated, using a previously described strategy [134] to incorporate the
nanoparticles. The water-soluble gold nanoparticles were synthesized via a non-
seeding method [161], the gold nanoparticle size having been chosen to be close to
the plasmon resonance wavelength of the nanoparticles with the emission
wavelength of the dye. The R6G was diluted in 1ml of mr-I PMMA 75 k 300,
with a concentration of dye molecules of 5� 10�4M. The peak emission of R6G
in the polymer was measured at 550 nm, and small amounts of gold nanoparticles
in toluene solution were added to the polymer–dye emitting composite
(Figure 4.15a). Several nanoparticles concentrations were tested, from 0 to
9.76� 10�5M.

Samples of the mixtures of dye with Au nanoparticles in mr-I PMMA (now called
the �functionalized polymer�) were placed in quartz cuvettes, and the spontaneous
emission spectra (obtained by exciting the functionalized polymer at 450 nm) were
collected perpendicular to the excitation. In order to pattern the functionalized
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polymer by NIL, the same process as described above was followed. The stamp and
polymer were brought into contact at a temperature of 170 �C, and a pressure of
60 bar was applied for 5min. Separation of the stamp and substrate was performed
at 90 �C.

The coupling of SPs to emitters has been tested with metallic nanoparticles. For
this, small amounts of Au nanoparticles were added to the solution of R6G in mr-I
PMMA, increasing the concentration of nanoparticles in the polymer from 0 to
9.76� 10�5M. The PL intensity was then recorded from samples with different
nanoparticle concentrations in themixture.Measurements of the emission intensity,
integrated over the range 500 to 750 nm, indicated an increase of up to 175% in the
emission of the dyewhen theAunanoparticles concentration reached 3.82� 10�5M.
This enhancement could be attributed to an increased absorption and emission of
R6G in the presence ofmetallic nanoparticles. For anAunanoparticles concentration
below 9� 10�5M, the number of absorbed R6Gmolecules permetallic nanoparticle
was expected to exceed one, whereby the gain of the dye compensated for the loss in
the localized SPs.

At higher concentrations of Au nanoparticles in the functionalized polymer, the
PL intensity decreased due to a too-high number of Au nanoparticles in solution,
the losses of which – due to the localized SPS – were no longer compensated.
However, the good printability of PMMA as a thermoplasticmaterial confirmed the
use of prepared nanocomposite materials for the fabrication of devices for plas-
monic applications. In these studies, grating structures and plain films were
patterned in the functionalized polymer by using NIL. The SEM image of a
nanoimprinted grating in the nanocomposite thin film is shown in
Figure 4.15b. The results obtained may lead to a new approach towards new
plasmonics devices fabricated using NIL.

4.4.4
Outlook on Nanoimprinted Polymer Devices

It has been seen that NIL is well-suited process to the fabrication of polymeric optical
resonators, challenging photonic structures, and polymer devices, combining the

Figure 4.15 (a) Schematics of the coupling between metallic nanoparticles and dye emitters;
(b) SEM image of a nanoimprinted grating in mr-I PMMA, in which R6G and Au nanoparticles have
been incorporated.
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unique advantages of patterning with high resolution on large areas, and with a high
throughput. Nonetheless, further developments are required in this direction to
produce full photonic integrated circuits at low cost, with high degrees of function-
ality, and also to monitor the lifetime of such imprinted optical components. These
studies have been conducted in part to demonstrate how NIL might be developed
on 200mm wafers to allow the fabrication of two optical devices, namely optical
encoders [162] and double-sided organic LEDs with enhanced light extraction
efficiency [3]. Both, photonic devices [136, 137] and plasmonic [3] devices can be
directly fabricated by NIL, using the samematerials during the same fabrication step
with different functionalities [163]; alternatively, they may be separately fabricated
and post-assembled. In addition, roll-to-roll, step-and-flash and step-and-stamp
techniques have demonstrated huge potential for mass production, with the roll-
to-roll approach having recently been used to fabricate fluidic platforms and organic
LEDs [3]. One important area of activity that has developed during recent years
has involved electronic printing devices, the target being to create printing methods
that can be used for large-area flexible electronic devices [164]. High-resolution
patterning techniques have been developed to provide a nanometer-scale separation
between the source and drain electrodes of transistors in plastic circuits [165], while
NIL methods have proven their ability in the fabrication of polymer devices and
photonic components. Yet, there remain three main issues to be solved before NIL
can meet the stringent requirements of mass manufacturing: (i) to minimize the
number of defects per square centimeter; (ii) to improve the overlay accuracy (a 50 nm
overlay accuracy was achieved by using interferometric in situ alignment techni-
ques [166]); and (iii) to create a production throughput that would permit many
hundreds of wafers to be printed on an hourly basis.

4.5
Conclusions

In reviewing the status of 3-D NIL, the associated nanometrology, and its optical
applications, 3-D NIL will surely become increasingly important as novel and highly
functional nanostructures are achieved that combine polymers, optically active, and
biological materials. Moreover, these methods are nonexhaustive, since magnetic,
nonlinear optical and other properties can be utilized, depending on the doping of
the printable polymer.

The crucial role of nanometrology in NIL has also been recognized, and how it can
be used to unravel nanorheological aspects when polymer thicknesses are on the
order of only a few tens of nanometers. The need for new methods was clearly
illustrated, as was the need not only to integrate nanometrology into amanufacturing
environment, but also to take into consideration the vast amount of data that will be
generated via in-line monitoring.

Clearly, the application of NIL to photonics is simply the �tip of the iceberg.� By
using periodic patterning, it should be possible to enhance certain interactions,
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such as the slow modes of a photonic crystals and the emitted light from dye
chromophores. It is also likely that the interplay between nanophotonic concepts and
dispersion relationships in solids for practical polymer photonics structures will be
clarified in the very near future.
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5
Anodized Aluminum Oxide
G€unter Schmid

5.1
Introduction

Aluminum is, like titanium, zirconium, hafnium, vanadium, niobium, tantalum or
magnesium, a so-called �gate metal� [1]. Gate metals have special electrochemical
properties, and are distinguished by the formation of insulating oxide layers if they
are used as anodes in electrochemical redox reactions. The current is based on ion
transport, and is closed down at a temperature- and voltage-dependent material-
specific limit; this occurs due to a reduction of the electricfield by the increasing oxide
layer. In contrast, the cathodic use of a gatemetal results in the evolution of hydrogen.
The formation of oxide layers is, of course, only possible if a solvent is used in which
the oxide is not soluble. In contrast to most other metals, gate metals form compact,
strongly adhering oxide layers that protect the metal beneath then from further
oxidation. Due to its electrode potential of�1.662V, aluminum is readily oxidized by
contact with air to give oxide layers that are 1 to 10 nm thick [2], and this protective
oxide layer can be extended up to 1 mmby anodic oxidation in neutral electrolytes [3].
This behavior, combinedwith its low specific weight,makes aluminum a particularly
valuable material, and it is used preferentially in aircraft and automobile
construction.

The electrolytic oxidation of aluminumhas long been known as the Eloxal process,
and this has been applied on a practical basis to generate homogeneous oxide layers
on aluminum materials. Aluminum oxide is a typical insulator, with a band gap of
7–8 eV [1]. The electronic charge transport is very small and is, at high field strengths,
exceeded by the ion conductivity. In anodically generated layers the charge transport
is mainly determined by existing space charges [3–6] that are generated during the
anodizing process in the barrier layer between metal and metal oxide, and addi-
tionally between themetal oxide and electrolyte. These are generated by Al3þ cations
and by O2� anions, as well as by electrolyte anions.

Porous aluminum oxide is generated by the anodic oxidation of aluminum
surfaces in electrolytes that are able to dissolve the formed oxide. Anodized
aluminum oxide (AAO), when equipped with nanopores with diameters varying
between a few nanometers up to several hundreds of nanometers, is a most valuable
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material for many reasons. Although porous alumina surfaces are per se interesting
nanostructured materials, the pores can also be used as templates to generate
nanowires, nanotubes or nanoparticles of different materials such as metals or
semiconductors. Moreover, they can also serve as imprinting tools for the fabrication
of nanostructured surfaces of various materials, and equipped with nanosticks that
correspond to the pore size of theAAO-surface. One very special development during
recent years has been the generation of AAOs with ordered pore-structures.

These aspects, relating in particular to nanoporous AAOs, will be discussed in
detail in the following sections.

5.2
Fundamentals of Aluminum Oxide Formation

5.2.1
Barrier Oxide Layers

During the anodizing of high-purity aluminum foils or plates in neutral or weak
acidic electrolytes, compact, nonporous so-called �barrier oxide� layers are formed.
Examples of such electrolytes include boric acid, phosphate, ammonium borate, or
tartrate solutions [1–3]. If a voltage is applied between an aluminum anode and an
appropriate cathode, the current intensity I drops exponentially with time, corre-
sponding to Eq. (5.1) [1–3].

I ¼ I0 e
bE ð5:1Þ

where I0 and b are temperature-dependent material constants, and E is the electric
field strength in the oxide.

Since the electric field strengthE decreases with increasing oxide layer thickness d,
[corresponding to Eq. (5.2)]:

E ¼ DU=d ð5:2Þ
where DU is the voltage drop and the current I falls exponentially. Hence, oxide
formation will be closed down depending on the voltage applied. The ratio of the
resultant thickness of the oxide layer and the anodizing voltage lies between 0.8 and
1.4 nmV�1 [1, 3, 7, 8]. Depending on the type of electrolyte, transport of the current
occurs mainly via Al3þ cations and protons (phosphate-containing electrolytes) or
by anions such as OH�, O2� and electrolyte anions (borate-containing electro-
lytes) [2]. The qualitative relationship between current density and time is shown
in Figure 5.1 [3].

The formation of compact barrier layers can be explained by the so-called �High
Field Law.� This starts out from the fact that charge transport in aluminum oxide
layers at high field strengths (up to 109 Vm�1) is dominated by ion conductivity. The
electronic conductivity is very small, and only relevant at low field strengths due to
tunneling processes and deposited foreign ions [1, 2, 4–6]. This residual current is the
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reasonwhy the current density at the end of the anodizing process is not zero. At high
field strengths electronic conductivity can be neglected. The law also presumes that
the diffusion of ions in the opposite direction to the electric field at sufficiently high
field strengths can be excluded. The ionic conductivity is caused by the ions hopping
from regular lattice positions and interstitial positions to neighbored fault points, due
to the high electric field strength. These hopping steps require a distinct activation
energyW in the field-free space, andW increases with the hopping distance, and can
be varied by applying an electric field. The relationship between the activation energy
and the electric field is shown graphically in Figure 5.2 [1].

Hence, the activation energy for a hopping process in the opposite direction of the
electric field direction increases [Eq. (5.3)] and decreases if hopping occurs in the
direction of the electric field [Eq. (5.4)]:

W ¼W þð1�aÞa z F E ð5:3Þ

W! ¼W�a a z F E ð5:4Þ

Figure 5.2 The influence of an electric field on the activation energy [1].

Figure 5.1 Current density–time course of barrier oxide formation.
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where a is the transfer coefficient which describes the symmetry of the activation
barrier, z is the charge number, a the hopping distance, E the electric field strength,
and F is Faraday�s constant.

Typical values for the activation energies lie between 0.9 and 1.7 eV [1].
Since the transport numbers of the cations during oxide formation lie between 0.2

and 0.4, and may even be 0.5 at high field strengths, both the anions and cations are
responsible for oxide formation at the metal/metal oxide boundary layer as well as at
the metal oxide/electrolyte boundary layer. This occurs due to the simultaneous
migration of the anions and cations [1, 3, 9, 10]. The process is summarized in
Figure 5.3.

About one-half of themetal ions generated at themetal/metal oxide boundary layer
move to the metal oxide/electrolyte boundary layer, where they react with OH� and
O2� ions to produce a new oxide and, as a consequence the metal oxide/electrolyte
boundary layer will be moved in the direction of the electrolyte. The other half of the
metal ions react at themetal/metal oxide boundary layerwith correspondinglymoved
O2� ions to form fresh oxide, thus shifting the metal/metal oxide boundary layer in
the direction of themetal. Themobile charge carriers are generated exclusively at the
boundaries rather than inside the oxides, since the activation energy that is necessary
for ion hopping is much lower than the energy needed for the formation of Schottky
or Frenkel defects [1].

5.2.2
Formation of Nanoporous Aluminum Oxide

5.2.2.1 Mechanism of Formation
The anodic switching of aluminum foils or plates in alkaline (and especially in acid)
electrolytes results in the formation of porous oxide layers that consist of two
components – a thin barrier layer, which is comparable to that discussed above,
and a porous layer. The thickness of the barrier layer is only 0.8–1.0 nmV�1, due to a
continuous dissolution of the oxide by the electrolyte [2, 3, 11]; consequently, a
continuous anodic current passage is possible. The conductivity of the barrier layer is

Figure 5.3 Formalized sketch of aluminum oxide growth at both boundary layers [1].

212j 5 Anodized Aluminum Oxide



based on ion transport phenomena (see Section 5.2.1), with the adjacent porous oxide
layer being characterized by pores that run perpendicular to the surface. The
formation of pores is the consequence of several factors, including the voltage,
temperature, the type of electrolyte, and the electrolyte concentration. The typical
construction of the barrier and porous layers is shown schematically in Figure 5.4.

There exist two major models that describe the mechanism of porous oxide
formation. In the model of O�Sullivan and Wood [11], it is assumed that the
aluminum surface has a nanometer-scale roughness, while on top of the heights
the current density is increased such that oxide formation at these positions is also
increased. Due to the high field strength (up to 109 Vm�1), polarization of the oxide
lattice sets in, and this is accompanied by a favored dissolution of aluminumoxide by
the electrolyte. As the electric field strength at positions with thin oxide layers is
higher, the oxide dissolves faster here than at the elevated positions, with the result
that concave structures and, finally, pores are formed. The formation of a surface
which is saturated with nanometer-sized irregularities can be initiated by a so-called
�electropolishing process.� To achieve this, an anodization process is carried out at
high temperature, high current, and under very low or very high pH conditions,
linked with a continuous dissolution of the formed oxide. This results in a surface of
nanosized irregularities as the best conditions in which to grow AAOs.

The course of the pore formation, starting with the generation of the barrier layer,
is shown schematically in Figure 5.5.Here, the starting situationAchanges to B, after
which an interplay between the chemical dissolution and the electric field-assisted
pore growth begins (C). This ends in a steady-state plateau region as a function of the
barrier layer thickness (D) which is, in part, a function of the applied voltage.

The model of Macdonald [8] starts out from the presumption that cationic
vacancies in the aluminum oxide layer diffuse to the surface under the influence
of the electricfield,with interruption of the electric contact and followed by formation
of small elevations on the aluminum surface. From here on, the process follows the
steps described by O�Sullivan and Wood. Hence, the two models only differ in their
very early stages, which are responsible for different current densities linked with
different dissolution behaviors.

The pore diameters, pore densities and thicknesses of the membranes have been
shown to depend on the experimental conditions (see Table 5.1 for details). Clearly,
pore diameters ranging from about 10 nm to several hundred nanometers are
possible, depending on the voltage. Logically, the thickness of the oxide layer

Figure 5.4 The sequence of aluminum, the barrier layer, and the porous aluminum oxide layer.
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corresponds with the anodizing time, but may vary from a few nanometers up to
several hundred micrometers. In order to generate pores of a constant diameter
through the whole oxide layer, a constant voltage must be maintained during the
generation process. The linear correlation between the applied voltage and pore
diameter is shown graphically in Figure 5.6.

Based on transmission electron microscopy (TEM) investigations, a linear regres-
sion of the measured values and the specific pore diameter dTEM results in [13]:

dTEM ¼ 1:37 nmV�1 Uþ 0:36 nm ð5:5Þ
Based on other TEM investigations, it also follows that the pore density is linearly

proportional to the reciprocal square of the applied voltage (see Figure 5.7). A similar

Figure 5.5 Relationship between anodization current and anodization time in acidic electrolytes,
with the formation of pores.

Table 5.1 Parameters for anodized aluminum oxide (AAO) formation for some frequently used
polyprotic electrolytes (Source [12]).

Anodization parameters for common polyprotic electrolytes

% Electrolyte
(w/w)

Temperature
(�C)

Potential
(V)

Duration
(h)

Thickness
(mm)

Pore
diameter (nm)

Pore
density (N cm�2)

4% H3PO4 0 130 8 50 200 1.3� 108

1% H2CO4 �5 90 2 40 120 2.2� 109

1% H2CO4 0 70 3 30 86 4.3� 109

1% H2CO4 0 40 6 40 60 1.2� 1010

4% H2CO4 2 30 10 25 52 1.4� 1010

10% H2SO4 0 20 4 20 32 3.7� 1010

10% H2SO4 5 15 6 15 22 8.0� 1010

15% H2SO4 8 10 3 5 10 3.8� 1011

20% H2SO4 20 2 1 <1 �5 1.5� 1012
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relationship can be deduced via investigations using atomic force microscopy
(AFM) [13].

One important aspect of AAO fabrication is a perfect detachment of the mem-
branes from the aluminum substrates, where they are generated. Among several
routes employed to detach the porous layer from the substrate, a stepwise 10%voltage
reduction at completion of the process was shown to be the most efficient. Due to
the voltage reduction, proportionally smaller pores are formed in the barrier layer,
and this is linkedwith a corresponding thinning of the barrier layer. Finally, hydrogen
evolution begins due to an interaction of the acidic electrolyte solution and the

Figure 5.6 Relationship between the applied voltage and the resultant pore diameter.

Figure 5.7 Relationship between the pore density and the reciprocal square of voltage [13].
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aluminummetal. As the hydrogen gas is formed, it bubbles between the oxide layer
and the aluminum, so as to detach the AAO film.

Another frequently applied method of detachment involves the use of mercuric
chloride, which reacts with the aluminum support to form an amalgam, causing
separation of the AAO from the surface. In both cases, the wet oxide film can be
removed carefully from the solution, rinsed, dried and, if necessary, transferred to a
crystalline membrane.

One final point with regards to AAO formation concerns the order of the pores.
Under the conditions described above, the generated pores are predominantly dense-
packed but do not show any real highly ordered structure. However, highly ordered
pore structures can be fabricated by applying a two-step process [14] that starts with a
24 h anodization process, followed by dissolution of the oxide layer in a strong acid,
such that an aluminum surface is formed that is well prepared for a second
anodization procedure. This second anodization results in perfect hexagonally
ordered pores that have no branches which can often be observed under �normal�
conditions. Another pretexturing process involves the use of a single-crystal silicon
carbide mold to imprint aluminum foils before anodization. and by using this
method defect-free areas in the millimeter range can be generated [15]. Highly
ordered pores can also be obtained by means of a two-dimensional (2-D) array of
monodisperse nanoparticles (e.g., Fe2O3) as a template [16]. In this case, an
aluminum layer is first sputtered onto the particles and then removed, producing
a perfect template for the subsequent anodization process.

5.2.2.2 Chemical Composition
The as-formed �aluminum oxide� layers do not really consist of pure Al2O3; rather,
they are characterized by a complexmixture of amorphous hydrated aluminum–oxy-
gen compounds, including incorporated electrolyte ions [2, 8, 11, 17]. Within a
porous layer, it is possible to distinguish threemain areas (see Figure 5.8). The pores
themselves are enclosed by an amorphous electrolyte-containing layer, followed by an
aluminum oxide hydrate (AlOOH) layer, which is free of electrolyte. The latter layer

Figure 5.8 The approximate chemical composition of a porous alumina layer.
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corresponds in the ideal case to a B€ohmit stoichiometry [1–3, 18]. The thickness of the
electrolyte-free region varies with the nature of the electrolyte, and increases from
sulfuric acid, oxalic acid, phosphoric acid, to chromic acid. The yield of electrolyte in
the contaminated layer may be up to 14% in the case of sulfate.

The hydrothermal treatment of such layers results in crystalline B€omit species;
thermal treatment from 450 �C upwards produces nonstable c-aluminum oxide,
whilst at temperatures in excess of 1200 �C stable a-aluminum oxide layers are
formed [18].

5.3
Characterization of Nanoporous Aluminum Oxide Membranes

During recent years, two main methods have been successfully developed to image
and characterize nanoporous aluminum oxide layers on aluminum, or detached as
membranes, namely electron microscopy (EM) and AFM. Whether applied as TEM
or scanning electron microscopy (SEM), EM can provide valuable complementary
information to AFM, and the simultaneous use of both techniques is generally
advantageous when investigating membrane samples.

5.3.1
Electron Microscopy

Generally, the layer thickness of AAO membranes does not allow direct imaging by
TEM, and samplesmust often be prepared using an ion-etching process, despite this
resulting in very thin layers. ATEM image of the surface of a well-orderedmembrane
with a pore size of 53� 10 nm is shown in Figure 5.9. In this case, the fabricationwas
carried out at 40V in 4% oxalic acid over 46 h, and the pore density (p) was
1010 cm�2 [19].

As can be seen from Figure 5.9a, highly ordered hexagonal areas were apparent
over the entire image, while the membrane structure, with its pores, electrolyte-
containing intermediate layer and dark hexagons of pure oxide (see Figure 5.8) could
be clearly seen in a magnified area (Figure 5.9b).

Typically, SEM is also well-suited to imaging not only the surfaces of membranes,
but also their cross-sections, from which the pores – which run perpendicular to the
surface – can be visualized. A minor disadvantage of SEM is that nonconducting
surfaces such as aluminum oxidemust first be coated with a thinmetal film in order
to avoid electrostatic charging. In fact, if this is not very carefully carried out, the pores
can become fully or partially become closed and the images falsified. The major
advantage of SEM is that the AAOs do not require any previous treatment, by ion-
etching. The SEM images of 15Vand 40Vmembrane surfaces, equipped with pores
of about 20 nmand 50–60 nm, are shown respectively in Figures 5.10 and 5.11 [13]. In
Figure 5.11, some of the pores appear either partially or totally closed.

From about 60V upwards, the pore structures are normally less well developed
when compared to the 40V membranes, with both pore geometry and distribution
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being of poorer quality. An enlargement of a portion ofmembrane generated at 150V
is shown in Figure 5.12 [13].

The cross-sectional imaging of membranes with SEM allows an insight into both
pore structure and quality. Although, normally, the pores run parallel through the
membrane, occasional embranchments may be observed, especially in membranes

Figure 5.9 Transmission electron microscopy
image of a 40 V aluminum oxidemembrane. (a)
Highly ordered hexagonal areas; (b) Magnified
cutout indicating the electrolyte-containing

intermediate layer and hexagons of pure oxide
(dark regions). Panel (b) was reproduced with
permission from Springer.

Figure 5.10 Scanning electronmicroscopy image of a 15 Vmembrane surface with pores of about
20 nm.
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where the pores are very small. A cross-sectional SEM image of a 60 nm pore
membrane with perfect parallel pores of uniform size is shown in Figure 5.13.

SEMhas also been applied to demonstrate the existence of the barrier layer beneath
the membranes [20].

5.3.2
Atomic Force Microscopy (AFM)

Since its discovery, AFM, together with scanning tunneling microscopy (STM) and
other scanning probe microscopy techniques, have undergone continuous develop-
ment to a point where they now represent unrenouncable tools for the character-
ization of all types of surface. In contrast to SEM,AFM is based on the forces between
a tip and the surface atoms, without the need for any electronic interactions, so that
both conductive and nonconductive surfaces can be investigated [21, 22]. The
resolution depends firstly on the quality of the tip. At the so-called contact-modus,
the forces between the tip and the surface are repulsive, whereas in the noncontact
modus technique the forces are of an attractive nature. The best results for AAO

Figure 5.12 Scanning electron microscopy image of a 150V membrane, indicating the reduced
quality compared to 40 V membranes.

Figure 5.11 Scanning electron microscopy image of a 40 V membrane with 50–60 nm pores.
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surfaces are obtained when they are pretreated by ion beam milling. Comparisons
between EM and AFM measurements have indicated a small difference in pore
diameter, of about 0.18 nmV�1, the reason for this being seen as a method-specific
image fault, with nanometer-sized structures on surfaces becoming enlarged while
the cavities appear reduced in extension. The reasons for this well-known phenom-
enon are explained in Figures 5.14 and 5.15, where the numbers 1 to 3 indicate typical
positions of the tip�s route over the surface. Compared to the size of the object, the
curvature radius of the tip is larger. As a consequence, the lateral extension of an
isolated object may appear to be too large, whereas the height of the particle can be
measured more or less correctly.

The pores in AAOs can be considered as the negatives of particles. Depending on
the tip radius, the tip will enter too late into the pore space and be repelled too early,
due to contact of the tip wall with the pore wall (see Figure 5.15).

In the case of ion beam-milled surfaces, an additional special effect must be
considered since, due to the low angle at which the ion beam meets the surface, the
upper areas of the pore walls will be additionally thinned and alter the detail of the
AFM (see Figure 5.16) [13].

The scanning curve is characterized by two steps, caused first by the thinner pore
wall and then by the original wall; this can be seen from a cross-section through an
AFM image of an ion beam-milled surface (Figure 5.17). Occasionally, the step from
the thinned upper pore wall to the original wall can be identified by additional
shoulders in the cross-section line.

Figure 5.14 Schematic depiction of the scanning line of an atomic forcemicroscopy (AFM) tip over
an isolated particle on a smooth surface. The numbers 1 to 3 indicate typical positions of the tip�s
route over the surface.

Figure 5.13 Scanning electron microscopy image of a cross-sectioned membrane with 60 nm
pores. Reproduced with permission from A. Heilmann, Fraunhofer Institute, Halle, Germany.
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Hence, AFM images can become falsified not only by the unavoidable imaging
problem of the method, but additionally by any preceding treatment of the surface.
AnAFM image of a hexagonally ordered 40Vpore structure after ion beammilling is
shown in Figure 5.18.

AFM has also been applied to image the reverse side of AAOmembranes with an
intact barrier layer, and this can be achieved by the oxidative dissolution of the
aluminum carrier. An AFM image of a membrane lower side, indicating the
polyhedral round forms of the barrier layer (see also Figure 5.4) is shown in
Figure 5.19 [13].

The differences in pore diameter for TEM and AFM characterizations and
eventual pretreatments are summarized in Table 5.2.

5.4
Aluminum Oxide Membranes as Templates

One of the most attractive applications of nanoporous alumina membranes is in
using the ordered pores as templates, to generate correspondingly ordered arrays of
2-D wires, tubes, or particles. As a result, numerous activities have emerged during
the past decade, with polymers [23], carbon [24–27], semiconductors [28–30],

Figure 5.16 Sketch of the AFM tip motion in contact with ion beam-milled surfaces in detail.

Figure 5.15 Sketch of the AFM tip motion in contact with a nanopore.
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metals [31–33] and various other materials having been arranged in the pores of
AAOs [34]. In general, the tubes or wires generated can be separated from the
alumina template by dissolving the latter with an acid or a base.

The variability of the pore diameters and pore lengths is of enormous advantage
when tuning the products. However, if membranes with barrier layers are used as
templates, then the resultant wires or tubes cannot be positioned directly on a surface
in an upright position. However, this does become possible if membranes that
are open onboth sides are used, and this can be achieved either by removing the oxide
barrier layer with a phosphoric acid solution [35], or by ion beam milling. In the
following sections, examples are provided where tubes, wires or dots are placed on
supports, leading to the creation of novel nanostructured surfaces (as the title of this
book might suggest!).

5.4.1
Carbon Nanotubes and Nanowires

Highly ordered arrays of carbon nanotubes (CNTs) can be fabricated by the pyrolysis
of acetylene on cobalt catalysts, inside hexagonally ordered pores of aluminum oxide
membranes at 650 �C [25]. In this way, large-scale arrangements of densely packed
CNTs become available, with diameters ranging from 10 nm to several hundred
nanometers, and lengths of up to 100 mm. CNTarrangements of such quality are of

Figure 5.18 Atomic force microscopy image of a perfectly ordered hexagonal AAO surface.

Figure 5.17 Cross-section through an ion beam-milled 40 V anodized aluminum oxide (AAO)
membrane. The arrows indicate steps from the thinned upper pore wall to the original wall (cf.
Figure 5.16.
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general interest for future applications in nanoelectronics, such as data storage, field
emission displays, or sensors.

In contrast to the above-described bodies, CNTs as well as wires of diamond
structure may become available if microwave plasma-assisted chemical vapor
deposition (CVD) is used with acetone as the carbon source, instead of the simple
thermal decomposition described above [27]. Diamond tubes andwires exhibit totally
different properties compared to CNTs consisting of graphitic structures, with the
high stability and the negative electron affinity allowing novel applications in both
nano- andmicroelectronics. The creation of low-field emitters [36–38] or cold cathode
flat-panel displays [39, 40] has been proposed by using such diamond species.

Both, aligned polycrystalline diamondnanowires and diamond-like nanotubes can
be created using AAO membranes as templates, the main advantage being their
variability. The anodization of a 0.15mm Al sheet in 0.3M H3PO4 at 1 �C under a
voltage of 190V for 70min resulted in poreswhichwere about 7mm long and 300 nm
wide. In order to open the down-side of the membrane, the aluminum is first
dissolved with HgCl2, after which the barrier layer is removed using phosphoric
acid [35]. Such through-hole membranes are perfectly suited for the generation of
diamond tubes or wires, the individual production steps of which are depicted in
Figure 5.20.

Table 5.2 Observed diameters (d) depending on the method of investigation and pretreatment by
ion beam milling [13].

Method Diameter (d) (nm)

TEM 1.37nmV�1 �U þ 0.36 nm
AFM, untreated 0.72 nmV�1 �U þ 0.07 nm
AFM, untreated (ion beam) 1.19 nmV�1 �U þ 0.02 nm

Figure 5.19 Atomic forcemicroscopy image of the reverse side of a barrier layer, generated at 25 V.
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The first step consists of depositing ultrasonically dispersed 5 nm diamond
particles on the pore walls to create tubes, and of about 50 nm diamond particles
at the bottom of the pores to create wires. In both cases, the deposited diamond
particles serve as seeds for the growth of further particles, resulting in tubes and
cylinders, respectively. The as-prepared alumina membranes are then placed into a
microwave plasma chamber whereby, at a microwave power of 3 kW, 80Torr with
hydrogen as carrier gas and temperatures of about 1000 �C are achieved. A reaction
time of 8 h leads to an arrangement of parallel tubes or wires with an outer diameter
of 300 nm, corresponding to the pore diameters, with both the tubes and cylinders
standing upright and parallel on the substrate after dissolution of the alumina with
concentrated phosphoric acid. The substrate also consists of a diamond film formed
during the deposition process on the membrane. The SEM image of diamond-like
nanotubes is shown inFigure 5.21,whereas Figure 5.22a shows a cross-sectionalfield
of parallel diamond nanowires, and Figure 5.22b shows the wire arrangement from
the top, indicating a clear hexagonal arrangement [27].

Figure 5.20 Schematic of the generation process of diamond-like nanotubes (left) and nanowires
(right).
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As already mentioned, diameters and lengths of tubes and wires can be varied
along with the pore geometries. Based on the Raman spectra of diamond wires, a
broad signal at 1440 cm�1 indicates the presence of some sp2 carbon, whereas the
diamond peak is observed at 1334 cm�1, as expected.

Figure 5.21 Scanning electron microscopy image of diamond-like nanotubes of 300 nm diameter
and about 7mm length [27].

Figure 5.22 Scanning electron microscopy image of diamond nanowires visualized (a) from the
side and (b) from the top. The diameter (300 nm) and length (7mm) correspond to the alumina
pores [27].
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Theprocedure also allows doping of the diamondwires, for instancewith boron. In
this case, the originally colorless and transparent wires become dark blue.

5.4.2
Metal Nanotubes and Nanowires

Whereas, the simple filling of porous aluminum oxide membranes by using
electrochemical or chemical techniques is relatively well known, the fabrication of
free-standing alignedmetal nanotubes on substrates remains very limited. However,
by applying appropriate templates and synthesis procedures, several examples have
been identified in recent years, some of which are discussed in the following
subsections.

Well-ordered, 35 mm-long Ni nanotubes can be generated by electrodeposition
using commercially available alumina membranes (Anapore) [41], although to
achieve this the pore walls must first be chemically modified with methyl-c-diethy-
lenetriaminopropyl-dimethoxysilane; this allows nickel to be deposited preferentially
onto the walls, as a result of strong interactions between the metal and the amino
groups.Without such pretreatment of the pore walls, Ni nanowires would be formed
instead of tubes. At current densities of 0.6mAcm�2 and Ni2þ ions fromNiSO4 in a
boronic acid-containing aqueous solution, Ni nanotubes of outer diameter 160� 20
nmcan be generated.However, as the length of the tubes and their wall thicknesswill
depend on the experimental conditions employed, and can vary over awide range, it is
possible to obtain pore wall thicknesses ranging from 30nm to 60 nm. Moreover, if
the membrane material is removed by aqueous NaOH, then arrays of Ni nanotubes
are obtained, as shown in Figure 5.23.

Figure 5.23 Scanning electronmicroscopy imageof free-standing, densely packedNi nanotubes of
160� 20 nm outer diameter [41].

226j 5 Anodized Aluminum Oxide



Magnetic measurements of these Ni nanotube arrangements with aspect ratios of
�200 indicate enhanced coercivities compared to the bulk nickel. Strong inter-tube
interactions are also observed.

Various metal nanotubes can also be synthesized by a different procedure in
AAOs [33]. In contrast to the above method with chemically modified pore walls, the
alternative consists of the pre-deposition of CNTs onto the pore walls of the alumina
membranes via the pyrolytic decomposition of ethyne [42]. By using a gold film on
one side of the membrane as an electric contact, the electrodeposition of Ni first
results in the formation of Ni wires with CNT walls. The next step comprises a
thermal treatment of these AAO/CNT/Ni systems at 400 �C in air, so as to oxidize the
Ni wires to NiO; an increase in temperature to 600 �C then burns up the CNTs. As a
result of this procedure, highly ordered nanochannels of the former CNTdimension
are yielded. In this way, various metals such as Pt, Au, Bi, In, and Ni can be
electrodeposited into the annular nanochannels, and this will result in a coaxial
sandwich system with NiO cores and metal walls inside the aluminum oxide
membrane. The NiO and Al2O3 can then be chemically dissolved to leave the
free-standing metal nanotubes. The different reaction steps, from the alumina
membrane to the nanotube array, are shown schematically in Figure 5.24.

By having CNTdiameters of 50 nm and a wall thickness of 10 nm, it is possible to
produce metal nanotubes of the same dimensions; an SEM image of such Pt
nanotubes of 30 mm length is shown in Figure 5.25.

The deposition of metal nanowires in the pores of alumina membranes usually
occurs if a direct current (DC) is used. However, the first step involves a detachment

Figure 5.24 Schematic of the different steps used to fabricate nanotubes from various metals.
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of the membrane from the aluminum support, and etching of the barrier layer (as
discussed above). Since a metallic contact must be created on one side of the
membrane, the latter must be thick enough to be free-standing [43, 44]. Another
procedure involves the use of an alternating deposition potential, which causes the
metal nanowires to be deposited on the barrier layer of themembrane, thus avoiding
any membrane pretreatment [45–48]. This method has recently been adopted by
using highly ordered alumina membranes [31]. Pore arrays of a high aspect ratio are
fabricated by using an appropriately long anodization [35, 49] whereby, after
generating the membrane, the barrier layer and pore walls are thinned by isotropic
chemical etching, followed by two current-limited anodization steps. The remaining
aluminum support can then be used as an electric contact for the electrodeposition of
metals from metal salt solutions [31].

Pulsed electrodeposition under a modulated voltage control has been shown to
produce the best results if compact metal nanowires are fabricated in the mem-
branes [31, 50–53]. Despite the creation of numerous metal nanowires inside the
aluminum oxide membranes, only a limited number of examples exists, where
parallel and free-standing wires on a support have been obtained after detachment of
the membrane material, representing a nanostructured surface. Rather, in most
cases randomly oriented wires, lying on the support, are produced. On the other
hand, numerous other methods to generate ordered metal or semiconductor
nanowires on surfaces have been developed, albeit via other methods that are not
the object of this chapter (e.g., see Ref. [54]). Two examples ofmetal nanowires plated
substrates bymeans of AAOmembranes are discussed in the following subsections.

Perfect 2-D arrays of Cu nanowires on silicon supports have been prepared by the
anodization of an Al film sputtered onto a Si/SiO2 substrate (step a ! b in
Figure 5.26). The aluminumoxidemembranewas then etched awaywith phosphoric
acid/chromic acid so as to produce an array of nanoholes in the Al film (step b ! c in
Figure 5.26). In a second anodization step, carried out at 40Vuntil the aluminumwas
totally oxidized, the final perfect pore structure was formed [55] (steps c ! d in
Figure 5.26). Deposition of Cu in the pores proceeds best by nonselective electroless
plating (step d ! e).

Figure 5.25 Scanning electron microscopy image of aligned Pt nanotubes, with wall thickness ca.
10 nm, and total diameter ca. 50 nm [33].
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Thedeposition ofCu in the pores succeeds best via nonselective electroless plating.
In this case, after having activated the alumina surface by PdCl2, copper is deposited
fromCuSO4�5H2O, while the pores are completely filled with Cu if the aspect ratio is
2.5. As the Cu nanowires are connected by a copper film on top, this film can be
delaminated with the wires, using a Scotch tape and pulling from the Si substrate.

A similar generation of free-standing copper nanowires has succeeded via nano-
porous AAOmembranes on top of ametallic substrate, followed by the deposition of
copper inside the pores from a plating bath of specific formulation and dissolution of
the AAO template [56].

Antimony nanowires can be fabricated in anodic alumina membranes by pulsed
electrodeposition under modulated voltage control at 40 V [57]. In this case, the
aluminum support and barrier layer could be removed chemically, followed by the
sputtering of a gold film onto one side of themembrane as the working electrode. As
an antimony precursor SbCl3 was used, the upper part of the alumina was dissolved
with NaOH solution following electrodeposition of the Sb wires.

5.4.3
Semiconductor Nanowires

The application of nanoporous alumina membranes is, of course, not limited to the
fabrication of carbon or metal nanotubes and nanowires, but has been extended to
semiconductors and to other materials (see Section 5.4.4). Some examples of typical
semiconductor nanowires are provided in the following subsections.

The generation of silicon nanowires can, among others, be based on a so-called
vapor–liquid–solid (VLS) growth [58]. In this case, a gaseous Si source (SiH4 or SiCl4)
is thermally decomposed at an appropriate temperature by contact with a metal
catalyst (such as Au), and then diffuses into the metal to produce a liquid alloy. On

Figure 5.26 The generation of copper nanowires on a Si support. See text for details.
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reaching supersaturation, the Si nanowires begin to precipitate and growunderneath
the liquid alloy droplet. Whilst the principle of this process has long been known
[59–64], it can also be applied by using nanoporous alumina membranes as
templates [58], whereby membranes of various pore diameters, equipped with a
thin Ag film on the top side, are used to electrodeposit Au plugs inside the pores, and
to act as catalysts for the VLS process. When the VLS process is started the Si wires
growfirst inside andfinally outside of the pores, such that themembrane is decorated
with Si nanowires. The principle of the system is depicted in Figure 5.27, and an
example of such a nanostructured surface is shown in Figure 5.28.

Currently, TiO2 is of increasing interest with regards to its semiconductor
properties, most recently in photochemical solar cells. As TiO2 nanowires are
believed to play a special role in these developments, the routine production of
TiO2 nanowires per se and nanowires decorating different supports continues to
attract increasing attention. Indeed, nanoporous aluminumoxidemembranesmight
again play an important role in routine fabrications, with 40V membranes being
applied to TiO2 production via a sol–gel process [65]. In this case, a TiO2 sol can be
prepared from tetrabutyl titanate, ethanol, acetic acid, andwater. A through-hole 40V
membrane, generated by etching the Al support by HgCl2 and dissolving the barrier
layer with phosphoric acid, is then immersed gradually in the gel, followed by heat
treatment. Temperatures of up to 650 �C finally cause the TiO2 to be transferred to
anatase quality. Previously, free-standing nanowires of up to 20 mmhave been created
by dissolving part of the membrane material from one side with phosphoric acid.

Cadmium chalcogenides belong to themost attractive – and therefore increasingly
investigated – group of materials in nanotechnology; CdS is representative of this
group. Whereas, CdS films and nanoparticles are well-known objects of research,
CdS nanowire arrays have undergone much less development, due mainly to
their more complicated fabrication. Yet, aluminum oxide membranes represent
a good opportunity to close that gap. By following a long-recognized method for
preparing CdS from Cd2þ and elemental sulfur [66] in dimethyl sulfoxide (DMSO),
CdS nanowires can be generated in AAO pores by electrochemical deposition [28].
For this, membranes with pore diameters between 9 and 35 nm, together with
the original Al support, are used as the working electrode, with graphite as the

Figure 5.27 Schematic representation of the fabrication of Si nanowires on top of an alumina
membrane.
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counter-electrode, using an alternating current. However, if the Al support and the
barrier layer are removed by the above-mentioned methods, then a metal electrode
can be positioned, after which a direct current electrodeposition would become
possible [67, 68]. Detachment of the alumina material by NaOH has resulted in free-
standing wires with diameters that corresponded to the pore diameters, and lengths
of up to 1 mm.

5.4.4
Other Materials

Besides carbon, metals and semiconductors (as discussed above), a series of other
materials can be used to create nanotubes or nanowires in the pores of alumina
membranes. Boron nitride (BN), a typical nonconductor, is briefly described as an
example in the following subsection. By using trichloroborazine, polycrystalline BN
nanotubes were prepared, using CVD, when gaseous borazine was pyrolyzed at
750 �C over the open pores of commercially available membranes (Anodisc) [29]. In
the case of borazine (whichhas the advantage of alreadyhaving the correct B :N ratio),
the nanotubes were able to reach lengths of up to 20 mm with, as usual, parts of the
membranematerial being dissolved inNaOH to produce free-standing nanotubes on
the alumina support.

Coaxial C/BN/C nanotubes can be generated by the sequential pyrolysis of
acetylene and trichloroborazine. The filling of BN nanotubes with metals has also
been shown possible via an electrochemical deposition of copper into BN tubes that
resulted in the production of BN-coated Cu nanowires [68].

5.4.5
Nanoparticles

Clearly, in addition to fabricating nanotubes or nanowires of various materials, it is
also possible to generate assemblies of nanoparticles by the use of nanoporous
alumina membranes. Although a recent report has described much of the detail
relating to this subject [69], the discussionherewill relate only to certain principles, as

Figure 5.28 Scanning electron microscopy image of Si nanowires grown from the pores of a 50 V
alumina membrane.

5.4 Aluminum Oxide Membranes as Templates j231



the technical procedures for preparing nanoparticle arrangements rather than
nanowires are only marginally different. For example, separately fabricated ultra-
thin through-hole alumina membranes can be used equally well as can membranes
generated directly on the smooth surfaces of interest and coated in advance with a
thin aluminum film [70]. Consequently, semiconductor, metal or metal oxide
nanoparticles can each be deposited through the short pores on the substrates,
followed by dissolution of the alumina masks (as per usual). Generally, the arrange-
ment of pores in pre-preparedmembranes is of a better quality than that produced by
connected Al films. In fact, the best results with connected membranes have been
achieved using rather thick Al films (20 mm), though this is a clear disadvantage for
the subsequent deposition of nanoparticles. Thinner Al films (0.8mm) can be used if
pre-texturingwith SiC or Si3N4 is carried out in advance [71, 72], such that the formed
concave imprints serve as nucleation points in the subsequent anodization process.
The use of such connected membranes means that the removal of any barrier layer
between the pores and substratemust first bemastered, although several procedures
have been described to overcome such a problem [31, 71–77].

Currently, most deposition procedures are based on vapor-phase techniques such
as electron-beam evaporation, sputtering, molecular beam epitaxy, CVD, or pulsed
laser deposition [69]. The use of membrane masks, directly fabricated onto a
substrate, allows also wet chemical procedures such as electrochemical and electro-
less deposition to be carried out, due to their strong connection with the underlying
substrate.

5.5
Nanoporous Alumina Membranes as Imprinting Tools

Among the principal techniques to fabricate micro- and nanostructured surfaces,
which include lithography, self-assembly, controlled deposition, size reduction or
replication by physical contact, the lithographic methods play a major role in the
semiconductor industry [78–80]. Although lithographic methods are generally
limited by the wavelength of the applied irradiation, the so-called �nanolithographic�
techniques have meanwhile opened the door to higher-quality nanostructured
surfaces by providing the to write structures on surfaces, using an AFM tip [81].

Among these various techniques for fabricating micro- or nanostructured sur-
faces, imprinting processes with stiff masks play a dominant role. The expression
�imprinting� infers that a mask is pressed into a substrate to form an inverse 1 : 1
image. For instance, compact discs (CDs) are produced by imprinting polycarbonate
discs by nickelmatrices [82]. In another example of a successful imprinting process, a
SiO2-covered Si wafer is structured with EBL, and then used to imprint a poly
(methylmethacrylate) (PMMA)-coated Siwafer. The holes produced can then befilled
by metals, followed by dissolution of the PMMA, such that a surface with metal
islands results [83].

Replication techniques which use nanoporous aluminum oxidemembranes as an
imprinting tool are details in the following subsections.
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5.5.1
Imprinting Techniques and Conditions

The alumina membranes can be applied as stamps in different forms, with sheets,
discs, or foils each suited to imprinting other materials. Whilst one-sided anodized
discs can be used directly as stamps, foils must be placed on a stamp of another
material.However, foils have the advantage of beingmoreflexible thanhard discs, and
so cracking of the porous layer can better be avoided; in fact, even re-use is possible.
Details of the imprinting process are shown in Figure 5.29a and b [84, 85]. In this case,
the aluminamask andsubstrate tobe imprinted arepositionedbetween thepunchand
the base of the press device. Thematerialflow into the pores is shown in Figure 5.29b.
Usually, the surface to be nanostructured is softer than the alumina, but if this is not
the case then raising the temperature may help to achieve an appropriate softness.

The perfect 1 : 1 transfer of a porous stamp onto a surface can best be visualized if
some irregularities exist, as is the case with the example in Figure 5.30. Here, a 150V
membrane with some fractures and other defects has been used to imprint a Pd

Figure 5.29 (a) Schematic of the imprinting device; (b) Material flow into the nanopores. Note:
the pores shown on the mask in panel (a) were enlarged in order to render them visible.

Figure 5.30 Scanning electron microscopy images of (a) a nonperfect 150 V alumina membrane,
and (b) an imprinted Pd surface, showing the same defects.
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surface. It can easily be seen that, besides the pores themselves, all defects of the
membrane are transferred to the Pd surface [84].

By using a high-quality membrane for imprinting a PMMA surface at 110 �C,
combined with a pressure of 80MPa for 60 s, the result was a near-perfect inverse
image of the pore structure (see Figure 5.31), where the hexagonal structure of the
pores is seen to be transferred to the PMMA surface. Whereas, the pore and the pillar
density, thediameters and thedistancesbetweenmembraneandPMMAsurface agree
quite well, the heights of the PMMApillars deviate characteristically from the lengths
of the pores. This can be followed fromheight profiles [84]. This effect is not caused by
a break of the PMMApillars during the separation of themask from the substrate, but
rather is due to an incomplete filling of the pores by the polymer. The average pillar
height in this case lies between40and50nm, givinganaspect ratio of approximately 1.

The results of imprinting depend mainly on the mechanical properties of the
masks and substrates. The mechanical properties of metals are given by a series of
characteristic values, such as hardness, breaking tension, break constriction, break-
ing strain, pressure resistance, and bending strength. These values relate to well-
known properties such as toughness, ductility, brittleness and wear resistance, and
provide information regarding the general properties of a material. If an external
force is applied at ametal stick, it is elastically elongated in a reversible process that is
described by Hooke�s law:

s ¼ E � e ð5:6Þ
where s is the tension (in Pa), E is the elasticitymodule (in Pa), and e is the elongation
(Dl/l) [86].

Figure 5.31 Atomic forcemicroscopy image of (a) a 40 V (50 nm) aluminamembrane, and (b) the
corresponding imprinted PMMA surface.
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If the so-called �flow limit� is overcome by an external force, ametal stick would be
irreversibly deformed and Hooke�s law no longer valid, such that finally the break
point would be reached. The special ductility of metals is a consequence of the
bonding situation inmetals, characterized by the existence of freely mobile electrons
(electron gas). The mechanical properties of the metals that have been used for
imprinting (see Section 5.5.2) are summarized in Table 5.3 [87–89].

As can be seen from these data, properties such as flow limit, breaking strain or
hardness can vary for the same metal, depending on its pretreatment. The metals
used in the processes described below for imprinting are classified as �hard� due to
their pretreatment. In spite of certain differences in their mechanical properties, the
metals used behave in identical fashion with respect to the irreversibility of the
imprinting-determined structures. The ductility of all metals used is sufficient for
their surfaces to be imprinted at room temperature.

In contrast, the mechanical properties of polymers differ greatly from each other
compared with metals, due to their chemical composition. As the polymer chains of
thermoplasts are not linked among each other (in contrast to elastomers and
duromers), thermoplasts should be better suited for imprinting. Above the glass-
point the mechanical stability decreases rapidly; however, as the glass-point depends
not only on the molecular masses but also on the crystallinity, technical polymer
products usually do not have a distinct glass-point but rather a transition region. This

Table 5.3 Mechanical properties of the metals used for imprinting with alumina membranes.

Metal Flow limit
(MPa)

Breaking strain
(MPa)

Modulus of
elasticity (GPa)

Hardness
(Vickers)

Aluminum (99.999%) 10–35 (soft) 50–90 (soft) 70.6 21 (soft)
110–170 (hard) 130–195 (hard) 35–48 (hard)

Aluminum (99.5%) — 68–127 — —

Aluminum (99.0%) — 98–157 — —

Lead 5.5 12 16.1 5

Iron 120–150 180–210 211.4 —

Copper 54 (soft) 224 (soft) 129.8 49 (soft)
270 (hard) 314 (hard) 87 (hard)

Brass 300–700 — 110–115 —

Nickel 150 (soft) 400 (soft) 199.5 75
480 (hard) 600 (hard)

Palladium 34.5 (soft) 140–195 (soft) 121 40 (soft)
205 (hard) 325 (hard) 100 (hard)

Platinum 14–35 (soft) 125–150 (soft) 170 40 (soft)
185 (hard) 200–300 (hard) 100 (hard)

Silver — 172 (soft) 82.7 25 (soft)
330 (hard) 95 (hard)

Zinc — 37 104.5 30
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can be seen from the data in Table 5.4, in which the mechanical data of the
investigated polymers are collected [87].

Compared to metals, the elasticity moduli and breaking strains of polymers are
smaller. Indeed, there are considerable differences in the plasticity of polymers at
room temperature; for example, polytetrafluoroethylene (PTFE) can be formed at
room temperature, whereas PMMA will break unless it is warmed up.

Besides the mechanical properties of the materials to be imprinted, those of the
imprintingmask (in this case, aluminumoxide) are equally important. The hardness
of nanoporous alumina layer lies between 320 and 360 (Vickers), which is much
higher than that of the materials to be imprinted. In contrast, the brittleness of
ceramics is generally high, and therefore oxide layers may be destroyed under
pressure if this is not carefully adjusted.

Finally, the behavior of alumina stamps is also dependent on their mechanical
constitution. For example, anodized aluminum discs, when used at 100MPa for
imprinting PTFE over a 20 s period will become deformed to some extent, thus
reducing the pressure to 70MPa [84]. As a consequence, the numerous fractures that
have formed will be transferred to the substrate (see Figure 5.32).

Bursting of the oxide layer can occur for different reasons, one of which is a lack of
perfect coplanarity at any position if extended stamps and substrates are used. A

Figure 5.32 Light microscopy images of (a) an anodized aluminum disc (70 V) after imprinting,
and (b) and an imprinted PTFE surface.

Table 5.4 Mechanical properties of the polymers used for imprinting.

Polymer Elongation at break (%) Breaking strain (MPa) Modulus of elasticity (MPa)

PC 100–150 55–75 2.3–2.4
PE — 15–40 0.5–1.2
PMMA 1.5–4.0 80 2.4–3.3
PTFE 400 7–20 0.3–0.8

PC¼ polycarbonate; PE¼ polyethylene; PMMA¼poly(methylmethacrylate);
PTFE¼ polytetrafluoroethylene.
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material which is capable of flowing can equilibrate such unevenness, but not in the
case of a thick disc. The main reason for such roughness is the use of insufficiently
pretreated technical aluminumsurfaces.However, even electropolishing cannot fully
prevent such defects, and in fact even if perfectly smooth surfaces are used, crack
formationmay occur if the flow limit of aluminum is exceeded. The consequent flow
of the metal beneath the oxide layer causes tensions to be built up, and this results in
crack formation.

Such disadvantages of aluminum discs can be prevented to a large extent if
aluminum foils, oxidized on one side, are used for imprinting [84]. In this case, not
only will the flow processes be reduced, but so too will the tendency towards crack
formation of the oxide layer.

Alumina membranes that have been detached from the aluminum substrate and
then used as stamps are not suited for imprinting processes, as the membrane
usually fractures under pressure.

5.5.2
Imprinting of Metal Surfaces

The hardness of alumina allows the imprinting of many metals and alloys and, as
noted above, the quality of the structured surfaces depends heavily on their
pretreatment.

Aluminum can be imprinted by its own oxide. The surface quality is best pre-
prepared by electropolishing, with Al sheets and discs being polished by anodization
at 75 �C in highly concentrated electrolyte solutions for 10min, whereas for Al foils
(75 mm) only 1min at 10V is required. Due to the elevated temperature, the oxide
layers are removed continuously from the surfaces, after which any traces of
aluminum oxide are dissolved using chromic acid and phosphoric acid [84, 85].
Despite this careful smoothening of the Al surfaces to be imprinted, a nanosized
roughness can still be observed. TheAFM images of an as-preparedAl surface, before
and after imprinting at 250MPa, are shown in Figure 5.33. Here, the aluminum
pillars have an average height of 200–230 nm and an aspect ratio of about 1. The
pillars on the imprinted surface (Figure 5.33b) clearly show an additional fine
structure, caused by the nanosized roughness of the electropolished surface. In
fact, for applications where large surfaces are advantageous (as in catalysis), this
effect might be very welcome.

This example demonstrates how the substrate surface influences the imprinting
process. Although the flow limit of themetals has been exceeded, the locally different
distributions of pressure have resulted in different degrees of transformation.

Lead surfaces may also be prepared, although problems in obtaining smooth
surfaces have produced poor results. Due to the special ductility of lead, its surfaces
may become partially cracked under high pressure, as identified from SEM
images [84].

The transition metals iron, nickel, palladium, and platinum can be nanostructured
at pressures of between 1000 and 1500MPa, while copper and silver have been
successfully nanostructured by 50 nm and 150 nm pore masks at 985MPa [84, 85].
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An AFM image of a silver foil, imprinted with a 50 nm pore alumina mask, is
shown in Figure 5.34, where this has resulted in Ag pillars with aspect ratios of
between 0.8 and 1.5.

In the case of zinc and brass, Zn can be easily imprinted at 500MPa, whereas brass
(which is much harder) requires a pressure of 985MPa to be imprinted with 200 nm
pore masks. An AFM image and the corresponding gray-scale shading image of an
imprinted brass surface with pillars of an aspect ratio of 0.8–1.4 are shown in
Figure 5.35a and b [84]. Here, the gray-scale image (Figure 5.35b) results from the
deviation Sx of the height h in the scanning direction x (arrow). The 3-D impression
results from the fact that the structure heights, which increase in the scanning
direction, appear light (right side), whereas decreasing structure heights on the
opposite side become dark (left side). Although, from such images the topography
can better be perceived, this type of imaging does not provide any information
regarding the structure heights.

Figure 5.33 Atomic force microscopy images of an electropolished Al surface (a) before and (b)
after imprinting with about 180 nm pores, at a pressure of 250MPa; (c) A cross-section, indicating
the multiple tips of the Al pillars.
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Figure 5.34 Atomic force microscopy image of a nanostructured Ag surface (mask: 50 nm pores).

Figure 5.35 Atomic force microscopy image of (a) an imprinted brass surface, and (b) the gray-
scale shading image deduced from it.
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5.5.3
Imprinting of Polymers

Polymers can usually be imprinted at lower pressures compared to metals, and an
image of a perfect transfer of themask structure onPMMAwas shown inFigure 5.31.

Polycarbonate (PC) can be imprinted using 180 nmporemasks at 200MPa at room
temperature [84, 85]; the result is shown in Figure 5.36, and heights of 80–90 nm and
aspect ratios of about 0.5 result under these conditions.

Polyethylene (PE) gives corresponding results.
Polytetrafluoroethylene (PTFE) is a technically important, high-temperature-resis-

tant thermoplastic with a low surface energy and friction coefficient. It is easily
deformable, tends to creep, and is mechanically only scarcely loadable; hence, it is
often used as anti-adhesive material. These properties become visible during
imprinting experiments, and for imprinting alumina foils are better suited than
either sheets or disks. An AFM image of a PTFE surface, imprinted by a 50 nm pore
mask at 130MPa and at room temperature, is shown in Figure 5.37. In this case, the
superimposed roughness can be traced back to the material�s properties.

Additional damages may also occur during separation of the mask from the
substrate, and this is especially the case at high temperatures. Variations in the
imprinting time, between 10 and 300 s, had no significant influence on the quality of
the imprinted surfaces.

Polymer-coated metals are of major practical relevance for many reasons, but
notably for hydrophobizing the surfaces (this effect may be improved by nanos-
tructuring, and is discussed in Section 5.6). Metal sheets, when coated with two
different commercially produced siliconpolyesters, SilikoftalHTL2 andSilikoftalNS
60 (Degussa), were used for imprintingwith nanoporous alumina. As these polymers

Figure 5.36 Atomic force microscopy image of a polycarbonate surface, imprinted by a 180 nm
pore mask.

240j 5 Anodized Aluminum Oxide



become very hard and brittle if fully polymerized, imprinting is best carried out
before polymerization. Although four different states were tested [84], imprinting of
the softest coating (10min at 100 �C) with about 200 nm poremasks (foils) produced
good results for both polymers at a pressure of 130MPa, with aspect ratios of 0.5 to
0.8. An increased hardness (10min at 160 �C and 10min at 250 �C) still allowed
imprinting, but with decreasing aspect ratios. After the fourth polymerization step
(2min at 300 �C) the somewhat softer material NS 60 could still be structured, and
with good results (see Figure 5.38).

5.5.4
Special Techniques to Imprint Hard Materials

The metals and polymers discussed above are each softer than the imprinting
material, aluminum oxide. The problem of nanostructuring surfaces which are
harder than alumina can be solved by treating via indirect routes. This can be
demonstrated by a process which results in the production of a nanostructured
silicon, which cannot be used directly for imprinting. The various steps in nanos-
tructuring a silicon surface by using a 50 nm alumina membrane are shown
schematically in Figure 5.39 [90]. In this case, aluminum discs of 30mm diameter
and 6mm thickness (step A2) are fabricated at 40V and 0 �C for 60min, after pre-
anodization. The Si surface to be nanostructured is coated with a 70 nm-thick PMMA
film by spin-coating a PMMA solution in chlorobenzene (step A1). Subsequently,
imprinting occurred at 107–108 Pa, at temperatures between 140 and 160 �C (step B),
and a thin film of PMMA remained after imprinting (step C) which was removed by

Figure 5.37 Atomic forcemicroscopy image of a PTFE surface, imprinted by a 50 nm poremask at
130MPa, at room temperature.
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Figure 5.38 Imprinting result (AFM) of Silikoftal NS 60-coated metal sheet after hardening at
300 �C for 2min. The aspect ratio was 0.3–0.6.

an anisotropic oxygen plasma (step D). Structuring of the Si surface was then
followed by reactive ion etching (RIE) with CF4/H2 plasma (step E). AFM images
of the imprintedPMMAsurface before and after RIE are shown inFigure 5.40a andb,
respectively.

As can be seen from Figure 5.40b, the plasma attacks not only the residual PMMA
film but also to some extent the PMMApillars, the original height of which (160 nm)
was reduced to about 80 nm,although thebasediameterwasunchanged.The result of
thefinal etching step canbe seen inFigure 5.41,where thePMMApillar structurewas
transferred into the Si surface, resulting in Si pillars of about 50 nm in height. The
SEM image in Figure 5.41a shows a larger area of the structured surface, whereas an
AFMimage of themagnified cut-out (top right-hand corner) is shown inFigure 5.41b.

5.6
Properties of Nanoimprinted Polymer Surfaces

The altered properties of nanoimprinted surfaces can be illustrated by means of
polymers.

5.6.1
Optical Properties

The light transmission of transparent polymers is of considerable practical relevance.
The minimum reflection of light (i.e., maximum transparency) is a situation where
polymer windows can be used, for example, to cover electronic devices in
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automobiles, mobile telephones, and solar cells. The elimination of light reflection
has also been developed by nature; the so-called �moth-eye effect� causes the
invisibility of night-active insects and, due to their high transparency, an optimized
light efficiency for animals. The process is based on the nanostructured surface of the
eyes where, due to the existence of building blocks that are smaller than the
wavelength of visible light (200–300 nm) on the surface, the classical reflection of
light when it is transmitted between air and a more dense medium is almost
eliminated [91, 92]. Rather, the sharp transition between air and the material on a

Figure 5.39 Schematic of the procedure to nanostructure a Si surface. Reproduced with
permission from Ref. [95]; � 1996, Royal Chemical Society, London.
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smooth surface is substituted by a series of reflections, and this results in a gradient
with a continuously increasing refractive index between the air and the surface.

PMMA, as a representative of the imprinted polymers, has been studied with
respect to its transparency change, from anonimprinted to an imprinted state [85]. In

Figure 5.41 (a) Scanning electronmicroscopy and (b) and atomic forcemicroscopy images of the
final nanostructured Si surface. Reproducedwith permission fromRef. [95];� 1996, Royal Chemical
Society, London.

Figure 5.40 (a) Atomic forcemicroscopy image of an imprinted PMMA film; (b) After reactive ion
etching to remove the residual film on the Si surface. Reproducedwith permission fromRef. [95];�
1996, Royal Chemical Society, London.
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a series of nanostructured probes with decreasing structure size, transmission was
shown to increase in line with decreasing structure units. The UV-visible transmis-
sion spectra of PMMA windows imprinted with 180 to 70 nm pore alumina masks,
are shown in Figure 5.42 [85].Here, compared to a nonimprinted sample, there was a
clear increase in transparency, especially at 520, 720, and 870 nm, all in the visible
region. In the case of the 70 nm PMMA pillars, the transparency reached 99%.
Whereas, the moth-eye effect functions best with structure units of about 300 nm, in
this case themaximumvaluewas observedwith 70 nmpillars, which in turn suggests
the need for a somewhat modified explanation, namely the formation of a surface
layer with a low refractive index.

5.6.2
Wetting Properties

The wettability of a surface depends on the chemical nature of thematerial, and of its
surface structure. Again, nature demonstrates this phenomenon in the so-called
�Lotus effect�, which keeps clean not only Lotus leaves but also numerous other bio-
logical surfaces, such as butterfly wings [93–95]. The effect is based on the increased
hydrophobicity of a material with a low surface tension by a micro- and/or nanos-
tructured surface. Whereas, metals exhibit high surface tensions, linked with a good
wettability, glass and plastics show low surface tensions. Thewettability of a surface is
measured via the contact angle q, which is the angle between a solid surface and the
tangent, set on a liquid droplet. It can be calculated by using the Young equation [96]:

ssg�ssl ¼ slg � cosðqÞ ð5:7Þ

where ssl is the interfacial tension solid/liquid, ssg is the interfacial tension solid/gas,
slg is the interfacial tension liquid/gas, and q is the contact angle solid/liquid.

Figure 5.42 UV-visible transmission spectra of PMMAwindows, imprintedwith 180, 150, 120, and
70 nm pore masks. An untreated sample is shown for comparison.
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Both, microstructured and/or nanostructured hydrophobic surfaces decrease
wettability due to an additional reduction in the surface tension, and an increase
of the contact angle. The differences in contact angles between a flat structure, and
between nanostructured and a micro/nanostructured surfaces, are shown schemat-
ically in Figure 5.43. Here, the combination of micro- and nanostructured surfaces
results in large contact angles, a situation which is especially realized in Lotus leaves.
In this case, a contact angle of 0� corresponds to a perfect wettability, and an angle of
180� to a perfect hydrophobicity; however, neither value is reached in practice.

PTFE surfaces show increasing contact angles for water droplets with increasing
structure size [85]. The results obtained with pore diameters ranging between 50 and
200 nm are listed in Table 5.5. Compared to nontreated surfaces, the contact angle
was increased from 112� to 146�.

The reality can be shown via light microscopic images of water droplets on
variously structured PTFE surfaces (Figure 5.44). Here, the contact surface corre-

Figure 5.43 Increase of the contact angle (q) by a micro/nanostructured surface.

Table 5.5 Measured contact angles (q) depending on structure size on PTFE surfaces.

Pore diameters of the masks (nm) Calculated structural distances (nm) q (�)

— — 112� 3
50 106� 6 128� 5
75 159� 9 126� 3
120 212� 12 132� 2
120 265� 15 140� 5
180 398� 23 145� 2
200 451� 26 146� 3
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sponds with the real wetted area, which can be calculated from themeasured contact
angle [97]. The proportions of these areas vary from 50% (50 nm) to 25% (200 nm).

5.7
Surfaces with Nanoholes

To date, the use of nanoporous aluminum oxide membranes has been targeted
exclusively towards the creation of nanoparticles, nanowires or nanotubes on
surfaces. However, nanoporous aluminamembranes can also be applied to fabricate
surfaces with nanohole arrays. Of course, many other techniques have been
developed to structure surfaces with nanoholes where, again, the use of (very thin)
aluminamembranes offers considerable advantages. This is because, in addition to a
high pore regularity, it is also possible to create extended arrays. Diamond, semi-
conductor and metal surfaces can each be treated by using alumina membranes as
masks for various etching processes. Nanohole-structured surfaces are of practical
interest for similar reasons, such as nanowire- or nanodot-structuredmaterials.Here
again, the thickness of themembranes is a decisive factor for success since, if they are
too thick, then shadowing effects of the pore walls will reduce their quality. As the
membranes are also etched, too-thin membranes can partially be destroyed, with
membranes of 300–700 nm thickness eventually providing the best results [98, 99].

Figure 5.44 Light microscopy images of water droplets on different imprinted PTFE surfaces. (a)
Nonimprinted; (b) 50 nm pores; (c) 120 nm pores; (d) 170 nm pores.

5.7 Surfaces with Nanoholes j247



In any case, the etching rate of the membrane should be less than that of the
corresponding surface.

Thedominating etching technique isRIE, followed by plasma etching (PE) and fast
atom beam etching (FAB), while ion milling (IM) plays a secondary role. Previously,
RIE techniques have been applied for etching semiconductor surfaces such as
Si [100], GaAs [98, 101, 102], GaN [101] and InP [99], whilst PE is more suited to
the etching of Si [103], diamond [104–106], GaN [73, 107] and Al [102]. In the case of
FAB, etching has been applied to Si [108], diamond [109], and GaAs [110].

Typically, a variety of etching gases can be used. For RIE processes, Cl2 and Br2 as
well as BCl3 and SiCl4 are common, whereas for PE gases such as CF4, CBrF3, O2 and
also Cl2 can be applied. In addition to O2 and Cl2, SF6 has been used for FAB
techniques.

Due to the slow simultaneous etching of the pore walls, the holes on the substrates
will have a more or less expressed conical structure, depending on the etching time.
As an example, a diamond surfacewith orderedholes generatedbyO2plasmaetching
through an alumina membrane is shown in Figure 5.45 [104].

Similar to surfaces decorated with wires, dots or tubes, surfaces with nanohole
arrangements demonstrate interesting physical properties [69], although these will
not be discussed at this point. Nonetheless, these include the antireflection of Si
[103, 108], the photonic crystal behavior of GaN [110], and the increase of capacitance
of porous diamond films by a factor of 400 [105, 106].

5.8
Summary and Outlook

Aluminumplays a special role among the so-called �gatemetals,� as it forms themost
qualified nanopores during anodization, with variations in pore diameter, ranging
from about 10 nm to several hundred manometers, easily being arranged. Further-
more, aluminum foils, which frequently are used as startingmaterials, are cheap and

Figure 5.45 Scanning electron microscopy image of a diamond surface with ordered nanoholes,
produced by polyethylene (PE) [104].
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easily available. Besides routine anodization, special techniques have been developed
to generate highly ordered pore arrays, and themechanism of such formation is well
understood. Previously, many applications have been developed, and many are
foreseen for the near future. Two of these (as discussed in this chapter) include:
(i) pore filling with very different materials, which results in wires, tubes or particles
of variable dimensions; and (ii) the use of nanoporous alumina surfaces for
imprinting numerous surfaces of metals and polymers. In both cases, nanostruc-
tured surfaces are formed, leading to the creation ofmaterials with novel physical and
chemical properties. Yet, such early promise must be developed further to permit
imprinting processes for extended surfaces, perhaps in the meter range. Pore walls,
chemically modified by catalytically active metals, have been tested in gas-phase
catalysis [111], and the first attempts to apply a pore-size specific release of chemical
compounds (i.e., drugs) have initiated novel developments in slow but continuous
rates of drug delivery [112]. Yet, numerous other future applications can be foreseen,
including optics, electronics and magnetism, to name but a few.

Nanoporous alumina membranes are also used as matrices for the fabrication of
surfaces with nanoholes, including various etching techniques. Such concave,
nanostructured surfaces offer interesting properties compared to nontreated
materials.

Taken together, nanoporous alumina membranes represent a unique family of
materials which, despite having experienced impressive progress during the past two
decades, will surely continue to play major roles in many further scientific and
practical developments.
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6
Colloidal Lithography
Gang Zhang and Dayang Wang

6.1
Introduction

The advent of nanoscience and nanotechnology has, in recent years, led to a
tremendous enthusiasm among the research groups of different scientific disci-
plines such as physics, chemistry, and biology, their common aim being to utilize
nanostructures with the intent of pursuing the innovative properties derived from
nanometer dimensions. In this context, the fabrication of nanostructures has today
become an increasing demand. Clearly, low-throughput and expensive maskless
lithography represents a less-accessible choice for chemists, physicists, material
scientists, and biologists. The successful extension of mask-assisted lithography
beyond microelectronics workshops have been largely limited by problems of mask
design and preparation. Recently, much effort has been expended towards the
development of nonconventional lithographic techniques, especially those that are
integrated with a bottom-up nanochemical procedure for surface patterning with a
low-cost, flexible processing capability, and a high throughput. Most of the noncon-
ventional lithographic techniques developed to date, however, require the assistance
of conventional lithographic techniques, such as photolithography, to design and
make the masks or masters. Hence, in attempting to address this challenge, an
increasing amount of attention has been paid to the use of self-assemblies of
molecules and colloidal particles for the development of ingenious, cheap, and
nonlithographic methods of masking.

Monodisperse colloidal particles with sizes that range from tens of nanometers to
tens of micrometers, can be easily synthesized via wet chemistry approaches such as
emulsion polymerization and sol–gel synthesis. Due to the size and shape mono-
dispersity, these particles can self-assemble into both two-dimensional (2-D) and
three-dimensional (3-D) extended periodic arrays, which usually are referred to as
�colloidal crystals.� The latter are usually characterized by a brilliant iridescence
arising from the Bragg reflection of light by their periodic structures. Despite such
beauty, the iridescent color has recently inspired the explosive study of fabrication
of 3-D colloidal crystals or inverse opals – that is, a 3-D inverted replication of the
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crystals for pursuing a complete energy bandgap to manipulate electromagnetic
waves, similar to the situation with electrons in semiconductors. Before being used
as photonic materials, both the ordered arrays of solid particles and those of the
interstices between the particles of colloidal crystals, have already been used asmasks
or templates for surface patterning, for example via etching or the deposition of
materials. This bottom-up masking methodology has recently attracted more atten-
tion for surface patterning due to the processing simplicity, the low cost, theflexibility
of extending on various substrates with different surface chemistries (and even
curvatures), and the ease of scaling down the feature size to below 100 nm. In this
chapter, the various surface-patterning processes based on the use of colloidal crystals
as masks – referred to hereafter as colloidal lithography (CL) – will be discussed, the
processing principles reviewed, and recent advances in the area surveyed.

6.2
Colloidal Crystallization: The Bottom-Up Growth of Colloidal Masks

The success of using colloidal crystals as masks for surface patterning is determined
by the ability to directing the self-assembly of colloidal particles and tomanipulate the
crystal packing structures. Provided that their size and shape are monodisperse,
colloidal particles can be readily self-assembled into long-range ordered arrays with a
hexagonal packing, driven simply by entropic depletion and gravity. Subsequent
evaporation of the solvent leads to thermodynamically and mechanically stable face-
centered cubic (fcc) or hexagonally close-packed (hcp) extended crystals. Until now, a
range of colloidal crystallization techniques –with and without the aid of templates –
has been successfully developed to implement colloidal crystallization in a controlled
fashion [1–3]. However, due to the vast number of reports made on colloidal
crystallization, the immense diversity of the crystallization techniques described,
and taking into account the fact that colloidal lithography relies on the masking of
single or double layers of colloidal crystals, attention in this section will be centered
mainly on the currently available techniques for 2-D colloidal crystallization.

6.2.1
Sedimentation

Sedimentation represents a natural pathway for colloidal crystallization since, when
dispersed in a liquid, colloidal particles tend to settle out of thefluid under gravity and
to accumulate and precipitate on a wall – a process which can be described by Stokes�
law. This sedimentation process can be used to grow colloidal crystals of high quality,
while the crystal thickness can be fine-tuned by adjusting the particle concentration.
Unfortunately, however, as the sedimentation timemay be up to several hundreds of
hours, time-consumption represents the major drawback of this technique [4]. It is
possible to accelerate the rate of sedimentation by applying centrifugal force, but this
is undertaken at the cost of reducing the quality of the colloidal crystals obtained.
Neither does sedimentation carried out under centrifugal forces allow the formation

254j 6 Colloidal Lithography



of 2-D colloidal crystals. An additional drawback of sedimentation in colloidal
crystallization results from the intermediate stage during solvent evaporation, at
which the colloidal particles are not in close contact but rather are interspaced by
water necks. If a complete evaporation of the solvent is then carried out, thiswill cause
cracks to form that are difficult not only to prevent but also to manage [5, 6].

During the early 1990s, Nagayama�s group began a systematic study of the
sedimentation of colloidal particles in the presence of strong attractive capillary
forces [7]. By using optical microscopy and a Teflon ring to confine the dispersions of
colloidal particles, the particle sedimentation dynamics on a solid substrate could be
directly observed. The observations made by Nagayama and colleagues suggested
the existence of a two-stage mechanism for 2-D colloidal crystallization:

. Nucleation, which led to the particles becoming trapped on the substrate due to
attractive capillary forces between the particles and the surrounding solvents. This
occurred especially when the solvent layer thickness was comparable to the
diameter of the particles during solvent evaporation.

. Crystal growth, whereby convective flux caused the particles to be moved to the
existing ordered domains, as a result of water evaporation from the meniscus
between the particles (Figure 6.1) [7].

Subsequently,Micheletto and coworkers fabricated 2-D colloidal crystals on a solid
substrate through sedimentation, by tilting the substrate through about 9� and
maintaining a constant system temperature with a Peltier cell [8]. The procedure
used by Micheletto et al. allowed the growth of 2-D colloidal crystals that were
composed of particles less than 100 nm in size, which was not possible via the
Nagayama protocol. However, when the 2-D colloidal crystals obtained via

Figure 6.1 (a) Two spheres partially immersed
in a liquid layer on a horizontal solid substrate.
The deformation of the liquid meniscus gives
rise to interparticle attraction; (b) Convective
flux toward the ordered phase due to the water

evaporation from the menisci between the
particles in the 2-D array; (c) Photographs of 2-D
crystal growth. Reproduced with permission
from Ref. [7].
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Micheletto�s procedure were compared to those obtained via Nagayama�s method,
they proved to be of a much poorer quality, especially in terms of their surface
coverage and degree of long-range ordering.

6.2.2
Vertical Deposition

When a supporting substrate is held vertically in a suspension of colloidal particles,
moving the front of the suspension flow – either by evaporating the solvent or by
withdrawing the substrate from the suspension – can cause the colloidal particles
to be pinned onto the substrates (the process of nucleation) and also a convective
transfer of the particles from the bulk phase to the drying front (the process of
crystallization) (Figure 6.2) [9]. The thickness of the colloidal crystals obtained by
vertical deposition depends on the ratio between the thickness of the liquid films that
remain to support the substrates and the diameter of the colloidal particles [9].
When this ratio is much greater than 1, 3-D colloidal crystals are obtained of high
quality, and the crystal thickness can be fine-tuned by adjusting the particle

Figure 6.2 (a) Sketch of the particle and water
fluxes in the vicinity of monolayer particle arrays
growing on a substrate plate that is being
withdrawn from a suspension. The inset shows
the menisci shape between neighboring
particles. Here, vw is the substrate withdrawal
rate, vc is the array growth rate, jw is the water
influx, jp is the respective particle influx, je is the
water evaporation flux, and h is the thickness of
the array; (b, c) A part of the leading edge of a
growing monolayer particle array. The upper-
halves of the photographs show the formations

of (b) differently oriented small domains of
ordered 814 nm particles, and (c) a single
domain of ordered 953 nm particles. The lower
halves show particles being dragged by the
water flow towards the forming monolayer.
Because of the high velocity on a microscale
(vp¼ 100m s�1), the particles are seen as short,
fuzzy lines. The particles (one is indicated by an
arrow in panel b) seen as bright spots have a
large diameter (compared to average values)
and are wedged into the wetting film.
Reproduced with permission from Ref. [9].
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concentration [10]. However, when the ratio is similar to or less than 1, 2-D colloidal
crystals are obtained [9]. Vertical deposition may also allow the formation of crack-
free colloidal crystals, provided that the suspensions of colloidal particles wet support
the substrates well, that there is no interaction between the particles and the
substrates, the suspensions are sufficiently stable, and the solvent evaporation is
well controlled [9].

Dip-coating is a rapid and dip-coater assisted variant of vertical deposition [11]. A
number of techniques have also been developed to improve the efficiency and quality
of colloidal crystallization via vertical deposition, suchas variable-flowdeposition [12],
isothermal heating evaporation-induced self-assembly [13], two-substrate deposi-
tion [14], reduction of the humidity fluctuation [15], adjustment of the meniscus
shape [16], temperature-induced convective flow [17] and vertical deposition with a
tilted angle [18]. The maximal size of the colloidal particles used for vertical
deposition is limited by the sedimentation of the colloidal particles; these sizes are
typically 400–500 nm for silica particles and 1mmfor polystyrene particles. In aiming
to compete with sedimentation, Kitaev andOzin used a low pressure to accelerate the
solvent evaporation, and successfully grew large-area 2-D binary colloidal crystals,
where the diameter ratio of the large to small particles was in the range of 0.175 to
0.225 (Figure 6.3) [19].

Vertical deposition has recently been extended to the stepwise growth of 2-D
colloidal crystals with large and small colloidal particles on a substrate [20, 21]. In this
procedure, the 2-D colloidal crystals of the large particlesfirst formed on the substrate
are used as a template to grow 2-D colloidal crystals of the small particles. Then, by
deliberately tuning the concentration of the small particle suspension, it is possible to
construct binary colloidal crystals with stoichiometric ratios of large to small particle
sizes of 1 : 2, 1 : 3, 1 : 4, or 1 : 5 [20, 21].

6.2.3
Spin Coating

Spin coating was the first technique used to grow 2-D colloidal crystal masks for
colloidal lithography, due to the fact that it allows easy and quick crystal formation
over large areas [22]. The long-range ordering degree of 2-D colloidal crystals
obtained by spin coating can be improved by increasing the wetting of the
suspensions of colloidal particles on the supporting substrates, for example by
adding ethylene glycol to the suspensions [23]. Unfortunately, the spin coating
process is far more complicated than it first appears, and the underlying mech-
anism remains in debate.When Rehg andHiggins conducted a theoretical analysis
of the physics governing the spin coating of a colloidal particle suspension on a
planar substrate, they proposed that:

. The functional relationship between the suspension viscosity and the particle
concentration plays a much more significant role during the spin coating of a
colloidal particle suspension, especially in the case of a non-hard sphere sus-
pension, than in the spin coating of polymer solutions.
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. The time scale associated with the spin coating of colloidal particle suspensions
is rather different from that associated with the spin coating of polymer
solutions.

. The inter-particle interaction should be taken into account to elucidate the packing
ordering of the particles, the porosity of the particle films, and the functional
relationship between the coated film thickness and the substrate angular velocity,
although this is difficult to model.

. In order to minimize the secondary Marangoni instability for striation-free and
uniform films of colloidal particles, a rapid substrate acceleration, high spinning
speed, and reduced evaporation speed are needed [24].

Figure 6.3 Library of surface micropatterns
produced by accelerated evaporation
coassembly of binary dispersions of
monodisperse microspheres with a large size
ratio and imaged using field-emission scanning
electron microscopy. The larger spheres of all
binary dispersions were PS latex of size,
dL¼ 1.28mm, while their volume fraction (wL)
and the volume fraction (wS) and size (dS) of
smaller spheres were as follows: (a) wL¼ 0.017,
wS¼ 3.4� 10–4, dS¼ 290 nm silica;
(b) wL¼ 0.014, wS¼ 2.5� 10–4, dS¼ 260nm

silica; (c) wL¼ 0.014, wS¼ 2.1� 10�4,
dS¼ 225 nm silica; (d) wL¼ 0.017,
wS¼ 3.8� 10�4, dS¼ 260 nm silica; (e)
wL¼ 0.014, wS¼ 2.7� 10–4, dS¼ 225nm PS
latex; (f) wL¼ 0.017, wS¼ 3.0� 10–4,
dS¼ 145 nm silica; (g) wL¼ 0.017,
wS¼ 4.3� 10–4, dS¼ 205nm silica; (h)
wL¼ 0.017, wS¼ 4.1� 10–4, dS¼ 145nm silica;
(i) wL¼ 0.017, wS¼ 5.6� 10�4, dS¼ 145nm
silica. Reproduced with permission from
Ref. [19].
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Jiang andMcfarland were successful in fabricating wafer-scale long-range ordered
and non-close-packed 2-D and 3-D colloidal crystals by the spin coating of a highly
viscous triacrylate suspension of silica particles and the subsequent polymerization
of triacrylate, followed by a partial removal of the polymermatrices [25, 26].Wang and
M€ohwald have developed a stepwise spin-coating protocol to consecutively deposit
large and small colloidal particles in binary colloidal crystals, in which the interstitial
arrays in the 2-D colloidal crystal of the large particles are used to template the
deposition of small particles, due to their spatial and depletion entrapment
(Figure 6.4) [27].

Figure 6.4 Left column: Schematic diagram of
the procedure used to fabricate binary colloidal
crystals by stepwise spin coating. Right column:
Scanning electron microscopy images of the
binary colloidal crystals produced by stepwise
spin coating at a spin speed of 3000 rpm, in
which 519 nm (a) , 442 nm (b) , and 222 nm

silica spheres (c) were confined within the
interstices between hexagonal close-packed
891 nm silica spheres. The closed or open
circles mark locations of small spheres, while
the polygon frames highlight their patterns.
Reproduced with permission from Ref. [27].
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6.2.4
Colloidal Crystallization at the Water/Air Interface

During recent years, extensive investigations have been conducted into the use of
a water/air interface as a platform for molecular self-assembly. In particular, the
Langmuir–Blodgett (LB) technique has proved to be a powerful and versatile method
of organizing amphiphilicmolecules atmacroscopicmonolayerfilms at thewater/air
interface, and to transfer these films to solid substrates in a controlled manner [28].
It has also been shown, but recognized to a lesser degree, that in a biphasic system
such as water/oil, colloidal particles behave in rather similar fashion to amphiphilic
molecules, in that from a thermodynamic standpoint they prefer to attach to the
interface [29]. Based on this analogy, the water/air interface has been extended to
support the self-assembly of colloidal particles. For example, when Pieranski con-
ducted the first deliberate microscopic observation of 2-D colloidal crystallization at
the water/air interface, it was hypothesized that there was a repulsive interaction
between the dipoles of colloidal particles trapped at the interface, and that this was
due to the asymmetric charge distribution on the particle surface driving the particles
to self-assemble in an ordered array (Figure 6.5) [30]. Later, Park et al. developed the
technique of heat-assisted interfacial colloidal crystallization, the success ofwhich relied

Figure 6.5 Upper panel: Schematic of the
model of interaction of colloidal particles at the
water (W)/air (A) interface. Lower panel:
Photographs of polystyrene spheres (black

dots) trapped at water/air interface. (a)
Crystalline structure; (b) Disordered structure.
Reproduced with permission from Ref. [30].
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on the convective flow generated during heating rather than on the interface activity
of the colloidal particles [31]. Once 2-D colloidal crystals have been formed at the
water/air interface, the LB technique can be used to transfer them onto different
substrates [32–35]. Significantly, the LB technique allows a repetition of the transfer
of 2-D colloidal crystals onto a substrate into 3-D colloidal crystals with precisely
defined layer numbers [35].

In comparison with the water/air interface, a water/oil interface represents a
much better platform to trap colloidal particles, due to the relatively low interfacial
tension [29]. Thus, water/oil interfaces have been used to grow 2-D colloidal
crystals [36, 37], while transfer of the resultant 2-D colloidal crystals to solid substrates
remains problematic. In addition to water/air interfaces, air/water/air interfaces
have also been used for colloidal crystallization. For example, Velikov and colleagues
have studied colloidal crystallization in thinning foam films [38], whilst by using
air/water/air interfaces for crystallization Wang and coworkers have successfully
obtained free-standing and crack-free colloidal crystal films with sizes in excess
of several square millimeters [39]. In another study, rather than use a water/air
interface, Zental and coworkers used the interface between melted germanium and
air for colloidal crystallization, and obtained crack-free colloidal crystals [40].

6.3
Top-Down Modification of Colloidal Masks

As discussed above, many techniques have been developed to produce 2-D colloidal
crystals of high quality. However, in order to increase the structural complexity of
the surface patterns obtained via CL, the as-prepared 2-D colloidal crystals can be
either etched or deformed, using physical or chemical methods, to tune the size
and geometry of the interstices between the solid particles in the crystals. An overview
of the strategies developed to modify colloidal crystals is provided in the following
subsections.

6.3.1
Controlled Deformation

In general, polymers undergo a second-order phase transition from hard glassy state
to a soft rubbery state above a glass transition temperature (Tg), due to the free-volume
change between the polymer chains. Therefore, annealing slightly above the Tg
can cause the deformation of spherical polymeric beads. It has been shown that,
compared to heating in an oven, microwave radiation can provide a much more
precise control of such deformation, since its intensity can be easily adjusted [41].
Giersig and coworkers have recently developed a new annealing technique inwhich a
microwave pulse is used to heat polystyrene (PS) microspheres, in a mixture of good
and poor solvents for PS. This allowed not only a reduction in the sizes of the
interstices of 2-D PS colloidal crystals, but also a deformation of their geometry, from
triangular to rodlike, while preserving the interparticle spacing and packing order of
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the original crystals (Figure 6.6) [42]. Recently, Yang et al. described a photolitho-
graphic process for the production of hierarchical arrays of nanopores or
nanobowls by using colloidal crystals of photoresist particles [43]. In this case, the
major difference in Tg between the crosslinked (UV-exposed) and non-crosslinked
(UV-screened) particles was the most favorable factor for producing a high contrast
in interstitial pore sizes during the baking stage. Although, in the case of inorganic
particles, deformation is difficult to achieve by thermal annealing, Polman and
colleagues have successfully deformed silica@Au core-shell microspheres into
oblate ellipsoids by using high-energy ion irradiation. Such transition occurred due
to the fact that the ion-induced deformation of the silica core was counteracted by the
mechanical constraint of the gold shell (Figure 6.7) [44]. Vossen and coworkers
recently reported that silica particles could undergo an anisotropic deformation
under ion bombardment, due to an expansion in the plane perpendicular to the
ion beam [45].

6.3.2
Reactive Ion Etching

During the early 1980s, Deckmann and Dunsmuir pioneered investigations into the
etching of a colloidal crystal into a textured surface, using a reactive ion beam [46].
Since then, reactive ion etching (RIE) has been widely used to interdependently
reduce the particle sizes and thus widen the interstitial space in 2-D colloidal crystal
masks; this eventually led to the close-packing structures of the crystals to become
non-close-packing (vide infra). In 3-D colloidal crystals, RIE is an anisotropic process,

Figure 6.6 Precise control of the degree of
annealing is achieved via adjustment of the
number of microwave exposures. A 540 nm
polystyrene latex mask annealed in 25ml of

water/EtOH/acetone mixture by (a) 1, (b) 2, (c)
4, (d) 6, (e) 7, and (f) 10 microwave pulses.
Reproduced with permission from Ref. [42].
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as the upper layers act as shadow masks for etching the lower layer particles. Such
anisotropic RIE can cause spherical particles to become nonspherical particles, while
the particle shapes and hierarchical nanostructures obtained will depend heavily
on the stacking sequence of the colloidal crystals, the crystal orientation relative to
the substrate, the number of colloidal layers, and the RIE conditions employed
(Figure 6.8) [47]. Of greatest significance is the fact that the anisotropic RIE can
provide a newmethod for machining the surfaces of the colloidal particles. First, the
double layers of PS colloidal crystals were partially filled with silica nanoparticles,
such that removal of the top layer PS particles left behind an ordered macroporous
silica matrix with regularly arranged openings, beneath which were located the
bottom layer particles. Themacroporous silica matrices were then used asmasks for
further RIE of the PS particles beneath. The nanopores, which were arranged in
threefold or fourfold symmetry depending on the crystalline orientation of the
original colloidal crystals, were then machined on the PS particles [48]. Together,
the integration of an anisotropic RIE protocol, the use of binary colloidal crystals
composed of PS and silica particles with identical or different sizes asmasks, and the
use of macroporous matrices as masks represented a powerful method of sculpting
spherical particles to multifaceted and nanobored particles [49, 50]. The morphol-
ogies of the resultant PS particles were largely dependent on the crystal orientation
with respect to the etchant flow, the number of colloidal layers, the size ratio of silica
to PS microspheres, the etching angle in the RIE process, the stacking sequence of

Figure 6.7 Scanning electron microscopy
(SEM) images of silica-core/Au-shell colloids on
a silicon substrate. (a) Unirradiated; (b, c)
Irradiated with 30MeV Cu ions at 45� and at
77 K, to a fluence of 5� 1014 ions cm�2, viewing

angle parallel (b) or almost perpendicular (c) to
the ion-beam direction. The scheme shown at
the upper-left shows the ion-beamdirection and
the SEM viewing angles. Scale bars¼ 500 nm.
Reproduced with permission from Ref. [44].
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the binary colloidal layers, and the tilt angle of the substrate and the orientation angle
of the crystal plane with respect to the etchant flow in the RIE process.

6.4
Colloidal Lithography

6.4.1
Colloidal Mask-Assisted Etching

When a 2-D colloidal crystal is formed on a solid substrate, the interstices between
the solid particles can used as masks for reactive ions to create patterned bumps or
pores on the substrate. Forests of silicon pillars with diameters less than 500 nm
and an aspect ratio of up to 10 were fabricated by first, conducting an O2 RIE to turn
close-packed PS particlemonolayers into non-close-packed layers, and subsequent-
ly conducting a �Bosch� process to etch the supporting silicon wafers [51].
Subsequent scanning electronmicroscopy (SEM) imaging showed that the etching
rate of the resultant structures decreased in line with the increased aspect ratio,
which suggested that the etching process was limited by the chemical transport

Figure 6.8 Modification of a mask using
reactive ion etching (RIE) for the fabrication of
binary and ternary particle arrays with
nonspherical building blocks. (a, b) Triangle
arrays using binary and ternary colloidal spheres

with an hcp arrangement; (c, d) Polygonal
structures produced from colloidal layers with
the (111) plane and the (100) plane of the face-
centered-cubic structure, respectively.
Reproduced with permission from Ref. [47].
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rate. The reactive plasma can be dispersed by a particle in a point-contact with a
substrate, which leads to the induction of so-called �underetching� of the colloidal
mask and eventually produces a dome structure of the substrate. Underetching can
be avoided by modifying the shape, size, and coverage of the colloidal mask. Sow
et al.have demonstrated the characteristic features of a RIE silicon substrate using a
PS colloidal crystalmask, and produced a double-dome structure by a simultaneous
etching of the mask and the regions beneath the particles [52]. When compared to
conventionally used polymer masks, such as photoresists removed by organic
developers, colloidal masks can be removed easily by sonication, thereby causing
very little damage to the nanostructured substrates obtained via RIE. Ordered
arrays of polyacrylic acid domes have been fabricated by using 2-D PS colloidal
crystals asmasks for theO2 RIE of polymeric films; removal of the PSmasks caused
no damage to the surface chemistry and the structure of the resultant polymeric
domes, thus enabling the conjugation of proteins [53]. Previously, 2-D PS colloidal
crystals have also been used as masks for the dry etching of SiO2 slides so as to
create periodic arrays of nanoplates that can be transferred onto polymer films by
imprinting [54]. By using colloidal crystals as masks for catalytic etching, Zhu et al.
have fabricated large-scale periodic arrays of silicon nanowires, the diameters,
heights and center-to-center distances of which could be accurately controlled
(Figure 6.9) [55]. In a similar study, by using colloidal crystals as masks to create
arrays of nanopores on supporting solid substrates via RIE, followed by the
consecutive deposition of gold films and removal of the colloidal masks, Ong
et al. fabricated 2-D ordered arrays of gold nanoparticles nested in the nanopores of
the templated substrate [56]. One potential extension of having gold nanoparticles
confined in nanopores would be their use as catalysts for the growth of nanowires
composed of other materials, such as ZnO.

6.4.2
Colloidal Mask-Assisted Chemical Deposition

By combining microcontact printing with colloidal crystal masking, Xia et al. were
able to develop a simple method, termed edge-spreading lithography (ESL), that
could be used to generate mesoscopic structures on substrates [57]. As the name
suggests, ESLutilizes the edges ofmasks – the perimeters of the footprint of particles
on substrates – to define the features of the resultant structures. The ESL procedure
begins with the formation of 2-D colloidal crystals of silica beads on the surfaces of
gold or silver thin films. Silica beads are used for several reasons: (i) they are inert to
most organic solvents; (ii) they are commercially available asmonodispersed samples
in a range of sizes; (iii) they can be readily assembled into ordered arrays over large
areas; (iv) they are mechanically more robust than most polymer beads of equivalent
size; and (v) their hydrophilic surfaces support the spreading of the thiols [57]. As
shown in Figure 6.10a, typically, a planar polydimethylsiloxane (PDMS) stamp
bearing a thin film of the ethanol solution of an alkanethiol was placed on a 2-D
silica colloidal crystal. The thiol molecules were then released from the stamp to the
silica particle during contact, and subsequently transferred to the substrate along the
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surfaces of the silica particles; this led to the creation of a self-assembled monolayer
(SAM) that encircled the footprint of each silica particle. The area of the thiol SAM
was able to expand laterally via reactive spreading, as long as the thiols were
continuously supplied, such that the width of the thiol SAM rings could be varied
between 30 and 340 nm. Following removal of the stamp and bead lift-off, the ring
pattern was developed by wet-etching with aqueous Fe3þ /thiourea, using the
patterned SAM as a resist [57]. The most important point here was that ESL allowed
the generation of concentric rings of different alkanethiol SAMs by successive
printing with different thiol inks, while removal of the silica particle templates and
selective etching yielded concentric gold rings (Figure 6.10b) [58].

Figure 6.9 Upper panel: Schematic depiction
of the fabrication process. Lower panel: SEM
images of samples where PS spheres with a
nominal diameter of 260 nm have been used.
Plane-view and title-view (ca. 15�) images of
samples fabricated using PS spheres with a

reduced diameter of (a, b) 100 nm and (c, d)
180 nm; (e–h) Cross-sectional SEM images of
samples after etching for (e) 4min, (f) 8min, (g)
12min, and (h) 16min. Reproduced with
permission from Ref. [55].
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Figure 6.10 Left column: Schematic
illustration of the edge-spreading lithography
(ESL) procedure used for side-by-side
patterning of sulfanylhexadecanoic acid (SHA)
and eicosanethiol (ECT) monolayer rings on a
gold substrate. The process involves two
successive prints that are performed on a 2-D
array of silica beads supported on a thin film of
gold. In the first step, SHA molecules (white)
are guided from a planar stamp to the gold
surface, where they assemble into amonolayer,
as directed by the circular footprint of each
bead and lateral spreading. In the second step,
ECT molecules (black) are applied in a similar
fashion, thus forming a self-assembled
monolayer (SAM) that emerges from the edges
of the SHA monolayer. Removal of the beads
yields an array of concentric rings of SHA and
ECT SAMs on the surface. Right column:
Lateral force microscopy (LFM) images of

concentric rings of carboxy- (bright), hydroxy-
(gray), and methyl-terminated (dark) thiolate
monolayers on gold. (a) The rings were
fabricated under the following conditions:
1min for SHA, 1.5min for 12-
hydroxydodecanethiol (HDDT), and 3min for
ECT; (b) An increase in the printing times for
HDDT and ECT to 3.5 and 4min, respectively,
resulted in wider rings for these two
monolayers; (c, d) The position of each
monolayer in the concentric structure could be
varied by changing the printing order. The
pattern in (c) was generated by printing HDDT
for 1.5min, followed by printing of SHA and
ECT for 3min each. The sample shown in (d)
was prepared by printing both ECT and HDDT
for 1min, and SHA for 2min. All scale
bars¼ 500 nm. Reproduced with permission
from Ref. [58].
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Shin et al. have developed an alternative means of integrating colloidal masking
and contact printing, termed contact area lithography (CAL), which can be used
for the direct generation of periodic surface chemical patterns at the sub-100 nm
scale [59, 60]. In contrast to ESL, CAL relies on the self-assembly of octadecyltri-
chlorosilane (OTS). Following the formation of a 2-D colloidal crystal of silica on a
silicon wafer, the SAM of OTSwas grown homogeneously both on the silica particles
and on the supporting silicon wafer, via a sol–gel process. The removal of silica
particles left behind a periodically arranged array of openings in the OTS SAM, with
the same symmetry as that of the 2-D colloidal crystals. The openings were
subsequently used as masks, either for the growth of ordered arrays of nanoparticles
(e.g., of titania), or for the selective etching of ordered arrays of silica cavities on the
silicon wafer. In the case of titania growth, nucleation proved to be rather site-
selective due to significant differences in surface energy between the growing and
surrounding surfaces [60].

6.4.3
Colloidal Mask-Assisted Physical Deposition: Nanosphere Lithography

In 1981, Fischer and Zingsheim were the first to use 2-D colloidal crystals as masks
for contact imagingwith visible light [22], whilst a year later Deckman andDunsmuir
demonstrated the feasibility of using 2-D colloidal crystals as masks for both the
physical deposition of materials and, in turn, patterning the surfaces of the support-
ing substrates (Figure 6.11) [61]. Consequently, the latter authors coined the term
�natural lithography� to describe this process, since �naturally� assembled single
layers of latex particles were used asmasks rather than lithographic masks. Later, the
capabilities of natural lithography were expanded, with the RIE process in particular

Figure 6.11 Triangular silver posts fabricated using a lift-off process. Silver was evaporated over a
densely packed array of 0.4mm spheres, and the spheres were dissolved in methylene chloride.
Reproduced with permission from Ref. [61].
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being developed to increase the structural complexity of 2-D colloidal crystal
masks [46]. Since then, the group of Van Duyne has expended much effort towards
developing patterning techniques that used colloidal crystals as masks for metallic
vapor deposition [23, 62–64]. In the context of nanoscience, the term �natural
lithography� was changed to �nanosphere lithography� (NSL), and its use explored
over a variety of experimental parameters, notably of the incident angle that would
lead to a diversification of the patterns obtained. The same group also extended
single-layer masking to double-layer masking and, perhaps most importantly, con-
ducted intensive investigations into the plasmon resonance properties of metallic
patterns obtained via NSL. In this case, the correlation with feature morphology was
of particular interest, the intention being ultimately to develop highly sensitive
biosensors based on surface-enhanced Raman spectroscopy (SERS) [65]. Following
the seminal studies of Van Duyne and colleagues, colloidal crystals came to be
identified as being low-cost,flexible, and easily adoptablemasks for the growth of new
nanostructures with a diverse structural complexity. The uses of NSL and their
variants for surface patterning on planar substrates, and especially onmicroparticles,
are summarized in the following subsections.

6.4.3.1 Surface Patterning on Planar Substrates
In the NSL procedure, a 2-D colloidal crystal is used as a mask for the physical
deposition of a material, the latter being freely chosen without any limitations, and
often including various metals such as gold and silver. The projection of the
interstices between ordered close-packed particles defines the shape of the nanodots
deposited on substrates; the dots usually show a quasi-triangular shape, and are
arranged in a P6mm array due to the hexagonal packing of the colloidal crystal
mask (Figure 6.12a–c). The dot size is about one-fourth of the particle diameter, while
the distance between nearest-neighbor dots is about one-half of the sphere diameter.
The dot height is controlled by the physical deposition conditions, notably the
deposition time. Van Duyne et al. have extended colloidal crystal masking from
single layers of hexagonally close-packed particles to double layers [23]. Since over-
lapping of the interstices between the upper and lower layers leads to an hexagonal
array of quasi-hexagonal projections on a substrate, the use of a double-layer colloidal
crystals as a mask will yields an hexagonal array of quasi-hexagonal nanodots
(Figure 6.12d and e).

In a general NSL procedure, the substrate to be patterned is positioned normal to
the direction of material deposition. The in-plane shape of the nanodots and spacing
of the nearest-neighbor dots derived fromNSL are then dictated by a projection of the
interstices of single or double layers of colloidal crystals on the substrates. These can
be fine-tuned by varying the projection geometry of the interstices on substrates, for
example by tilting the masks with respect to the incidence of the vapor beam. This
approach has inspired the development of angle-resolved NSL (AR-NSL), as pio-
neered by the group of Van Duyne [64].

In the AR-NSL process, the incident angle of the propagation vector of thematerial
deposition beamwith respect to the normal direction of the colloidalmask (q) and/or
the azimuth angle of the propagation vector with respect to the nearest-neighbor
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particles in the colloidal masks (j) – the mask registry with respect to the vector of
the material deposition beam – have been used to reduce the size of the nanodots
obtained and, at the same time, to elongate their triangular shape (Figure 6.13). By
rotating substrates, Giersig and coworkers have recently found that AR-NSL can
generate much more complicated metallic nanostructures, and they referred to this
process as �shadow NSL� [42, 66, 67]. Due to rotation of the colloidal mask, the
shadowNSL process is resolved by the azimuth angle (j) of the incidence deposition
beam rather than the incident angle (q).

An elegant extension of AR-NSL was to conduct a stepwise physical vapor
deposition (PVD) of identical or different materials, but at different angles of
incidence. In this case, the group of Van Duyne succeeded in growing surface-
patterning features composed of two triangular nanodots that were either overlapped
or separated by two deposition steps at q¼ 0� and q> 0�, respectively [63]. The

Figure 6.12 Schematic diagrams of single-
layer (SL) and double-layer (DL) nanosphere
masks and the corresponding periodic particle
array (PPA) surfaces. (a) a (111) SL mask,
dotted line¼ unit cell, a¼ first layer
nanosphere; (b) SL PPA, two particles per unit
cell; (c) 1.7� 1.7mm constant-height AFM
image of a SL PPA with M¼Ag, S¼mica,

D¼ 264 nm, dm¼ 22 nm, rd¼ 0.2 nm s–1; (d) a
(e) p(1� 1)-b DL mask, dotted line¼ unit cell,
b¼ second layer nanosphere; (f) DL PPA, one
particle per unit cell; (g) 2.0� 2.0mm constant-
height AFM image of a DL PPA with M¼Ag,
S¼mica, D¼ 264 nm, dm¼ 22 nm,
rd¼ 0.2 nm s�1. Reproduced with permission
from Ref. [23].
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overlapping or spacing between the two nanodots was seen to depend on the incident
angle at the second step of deposition.When three deposition steps at three different
incident angles – zero, tilted forward and tilted backward –were conducted, chains of
triangular dots were obtained. although the registry of colloidal crystal masks – the

Figure 6.13 Field-emission SEM images of AR
NSL-fabricated gold nanodot arrays and images
with simulated geometry superimposed,
respectively. (A1, A2) q¼ 108�, w¼ 288�, (B1,
B2) q¼ 208�, w¼ 28�, (C1, C2) q¼ 268�,
w¼ 168�, and (D1, D2) q¼ 408�, w¼ 28�. All

samples were Cr-deposited onto Si(111)
substrates. Original magnification of
images¼� 40 000. q is the incidence angle and
w the azimuth angle. Reproduced with
permission from Ref. [64].
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azimuth of the incident deposition beam (j) – was changed only minimally. Giersig
et al. have also developed a stepwise shadow NSL protocol to deposit different
materials at different incident angles when the colloidal masks were rotating, and
have succeeded in encapsulating themetallic structures so as to protect them against
oxidation [67].

Recently, Zhang and Wang demonstrated the feasibility of consecutively de-
positing two different metals, such as gold and silver, at two different incident
angles, in order to construct ordered binary arrays of gold and silver nanoparti-
cles [68]. This approach was seen to be independent of the sphere sizes of the
colloidal masks and the chemical nature of materials deposited, but did demon-
strate a profound dependence on the registry of colloidal masks with respect to the
incident vapor beam and the incident angle. When the projection of the incident
beam onto the substrates was coincident with the vector between the nearest-
neighbor particles, triangular gold and silver nanodots were obtained, interspaced
by a tiny gap, and each of these was arranged in an array with P6mm symmetry
(Figure 6.14). However, when the projection of the incident beam on the substrates
was coincident with the vector between the next-nearest-neighbor particles, then
triangular gold nanodots, triangular silver nanodots, and rectangular nanodots
composed of triangular gold and silver nanodots were obtained, each of which was
arranged in an hexagonal array.

Prior to PVD, colloidal crystal masks can undergo RIE to reduce the sizes of
the particles and widen the interstitial spaces, thus increasing the dimensions of
the triangular nanodots obtained via NSL. Increasing the RIE time can also cause

Figure 6.14 (a) Schematic illustration of
depositing gold and silver onto a hexagonally
close-packed sphere monolayer at incident
angles (q) of 15� and �15�, respectively. The
colloidal mask is registered so that the vector
between nearest-neighbor spheres is in linewith
the projection of the incidence beam on the
mask, highlighted by a black dotted line. The
incidence beams of gold and of silver, and the
normal direction of the colloidal template are
highlighted by yellow, blue, and black arrows,

respectively. The incident angles (q) of the vapor
beamwith respect to the normal direction of the
colloidal masks are marked as red; (b) SEM
image of the resultant heterogeneous binary
array. The mask is a monolayer of hexagonally
close-packed 830 nm PS spheres. The original
location of PS spheres, gold nanoparticles
(NPs), and silver NPs are highlighted by black
circles, yellow triangles, and blue triangles,
respectively. Reproduced with permission from
Ref. [68].
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close-packed colloidal crystal masks to become non-close-packed, which in turn
leads to thin films with hexagonally arranged pores [69, 70]. Wang et al. have
recently integrated AR-NSL with the use of RIE-modified colloidal crystals as
masks, to diversify the structural complexity of the patterning feature derived from
NSL from triangular (or deformed) nanodots to nanorods and nanowires [71]. After
modification via O2 RIE, 2-D colloidal crystal masks were registered so that the
projection of the metal vapor beam on the colloidal mask was coincident with
the vector between the nearest-neighbor particles. When PVD was conducted at
the incident angle of 45�, zigzag nanowires were obtained that were well separated
and aligned in parallel. However, when the projection of the metal vapor beam on
the colloidal mask was adjusted in line with the vector between the next-nearest-
neighbor particles, only nanorods were obtained and these were arranged in an
hexagonal array. A stepwise rotation of the colloidal crystal masks by 120�, to
deposit identical or different materials, led to quasi-3-D grids of nanowires or
nanorods with a defined vertical, and especially lateral, heterogeneity (Figure 6.15).
The lateral arrangement of different nanowires into a periodic array with a defined
alignment is difficult to implement by other means, whether conventional litho-
graphic or self-assembly techniques.

Wang et al. have recently extended the RIE process for the modification of double
layers of colloidal crystals for AR-NSL [72]. By using O2 plasma-etched bilayers of
hexagonally packed particles asmasks for gold deposition, it was possible to fabricate
highly ordered binary arrays of gold nanoparticles of various shapes, including a
shuttlecock-shaped array composed of small, crescent-shaped nanoparticles, and a
large fan-shaped array (see Figure 6.16). The size and shape of both the small and
large nanoparticles obtained could be manipulated by altering the plasma-etching
period and the incident angle of the Au vapor flow. When compared to the
corresponding bulk materials, the melting point of the nanoparticles was much
lower, and they were much more sensitive to the surface tension. As the large
curvature caused a high surface tension, annealing of the non-round nanoparticles
might give rise to a retraction of their apexes, and eventually the creation of a round
shape [73]. Wang et al. have successfully transformed the shape of Au nanoparticles
obtained from crescent- or fan-like array to a round form, with a rather narrow
distribution in terms of size and shape (Figure 6.17) [72].

Dmitriev et al. have extended colloidal crystal masking from a use for material
deposition to one of controlled etching, and have developed an interesting variant of
NSL, termed hole-mask colloidal lithography (HCL) [74]. HCL differs from conven-
tional NSL in that the substrate and colloidal crystal mask are interspaced by a
sacrificial layer. After PVD, removal of the colloidal mask leads to a thin film mask
with nanoholes. This so-called �hole-mask� is subsequently used for vapor deposition
and/or etching steps to further define a patterning feature on the substrate. Removal
of the sacrificial layer, along with the hole-mask, leaves behind the substrate with a
predesigned surface pattern composed of, for instance, discs, ellipsoids, and cores
(Figure 6.18). HCL displays several advantages over NSL, notably a large area
coverage, a high fabrication speed (the fabrication time does not scale with area),
an independent control over the feature size and spacing, and processing simplicity
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(the nanofabrication process is reduced to conventionalmaterial deposition andRIE).
Moreover, HCL can be applied to a wide range of materials, including Au, Ag, Pd, Pt,
and SiO2.

6.4.3.2 Surface Patterning on Particles
Various colloidal spheres, whether organic and inorganic, can be produced that are
exceedingly monodisperse in terms of their size and shape. Nevertheless, their
surfaces remain chemically homogeneous or heterogeneous in an undefined way,
despite there being well-established methods for their modification. As this surface
chemistry renders the coupling of spheres spatially isotropic, it is difficult to spatially
direct the organization of the spheres, and they tend to self-assemble only into simple
and energy-favorable fcc or hcp structures. Controlling the surface properties of

Figure 6.15 (a) Schematic depiction of
constructing quasi-3-D grids of multiplex zigzag
nanowires by stepwise rotation of the colloidal
mask by 120� with respect to the reference
vector (R) between nearest-neighboring
spheres over the course of metallic vapor
deposition. The projection ofmetal vapor on the
mask was set coincidence with the reference
vector (R), namelyj¼ 0�. SEM images of quasi-
3-D grids of multiplex zigzag nanowires

obtainedby stepwise depositing gold, silver, and
nickel at j¼ 0�, j¼ 120�, and j¼ 240�, using
plasma-etched close-packed 830 nm PS sphere
monolayers asmasks. The structure obtained by
two and three deposition steps are shown in
panels (b) and (c), respectively. The plasma
etching time was 20min, q was 45�, and the
deposition time 30min. Reproduced with
permission from Ref. [71].
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Figure 6.16 SEM images of hexagonally
arranged Au nanoshuttlecocks obtained by
using bilayers of hexagonal close-packed
925 nm PS spheres, etched by O2-plasma for 10

(a), 20 (b), 25 (c), and 30min (d), as masks for
Au vapor deposition. The incidence angle of Au
vapor flow was set as 15�. Scale bars¼ 500 nm.
Reproduced with permission from Ref. [72].

Figure 6.17 SEM images of the hexagonal
binary arrays obtained by annealing the Au
nanoshuttlecock arrays derived from the
hexagonal close-packed 925 nm PS sphere
bilayers etched for 10 (a), 20 (b), 25 (c), and

30min (d). The SEM images of the original
shuttlecock arrays are shown in Figure 6.16.
Scale bars¼ 500 nm. Reproduced with
permission from Ref. [72].
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colloidal particles is one of the oldest and, at the same time, the most vital topics in
colloid science and physical chemistry. Patchy particles – that is, particles with more
than one patch or patches that are less than 50% of the total particle surface – should
present thenext generation of particles for assembly [75–77].However, patterning the
surface of colloidal particleswith sizes ofmicrometers or submicrometers represents
a formidable challenge, due to the lack of a proper mask.

When 2-D colloidal crystals are used as masks for PVD, it is expected that only the
upper surfaces of the colloidal particles (which are exposed directly to the vapor beam)
will be coated with the newmaterials. This leads to the creation of two spatially well-
separated halves on the colloidal particles – coated and noncoated –with two distinct
surface chemical functionalities [78, 79]. Such particles are usually referred to as
Janus particles. By embedding a monomer of close-packed colloidal particles in a
photoresist layer, Bao et al.managed to tune the surface areas of the colloidal particles
exposed to the vapor beam during material deposition, by etching the photoresist
layer with O2 plasma; this in turn led to a good control of the domain sizes deposited
on the particles [80]. When a monolayer of close-packed colloidal particles is
constructed at the water/air interface or the wax/liquid interfaces, a selective
modification can be implemented in either of the two phases, and this leads to the
production of Janus particles [81, 82]. Shin et al. have recently extended the CAL

Figure 6.18 Left column: Diagram illustrating
the basic process steps and resultant structures
produced with HCL nanofabrication. Right
column: SEM images of the five different
nanostructure types produced by HCL. (a) Array
of identically oriented elliptical Au
nanostructures; (b) Au nanocone array; (c)

Binary arrays of Au–Ag nanodisc pairs (note the
slightly different imaging conditions for Au and
Ag nanodiscs in each pair; Au is imaged
brighter); (d) Embedded nanodiscs; (e) Discs
with fine-tuned diameters, where the disc size
increases from left to right. Reproduced with
permission from Ref. [74].
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procedure to decorate silica particles with ordered arrays of titania nanoparticles by
selective removal of the upper layer particles [60].

Wang et al. pioneered the use of upper single layers of colloidal crystals as masks
for the lower layer particles during PVD [83]. By using the upper single layer of a
colloidal crystal as masks for gold vapor deposition, various Au patterns were
embossed on the upper halves of the particles in the second layer, such as triangles,
squares, and bow-ties, the size and shape of which were predominantly manipulated
by orientation of the template crystals. Most importantly, the methodology reported
byWang et al., which used colloidal crystals for self-masking, was independent of the
curvature and chemical composition of the surfaces (Figure 6.19). This would clearly

Figure 6.19 Left column: Schematic
illustration of the procedure to create colloidal
spheres with Au-patterned surfaces by the
combination of Au vapor deposition and using
the top mono- or bilayers of colloidal crystals
with (111) facets parallel to the substrates as
masks. Right column: (a) Low-magnification

and (b–d) high-magnification SEM images of
925 nm polystyrene (PS) spheres with Au-
patterned surfaces, generated by templating the
top monolayers of colloidal crystals with (b)
(111), (c) (100), and (d) (110) facets parallel to
the substrates. Reproduced with permission
from Ref. [83].
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provide a versatile way in which to pattern highly curved surfaces, a situation that is
difficult to achieve by using routine lithographic techniques. By using O2 plasma to
etch the colloidal crystal templates (mainly the top layer) and conducting PVD at
the non-zero incident angle, Wang et al. also found that the size and shape of the
patterns obtained on the second layer particles showed a pronounced dependence on
the plasma etching time and the incident angle [84]. Pawar and Kretzschmar have
recently extended the use of colloidal crystals for self-masking for glancing angle
deposition [85]. During PVD at a glancing incident angle, the shadow effects caused
by neighboring particles were used for surface patterning particles with the same
particle monolayer. This differed fromWang�s strategy, where the upper layers were
used as masks for surface patterning the particles in the lower layers. The size and
shape of the resultant patterns were determined by the incident angle andmonolayer
orientation, such that the smallest patch produced via glancing angle deposition was
3.7% of the particle surface.

Wang et al. have recently used the upper double layers as masks for patterning
particles in the third layers, via PVD [86]. Whilst the smaller interstices in the upper
bilayers cause a nonuniformdiffusion of the Au vapor, the dimension and features of
the Au dots obtained previously were neither uniform nor clear-cut when compared
to patterns derived from single-layer masking. In order to achieve an homogeneous
diffusion of the vapor through the upper double layers to reach the deeper layers in a
colloidal crystal, the crystal wasmade to undergoRIEwithO2 plasma, whichwidened
the interstitial spaces between the particles. The use of RIE-treated colloidal crystals
as a mask has greatly improved the uniformity of the patterns generated on the third
layer particles. Notably, widening the interstitial spaces allows more vapor to diffuse
into and through an RIE-treated colloidal crystal. Any excess vapor that is scattered or
reflected by the spheres beneath the third layer or the substrate would be envisioned
to condense into a round dot on the lower half of each sphere in the third layer,
opposite to the Au vapor flow. As a consequence, Wang et al. succeeded in the stereo-
decoration of colloidal particles with two, three, four, or five nanodots. The number
of dots per sphere was proved to depend on the crystalline structure of the colloidal
crystal masks, the plasma etching time, and the incident angle. The nanodots
decorated on particles were arranged in a linear, trigonal, tetrahedral, or right-
pyramidal fashion, which provided nanoscale analogues of sp-, sp2-, and sp3 -
hybridized atomic orbitals of carbon (Figure 6.20). The Au nanodots obtained on
microspheres, therefore, could be recruited as the bonding site to dictate the
integration of the spheres, thus paving a new approach to colloidal self-assembly
– colloidal valent chemistry of spheres [87] – to create hierarchical and complicated
�supraparticles� [75].

6.4.3.3 Extension of Nanosphere Lithography
One extension of NSL is to use the surface patterns obtained as templates to grow
nanostructures of a variety of materials, via bottom-up self-assembly. Mulvaney�s
group has grownmonolayer andmultilayer films of semiconductor quantumdots on
surface patterns derived from NSL, leading to nanostructured luminescent thin
films (Figure 6.21) [88, 89]. Valsesia et al. have used ordered arrays of polyacrylic acid
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domes derived viaNSL to selectively couplewith bovine serumalbumin [53]. Byusing
NSL-derived surface patterns as templates to grow proteins, Sutherland et al. showed
that the surface topography could enhance the binding selectivity of fibrinogens to
platelets [90].

A second extension is to use NSL-derived surface patterns as etching masks to
create surface topography. In this case, Chen et al. have fabricated silicon nanopillar
arrays with diameters as small as 40 nm and aspect ratios up to 7 [91]. The size and
shape of the nanopillars could be controlled by the size and shape of the sputtered
aluminummask, with both parameters being again determined by the feature size of
the colloidal mask and the number of the colloid layers. Nanopillars of different
shapes can also be fabricated by adjusting theRIE conditions, such as the gas species,
bias voltage, and exposure duration for an aluminum mask with a given shape. The

Figure 6.20 (a) SEM image of the gold
patterns deposited on the upper halves of
925 nmPS spheres in the third layer, obtained by
using their colloidal crystals, and etched by
plasma for 10min, as templates; (b) SEM image
of the Au patterns obtained on the lower halves
of these spheres; (c, d) SEM images of the gold
Au patterns on the upper halves of 270 nm PS

spheres by using their colloidal crystals, etched
by plasma for 3min, as templates constructed.
The incident angle of the gold vapor was 0� (c)
and 10� (d). The insets show schematic
illustrations of the spatial configuration of gold
nanodots decorated on the microspheres.
Reproduced with permission from Ref. [86].
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as-prepared nanopillar arrays could then be used to imprint a layer of PMMA above
its Tg (Figure 6.22) [92]. Similarly, Weekes et al. have fabricated ordered arrays of
cobalt nanodots for patterned magnetic media [93]. By introducing intermediary
layers of SiO2 between the colloidal crystalmasks and substrates, this etching strategy
could be applied to a wide range of materials, without too much concern for the
surface hydrophilicity of the targeted substrates. By using a similar protocol, large-
area ordered arrays of 512 nm pitch holes, and with vertical and smooth sidewalls,
have been successfully formed on GaAs substrates [94].

A third extension is to use NSL-derived surface patterns to template or catalyze
the growth of other functional materials. Here, Zhou et al. have successfully used
ordered arrays of gold nanodots derived fromNSL as seeds to create highly aligned
single-walled carbon nanotubes (CNTs), laid on quartz and sapphire substrates [95].
This method has great potential for the production of CNT arrays, with a simul-
taneous control over nanotube orientation, position, density, diameter, and even
chirality. As a consequence, these CNTs may function as building blocks in future
nanoelectronics and ultra-high-speed electronics applications [96]. Wang et al.
have used gold nanodot arrays as seeds for hexagonally arranged arrays of zinc
oxide nanorods, aligned perpendicularly to the substrates [97]. Similarly, Fuhr-
mann et al. have produced ordered arrays of Si nanorods by using the gold nanodots
as seeds for molecular beam epitaxy (Figure 6.23) [98], while discretely ordered
arrays of organic light-emitting nanodiodes (OLEDs) have been fabricated based on
NSL-derived surface patterns [99]. These are not feasible via any other route, as
conventional masking techniques may damage the organic heterostructure of the
OLED layers.

6.5
Applications of CL

Surface patterns derived via CL, and especially via NSL, are normally composed of
metals such as gold and silver, with their primary technical application being highly

Figure 6.21 (a) Scheme of formation of 3-D
quantum dot structures, using a multiple SAM
technique based on CL; (b) Photoluminescence
and transmission images of QD642 (quantum

dots emitting at 642 nm) arrays made with a
partially completed bilayer of 5.46mm PS mask;
scan size: 200� 200mm. Reproduced with
permission from Ref. [89].
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sensitive biosensors that rely on the localized-surface plasmon resonance (LSPR) of
metallic nanostructures [65]. During intensive investigations of the LSPR of metallic
nanostructures composed of gold rings [100] and disks [101] and obtained via NSL, it
was found that the LSPR could be tuned by varying either the diameter of the disks
(at a constant disk height) or the ring thickness. The subsequent shape-dependent
red shift originated from the electromagnetic coupling between the inner and
outer ring surfaces, and this led to energy shifts and the splitting of degenerate
modes [102]. NSL has been also used to create nanocaps and nanocups, the LSPR

Figure 6.22 Left column: Schematic of the
fabrication of large-area periodic
nanostructures by a combination of double-
layer nanosphere lithography and nanoimprint
lithography. (a) The silicon substrate is coated
with a double layer of polystyrene spheres and a
metal film is deposited on top of the polystyrene
beads; (b) After dissolving the polystyrene
beads in CH2Cl2, periodic metallic arrays are
formed on the surface; (c) The silicon substrate
is etched using the periodic metal arrays as an
etching mask; (d) The silicon nanopillar arrays
are used as an imprinting stamp, which is
pressed against a PMMA film on a silicon wafer
above the polymer�s glass transition
temperature; (e) The stamp is removed and the

desired material deposited; (f) After lift-off,
periodic arrays of the desired material are
obtained. Right column: (a) SEM image of a
nanoimprint stamp fabricated using a 350 nm
polystyrene template; (b) The imprinted
patterns on PMMA. The base of the triangular
hole is about 55 nm; (c) Large-area image of
periodic metal dots formed by nanoimprint
lithography; (d) SEM image of nanodots formed
by nanoimprint lithography. The diameter of the
nanodots is about 50 nm; (e) SEM image of the
imprinted patterns using a stamp treated with
chromium etchant. The lateral dimension of the
triangular hole is about 30 nm. Reproducedwith
permission from Ref. [92].
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behavior of which has been studied [103]. For example, by using NSL, Lee et al.
created gold crescent-moon structures which had a sub-10 nm sharp edge and
exhibited a very strong SERS [104]. Moreover, the field emitted on the circular
sharp edge of the nanocrescent moon (the �hot spot�) could be enhanced more than
1000-fold when illuminated at 785 nmwith a near-infrared diode laser. Interestingly,
when 1 mMof rhodamine 6Gwas adsorbed onto the single gold nanocrescentmoon it
could be detected by a recognizable difference in the SERS spectrum. Such high
sensitivity was considered due to the sharp edge of the nanostructure that had been
created from the colloidal template.

Besides the exploitation of CL, and the patterns thus obtained via LSPR-assisted
sensing, the magnetic properties of CL-derived nanostructures have continued to
attract attention. In general, nanoscale magnetic materials often exhibit super-
paramagnetic behavior, and an ordered nanostructure of magnetic materials is
required when conducting investigations into the mesoscopic effects induced
when magnetic materials are confined within nanoscale domains [105]. As the
magnetic properties depend heavily on the domain size and inter-domain dis-
tances, Weekes et al. set out to create ordered arrays of isolated magnetic nanodots
via NSL [93]. In this case, the coercivity and switching width of the isolated nanodot
arrays were enhanced when compared to those of continuous magnetic films. In

Figure 6.23 Steps of Si nanowire fabrication by
NSL. (a) Deposition of a mask of polystyrene
particles; (b) deposition of gold by thermal
evaporation; (c) removal of the spheres; (d)
thermal annealing and cleaning step to remove

the oxide layer; (e) Si deposition and growth of
nanowires by MBE. The corresponding SEM
images at the right show the wafers at the
different fabrication steps. Reproduced with
permission from Ref. [98].
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addition, well-organized arrays of magnetic nanorings over a large area have been
prepared via NSL, and have demonstrated a stable vortex state due to the absence
of a destabilizing vortex core. Such findings should hold promise for applications
in vertical magnetic random access memories [106, 107]. Albrecht et al. have
also shown that Co/Pd multilayers on a colloid surface exhibited a pronounced
magnetic anisotropy (Figure 6.24) [108].

Figure 6.24 (a) Schematic of a magnetic film
deposited on a nanosphere, showing the
anisotropy distribution indicated by arrows; (b)
Switching field as a function of applied field
angle for an array with 50 nm particles (black
dots). The angular dependence based on the
Stoner–Wohlfarth (SW) model is shown as a

solid line for comparison. The error bars are the
standard deviation of themeasurement; (c) The
average anisotropy axis can be tuned to the
required angle by changing the deposition
direction. Reproduced with permission from
Ref. [108].
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6.6
Summary

The recent development of CL, and especially the integration of etching the
colloidal mask, altering the incident angle, and the stepwise and regular changes
in mask registry, have led to the creation of a powerful nanochemical patterning
tool which is inexpensive (in terms of both capital and operation), has a high
throughput, and can easily be adopted on various planar and curved surfaces,
including microparticles. Unlike conventional mask-assisted lithographic pro-
cesses, where the mask design and production tend to pose a challenge when
scaling down the feature size and diversifying the feature shape, CL embodies a
simple approach to masking, namely the self-assembly of monodisperse micro-
spheres on a targeted substrate. As a consequence, the feature size may easily be
shrunk below 100 nm, simply by reducing the diameter of the microspheres used,
and according to a simple correlation between the interstice size and the sphere
diameter. Likewise, the feature shape can be easily modified by changing the
crystalline structure of a colloidal crystal mask, the time of anisotropic etching
of the mask, the incident angle of the vapor beam, and the mask registry (the
azimuth angle of the vapor beam). Currently, CL permits the fabrication of
complicated 2-D and 3-D nanostructured features, such as multiplex nanostruc-
tures, with a clear-cut lateral and vertical heterogeneity. These several new
nanostructures have proven difficult to implement by conventional lithographic
techniques, and cannot be implemented in some cases. Hence, CL provides both a
nanochemical and complementary tool for conventional and fully top-down
lithographic techniques and, as a result, continues to show immense promise
in the field of surface patterning.

Despite the great progress in colloidal crystallization, CL remains at a very
early stage of development, and represents a formidable challenge for the
creation of defect-free single crystals with defined crystalline faces. The pres-
ence of defects dramatically reduces the patterning precision of CL. For
instance, the random orientation of polycrystalline crystalline domains in a
colloidal mask is disastrous when collimating the mask registry, and in this
respect the template-assisted epitaxy for colloidal crystallization shows great
promise, as it allows the growth of colloidal crystals with defined packing
structures and orientations. As a patterned substrate is a prerequisite for
colloidal epitaxy, its applicability to patterning is limited. The ability to transfer
a colloidal crystal, derived from such colloidal epitaxy, onto different substrates
without causing any deterioration in crystal quality represents an important task
for CL. The fabrication of large-area monolayers of periodically close-packed
microspheres less than 100 nm in size is also a clear challenge that will involve
reducing feature sizes to less than 10 nm, via the process of CL. Unfortunately,
in a CL patterning process the feature size and interspace size between features
cannot be separately manipulated, since both are directly proportional to
the sphere size in a colloidal mask, and this greatly limits the patterning
capabilities of CL.
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7
Diblock Copolymer Micelle Nanolithography: Characteristics
and Applications
Theobald Lohmueller and Joachim P. Spatz

7.1
Introduction

Materials at the nanoscale show remarkable physical and chemical properties as a
consequence of their small size, and this makes them useful for a wide range of
conceivable new applications and technologies [1]. In 1959, Richard P. Feynman
announced the issue for the future of �. . .manipulating and controlling things on a
small scale� [2]. Since that time, nanotechnology has indeed evolved to become an
important topic with enormous scientific and industrial interest [3], and this has
resulted in increasing progress in terms of the development of novel micro- and
optoelectronic components, with a subsequent high impact on everyday life. The
most famous, yet impressive, example of this rapid evolution was expressed by
Moore�s law, which stated that the number of components per integrated circuit on a
microprocessor would double approximately every two years [4]. Although dating
back to the 1970s and aimed at predicting the increase of processing power and data
storage capacity in computer technology, this forecast remains valid today, and greatly
emphasizes the current vitality of this field of research. Today, nanotechnology
enfolds a broad interdisciplinary area in the applied sciences, and is used for the
investigation of various fundamental questions in physics, chemistry, and biology
[1,3,5].

Two strategies for nanofabrication can be identified, namely �top-down� and
�bottom-up�:

. Top-down methods comprise photo- [6, 7], X-ray [8, 9], as well as electron
(e-beam) [10] and focused ion beam (FIB) [11, 12] lithography, where nanos-
tructured surfaces are generated either by exposing a sensitive material to UV-
light or X-ray radiation, or by �writing� a nanopattern with a focused beam of
electrons or ions [13]. For patterning, a sample is covered with a photosensitive
resist and illuminated through a mask, in close proximity to the substrate. The
final structure is developed by subsequent treatment of the substrate with a
selective solvent or etching agent; this enables surface patterning with high
resolution, depending on the wavelength of the irradiation. Consequently,
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photolithography is currently the most widely used technology in the semi-
conductor industry where, by using state-of-the-art systems with deep-ultraviolet
(DUV) excimer lasers (e.g., ArF: 193 nm) it is possible to pattern structures
smaller than 50 nm [14, 15]. No mask is needed in the case of e-beam and FIB
lithography, since the pattern is generated directly by a focused beam of electrons
and ions, rather than by irradiating the whole sample at once. Although, when
using these methods it is possible to achieve resolutions down to only a few
nanometers, because they represent a serial process they have the main
disadvantages of low processing rates and the need for expensive equipment.

. Bottom-up approaches are the competing concept for nanofabrication, with the
idea of the self-organization of small components into larger materials and
devices, without any external intervention [16–18]. As a concept for the materials
sciences, self-assembly basedmethods are particularly attractive as they represent
an inexpensive and widely applicable fabrication technology, with possible
resolution down to a single nanometer. Several strategies have been developed
and shown to be capable for patterning ofmaterials at the nanoscale; these include
self-assembled monolayers (SAMs) [19, 20], block copolymer lithography
[21–23], and colloidal lithography [24, 25], all of which provide cheap and
fast processing technologies that produce nanometer-scale resolution. Whilst
the applicability of the bottom-up methods is limited by a greater demand on
the complexity of the nanopattern, strategies to overcome these drawbacks
include placing the molecules directly into an aperiodic topology, as is the case
for microcontact printing (mCP) [18, 26, 27] and dip-pen lithography (DPN) [28,
29]. Here, the desiredmolecules are used as an �ink�which can either be layered
(in DPN) or stamped (in mCP) on top of a solid-state substrate. The SAM itself
can then be used as a lithographic resist for further modification. Examples of
this approach include chemical lithography and scanning probe lithography-
based technologies, such as nanografting [30, 31] and near-field scanning optical
lithography (NSOM) [32].

The aim of this chapter is to introduce block copolymer micelle nanolithography
(BCML) as a versatile bottom-up approach, to generate extended arrays of metallic
nanoparticles, and to provide some examples of its related applications [33, 34]. Block
copolymers are compounds of separate polymer chains (or blocks respectively),
where each block is built up from individual types ofmonomer. In the case of diblock
copolymers, for instance, one molecule contains two polymer chains (or blocks),
which are linked by a covalent bond. For entropic reasons, the two blocks do not mix
in solution, and thus show a strong tendency to segregate intomicrophase-separated
morphologies, depending on the molecular weight, the segment sizes, and the
strength of the molecular interactions between the respective blocks [35, 36]. How
structural parameters such as the lateral particle spacing and particle size can be
controlled on the substrate, with single-nanometer precision, will be examined in
the following subsections. Two intriguing exampleswill also be provided of how these
nanoparticle patterns can be used to mimic materials found in nature, such as the
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antireflective corneal lens of moths, and artificial extracellular interfaces in the study
of cell adhesion.

7.2
Block Copolymer Micelle Nanolithography

7.2.1
Introduction

The underlying principle of BCML relates to the spontaneous formation of amphi-
philic block-copolymers to from microphase-separated morphologies [35], and the
transfer of these units into nanometer-scale patterns on top of rigid substrates such as
silicon wafers or glass coverslips. When diblock copolymers of polystyrene (PS) and
polyvinylpyridine (PVP) chains are dissolved in toluene at low concentration, they are
present in the form of single chains. However, above their critical micelle concen-
tration (CMC), these molecules begin to segregate while the number of individual
free chains in solution remains constant [37–39]. As toluene is a more selective
solvent towards PS, the PS block will form the outer micellar shell, surrounding the
less-soluble PVP block which builds up the core [40]. This core–shell configuration
can be considered as a nanoscopic reactor that allows the selective dissolution of
metal precursor salts into the micelle [41]. The distribution of precursor salt per
micelle varies only within narrow limits [42], and the incorporation ofmetal salts into
the micellar core has certain effects on the micellar stability of the micelles in
solution, compared to the neutral case. Due to increasing interactions between the
different copolymer blocks, the CMC shifts towards lower concentrations [43, 44].
The amount of metal salt inside each micelle is adjustable, depending on the ratio of
the neutralized number of vinylpyridine versus the total number of vinylpyridine
units:

mmetal ¼ mPS�P2VPMmetal½VP�nL
MPS�P2VP

where L depicts the loading ratio L¼ n(HAuCl4)/n(PS-PVP) and 1 � L � 0.
A nanopattern is formed by either spin-coating or dipping a rigid substrate into
the polymer solution. Dip-coating is more favorable as it enables a uniform
decoration of plain as well as curved substrates over a total area of up to several
square centimeters, within a short period of time, and with high accuracy. During
substrate retraction, themicelles assemble into a quasi-hexagonal orderedmonolayer
on top of the surface, the driving force for which process is the evaporation of solvent
at the immersion edge. Subsequent plasma treatment can then be applied to remove
the whole polymer matrix and to induce the formation of pure metal particles on the
surface of the substrate. A schematic overview of the process, together with relevant
scanning electronmicroscopy (SEM) images of the different nanoparticle arrays, are
shown in Figure 7.1.
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The particles formed from one polymer solution during the process are all of
similar size and shape, and aligned hexagonally on the surface (Figure 7.1b-e). The
only major requirement arising from the fabrication process is that the substrate
must be resistant against the solvent, and stable during the plasma process. The
technique thus offers a great applicability, and has been successfully applied to
pattern different materials such as glass, silicon, diamond, sapphire, SrTiO3, and
mica, with various different particle compositions. A literature overview dealing with
the concept of BCML is provided in Table 7.1.

Figure 7.1 Schematic description of the dip-
coating process. (a)Diblock copolymermicelles
self-assemble into a hexagonal-ordered film
when a rigid substrate is dragged out of the
toluene solution. Gold nanoparticles are
generated by subsequent plasma treatment of
the substrate. The distance between individual

particles on top of the substrate is a result of the
diameter of the micelles, the concentration of
the micelle solution, and the dipping velocity.
Examples of gold nanoparticle pattern with
different spacing: (b) 50 nm; (c) 100 nm; (d)
150 nm; (e) 200 nm.

Table 7.1 A literature overview of block copolymer micelle nanolithography.

Parameter Component/technique Reference(s)

Metallic NP . Au, Pt, Pd [33, 45, 107]
. TiO2 [108]
. FexPty [109]

Particle size . Intramicellar electroless deposition [107]
Particle spacing . Concentration and velocity dependence [34, 61, 62]

. Spacing gradients [63]
Lateral order [110–112]
Micro- nanopatterning . E-beam lithography [71, 72]

. Photoresist e-beam; Photolithography [70, 74]

. FIB [73]

. Micro-contact printing [113]
Transfer lithography . PDMS, Polystyrene, PEGDA 700 [106]
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The great flexibility of BCML makes it an ideal tool for nanopatterning, with the
advantage of high-throughput sample processing but only aminimal need for highly
technical (and expensive) equipment [45]. A more detailed description as to how
nanoparticle patterns can be characterized, and how experimental parameters such
as the lateral order, the interparticle distance, and nanoparticle spacing can be
controlled in a large frame, are outlined in the following subsections. A brief
overview is also provided on the synthesis of micro-nanopatterned surfaces, using
a combination of BCML and conventional top-down lithography.

7.2.2
Characterization on Nanoparticle Arrays

7.2.2.1 Scanning Electron Microscopy (SEM)
Scanning electron microscopy (SEM) represents a powerful tool for sample imaging
with nanoscale spatial resolution [46]. During such measurements, the surface of a
conductive sample is imaged by scanning the surface topology with a focused
electron beam. Nonconductive substrates such as glass or polymeric materials must
be covered with a metal or carbon layer prior measurements. Although state-of-the-
art SEM systems show a resolution power of less than 1 nm, the theoretical limit is
impaired by aberrations of the electron lenses and the interaction volume of the
electron beamwith the substratematerial. Atomic-level resolution can be achieved by
using transmission electron microscopy (TEM), in which case the detector is located
beneath the sample, such that those electrons transmitted through the sample are
analyzed. Hence, very thin sample materials are required for these measurements.
Consequently, although TEM imaging is currently recognized as the most accurate
method for characterizing the size and shape of individual particles, evenwith atomic
resolution, is not practical consider nanoparticle arrays fabricated on large area
samples such as glass coverslips or whole silica wafers. Several types of signal are
generated by interactions between the electron beam and the probematerial, and this
provides both topographic and chemical information concerning the sample. The
most important of these signals are secondary electrons (SEs), back-scattered
electrons (BSEs) and low-energy X-rays. Whereas, secondary and back-scattered
electrons provide information concerning surfacemorphology andmaterial contrast,
the chemical composition of the specimen can be analyzed via its characteristic X-ray
emission, using energy-dispersive X-ray (EDX) spectroscopy. SEM imaging is
particularly advantageous for the characterization of extended nanoparticle arrays,
since it is possible to carry out rapid imaging of large areas at several positions on the
sample, so as to reveal accurate information concerning the separation distances
between individual particles and the particle diameter in-plane. Unfortunately, SEM
images provide very little information relating to the nanoparticle height.

7.2.2.2 Atomic Force Microscopy (AFM)
Atomic force microscopy (AFM) is a high-resolution imaging technique used to
measure the attractive or repulsive forces between a sharp tip brought into proximity
to the surface of a sample [47]. The tips used for AFM are typically fabricated from
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silicon or silicon nitride, and have a diameter of between 10 and 50 nm. The available
spring constants range from 0.01 to 100Nm�1, with resonant frequencies between
5 and 350 kHz.

When takingmeasurements, themicroscope is used tomechanically scan a certain
area of the sample, and is operated in either contact mode or tapping mode:

. While operating in contact mode, the AFM tip is actually in contact with the
surface, so that any topographic features encounteredwill cause the tip to undergo
a vertical deflection; these deflections are translated into a feedback signal that
carries information about the surface. The tip deflection ismonitored by following
a laser spot that is reflected from the top of the cantilever, using a photodiode.

. In tappingmode, the cantilever oscillates close to its resonance frequency, so that it
is barely touching the substrate surface. With increasing tip-to-sample proximity
the oscillation amplitude and phase, as well as the resonance frequency of the
cantilever are damped, and the damping movements then provide information
regarding the surface morphology. Tapping mode is commonly used to measure
soft samples, where friction and lateral forces should be minimized.

In general, AFMdisplays several advantages over SEM, themost notable being that
there are virtually no limitations regarding the substrate composition. The samples
do not need to be conductive, and the measurements can be performed under
atmospheric conditions. The image of the sample also represents a true three-
dimensional profile of the surface, with a resolution that is comparable to that of
SEM. Themain drawbacks of AFMare a high sensitivity to environmental noise, and
a low scanning size of approximately 100 mm2. One other problem is that a
convolution of the tip size with the surface topology can create image artifacts in-
plane (xy). Thus, in order to provide a complete characterization of the height and
spatial orientation of a nanopatterned substrate, a combination of both AFM and
SEM should ideally be utilized [48].

7.2.2.3 Spacing and Order of Nanoparticle Arrays
The lateral geometry of a nanoparticle array can be considered to be in a state between
crystalline or completely random [49]. When perfectly ordered, crystalline systems are
definedby the long rangeorder of their spatial pattern. Incaseof a2-Dhexagonal lattice,
eachparticleissurroundedbyaninfinitenumberofequallydistributedneighborswitha
constant spacing period. In contrast, a random, amorphous system does not show any
long-range order, and all of the pattern features are uniformly distributed with no
specific positional information. The perfect pattern geometry is usually affected by
defectsanddeformations,notablydislocationsanddisclinationsasaconsequenceofthe
self-assemblyprocess.Disclinationsoccur if aparticle is surroundedfor examplebyfive
or seven instead of six nearest-neighbors, causing a dislocation of the hexagonal
orientation. A model system which is used to identify the quality of a nanoparticle
array from an SEM image, compares the structure with the order transition during the
melting of a 2-D crystal [49, 50]. A theoretical approach to describe such 2-Dmelting is
known as the Kosterlitz–Thouless–Halperin–Nelson–Young (KTHNY) theory [51–54],
where a perfect crystalline phase is disrupted with increasing temperature until the
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stateofcompletedisorderisreached.Followingthismodel, thetranslationalorderofany
symmetric lattice during the phase transitions can be described by an order parameter
y~Gð~r Þ of the form [55]:

y~Gð~r Þ ¼ expði~G~r Þ

where ~G is the reciprocal lattice vector of the hexagonal array. For both, disclinations
and dislocations, the crystalline order is disrupted and y~Gð~r Þ falls to zero. However,
there is a qualitative differencewhen considering the local-range and long-range order
of a crystalline structure. Whereas dislocations cause a translational displacement that
does not affect the local hexatic orientation, both translational and long-range orien-
tational orders are impaired by disclinations. Thus, in order to quantify the bond-to-
bond orientation of awhole hexagonal lattice, a complement toy~Gð~r Þ, the global bond-
orientational order parameter y6ð~r iÞ must be introduced:

y6ð~r iÞ ¼
1
N

X
j

X
k

expð6iqjkÞ
�����

�����
where qik is the orientation angle of the connecting sides (or neighboring particles)
j and k relative to ð~r iÞ. The influence of dislocations and disclinations can be
distinguished by their influence on y~Gð~r Þ and y6ð~r iÞ. For an array of nanoparticles,
y6 reaches a value between one and zero:

0 � y6 � 1

where y6 equals 1 for a perfect hexagonal lattice, but falls to zero with increasing
disorder. By calculating the sixfold global order parameter, the average nanoparticle
spacing and the corresponding standard error can be derived from all individual
particles from a single SEM or AFM image.

7.2.3
Tuning the Pattern Properties

7.2.3.1 Controlling the Nanoparticle Spacing
The precise adjustment of the nanoparticle spacing represents one of the most
important issues to realize a broad applicability for BCML. Several experimental
parametersmay influence the particle separation on the surface. A rather small effect
is observed by the amount of metal salt added to the solution. The diameter of the
micelles is increased depending on the metal salt loading, and this results in a
lowered packing density of the micellar monolayer on the substrate. As a conse-
quence, the hydrodynamic radius of the micelles is also increased, and this is
reflected by a lower packing density following transfer to the substrate [43]. The
spacing can be adjusted within a few nanometers, but only at the expense of the
particle size, which is generally not desirable.

The most obvious way to achieve reproducible and robust control over a distance
between single particles is to alter the length of the diblock-copolymer chain, since a
longer polymer will result in a bigger micelle [34, 56, 57]. A broad range of lateral
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distances can be realized by simply varying the molecular weight, as shown in
Table 7.2 (the dipping velocity in each case was 12mmmin�1).

For a certain micelle size, it has been shown experimentally that the separation
distance between the nanoparticles is also influenced by the concentration of the
polymer solution (cf. Table 7.2). Although for higher concentrations the micelles are
packed more closely, interestingly the same results are observed for different
velocities during the dip-coating process. This is a particularly important finding,
since varying either the polymer concentration or the retraction velocity will allow the
creation of a broad range of different nanoparticle densities from a single polymer
solution, and thus a complete decoupling of the metal salt loading and particle size.
By accelerating the velocity during retraction of the substrate, it might even be
possible to generate a continuous nanoparticle gradient over the range of several tens
of nanometers. The gradient slope can be adjusted between a few micrometers and
several millimeters, depending on the acceleration. Consequently, nanoparticle
gradients with separation distances of between 80 and 250 nm can be achieved by
using only three different polymer solutions, as shown in Figure 7.2.

As depicted in the graphs of Figure 7.2, the interparticle spacing on the samples
is smaller for higher retraction velocities. To explain this observation, it is necessary
to consider the influence of the retraction velocity of the deposition process during
dip-coating. As reported by Darhuber et al. [58], the height of the adsorbed film
deposited during the dip-coating of a substrate perpendicular to the fluid interface
depends on the retraction speed at which the sample is withdrawn from the
solution. The dependency between velocity and film thickness can be expressed
as [58, 59]:

h¥ ¼ 0:946
ffiffiffiffiffi
s

rg

r
Ca2=3

whereCa denotes the capillary numberCa¼ mU/s, and where m, s, and r represent
the solution viscosity, the surface tension, and the density of the polymer solution
respectively; g denotes gravitational acceleration. This expression is only valid for

Table 7.2 Examples of spacing values for different diblock copolymer solutions.

Diblock copolymer c
(mgml�1)

L MnPS –

(gmol�1)
MnPVP –

(gmol�1)
Mw/Mn Spacing

(nm)
Order
(Ê)

PS(190)-b-P2VP(190) 5 0.2 19 900 21 000 1.09 28� 5 0.54
PS(500)-b-P2VP(270) 5 0.5 52 400 28 100 1.05 58� 7 0.50
PS(990)-b-P2VP(385) 5 0.5 103 000 40 500 1.07 73� 8 0.39
PS(1350)-b-P2VP(400) 5 0.5 140 800 41 500 1.11 85� 9 0.42
PS(1824)-b-P2VP(523) 3 0.5 190 000 55 000 1.10 91� 1 0.63
PS(990)-b-P2VP(385) 3 0.5 103 000 40 500 1.07 110� 1 0.61
PS(1824)-b-P2VP(523) 2 0.5 190 000 55 000 1.10 139� 2 0.71
PS(5348)-b-P4VP(713) 1.5 0.2 557 000 75 000 1.07 176� 5 0.40
PS(5348)-b-P4VP(713) 1 0.2 557 000 75 000 1.07 222� 7 0.50
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very low capillary numbers (Ca<< 1), which can be estimated in the present system
(due to the very low capillary number for pure toluene [60, 62]. According to this
equation, the film thickness h¥ is dependent on the viscosity of the polymer
solution and the dipping velocity. With increasing polymer concentration, the
viscosity of the solution will therefore also increase. The optimum thickness h¥ of
the micellar film for a constant dipping velocity can thus be expressed by:

h¥ / m2=3

ðrgÞ1=2s1=6

At the same time, assuming a constant number of micelles in solution for a
constant polymer concentration, h¥ is proportional to the dipping velocity U
according to:

h¥ / U2=3

As thefilm thickness is proportional to the dipping velocity, the number ofmicelles
per area is also proportional to h¥. As the micelles are all of the same size, the
maximum number on the surface will reach a saturation value for high dipping

Figure 7.2 Particle spacing realized from three
different diblock copolymer solutions as a
function of the retraction speed. The retraction
velocity is adjustedbetween 8 and40mmmin�1

in all cases. (a) 3mgml�1 PS(990)-b-P2VP(385)
(0.5); (b) 2mgml�1 PS(1824)-b-P2VP(523)
(0.5); (c) 1mgml�1 PS(5348)-b-P4VP(713)
(0.5). For high retraction velocities above

30mmmin�1, an almost constant value of the
interparticle distance was observed for the PS
(5348)-b-P4VP(713)(0.5) polymer; (d) Linear fit
of the corresponding order parameters for all
three polymers as a function of the dipping
velocity. A trend towards a higher order
parameter was observed for smaller
interparticle spacings.
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speeds, where the interparticle spacing is almost constant and the nanopattern
displays the highest packing density at this point. This is shown in Figure 7.2c, where
the interparticle spacing of the PS(5348) polymer is unchanged between 32 and
40mmmin�1. It is important to note that the order parameter is affected depending
on the separation distance and the corresponding retraction velocity, and this is
especially the case for polymers with a high molecular weight. As the viscosity of the
solution increases with higher polymer concentrations, both parameters will influ-
ence the dipping process in the same way.

To recapitulate, the spacing period can be controlled by three parameters: (i) the
molecular weight of the diblock copolymer; (ii) the concentration of the polymer
solution [61]; and (iii) the dipping velocity [61–64]. The latter two points are
advantageous for the fabrication of particle arrays, as same type of diblock copolymer
can be used for a certain loading parameter, and the particle size is therefore
independent of the particle density. However, by neglecting the influence of the
order parameter, awide range of different interparticle spacings can be coveredwith a
single diblock-copolymer by choosing appropriate conditions.

7.2.3.2 Controlling the Particle Size
Theparticle size is restricted to the amount ofmetal salt that can be loaded inside each
micelle, and is therefore limited to a small range (typically 1–15 nm), depending on
the loading ratio and the number of PVPunits permicelle. In order to control the size
over a wider range, the gold nanoparticles may be used as a seed for an additional
growing step by �hydroxylamine seeding� [65, 66]. Here, the metal particles act as
catalytic nuclei for the electroless deposition of metal ions from solution by
hydroxylamine (NH2OH). As the kinetics for the reduction of adsorbed metal ions
exceeds the rate of reduction in solution, the nucleation of new particles is prevented
and all of the ions will take part in the production of larger colloids [67, 68].
Unfortunately, this technique cannot be adapted to nanoparticulate substrates as
the particles would lift off and the pattern geometry would be destroyed during the
growth procedure.

The pattern geometry is preserved during the growth procedure by either: (i)
embedding the nanoparticles into a SAM [69, 107]; or (ii) by using the polymermatrix
as a stabilizing template [107]. A schematic overview of both strategies is shown in
Figure 7.3.

In this case, the glass coverslips were patterned over the whole area below the
dotted line. In the first approach, the bare glass area between the gold particles was
functionalized by a monolayer of hexadecyltrimethoxysilane (HTMS) to form a
stabilizing environment for the gold particles. The formation of a SAM in this
system was caused by the selective silanization of the surface by forming a covalent
Si�O�Si bond. The average particle height on the unmodified glass coverslip was
revealed (viaAFMmeasurements) to be 6.5� 0.4 nm,while the height of the particles
embedded in theHTMSmonolayer was 4.0� 0.4 nm. The difference of 2.5� 0.8 nm
corresponded to the thickness of the monolayer, and was responsible for the lateral
stabilization of the particles on the surface. The substrates were then immersed into
an aqueous seeding solution of hydroxylamine and gold acid. Prior to the electroless
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deposition process, the initial particle size of about 6 nm was too small to observe
plasmon absorbance by the naked eye. The presence of gold particles, however, soon
became evident by presence of a red stripe at the bottom of the dipping edge; this was
an area of total disorder where multilayer formation and the agglomeration of small
particles had led to a dense layer of gold clusters being formed after the plasma
treatment. The course of the reaction was detectable after only a few seconds of
immersion, as the patterned part of the substrate turned red due to increasing particle
plasmon absorbance (Figure 7.3c), while the homogeneous red color of the sample
indicated a uniform growth of the particles. Varying the metal type of the seeding
solution and the interparticle distance enabled the precise preparation of highly
ordered single and bimetallic core–shell nanostructures. Unfortunately, it was
necessary to modify the sample by applying a stabilizing monolayer, though this
was not always wanted – nor even possible – depending on the substrate chemistry.
Notably, as themicellar techniquewas seen to be adaptive to a broad range of different
substrate materials, its versatility was clearly limited.

In a second approach, the polymer shell of the micelles itself was used as a
stabilizing matrix surrounding the metal core. In order to enable hydroxylamine
reduction, the precursor salt inside each micelle must be reduced to generate a seed
of the puremetal, and this was achieved by a short hydrogen plasma activation of the
micellar films. The formation of elemental particles in the micelles occurred within

Figure 7.3 Schematic of the particle growth
strategies. (a) Formation of a micellar
monolayer by dip-coating. The particles are
either stabilized by embedding them into a
hexadecyltrimethoxysilane (HTMS) layer, or the
micelles themselves act as a template at the
surface to keep the particles in position; (b, c)
Photographs of glass coverslips (size
20� 20mm) before (b) and after (c) particle

enlargement. Both samples were decorated up
to the dipping edge with nanoparticles
(indicated by the dotted line). The successful
reaction ismade apparent by the homogeneous
red color of the structured part of the substrate.
For small particles, the appearance of the
nanostructure is only visible at the dripping
edge (arrow).
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the first fewminutes, during which activation step some parts of the polymer matrix
were etched, although the reaction time was not long enough to remove the polymer
film completely [46]. The activated samples were dipped into the particular seeding
solution, and the reaction then stopped by rinsing the substrates in ultrapure water.
Finally, the samples were exposed to hydrogen plasma to remove the complete
polymer residuals. Figure 7.4 shows the SEM images of the Au, Pt, and Pd particles
arrays before (upper row) and after (lower row) the metal deposition.

The initial particle size in all cases was 6 nm, and all particles were enlarged by
intra-micellar electroless deposition up to a size of 25 nm, using different immersion
times and conditions. The geometry of the nanopattern was not affected by the
seeding procedure. It should be noted that the experimental parameters for the
electroless deposition of Au, Pt or Pd are very different. For example, the deposition
time for platinum and palladium particles is much longer than for gold, and the
seeding solution must be more concentrated. As a result of working with higher
concentrations and longer reaction times, the size distribution of the enlarged
platinum particles was less homogeneous than that of gold particles.

Figure 7.4 Au, Pt, Pd particles grown by
intramicellar electroless deposition. Scanning
electron microscopy (SEM) images of Au, Pt
and Pd particles on glass coverslips before (top;
7 nm initial size) and after (bottom; 25 nm)
particle growth. The initial particle size in all
cases was ca. 6 nm. All particles were enlarged

by intramicellar electroless deposition up to a
size of ca. 25 nm, using different
immersion times and conditions: Au (0.1%
HAuCl4/0.2mM NH3OHCl, 60 s); Pt (1%
H2PtCl6/2M NH3OHCl, 20 h); Pd (0.1% Pd
(Ac)2/200mM NH3OHCl, 18 h). Adapted from
Ref. [107].
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When comparing both strategies, the intra-micellar approach had the advantage
that the enlargement step could be applied directly to the activated micellar film,
which translated as a broader applicability. Particles with a diameter greater than
50 nm not only began to lift off from the surface, but also had a muchmore disperse
size distribution. The latter effect may have been due to the polymer shell surround-
ing the particles and, in turn, affecting the particle size. Although the stabilization of
particles by a SAM required additional modification of the substratematerials, it also
allowed the controlled preparation of metal core–shell clusters.

7.2.3.3 Micro-Nanopatterned Interfaces
Besides varying the particle spacing,micro-nanopatternedmorphologies represent
an additional means of controlling the nanoparticle density. A combination of
BCML with conventional �top down� technology enables the generation of aperi-
odic micro-/nanopatterned surfaces, and the directed location of nanometer-sized
features. A schematic overview of these different strategies is shown in Figure 7.5.

Micro-nanopatterned interfaces may be fabricated by either a direct modification
of the adsorbed micelles by irradiation with UV-light [70], with e-beam lithography
[71, 72], or low-dose FIB milling [73]. In the simplest case, the monomicellar film
itself can be used as a negative resist for e-beam lithography on conductive as well as
nonconductive substrates. This allows the deposition of single submicron particle
patches, or even single gold nanoparticles in an aperiodic pattern on conductive and
nonconductive substrates. Themicelles are pinned on the substrates as a result of the

Figure 7.5 Schematic overview of different
micro-nanopatterning strategies. (a) The
micellarmonolayer itself may be used as a resist
for electron-beam lithography; (b) Alternatively,
the gold nanoparticle array may be covered with
a photosensitive resist; (c) By preparing
nanoscopic cavities using top-down

lithography, it is possible to trap individual
micelles inside the prepatterned structure by
dip-coating. The micro- nanopatterned
substrate is generated by plasma-pinning the
micelles to the surface, removal of the
photoresist, and a final plasma treatment.
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interaction of the polymer film and the electron beam; subsequent immersion of the
substrate into an organic solvent reveals the exposure pattern. The polymer shell of
the tethered micelles can then be removed by a subsequent plasma process that is
analogous to the normal protocol.

Whilst e-beam lithography has the advantage of high feature resolution, it
suffers from the disadvantage of being a serial and time-consuming process.
Nonetheless, it can be accelerated by using a combination of standard lithography
and subsequent nanoparticle removal (Figure 7.5b) [74]. In this case, although the
entire substrate with its gold particles is coated with a photoresist, only certain
areas will be illuminated and the final pattern can be generated by removing any
unmodified resist and the appropriate underlying particles. Moreover, this ap-
proach can be transferred to photolithography, which has the advantage that a
large area can be patterned in one step. The major advantage with this combined
method is that photolithography is capable of generating aperiodic microstruc-
tures, while the high-resolution nanopattern is generated by the micelles via a
rapid and simple self-assembly process. Hence, the combination of these methods
represents an intriguing approach to nanopatterning that can be conducted
considerably faster and simpler than by using a conventional �top-down� ap-
proach. In a variation of this strategy, micelles can be deposited either into
prestructured cavities (Figure 7.5c) or directly, using mCP [113]. The use of this
approach has made possible the generation of linear and circular configurations of

Figure 7.6 (a–d) Micro-nanopatterned
particles arrays fabricated by e-beam
lithography. (a) Gold nanoparticles arranged in
a star pattern; (b, c) Squares patch side length of
(b) ca. 600 nm and (c) ca. 200 nm side length;
(d) Three single gold particles separated by ca.

400 nm; (e) By preparing separated photoresist
cavities and subsequent deposition of single
micelles, single particles can be precisely
separated over 1 mm apart in a square pattern.
Panels (a–d) adapted from Ref. [71]; Panel (e)
adapted from Ref. [75].
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gold nanoparticles, and the deposition of single nanoparticles separated by several
micrometers [35, 75].

7.3
Applications of Nanopatterned Materials

7.3.1
Moth Eye Antireflective Surfaces

The faceted eye of dawn-active moths is equipped with a periodic array of sub-
wavelength-structured protuberances, which behaves as a gradation of the refractive
index between the air/cornea interface [76]. In the experiments described here, gold
nanoparticles were used as a shadow mask for the subsequent reactive ion etching
(RIE) of glass coverslips and fused silica substrates, with the aim of generating a
nanometer-sized surface texture similar to the biological example.

The reduction of Fresnel reflections at optical interfaces is a topic of enormous
interest for awide range of applications [77]. The performance of the projection optics
of both photographic and microscopy units is greatly affected by the reflection and
transmission of light at optical interfaces. In the case of semiconductors, the
reflection loss of light in the visible and near-infrared spectral regions may reach
40%, due to the high refractive indices of these materials [78]. Today, state-of-the-art
antireflection (AR) coatings are most frequently based on multilayer interference
structures with alternating high and low refractive indices [79, 80]. Unfortunately,
however, such layer systems tend to performsuboptimally inmany aspects, with thin-
film coatings suffering from both adhesion problems and radiation damage if the
optical device is used over a broad thermal range, or in high-power laser applications.
Typical light sources for DUV illumination include excimer lasers such as KrF
(248 nm) and ArF (193 nm). The number of available materials with a suitable
refractive index to realize broadband antireflection coatings in this spectral region is
greatly limited.Whilst thin-film coatings are commonly used to reduce the reflection
of optical components in the visible range, similar technologies in the DUV spectral
region are difficult to implement, and extremely expensive [81]. One alternative to
these multilayer films would be to use subwavelength or antireflective structured
surfaces [82] which, in nature, are found on the eyes of nocturnal insects. The
compound eye of an insect consists of an arrangement of identical units, the
ommatidia, each of which represents an independent eye with its own cornea and
lens to focus light on the subjacent photoreceptor cells. In the case of nocturnal
moths, the surface of each cornea is equipped with a hexagonal array of cuticular
protuberances. This structure was first discovered by Bernhard [83], who proposed
that the function of these �nipple arrays� might be to suppress reflections from the
faceted eye surface in order to avoid fatal consequences for the moth if the reflection
were to be detected by a bird or any other predator. The optical properties of a �moth
eye� surface can, in principle, be understood as a gradation of the refractive index
between air and the corneal material [84, 85]. Some SEM images of the surface
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patterns of amoth eye are shown in Figure 7.7 (details of the eyes of different butterfly
species are available in Ref. [76]).

As the distance between the pillars is sufficiently small, the structure cannot be
resolved by the incident light. Hence, transition between the air/material interface
will appear as a continuous boundary, with the effect of a decreased reflection and
improved transmittance of all light with a wavelength larger than the spacing
period. Several characteristics of antireflective structured surface offer distinct
advantages compared to layers of thin dielectric films. For example, thin-film
coatings suffer from problems of mechanical stability, such as layer ablation and
tensile stress, while appropriate coating materials with suitable refractive indices
barely exist. Moreover, whereas common single- andmulti-layer configurations are
applicable only within a small wavelength range and normal incidence of light,
moth eye structured materials show a reduced and angle-independent reflectance
over a broad spectral bandwidth [84].

Figure 7.7 (a–c) Scanning electron
microscopy (SEM) images of the surface of a
genuine moth eye. The insect compound eye
consists of microarrays of several thousand
single lenslets. The lens of a single ommatidia is
equippedwith a fine array of protuberances with
a structural period smaller than the wavelength
of the incoming light. This special profile leads
to a continuous increase of material density at
the air/cornea interfaces, which results in a
gradation of the refractive index; (d–f) SEM
images of the �moth eye� structure on fused
silica. Note: panel (c) is an enlargement of the
box in panel (b); (d) Top-viewSEMimagesof the

structure displaying the quasi-hexagonal
arrangement; (e) Side-view image of the pillar
array measured with a tilt angle of 45�; (f)
Focused ion beam (FIB) cross-section through
the antireflective structure. The air/material
transition is schematically implemented in the
micrograph. The pillars have a diameter of
60� 4 nm and a lateral spacing of 114� 3 nm
(center to center), respectively. The height of the
structure was measured as 120� 5 nm, which
corresponds to the effective thickness of the
antireflective layer. A cone-type hole is etched
into each pillar tip to approximately half of the
pillar height. Adapted from Ref. [86].
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Artificial �moth eye� antireflective structures can be created by the RIE of
prepatterned fused silica samples [86], such that the gold nanoparticles function as
a protective resist due to their higher stability against the plasma treatment compared
to the underlyingmaterial. Remarkably, the tips of the pillars on top of the fused silica
sample are hollow, and pores are formed at spots where the gold particles had been
placed originally. During the plasma process the reactive ions of the plasma are
focused to the contact area of the metallic nanoparticles with the underlying fused
silica substrate. This causes a strong depletion of the plasma-generated reactive ion
concentration around themetal islands, which in turn causes the particles to act as an
etchingmask for the processing of hollow, cone-like pillars oriented perpendicular to
the substrate. During the etching process, the particles sink into the material. As the
RIE process represents an unselective physical ion bombardment of the sample, the
gold particles are continuously reduced in size until completely used up, at which
point the whole surface is considered to be uniformly etched.

The optical properties of the fabricated samples were observed via wavelength-
dependent transmissionmeasurements, and compared to an unstructured reference
substrate. As indicated by the SEM images, the topology of the fused silica sample
was similar to the corneal surface of a real moth. However, themoth eye lens showed
a superior optical performance compared to many non-natural materials, as the
overall reflectionwas reducedwhilst the transmission of light in the visible rangewas
increased. The optical properties of plane-fused silica samples were investigated by
wavelength- and angle-dependent transmission and reflection measurements, and
the data compared to theoretical values for unstructured reference samples
(Figure 7.8).

An increase in total transmission was observed over a spectral range from 300 to
800 nm,with amaximumvalue of transmittance of 99.0%,while the reflectivity of the
same sample was damped to 0.7%. As the improved transmission was in accordance

Figure 7.8 Broadband antireflective properties
with varying incidence angles. (a) Wavelength-
dependent transmission and reflectivity of a
�moth eye� fused silica sample (upper line)
compared to a reference (lower line); (b)

Reflectance of a �moth eye�-structured (lower
line) and a reference (upper line) sample as a
function of the incident angle. The increase in
transmission corresponds to an equivalent
decrease in reflection. Adapted from Ref. [86].
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with a reduced reflectance, however, it seemed apparent that the light-scattering
defects or absorption losses were negligible.

As noted above, AR-structured surfaces enjoy certain advantages over layer-coating
configurations, since the reflection is reduced for the omnidirectional incidence of
light. This effect was revealed by ellipsometry measurements in which the non-
polarized spectral reflection (Rs þ Rp)/2) was investigated for different angles of
incidence. When the reflectance data were compared with calculations of the
reflectance of light from nonstructured fused quartz interfaces, the reflectivity of
the subwavelength-structured interface was reduced to about 3% over the whole
spectral region for incidence angles up to 45� (Figure 7.8b).

In order to demonstrate the excellent applicability of the method to nonplanar
optical components, the convex side of a fused silica lens was processed and
characterized by sub-300 nm transmission measurements. The planar-convex lens
had a diameter of 22.4mm and a focal distance of 100mm, which corresponded to a
radius of curvature of 50mm. The reduced reflectivity of the structured part of the
lens surface is shown in Figure 7.9a, where the dipping edge is indicated by a white
arrow that corresponds to the border line between the antireflective-structured and
nonstructured regions. More intense light reflectivity was seen above the dipping
edge, whereas the antireflective part of the lens appeared less bright. When
transmission in the DUV range was measured between 185 and 300 nm
(Figure 7.9b), the performance was improved over the entire DUV spectral region,
by 5% for 193 nmand 3% for 248 nmat the excimer laserwavelengths ofArFandKrF,
respectively. This increase in transmission, of about 5%, was considered to relate to a
virtual elimination of reflection at the modified optical interface.

Besides their remarkable optical properties, these structures offer additional
advantages compared to thin-film coatings, in terms of mechanical stability and

Figure 7.9 The optical properties of a �moth
eye�-structured lens. (a) Photograph of the
processed lens, demonstrating the
antireflective effect. The borderline between the
structured (below) and unstructured area is
indicated by the white arrow; (b) Transmission
spectra of the same lens before (lower line) and

after (upper line) processing. An increase in
transmission was observed over the whole DUV
range, from 185 nm to 300 nm. The improved
transmission values at the excimer laser
wavelengths 193 nm (ArF) and 248 nm (KrF) are
shown as examples. Adapted from Ref. [86].
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durability. Moth-eye structured devices can also be used over a broad thermal range,
as they are essentially free from adhesion problems and tensile stress between the
substrate and the AR layer.

7.3.2
Cells on Nanostructured Interfaces

During recent years, increasing efforts have been made to acquire a deeper under-
standing of how cells interact with their environment, and in this respect nanopat-
terned substrates have been identified as powerful tools to engineer cellular envir-
onments to study cell-c interaction and adhesion [88]. These experiments, the main
aims of which have been to mimic biological interfaces with defined chemical and
physical properties, represent some of the most striking examples of the use of gold
nanoparticle substrates [87]. For such nanoparticles, the adjustable separation
distance of between 20 and 250 nm is within the size range of the nanoscopic
subunits of the extracellularmatrix (ECM), such as collagen [89]. These findings have
underlined the initial proposal that biological processes occur at the nanoscale [90],
while the artificial platforms designed specifically for biological applications have
permitted identification of the details of cellular functions such as adhesion,
migration [63, 91–93], proliferation [94], and differentiation [95], and also confirmed
that these functions are regulated on the molecular level. Indeed, the site-controlled
immobilization of bioactive molecules on nanoparticle patterns has opened the door
to a variety of biologically active templates [96, 97], and such well-defined systems
have provided insights into the density effects and spatial organization of cell
membrane receptors. Arrays of micro- and nanopatterned adhesion molecules have
also been used to investigate how tiny structural differences of only a few nanometers
can influence the fate of a cell, whether it lives or dies [98, 99]. Clearly, these
experiments have together provided important information regarding the mechan-
isms involved in cell–cell and cell–ECM interactions.

The adhesion of cells to the ECM is mediated by a class of transmembrane
receptors of the integrin family. One important recognition sequence for the avb3
integrin is RGD, a peptide sequence that consists of arginine, glycine, and aspartic
acid and is found in many ECM components [100].

In these experiments, gold nanoparticles were used as anchor points to tether
cyclic RGD molecules c(RGDfK)-thiol to the gold nanoparticles on top of a glass
coverslip (the set-up is shown schematically in Figure 7.10a). In order to avoid any
unspecific binding of proteins to the substrate, and unspecific interactions of the cell
with the glass substrate, the area between the nanoparticles must be passivated by
either covalent [101] or electrostatic [102] functionalization with poly(ethylene glycol)
(PEG).WhenMC3T3 osteoblasts were seeded onto the nanopattern, the cells showed
a sensitive response depending on the separation distance of the RGD ligands on the
surface (Figure 7.11); a particle size of 6–8 nm matched the size of a single integrin
membrane receptor. When the cells were spread normally on a 58 nm patterned
substrate, very few became attached and the spreading area was reduced on a sample
where theRGD sequencewas tetheredmore than 73 nmapart.Weak adhesion forces
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were also measured on a nanopattern with a spacing larger than 58 nm [103].
Subsequent high-resolution SEM imaging of the fixed cells showed them to have
formed nanoscopic protrusions that were attached to single nanoparticles. The
results of these experiments confirmed that cell spreading and focal adhesion
formation was impaired above a distance of 58 nm between two neighboring RGD
motifs, despite the cells being sensitive enough to attach to individual particle islands.
This, in turn, emphasized the fact that clustering of the avb3 integrin was necessary
for the formation of focal adhesions [104, 105]. However, if a gradient nanopattern
was presented to the cells, they migrated actively to areas with a lower separation
distance between the adhesion motifs [63].

Remarkably, these cell-spreading experiments were conducted with several cell
types, each of which showed a similar behavior. Similar experiments were carried out
using micro-nanopatterned interfaces, and each produced similar results. Although
the overall RGD density on a 58 nm pattern within micrometer-sized squares
was lower than in the case of an homogeneous array with a 73 nm separation
distance, focal adhesions were formed preferably on the finer-spaced substrates.

Figure 7.10 (a) Schematic of the
biofunctionalized substrate. c(-RGDfK-)
molecules are tethered to gold particles, which
serve as adhesive anchor points for single
integrin membrane receptors of living cells.
Note that the particle diameter matches the
structural dimensions of the integrin receptors
itself. The bare glass surface between the gold
nanoparticles is functionalized with a PEG
monolayer to avoid protein adsorption and

unspecific cell adhesion; (b–d) Scanning
electron microscopy images of critical point-
dried MC3T3 osteoblasts plated for 21 h on
nanopatterned glass substrates. The particle
spacing is set to ca. 60 nm. Close-up imaging of
the cell rims reveals the interactions of cell
protrusions with individual gold nanoparticles,
underlining the sensitivity of the cells to
communicate with the artificial substrate
Adapted from Ref. [63].
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This confirmed that cell adhesion was indeed a consequence of the
structural parameters on a nanoscopic length scale, rather than an overall ligand-
density effect.

Recent developments have shown that the nanopattern can also be transferred
to soft materials such as polydimethylsiloxane (PDMS), polystyrene, and hydrogels
by the process of �transfer nanolithography� [106]. In addition, it is possible to
create curved and complex, 3-D environments that are more closely related to the
ECM of a cell in vivo. An example of this, using nanostructured hydrogel
microtubes, is shown in Figure 7.12. In this case, the hydrogel-tubes were
prepared by embedding nanopatterned glass fibers with diameters between 60
and 500 mm into a matrix of polyethylene glycol diacrylate (PEGDA). In order to
ensure a complete transfer, the gold particles were functionalized with propene
thiol linker molecules. After crosslinking the PEGDA, the glass fiber was dissolved
with hydrofluoric acid, which resulted in a channel structure decorated internally
with gold nanoparticles, as revealed by cryo-SEM imaging (Figure 7.12b and c).
Nanopatterned soft materials offer the additional advantage of controlling the
surface stiffness and viscoelastic properties of the substrate. This ability is
especially advantageous when investigating the spatiomechanical properties of
cell–ECM interactions.

7.4
Conclusions

Block copolymer micelle nanolithography is a rapid and highly reproducible tech-
nique for large-scale nanopatterning on the basis of pure self-assembly. In this

Figure 7.11 Phase-contrast microscopy
images of MC3T3 osteoblasts seeded on
nanopatterned surfaces, with interparticle
distances of: (a) �28 nm; (b) �58 nm; (c)
�73 nm; and (d) �85 nm. While cells spread
very well on the 28 and 58 nm pattern, impaired
cell spreading is observed on substrates with a
interparticle distance >73 nm. Motionless cells

appear round (arrows), while migrating cells
show long extensions, sensing their
environment (b, d). The number of cells
attached to substrates with a spacing greater
than 73 nm falls to almost the same level found
on reference samples with no RGD Adapted
from Ref. [98].
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chapter, aspects for characterizing nanoparticle arrays have been discussed, and the
experimental conditions presented for controlling the separation distance and
size of noble metal particles on top of solid substrates such as glass or silicon wafers.
For this, Au, Pt, and Pd nanoparticles were grown homogeneously up to 50 nm
and more on the basis of electroless deposition. The micellar approach can also be
combined with a conventional top-down technology to preparemicro-nanopatterned
interfaces.

The nanoparticle interfaces serve as a platform for biomimetic applications. As the
structural period between the particles is of wavelength range, and less than that of
visible light, pillar arrays fabricated via RIE demonstrate remarkable antireflective
properties. When applied to optical functional materials, this approach represents a
rapid, inexpensive and reproducible means of creating highly light-transmissive,
antireflective optical devices for use as display panels and projection optics, and also
for heat-generating microscopic and excimer laser applications.

Gold particles arrays may also serve as anchor points for the selective binding of
extracellular proteins, with such biomimetic environments presenting a striking
experimental platform for the investigation of cell adhesion. Application of the high-
resolution spatial positioning of signaling molecules to inorganic or polymeric
supports will allow the creation of a unique artificial environment for examining
the important aspects of spatioregulated cell behavior such as cell attachment,
spreading, and migration under molecular control.

Figure 7.12 Formation of nanostructured
hydrogel microtubes. (a) Nanoparticles are
transferred from glass microfibers into PEGDA
700 block by using a transfer linker. Removal of
the glass fiber resulted in a nanopatterned
hydrogel tube; (b) Cryo-SEM image of a PEGDA

700 hydrogel channel decorated with gold
nanoparticles; (c) HeLa cells cultured in PEGDA
700 hydrogel channels. The particles at the
inside of the tube are functionalized with
c(-RGDfK-). Adapted from Ref. [106].
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8
The Evolution of Langmuir–Blodgett Patterning
Xiaodong Chen and Lifeng Chi

8.1
Introduction

During recent years, surface patterning with nano- or microscopic structures has
attracted increasing scientific and technological interest in the research areas of
materials science, chemistry, biology, and physics. For instance, patterned surfaces
can be used to control the crystal nucleation and to manipulate crystallographic
orientation [1], or to guide the self-assembly of polymers [2]. In addition to their uses
in templates, patterned surfaces are essential to the development of a number of
existing and emerging technologies, such as ultrahigh-density information stor-
age [3]. The ability to fabricate patterned surfaces on the micrometer or nanometer
scale also guarantees a continuation in the miniaturization of functional devices,
such as the patterned assembly of integrated semiconductor devices [4] and the
patterned luminescence of organic light-emitting diodes (LEDs) [5] in microelec-
tronics. Likewise, direct liquid flow on a selectively patterned surface is important for
the development of microfluidic systems, and for the miniaturization of flow
devices [6]. Active efforts are also under way, for example, to develop micropatterned
cell and/or protein arrays for biosensors [7, 8], for microliter chromatography [9], for
biological recognition processes [10], and for DNA separation [11, 12]. An easy access
to, and cost-effective large-area nanopatterning of, biocompatible films is also
important for gene and drug delivery systems, and for tissue engineering
[13, 14]. The ability to fabricate patterned surfaces on the microscale or nanoscale
also allows for the manipulation of surface wettability [15].

In almost all applications of patterned surfaces, nanostructure fabrication repre-
sents the first – perhaps also the most significant – challenges to their realization.
Until now, many strategies have been developed for fabricating patterned surfaces,
including: (i) photolithography; (ii) electronbeam (e-beam) lithography; (iii) scanning
probe-based lithography, including dip-pen nanolithography (DPN) [16, 17]; (iv)
nanoimprinting lithography (NIL) [18]; and (v) soft lithography [19]. These methods
are normally classified as �top-down� approaches, and have demonstrated a high
spatial resolution. In contrast, the concepts of self-assembly and self-organization
provide an alternative and simple means of realizing small features over large areas
via so-called �bottom-up� approaches. These rely on the interactions of building
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blocks (such as molecules or nanoparticles) that assemble spontaneously into nano/
microstructures. A variety of strategies based on self-assembly, including block
copolymer-based lithography, have been demonstrated and subsequently used to
fabricate patterned structures [20–22]. Among many of these self-assembly techni-
ques, the Langmuir–Blodgett (LB) technique consists of a series of efficient and
parallel processes by which to build up patterned structures on solid surfaces that are
chemically or physically differentiated on themicro to submicron scale [23]. Aunique
property of the LB technique is its ability to provide control over nanoscale assembly
by tuning macroscopic properties such as the surface pressure, the molecular
composition of monolayer, transfer velocity, and the temperature, subphase, and
substrate.

The aim of this chapter is to provide a comprehensive description of the
development of the LB technique, as used to fabricate and pattern nanostructures
on solid substrates. After a description of the technique�s history, controlled LB
pattern formation based on small organic molecules and macromolecules is dis-
cussed, followed by details of the patterning of nanoparticles and nanowires using
the LB method. The applications of nanostructures fabricated via the LB technique
are summarized.

8.2
The LB Technique in Retrospect: From Homogeneous Film to Lateral Features

The history of the LB technique can be traced back to experiments conducted by
Benjamin Franklin in 1773, when he dropped a teaspoon of oil onto the water surface
of a pond [24]. Over a century later, Lord Rayleigh [25] and Agnes Pockels [26]
quantified the oil film on the water surface, providing details of its thickness
(�0.16 nm) and molecular area coverage (�0.2 nm2). Based on these data, Irving
Langmuir noted during the early twentieth century that themonolayers of fatty acids
could be compressed into a solid-like ordered state on the surface of water, and this
led to the development of the Langmuir trough [27]. Subsequently, Langmuir and his
student, Katharine Blodgett, showed that the fatty acid monolayers on the water
surfaces could be transferred onto a solid support by passing a solid substrate
vertically through the air/water interface [28]. Today, this general process is referred
to as the LB technique.

Since the 1960s, many stimulating studies have been carried out by Hans Kuhn
and others, using LB films, that have led to applications in the fields of electronics,
optics, and biology [29, 30]. Yet, within the past two decades the field has undergone
a revolution, due mainly to the development of novel experimental techniques or to
the enhancement of traditional techniques, including synchrotron X-ray diffrac-
tion [31], fluorescence microscopy [32], and Brewster angle microscopy (BAM)
[33, 34], each of which can be used to observe monolayers directly on the water
surface. Together, these techniques can be used to demonstrate the phase transition
behavior and morphological features in Langmuir monolayers, that cannot be
observed directly in classical isotherm measurements [35, 36]. Furthermore, the
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development of atomic force microscopy (AFM) has provided a means of directly
imaging the morphology of the monolayer, when transferred onto a solid substrate,
with resolution down to the molecular scale [37, 38]. These findings broke the
traditional concept that the LB technique could be used only to create homogeneous
and defect-free ultrathin films. However, with the introduction of modern experi-
mental methods and their understanding, the LBmethod has developed into a high-
throughput, low-cost, easily integrated method for the controlled assembly and
patterning of building blocks that forms the basis of this chapter.

8.3
LB Patterning of Organic Molecules

8.3.1
Direct Transfer of Featured Structures Onto Solid Substrates

Traditionally, the LB technique has proved to be a highly versatile tool for the
fabrication of homogeneous organic films on solid substrates, by transferring the
closely packed monolayer onto the substrate itself. In contrast, through a rational
molecular design, the organic molecules can form either nanostructures or micro-
structures on the water surface, and these can be transferred onto a solid substrate
using the LB technique. As an example, whereas partially fluorinated long-chain fatty
acids can form sharply monodisperse circular nanostructures on water surfaces
during their spreading [39], normal fatty acids do not behave in this way. The
mismatch between hydrocarbon segments and fluorinated segments is responsible
for the formation of clusters. In one circular nanostructure, the hydrocarbon
segments are packed due to van der Waals attractive interactions, although the
packing is restricted by thick and stiff rods of perfluoroalkane helix chains. Semi-
fluorinated phosphonic acids can also form stable nanoscale clusters on substrates,
with similar behavior [40–42]. Furthermore, Krafft et al. found that semifluorinated
alkanes (FnHm), diblock molecules with one hydrocarbon segment and one per-
fluorinated segment, can form nanopatterned structures on water surfaces [43]. The
semifluorinated alkanes do not behave as typical amphiphiles, which normally
contain one hydrophobic chain with one hydrophilic headgroup. Krafft et al. con-
firmed that the hydrocarbon segments of the semifluorinated alkanemolecules were
directed towards the substrate, while the fluorinated segments pointed outwards,
towards the air. Moreover, the size of these nanostructures could be controlled by the
density mismatch between the fluorinated and hydrogenated segments, which was
originally due to an adjustment of the intermolecular interactions. Depending on the
molecular structure of the FnHmdiblocks, the nanostructures were either circular or
elongated; however, increasing the FnHm length favored the formation of elongated
nanostructures, albeit at the expense of the circular forms (see Figure 8.1) [41, 42].

Liu et al. found that the properties of nanostructures could easily be tuned through
a rational molecular design and deposition condition [44, 45]. Initially, it was found
that the achiral molecules could form chiral superstructures, depending on the
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surfacepressure [44]. For example, an achiral amphiphilic derivative of barbituric acid
(BA) could form two-dimensional (2-D) spiral structures at a low surface pressure
(7mNm�1), but not at a higher surface pressure (20–30mNm�1) [44]. The spiral
structures showedaclearCottoneffect for the circulardichroism(CD)measurements
when they were transferred onto solid substrates. It was suggested that the large
aromatic rings of the head groups, together with hydrogen bonding between the BA
molecules,might be responsible for a preferential tilting of neighboringmolecules in
the packed films, and that spiral structures were produced due to the directionality of
the hydrogen bonding interactions. Moreover, the morphology of the superstructure
wasfoundtoplayanimportantrole inthepropertiesof thestructures [45].Forexample,
ananthracenederivativewouldformnanocoilsat thewatersurfacewithalowersurface
pressure (9mNm�1), but form straight nanoribbons at a higher surface pressure
(20mNm�1). In addition, the straight nanoribbons showed an effect called
�photoswitching,� whereby their conductivity would change when they were exposed
to light. The property of photoswitching arises because the molecules are arranged
with their benzene rings stacked almost directly on top of one another, which causes
themolecular orbitals of the p-electrons to overlap, leading to amore efficient charge
transport. As the coiled nanoribbons had a less efficient stacking, they did not
demonstrate photoswitching (Figure 8.2).

The shape of the superstructures (Figure 8.3a) can also be extensively controlled by
the subphase conditions. For example, a chiral amphiphilicmolecule, C12-(L)Cys-(L)
Cys-C18, which consists of two short cysteine peptides as hydrophilic heads and two
hydrophobic alkyl chains as tails, can form chiral domains at the air/water interface,
owing to intermolecular hydrogen-bonding and hydrophobic interactions [46]. How-
ever, when the subphase contained 10�8MCdCl2, the superstructure was changed to
a spiral structure, and the size of the structure greatly reduced. Alternatively, when
the subphase contained 10�6MCdTe nanoparticles, the superstructure was changed
to linear nanostructures (Figure 8.3b) [47]. The reasons for this include: (i) that the
addition of electrolytes might reduce the molecular interaction; or (ii) that the
presence of thiol groups within the hydrophilic heads of the C12-(L)Cys-(L)Cys-
C18 molecule allowed the complexation of metal or semiconductor nanocrystals

Figure 8.1 Atomic force microscopy images (250� 250 nm) of transferred monolayers of (a)
F8H16, (b) F8H18, and (c) F8H20 transferred onto silicon wafers at 5mNm�1. Reproduced with
permission from Ref. [42].

320j 8 The Evolution of Langmuir–Blodgett Patterning



(NCs), which might also change the molecular interaction. In this case, by simply
changing the subphase, it would be possible to construct controlled lateral structures
from the sub-micrometer scale down to the nanometer scale, simply by adjusting the
subtle balance of the molecular interactions (with one or more chemical compo-
nents). A second example is that the lanthanide ion could induce the stripe formation
of phospholipid monolayers through the dynamic binding of subphase lanthanide
ions to the phosphocholine headgroups at the air/water interface [48]. Competitive
dipole–dipole and electrostatic interactions between the lanthanide-bound and free
phospholipid molecules might then have produced long-range ordered arrays of
phospholipid stripes, with periodicities of 1.7–1.8mm.

Figure 8.2 Atomic force microscopy image of
monolayer on mica deposited at 9mNm�1

(left) and 20mNm�1 (right). The graph at the
right shows the photoswitching characteristics
of the two-end devices based on the films of BA

by white light for the films deposited at
9mNm�1 (red) and 20mNm�1 (green); the
scheme for the formation of nanocoils and
straight nanoribbons. Reproduced with
permission from Ref. [45].

Figure 8.3 (a) Chemical structure of a C12-(L)
Cys-(L)Cys-C18 molecule and Brewster angle
microscopy (BAM) image of chiral domains
formed by C12-(L)Cys-(L)Cys-C18 at the air/
water interface; (b) Atomic force microscopy
image of LB domains of a chiral compound,

C12-(L)Cys-(L)Cys-C18, transferred onto
a silicon substrate with the subphase containing
10�6M of a CdTe nanoparticle. Scale
bar¼ 2 mm. Panel (a) reprintedwith permission
from Ref. [46]; panel (b) reprinted with
permission from Ref. [47].
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The methyl and ethyl esters of ent-threo-2,3-dihydroxy fatty acids can also form
periodic nanometer-sized structures, as observed with AFM after being transferred
onto solid substrates (Figure 8.4) [49]. The ordered structures were not formed by the
regular packing of singlemolecules, but rather bymolecular assemblies. Here, it was
found that the periodicity could be adjusted by varying the alkyl chain length or head
group. For example, in the case of ethyl ent-threo-2,3-dihydroxyoctadecanoate, the
periodicity was 30 nm, but this was changed to 38 nm for the case of ethyl ent-threo-
2,3-dihydroxyicosanoate. Likewise, Kelley et al. showed that some amphiphilic
b-hairpin peptides could form ordered periodic nanostructures on mica [50].

The molecular compositions of the monolayer can also be used to control the
feature on the water surface. The formation of various types of pattern can be
achieved through self-organization processes, such as the growth of condensed-
phase domains in an expanded phase at the phase-transition region during micro-
phase separation in mixed monolayers. For instance, by using a micro-phase
separation in binary mixed Langmuir monolayers of cadmium salts of n-alkyl fatty
acids and a perfluoropolyether surfactant, which separate into microscopic domains
of condensed phase and a surroundingmatrix of expanded phase, respectively, it was
shown that the pattern shape would depend on the alkyl chain length of n-alkyl fatty
acids and the temperature of the water surface [51, 52].

Besides the small organic molecules, amphiphilic diblock copolymers represent
an important class ofmaterials for pattern formation, by selecting suitablemolecular

Figure 8.4 (a) Supermolecular periodic
structures in a monolayer of ethyl-ent-threo-2,3-
dihydroxyoctadecanoate. The periodicity was
measured as 29 nm, evaluated from (b) the line

section of the image or (c) 2-D-FETof the image;
(d) The variation in periodicity by changes in
chain length or head group. Reproduced with
permission from Ref. [49].
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architecture and deposition conditions. The density of the polymer at the surface can
also be controlled by the choice of adsorbing block size and deposition conditions,
while the properties imparted to the surface can be modified by the choice of free
block. For instance, an amphiphilic polyelectrolyte diblock, polystyrene-b-poly(4-
vinylpyridine) diblock ionomer, can form stable surface structures at the air/water
interface. Subsequent transmission electron microscopy (TEM) measurements
provided direct evidence of the self-assembly of the diblock copolymers into regular
circular surface nanostructures [53] that consisted of a central core of polystyrene
chains, from which radiated the ionic poly(vinylpyridium) chains. The distance
between nanostructures can be controlled by adjusting the surface pressure. Poly-
electrolyte diblocks have also been used to control the spacing between micelles by
selection of polymer size, charge, and asymmetry [54]. In addition, nonionic diblock
polymers of comparably sized hydrophobic and hydrophilic units, such as polysty-
rene-poly(n-butylmethacrylate), polystyrene-polydimethylsiloxane, and polystyrene-
b-poly(ethylene oxide) (PS-PEO), can form uniform arrays on solid substrate by LB
deposition (Figure 8.5) [55–57].

Similarly, the change in monolayer composition may alter the pattern formation.
For instance, when a semifluorinated alkane was blended with a PS-PEO diblock
copolymer, a surface nanoscale pattern was obtained which resembled a honeycomb
with a hump at the center, with a periodicity of �40 nm [58]. The same qualitative
morphological features were found in all mixed films, independent of the polymer
grafting density, while the ordering was increased with the increasing polymer
grafting density. These structures arose from the organization of the semifluorinated
alkane molecules segregated to the surface of the polymer layer. Other examples
included the blends of polystyrene-b-poly(ferrocenylsilane) (PS-PF) and polystyrene-
b-poly(2-vinylpyridine) (PS-P2VP) monolayers, the morphologies of which were
distinct from those formed when either of the copolymers was spread alone [59].
Pure PS-P2VP was seen to form a highly ordered hexagonal lattice of spherical

Figure 8.5 The �dots and spaghetti� morphology of a PS-PEO monolayer on a silicon substrate,
depending on the transferred conditions by LB deposition. Panel (a) reprintedwith permission from
Ref. [56]; panel (b) reprinted with permission from Ref. [57].
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micelles, whereas pure PS-PFshowed three-dimensional (3-D) aggregates with some
spherical micelles of irregular size. In the case of blends of these two copolymers, as
the fraction of PS-PF increased themorphologies changed fromanhexagonalmicelle
lattice to a cylindrical shape. The application of an electric field in the plane of the air/
water interface also caused the structures to compact further and to produce a mesh.

8.3.2
Pattern Formation During LB Transfer

In addition to lateral structures being formed directly at the air/water interface and
then transferred onto solid substrates, the LB transfer process itself can be used form
patterns close to the three-phase contact line from an homogeneous Langmuir
monolayer. As an example, L-a-dipalmitoylphosphatidylcholine (DPPC) (the chem-
ical structure is shown in Figure 8.6) shows how the pattern can be formed during LB
transfer, and how the shape, size, and alignment of patterns can be controlled.

DPPC, which constitutes one of the major lipid components of biological mem-
branes, demonstrates the typical phase behavior of a Langmuir monolayer at the air/
water interface. This is characterized by a liquid-expanded (LE) phase, a liquid-
condensed (LC) phase, and a LE$ LC phase transition, as confirmed by the surface
pressure–molecular area (p–A) isotherm and BAM images (see Figure 8.6) [35, 36].

Figure 8.6 Phase behavior of the DPPC
monolayer at the air/water interface. Top:
Chemical structure of DPPC. Bottom: p–A
isotherm of DPPC (�23 �C) and typical BAM
images (430� 537mm2) for the LE phases and

LE$ LC phase transition, along with the
corresponding conformations of the DPPC
molecules. Reproduced with permission from
Ref. [23].
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In the LE phase, the DPPC monolayer behaves as a quasi-2-D liquid, with the
headgroups of the DPPC molecules being translationally disordered and the chains
conformationally disordered. On reducing the molecular areas, however, the DPPC
molecules begin to condense such that a coexisting phase of LE and crystalline LC
occurs at the plateau region of the isotherm. Finally, a homogeneous well-packed
condensed monolayer (the LC phase) appears at smaller molecular areas.

When a solid substrate was used to transfer a homogeneous DPPC Langmuir
monolayer at the LE phase, a mesostructure which consisted of alternating stripes
about 800 nm wide, separated by channels of about 200 nm width, was observed on
themica surface (Figure 8.7b) [60]. Although it is difficult to observe directly the stripe
formation in situ at the three-phase contact line in this system, it is possible to
imagine the process of stripe pattern formation, as depicted schematically in
Figure 8.7a. Here, the height difference between the stripes and channels was about
1 nm, and the stripes were composed of condensed (LC phase) DPPC molecules.
Considering that the length of a DPPC molecule is about 2 nm, the material in the
channels could be attributed to the expanded (similar to LE phase) DPPCmolecules,
which have a larger tilt angle compared to condensed DPPCmolecules in the stripes,
as depicted in Figure 8.7c. The origin of the pattern formation was considered due to
phase transitions (i.e., substrate-mediated condensation) close to the three-phase
contact line during the LB transfer process [60, 61]. During the transfer, a dewetting
instability in the vicinity of the three-phase contact line, or meniscus oscillation,
caused a switch of DPPC between the expanded phase (the channels) and the
condensed phase (the stripes). One possible mechanism for such a switch upon
transfer was an oscillation of the meniscus height (i.e., stick–slip model), which

Figure 8.7 (a) Schematic illustration of the
process of mesopattern formation; (b)
Mesostructures with nanochannels on mica in
phase (main figure) and topography (inset)
imaging. Experimental conditions: surface
pressure 3mNm�1, transfer velocity

60mmmin�1, temperature 22.5 �C; (c) The
composition of DPPC pattern. The DPPC stripe
pattern is composed of expanded DPPC
molecules in the channels and condensed
DPPC molecules in the stripes. Reproduced
with permission from Ref. [60].
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correlated to the change in interfacial free energies in order to satisfy the Young–
Laplace condition [61]. A second possible explanation was a density oscillation in the
vicinity of the three-phase contact line.

Importantly, the size and shape of the DPPC patterns can be controlled simply by
adjusting the transfer velocity, the surface pressure, the temperature, the substrate
chemistry and monolayer composition, and the transfer method. For example, the
shape and lateral size of the DPPC stripe pattern from the pure DPPC monolayer
depended heavily on the transfer surface pressure and transfer velocity [47, 62]. On
mica substrates, at a surface pressure of 3.0mNm�1, a high transfer velocity of
60mmmin�1 induced the formation of horizontal DPPC stripes, parallel to the
three-phase contact line (Figure 8.8a and d). In contrast, vertical stripes, perpendic-
ular to the three-phase contact line (Figure 8.8c and f), were obtained at a low transfer
velocity (10mmmin�1). At a transfer velocity of 40mmmin�1, a grid pattern that
clearly showed the superposition of horizontal stripes and vertical stripes was
observed (Figure 8.8b). In general, the horizontal stripes appeared only at the high
transfer velocity (60mmmin�1) with a low transfer surface pressure, whilst the pure
vertical stripes appeared only at the low transfer velocity and high transfer surface
pressure (still in LE phase). Based on such transfer velocity-dependent pattern
formation [62, 63], a simple but novel method – termed LB rotating transfer – was

Figure 8.8 The shape and alignment of
patterns (pureDPPC) dependingon the transfer
conditions. (a–c) AFM images of the various
pure DPPC patterns on mica surfaces. (a)
60mmmin�1 and 3mNm�1; (b) 40mmmin�1

and 3mNm�1; (c) 10mmmin�1 and

3mNm�1. Double arrows in the AFM images
show the axis of film transfer; (d–f) Schematic
illustrations for the formation of various
patterns during the LB vertical deposition.
Reproduced with permission from Ref. [62].
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developed to achieve a gradient mesostructure in a well-ordered fashion over large
areas [64].

The different hydrophilic substrates can also be used to obtain DPPC mesos-
tructures, although the experimental conditions required for pattern formation
will vary due to the different surface properties [65]. One reason for stripe pattern
formation is the substrate-mediated condensation of DPPC during the LB transfer;
consequently, the molecule–substrate interaction should represent a very important
factor in this dynamic self-organization process. For instance, whilst the periodic
stripe patterns could be formed on an oxygen plasma-treated silicon surface, the
transfer velocity used would need to be slower than that used for transfer onto amica
surface at the same surface pressure and temperature [66].

The addition of a second component to theDPPCmonolayer canpermit the tuning
of DPPC pattern formation, since the miscibility of the various components is
important with regard to the phase behavior and stability of themixedmonolayer. For
instance, 1,2-di(2,4-octadecadienoyl)-sn-glycero-3-phosphocholine (DOEPC) has
been selected as an additive component to study the effects of the second component
on DPPC pattern formation during LB deposition. This is based on the fact that
DOEPC has a similar molecular structure to DPPC, but forms a fully LE phase at the
air/water interface under the same conditions. Compared to the pure DPPC
monolayer, pattern formation with the mixed monolayer of DPPC/DOEPC
(1 : 0.1) shifted to lower velocities and higher surface pressures, while the ability
to form horizontal stripes was increased [62]. The grid pattern appeared only at a low
transfer velocity (1mmmin�1) and high transfer surface pressures. In general, the
size of stripes in themixed DPPC/DOEPC (1 : 0.1) patterns was about four- to sixfold
smaller than that of stripes formed by a pure DPPC monolayer under the same
transfer conditions [62]. Othermolecules, such as 4-(dicyanomethylene)-2-methyl- 6-
(4-dimethylaminostyryl)-4H-pyran (DCM) and 2-(12-(7-nitrobenz-2-oxa-1,3-diazol-4-
yl)-amino)dodecanoyl-1-hexadecanoyl-sn-glycero-3-phosphocholine (NBD), can also
be used to generate regular and tunable luminescent stripes with submicrometer-
scale lateral dimensions [67]. These dye molecules are uniformly distributed within
the expanded DPPC channels, which are in turn separated by condensed DPPC
stripes. The width and periodicity of the luminescent stripes can be controlled by
adjusting the ratio of dye to DPPC.

8.4
LB Patterning of Nanomaterials

Recent progress has been reported on the close-packed monolayer fabrication of
ligand-stabilized nanomaterials on solid substrates [68–74], as one of the most
appealing features of the LB technique is the intrinsic control of the internal layer
structure down to a molecular level, and the precise control of the resultant film
thickness. Unlike these traditional close-packed nanoparticle monolayers on solid
substrates, the LB technique itself represents a means of obtaining regular nano-
particles or nanowire pattern arrays on solid substrates [75].
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8.4.1
LB Patterning of Nanoparticles

As an example, Heath and coworkers [76] confirmed the formation of aligned,
high-aspect ratio nanowires at a low-density Langmuir monolayer film of alkylthiol-
passivated silver nanoparticles during film compression. Prior to monolayer com-
pression (surface coverage �20%, p� 0 nNm�1), the particles were found to
aggregate into circular domains.However, after compression the particlemonolayers
assembled spontaneously into lamellae or wire-like superstructures with lengths of
several micrometers and widths of 20 to 300 nm, which were functions of the solvent
and the particle size. The interwire separation distance, as well as the alignment of
thewires, could be controlled via compression of thewires. Therewas, in addition, an
agreement between these experimentally acquired data and a computer simulation
performedusing the standardMetropolisMonteCarlo algorithm [77] (seeFigure 8.9).
Here, the patterns were described as resulting from competition between an
attraction, which makes the particles aggregate, and a longer-ranged repulsion,
which limits the aggregation to finite domains. Careful investigations also showed

Figure 8.9 Results of the computer simulation
(a, b) and the corresponding transmission
electron microscopy images (c, d) revealing the
spontaneous formation of clusters and stripe-
like arrays of alkylthiol-passivated Ag

nanocrystals. The solution used to prepare (d)
was approximately threefoldmore concentrated
(�1mgml�1) than that used for (c). Scale
bar¼ 0.5mm. Reproduced with permission
from Ref. [77].
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that an increase in concentration led to a spontaneous reorganization of the self-
assembled domains from circular clusters to stripes, as the repulsions between the
aggregates became more important than those between the individual particles
within them.This phenomenonwas considered to be closely related to the transitions
to hexagonal and lamellar phases commonly observed in concentrated surfactant
solutions, where the locally preferred curvature of micelles is successively �squeezed
out� of the systems as the interaggregate repulsions become dominant and the lower-
curvature cylinder and bilayer geometries are found to better minimize the overall
interaction free energy.

In contrast to the results of Heath et al. [76], where higher-order nanoparticulate
structureswere formed at the air/water interface before being transferred onto a solid
substrate, Schmid and Yang et al. found the process of LB transfer also to be an
efficient means of obtain regular nanoparticle arrays on solid substrates, with the
assistance of dewetting during the LB transfer process [78–80]. Schmid et al., by using
the LB technique [80], first successfully obtained parallel rows of Au55(PPh3)12Cl6
clusters, which are quasi-one-dimensional (1-D) structures of quantum dots of
about 10 nm width. A modified LB technique (Figure 8.10a), deposited beneath the
monolayer at an angle of 20�, was used to generate this type of cluster stripe. Pattern
formation was shown to depend mainly on the speed at which the substrate was
moved; for example, at speeds of about 10 cmmin�1 the parallel stripes consisted of
three to four cluster rows andwere separated one fromanother by 8 nm (Figure 8.10).
The formation of such patterns was attributed to oscillation of the water meniscus at

Figure 8.10 (a) Sketch of the formation of
cluster stripes from an ordered monolayer.
The monolayer is oriented toward the
substrate edge and the meniscus, respectively,
by a nonpredetermined angle; (b)Owing to the
movement of the substrate from the water,
and the herewith linked transfer of the
monolayer onto the substrate surface, the
monolayer is fractured along the black lines due

to oscillation of the meniscus. Stripes of
three to four rows of clusters lying side by
side are formed. The stripes run parallel to
the water meniscus; (c) TEM image of
cluster stripes consisting of three to four
cluster rows; (d) Magnified cutout. The
cluster rows consist of equidistantly ordered
clusters. Reproduced with permission from
Ref. [80].
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the substrate, which induced the generation of striped patterns that ran parallel to the
meniscus.

Later, Yang et al. [79] used the LB technique to generate well-spaced, parallel single
particle lines on a substrate from a dilute Langmuir particlemonolayer via a stick-slip
motion of the water/substrate contact line. In this case, a stick-slip motion was
observed in situ by optical microscopy, with the three-phase contact line during the
transfer process being due to the large interline distance and low density of the
Langmuirmonolayer at the air/water interface,when compared to the data of Schmid
et al. [80]. The particle density within the lines could be controlled not only by the
particle concentration in themonolayer but also by the pulling speed of the substrate.
In this way, lines of a wide variety of materials and sizes, ranging from a few
nanometers to a few micrometers, were demonstrated. The ability to assemble
nanoparticles into 1-D arrays enables the construction of higher hierarchical device
structures. For example, by using gold nanoparticle seeds it is possible to grow
vertical single nanowire arrays of silicon, replicating the pattern of single particle
lines. The spontaneous formation of ordered gold and silver nanoparticle stripe
patterns was identified on dewetting a dilute film of polymer-coated nanoparticles
floating on a water surface [78]. However, the difference here was that the nano-
particle stripe patterns were perpendicular to the air/water interface (Figure 8.11), in
contrast to the above two examples. The reason for such formation of vertical
nanoparticle stripe patterns was considered to be the fingering instability. Taken
together, these results showed that the LB technique can provide new avenues for
the lithography-free patterning of nanoparticle arrays in a variety of applications,
including multiplexed surface-enhanced Raman substrates and the templated
fabrication of higher-order nanostructures.

One unique property of the LB technique is that it can control the monolayer
composition. To some extent, the morphology of these nanostructures can be
controlled by adjusting the parameters that affect the self-assembly process. For
example, Hassenkam et al. demonstrated the formation of continuous gold nano-
wires by mixing and spreading the dodecanethiol-capped gold nanoparticles and
DPPC at the air/water interface [81]. The unidirectional sintering of particles, which
was accompanied by packing into a maze-like structure, was considered due to a
template effect of the surfactant at the molecular level. In this case, the amphiphilic
DPPCmolecules preferred (on an energetic basis) to occupy the entire water surface
if left alone, whereaswhen the hydrophobic gold particles were left alone on thewater
surface they would form close-packed, floating, 2-D hexagonal rafts. Yet, if a mixture
of DPPC and dodecanethiol-capped gold particles were to be placed on the same
water surface, the energetic strain between the bare water surface and the hydro-
phobic particles would be reduced. Since the DPPC molecules can only support
single-particle broad lines, this would result in the formation of 1-D aggregates,
which is in fact the mechanism of nanowire formation. When Zhang et al. described
the use of molecular aggregates as templates to assemble water-soluble nanocrystals
into branched wire structures at the air/water interface [46], they designed and
synthesized a chiral amphiphilic molecule, C12-(L)Cys-(L)Cys-C18, which consisted
of two short cysteine peptides as the hydrophilic heads and two hydrophobic alkyl
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chains as the tails, and these formed chiral domains at the air/water interface. This
lateral structure, with its chemically active end-groups (thiol groups), was further
used for the specific binding of CdTe nanocrystals. After transferring a monolayer of
C12-(L)Cys-(L)Cys-C18 via the complexation of CdTe nanocrystals, CdTe nanowires
were produced that were 10–15 nm wide, up to several micrometers long, and were
branched in a certain fashion.

Polymersmayalsoserveasanimportantcomponentforfine-tuningtheformationof
nanoparticle arrays, if there is sufficient attraction between the ligandmolecules and
the polymer. For instance, poly(vinyl-pyrrolidone) (PVP), which is able to chemisorb
Au55(PPh3)12Cl6 clusters via the phenyl groups in impressive manner, was added
into the subphase to tune the nanoparticle array formation [82]. In the absence of
PVP, smaller islands of well-ordered Au55 were also formed at the air/water phase

Figure 8.11 Extended stripe pattern formation
through dip-coating. (a–d) A schematic drawing
illustrating the formation of an aligned gold
nanoparticle stripe pattern by vertical
deposition (a, b). Only the nanoparticles at the
water/substrate contact line (gold dots in b–d)
are shown for clarity. The substrate is raised
slowly (a, b) so that water is evaporated
when a new surface is exposed. The wet contact
line containing uniformly dispersed
nanoparticles breaks up into aggregates of
nanoparticles (b, c), owing to the fingering
instability during the initial dewetting stage.

These fingertips then guide the further
deposition of nanoparticles, finally forming the
extended stripe pattern (d); (e) Direct optical
microscopy observation of the water front
reveals a rapid motion of nanoparticles
towards the wet tips (circled area) of the
stripes, as indicated by the arrows. This leads
to the unidirectional growth of the stripes
across the entire substrate as shown in the
optical microscopy image in (f); (g) Silver
nanoparticle stripes have been obtained in
the same fashion. Reproduced with permission
from Ref. [78].
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boundary [83]. The wires (which were 30 nmwide and 1mm long) were connected by
junctions of cluster islands to a complete 2-Dnetworkonmica or silicon that hadbeen
generated via the LB technique when PVP was added. The pattern of cluster-coated
polymer molecules indicated that the nanoparticles had acted partly as linking knots
between the polymer chains, so as to generate a stable network. Lu et al. [84] also used
model electrodes fabricated via nanosphere lithography [85] to connect the nanowires
ofAu55. In thiscase, themodelelectrodeswerepreparedviametalevaporation through
amaskofmonodispersed latex beads.At the second stage, the silicon surfaces bearing
themodelelectrodeswereusedassubstrates for transferringnanowires that consisted
of Au55 andhad beenprepared via the LB technique on thePVP subphase. In thisway,
by controlling the structure density on the surface, itwaspossible to obtainboth single
connections (as shown in Figure 8.12) and multi-connections.

In addition to linear metal nanoparticle arrays or 2-D networks, ring-like CdSe
nanoparticle patterns [86] and tree-like fractal aggregates of CdS nanoparticles in
amphiphilic oligomers [87] were also observed. The ring-like structures had dia-
meters ranging from 150 to 1200 nm, and were obtained by transferring a mixed
monolayer of amphiphilic copolymer poly[(maleic acid hexadecylmonoamide)-co-
propylene] and CdSe nanoparticles stabilized with polystyrene-poly(4-vinylpyridine)
onto solid substrates, using the LB technique [86]. Due to preferential interactions
between the polystyrene-functionalized nanoparticles and the polystyrene block of an
amphiphilic PS-PEO block copolymer, a highly stable 1-D nanoparticle/polymer was
formed at the air/water interface, via synergistic self-assembly, with surface features
that included branched nanowires and nanocables up to 100mm in length [88].

8.4.2
LB Patterning of Nanowires

One-dimensional nanoscale building blocks, such as nanowires, nanorods, and
carbon nanotubes (CNTs), can also be ordered and assembled rationally into

Figure 8.12 Topographical image of network structures of Au55 on mica surface (1.6� 1.6mm2)
and nanowires of Au55 connected with model electrodes (350� 350 nm2). Reproduced with
permission from Ref. [84].
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appropriate 2-D architectures using the LB technique. Yang et al. supported this
proposal by using BaCrO4 nanorods, with a low aspect ratio of�3–5 : 1 and a typical
diameter of approximately 5 nm [89] in the pressure-induction of isotropic-2-D !
nematic-2-D ! smectic-3-D nematic phase transitions, as well producing a trans-
formation frommonolayer tomultilayer nanorod assembly (as shown inFigure 8.13).
At low surface pressure, the BaCrO4 nanorods formed raft-like aggregates (i.e., an
isotropic state) that comprised generally three to five rods, with the rods aligned side-
by-side due to the effects of directional capillary forces and van derWaals attractions.
During the process of compression (<30mNm�1) a monolayer of nanorods was
formed in a nematic arrangement, with an orientational order parameter S of 0.83,
where the directors of the nanorods were aligned qualitatively, presumably dictated
by the barrier of the trough. When the surface pressure was raised to about �35
mNm�1, nanorod assemblies with a smectic arrangement are obtained, whilst when
the pressure exceeded 38mNm�1 there was a transition from monolayer (ordered
2-D smectic arrangement) to multilayer (disordered 3-D nematic configuration).

The thiol-capped gold nanorods (diameters �8 nm) with similar aspect ratios
showed a great tendency to form nanorod ribbon superstructures, where many of
the gold nanorods are aligned side-by-side [90]. Compression of these nanorod
monolayers did not lead to the same phase evolution as seen in the BaCrO4 system,
a difference that might be attributed not only to the much more attractive van der
Waals forces and directional capillary interaction among gold nanorods when
compared to BaCrO4 nanorods, but also to the polydispersity of the available gold
nanorods. In contrast, the organization of BaWO4 nanorods (diameter�10 nm) with
a large aspect ratio (150 : 1) again differed significantly from the assembly super-
structures of the short BaCrO4 and Au nanorods [91]. Initially, the nanorods were
rather dispersed, with the directors of the nanorods being distributed isotropically
and no superstructures being observed. After compression, however, the nanorods
were readily aligned in roughly the same direction to form a nematic layer such
that, with a strong compression they formed bundles that had almost perfect side-by-
side alignment between the included nanorods. The preference for a nematic
phase formation upon compression proved to be a distinct characteristic of the
assembly behavior of nanorods with a large aspect ratio, a situation also identified
for the alternative molecular wire system of Mo3Se3

� (diameter 0.8 nm, aspect ratio
effectively infinite).

Figure 8.13 Schematic illustration of the pressure-induced phase transition when the nanorods
are compressed at the water/air interface. Reproduced with permission from Ref. [89].
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Xia and Yang et al. also used the LB technique successfully to assemblemonolayers
(with areas >20 cm2) of aligned silver nanowires that were�50 nm in diameter and
2–3mm long [92]. These nanowires (which had pentagonal cross-sections and
pyramidal tips) were close-packed as parallel arrays, with their longitudinal axes
aligned perpendicular to the compression direction (see Figure 8.14). The mono-
layers, which were readily transferred onto any desired substrate, included silicon
wafers, glass slides, and polymer substrates, and could serve as simple wire-grid
optical polarizers and surface-enhanced Raman spectroscopy (SERS) substrates. The
monolayer substrates were shown to behave as major enhancers of electromagnetic
fields (factors of 2� 105 for thiol and 2,4-dinitrotoluene, and of 2� 109 for Rhoda-
mine 6G), and could be readily used in ultrasensitive, molecule-specific sensing
processes by utilizing vibrational signatures. Furthermore, the fact that the observed
SERS intensity depended on the polarization direction confirmed the (theoretical)
predictions that large electromagnetic fields would be localized within the interstices
between adjacent nanowires [93].

Similarly, silicon nanowires can be organized into aligned structures by the LB
technique, over large areas [94]. For this, the aligned nanowires were first transferred
onto planar substrates via a layer-by-layer process so as to form parallel and crossed
nanowire structures (Figure 8.15) that were then transferred onto a substrate.
Photolithography was then used to define a pattern over the entire substrate surface,
which set the array dimensions and array pitch, after which any nanowires outside
the patterned array were removed by gentle sonication. In addition, electrical
transport measurements that exhibited linear current versus voltage behavior
confirmed that reliable electrical contacts could bemade to the hierarchical nanowire
arrays prepared via this method. This process offered a flexible pathway for the

Figure 8.14 (a) Scanning electron microscopy
images of the silver nanowire monolayer
deposited on a silicon wafer; (b) Surface-
enhanced Raman scattering (SERS)
spectrum of rhodamine 6G (R6G) on the
thiol-capped Ag-LB film (532 nm, 25mW)

after 10min incubation in a 10�9M R6G
solution. The inset shows the linear
relationship between the Raman intensity
at 1650 cm�1 and the R6G concentration.
Reproduced with permission from
Ref. [92].
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bottom-up assembly of virtually any nanowire material into the highly integrated
and hierarchically organized nanodevices required for a broad range of functional
nanosystems. For example, crossed nanowires arrays might be used as an address-
able nanoscale LED source.

8.5
Application of Structures Formed by LB Patterning

8.5.1
Templated Self-Assembly of Molecules and Nanoparticles

As discussed above, the DPPC pattern is composed of expanded DPPCmolecules in
the channels, and condensed DPPCmolecules in the stripes. This chemically striped
pattern shows an anisotropic wetting of 1-phenyloctane [95], due to the different
interfacial energies for the channels (�31mJm�2) and stripes (�23mJm�2) [96]. As
a result, this type of mesostructured surface can be used as a template to guide the
self-assembly of molecules and nanoparticles.

Figure 8.15 (a) Nanowires (blue lines) in
a monolayer of surfactant at the air/water
interface are compressed (pathway a) on
a Langmuir–Blodgett trough to a specifiedpitch.
In pathway b, the aligned nanowires are
transferred to the surface of a substrate tomake
a uniform parallel array. In pathway c, crossed
nanowire structures are formed by uniform
transfer of a second layer of aligned parallel
nanowires (red lines) perpendicular to the first
layer (blue lines); (b) Image of patterned

10 mm� 10 mm parallel nanowire arrays. Scale
bar¼ 25 mm. The inset shows a large-area dark-
field optical micrograph of patterned parallel
nanowire arrays (inset scale bar¼ 100mm);
(c) Scanning electron microscopy image of
patterned crossed nanowire arrays. Scale
bar¼ 10 mm. The inset shows a large-area dark-
field optical micrograph of the patterned
crossed nanowire arrays (inset scale
bar¼ 100mm). Reproduced with permission
from Ref. [94].
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For example, the FeCl3 molecules which condensed from the vapor phase were
adsorbed selectively in the channels, whereas the stripes were not coated when a
small droplet of FeCl3 solution was brought onto the structured mica surface.
Channels filled with paramagnetic FeCl3 molecules provided a contrast for magnetic
force microscopy [60]. In another example, the selective adsorption of thermally
evaporated silver (2–3 nm) onto the channels was confirmed using optical micros-
copy [95] (Figure 8.16). In addition tometals and small molecules that show selective
adsorption,Moraille and Badia found that proteins could also be adsorbed selectively
onto the nanostriped surface formed by the mixed monolayer of DPPC and L-a-
dilauroylphosphatidylcholine (DLPC) [97].Moraille andBadia confirmed that human
blood-plasma proteins (c-globulin and serum albumin) could be adsorbed selectively
to the channels of a nanostructured LBmonolayer of DPPC/DLPC, so as to generate
well-defined protein and Au nanoparticle/protein patterns. The DPPC mesostruc-
tures on oxygen plasma-treated silicon could be used as templates for the directed
self-assembly of functional silanemolecules to form robust chemical patterns [66]. In
this case, a general approach was based on a substitution of the channels and stripes
by two different silanemolecules (NH2- and CH3-terminated silane) that were bound
covalently to the surface. As a result, a striped pattern of covalently bound molecules
with selective functionality replaced the physisorbed DPPC structure, after which
the negatively charged Au55 clusters could be adsorbed selectively onto the NH2-
terminated silane stripes, due to an electrostatic interaction [66]. Moreover, the
NH2-terminated silane-striped pattern could be used as a template to assist the
electrodeposition of regular arrays of copper nanowires [98].

Figure 8.16 (a) Schematic illustration of the
process for evaporating silver on structured
surface and silver atoms deposit preferably
onto channel regions; (b) Optical micrograph
representing the regular stripe structure over
an area of 80� 60mm2. The channels were
filled with more silver coating (bright lines),

whereas the DPPC stripes appeared dark (less
silver); (c) The AFM image (16� 16mm2)
indicates that if a small amount of silver is
evaporated (<2 nm), then only the
channel regions are fully covered, as shown
in the inset. Reproduced with permission
from Ref. [95].

336j 8 The Evolution of Langmuir–Blodgett Patterning



The DPPC stripe pattern may also serve as a template for the selective
deposition of nanoparticles, simply by dropping the 1-phenyloctane solutions
of nanoparticles onto the DPPC pattern, as shown in Figure 8.17. The work of
adhesion of 1-phenyloctane on the channels was 62.0mJm�2, and greater than
that of 1-phenyloctane on the stripes (53.7mJm�2). As a result, the nanoparticles
were found to accumulate in the expanded DPPC channels when the solution was
removed from the sample surface after some time. The density of nanoparticle
coverage was determined by the concentration of the nanoparticle solution and
the duration of exposure to the patterned surface. As an example, quasi 1-D arrays
(Figure 8.17b) of Au55 clusters stabilized by an organic ligand shell were gener-
ated [60]. Semiconductor nanocrystals showed a similar selective adsorption in the
channels, as demonstrated by topographic and near-field optical fluorescence
measurements (Figure 8.17c) [99, 100]. These examples showed, principally, that
nanoparticles could be arranged in 1-D fashion in parallel manner over large
areas. Furthermore, the CdSe nanocrystals could be selectively deposited into the
green-emitting stripes formed by transferring mixed monolayers of DPPC and 2-
(4,4-difluoro-5-methyl-4-bora-3a,4a-diaza-s-indacene-3-dodecanoyl)-1-hexadecanoyl-
sn-glycero-3-phosphocholine (BODIPY) (0.5mol%) onto mica surfaces, for which
BODIPY molecules are distributed uniformly within the expanded DPPC chan-
nels [101]. Based on the photoinduced enhancement of fluorescence of CdSe
nanocrystals and the photobleaching of dyes, a hierarchical luminescence pattern
will be generated.

Figure 8.17 (a) Generalized schematic outline of the three steps used to pattern nanoparticles on
DPPC stripe pattern. Selective deposition of (b) Au55 clusters and (c) CdSe nanocrystals aligned
along the channels on a mica surface. Reproduced with permission from Ref. [23].
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8.5.2
Pattern Transfer: From Chemical to Topographic Patterns

Both, the self-organized DPPC LB patterns and other LB patterns formed (such as
chiral domains) [46, 47] can be used as resistances against wet chemical etching, by
employing a very dilute alkaline etchant (e.g., KOH) and a long etching time (�12 h).
Such a process, which is referred to as �LB lithography� [47], allows the patterns to be
converted into topographic features in silicon (Figure 8.18). In this way, an etch
selectivity in excess of 100 (etch depth/resist thickness) can be achieved, while the
depth of etching can be controlled at between 20 and 300 nmby varying the etch time.

The topographically patterned silicon obtained with LB lithography can be used as
a �master� to generate replicas, by means of nanoimprinting and replica molding
(Figure 8.19a) [47, 102]. This is of major interest to certain applications, such as the
culturing of biological cells, where it is desirable to mass produce a large number of
identical surfaces. In the first step of the process, the silicon master is placed in
contact with the polymer under slight pressure, and the system is heated above the
glass transition temperature (Tg) of the polymer. After cooling the polymer to below
Tg, it is peeled from the master; after which the master can be re-used for the serial
production of hundreds of replicas, without any noticeable reduction in quality.

In these studies, surface areas of polystyrene on the order of square centimeters
were first topographically patterned using submicrometer-scale grooves, and then
used to study the influence of surface texture on the morphology, mobility and
differentiation of primary osteoblasts [47, 102]. In this case, cells cultured for 24 h on

Figure 8.18 (a) Schematic illustration of the chemical-etch process used to transfer LB patterns
into topographical features. Groove depth and local periodicity were characterized by (b) AFM, and
(c) SEM. Reproduced with permission from Ref. [47].
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grooved polystyrene surfaces with a periodicity of 500 nmwere seen to align with the
grooves (see Figure 8.19b and c). Notably, the osteoblasts showed a stronger
alignment on the deeper grooves, though the numbers of cells attaching to structured
surfaces with grooves of different depths (50 nm and 150 nm, and also on a smooth
control) seemed to be unaffected by the nanotopography of the surface. Immuno-
histochemical staining of the aligned cells confirmed the presence of focal adhesions
at opposite ends of the aligned cells. A significant anisotropicmigrationwas observed
onboth the 50 nm- and 150nm-deep grooves, though to a greater extent on the deeper
grooves [102]. In addition to osteoblasts, other types of cell, including the phyto-
pathogenic fungiMagnaporthe grisea and Pucinnia graminis, were also shown to align
on the grooved patterns fabricated by LB lithography [103]. Clearly, the ability to
mass produce, on an economic basis, large surface areas patterned with different

Figure 8.19 (a) Schematic process for pattern
transfer from a silicon master to polystyrene.
Fluorescence micrographs of osteoblasts
aligned on 150 nm-deep grooves, labeled
for (b) actin and (c) vinculin. Scale bar¼ 20mm;

(d) Edge printing of semiconductor
nanocrystals by interfacial interaction
controlled transport of CdTe nanocrystals.
Reproduced with permission from
Ref. [23].
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nanotopographies will create new opportunities to understand the mechanisms
behind contact guidance, and to optimize such surfaces for biological applications.

These structured polystyrene surfaces can also be used as masters for the replica
molding of polydimethoxysiloxane (PDMS) [104]. This could be achieved by pouring
the PDMS precursors over the polystyrene topographies and curing at 60 �C (well
below the Tg of polystyrene) for 2 h; the PDMS stamp could then be readily peeled
from the polystyrene master. The main benefit of this two-step process is that the
PDMS replicamolding can be carried out in parallel, thus allowing a simple and rapid
fabrication of numerous, low-cost identical copies. The structured PDMS could then
be used formicrocontact printing (mCP), for example to pattern CdTe nanocrystals on
SiO2/Si surfaces (Figure 8.19d) [104].

Lieber et al. developed a new nanolithographic process based on the LB patterning
of aligned nanowires that can be used as masks for etching and deposition, so as to
fabricate nanometer-scale lines over large areas (Figure 8.20) [105]. For this, the
surfactant-stabilized core–shell nanowires with controlled diameter and shell di-
mensions were first aligned with nanometer- to micrometer-scale pitches, using the
LB technique; they were then transferred onto planar substrates to form uniformly
ordered parallel arrays. Following such transfer, reactive ion etching (RIE) withCHF3
was carried out to remove the oxide shell on the sides and tops of the core–shell
nanowires, and to transfer the line pattern to the underlying substrate surfaces.
Using the same process, metals can be deposited using the aligned nanowires as
shadow masks to create arrays of nanoscale wires. Finally, the nanowire masks are
removed by isotropic wet etching and sonication so as to expose the etched or
deposited parallel line features. When using this method, the feature sizes are
comparable to state-of-the-art extreme UV lithography, and also approach the limits
of electron-beam lithography and transfer lithography. Thewidth, length, and pitches
of the metal lines can be easily controlled via the synthesis of core–shell nanowires

Figure 8.20 (a) Scheme for selective
anisotropic etching of the oxide shell of
core–shell nanowires and deposition of metal
or other materials based on LB patterning
nanowires. (b–d) Typical SEM images of (b)
close-packed parallel Si-SiO2 core–shell

nanowires on silicon substrate surface;
(c) parallel nanowires after selective,
anisotropic etching of the SiO2 shell by reactive
ion etching; and (d) 15 nm-thick Cr metal lines
following removal of the nanowire mask.
Reproduced with permission from Ref. [105].

340j 8 The Evolution of Langmuir–Blodgett Patterning



and a subsequent assembly process. In addition, the nanowires can be assembled in
one step over areas of 20 cm2, which is greater than that possible with most other
unconventional lithographic methods. Hierarchical parallel nanowire arrays have
also been prepared and used asmasks to define nanometer pitch lines in 10� 10mm2

arrays, repeated with a 25 mm array pitch over square-centimeter areas. This
nanolithographic method represents a highly scalable and flexible route for defining
nanometer-scale lines on multiple length scales, and thus has substantial potential
for the fabrication of integrated nanosystems.

Using a similar approach, Choi et al. employed the structured Ag nanowire
patterns [76] formed by the LB technique as resist masks to fabricate a parallel array
of poly(methylmethacrylate) (PMMA) wire patterns [106] that were transferred onto
PMMA-coated substrates, using a horizontal deposition method. The pattern was
then amplified by immersing the substrate in a solution containing decanedithiol
(HSC10H20SH), followed by immersion of the substrate into a hexane/nanoparticle
solution. Such amplification caused a slight increase in the width of the wires, and
doubled their height to about 8 nm. Subsequently, 50 nm-wide and 10 nm-high
PMMA wire patterns were obtained via spatially selective low-energy electron-beam
exposure on the Ag nanocrystal wire shadow mask, and development, and a RIE
processwas then used to obtain 50 nm-wide siliconwires. Thismethodwould appear
to represent a low-cost, high-throughput technique for the fabrication of semicon-
ductor, nanometer-scale structures.

As an alternative, Meli et al. used the surface pattern formed by a PS-P2VP diblock
copolymer as a mask to create an extensive array of nanometer-sized features [107]
that were later used as stencil masks to generate quasi-hexagonal 2-D arrays of
nanoscale gold islands [108]. These ultrathinmasks have an intrinsic topology (which
depends on the choice of block copolymer), ranging fromabout 10 to 100 nm inwidth
and spacing. Straightforward argon ion milling of the gold-coated silicon and mica
substrates, which had been covered with the ultrathin masks, resulted in arrays of
�25 nm-diameter gold islands, supported on patterned silicon pillars or gold islands
that were directly adhered to a mica substrate. In a similar study, Seo et al. used this
process to fabricate nickel pattern arrays that could be used to separate DNA [12] and,
in particular, to eliminate the need for disposable separation media such as gels or
polymer solutions that are susceptible to degradation and difficult to load into small
devices due to their inherent high viscosity. By conducting molecular dynamics
simulations and experiments, it was shown that this method could simultaneously
separate a broad band of DNA fragments, ranging from a few hundred base-pairs
to mega-base-pairs, without any loss in resolution. Furthermore, the technique
required only very low loading amounts and operating voltages, making it amenable
for incorporation into chip-based portable detectors or microarrays.

8.5.3
Integration of Nanomaterial Patterning in Nanodevice Fabrication

One fundamental step in the construction of 1-D nanomaterial devices is transfer of
the nanomaterials from their stock to the substrate on top of which the device will be
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built. Hence, the correct alignment and controlled positioning of the 1-D nanoma-
terials are highly desirable, especially with regards to the large-scale (e.g., on a 10-cm
wafer) fabrication of parallel device arrays. The integration of LB patterning with
device fabrication fits this technological gap.

A general strategy for the parallel and scalable integration of nanowire devices
over large areas, without the need to register individual nanowire-electrode inter-
connects, has been developed by the group of Lieber and involves a combination of
the LB technique and photolithography (Figure 8.21) [109]. In this case, organized
nanowires with controlled alignment and spacing over large areas were produced
using the LB technique [94], and interconnects between the nanowires and
electrodes defined by photolithography, in a statistical manner. Because the sepa-
ration between nanowires assembled with the LB technique had a defined average
value, but varied on the local scale, it was possible to achieve a high yield of metal
electrode to nanowire contacts simply by setting the average nanowire separation
equal to a value that was comparable to the electrode width. In this way, massive
arrays containing thousands of single silicon nanowire field-effect transistors (FETs)
were fabricated, and shown to exhibit not only a high performance and unprec-
edented reproducibility, but also a scalability to at least the 100 nm level. Moreover,
scalable device characteristics could be demonstrated by interconnecting a con-
trolled number of nanowires per transistor, in �pixel-like� device arrays. It is likely

Figure 8.21 Left panel: Parallel and scalable
interconnection of nanowire devices without
registration. (a) Central electrode region of
a single array, emphasizing the high fraction of
interconnected nanowires (blue lines) obtained
without the registration of individual electrodes;
(b) Schematic illustrating key steps of the
interconnection approach, including (top) the
deposition of aligned nanowires with defined
average spacing over the entire substrate,
(middle) hierarchical patterning to produce
fixed-size and -pitch parallel nanowire arrays,

and (bottom) the deposition of a repeating
metal electrode array using photolithography.
Middle panel: Optical micrograph of integrated
metal electrode arrays deposited on top of
patterned parallel nanowire arrays defined by
photolithography. Right panel: Isd versus gate
voltage (Vg) recorded for a typical device plotted
on linear (blue) and log (red) scales at a Vsd of
1 V. The inset shows SEM images of higher-
density nanowire devices, defined by electron-
beam lithography. Reproducedwith permission
from Ref. [109].
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that these highly reproducible transistor arrays will find use in many applications,
ranging from multiplexed biosensing to information displays. The general appli-
cability of the approach to other nanowire and nanotube building blocks should also
enable the assembly, interconnection, and integration of a broad range of functional
nanosystems.

In a later report, Dai et al. described the creation of densely aligned single-walled
carbon nanotubes (SWCNTs), having used the LB technique for device integra-
tion [110]. This approach, which enabled the controlled assembly and integration of
SWCNTs on a scale far beyond that achieved with an individual SWCNT, will
undoubtedly prove important in the future electronics industry. In this procedure,
the aligned SWNT monolayers were first transferred onto oxide substrates by the
LB technique, followed by the fabrication of arrays of two-terminal devices with
a Ti/Au metal source (S) and drain (D) that contacted massively parallel SWNTs in
�10 mm wide S–D regions, with a channel length of �250 nm (Figure 8.22c and d).
Subsequent current versus bias voltage (I–V) measurements showed that devices
created from Hipco SWNTs were over 25-fold more resistive than similar devices
prepared from laser-ablation SWNTs, with currents reaching �0.13 and �3.5mA,
respectively, at a bias of 3V through the collective current carrying of SWNTs in
parallel (Figure 8.22e and f). The Hipco SWNT devices also exhibited a greater
nonlinearity in their I–V characteristics than did the laser-ablation nanotubes
(Figure 8.22e). These characteristics were attributed to diameter differences between
the Hipco and laser-ablation materials. The same process was also used for the
integration of silver nanowires, where both nanowire density and line spacing can be
programmed [111].

8.6
Conclusions and Outlook

Today, the fundamental challenge in the development of nanotechnology is the
assembly of building blocks into organized nanostructures, albeit in controllable
fashion. The use of LB patterning, as one branch of self-assembly and as discussed in
this chapter, provides an effective and distinguished solution to the fabrication of
high-ordered structures over larger areas. Compared to other assembly technique,
such as self-assembly monolayers, layer-by-layer methods and vacuum molecular
deposition, LB patterning incorporates certain unique properties. First, it allows the
study of how the structural organization of different molecules at interfaces depends
on changing various thermodynamic parameters such as temperature,filmpressure,
the chemical potential through employing different environments, molecular com-
position (whether single-component or multi-component), subphase composition,
or by the controlled manipulation of certain transfer parameters, such as the speeds
of transference and compression, and the method of transfer (whether vertical or
horizontal). In addition, controlling the shape, size, and distribution of molecular
assemblies in self-organized surface patterns will in turn lead to a controlled
construction of 2-D supramolecular architectures. Thus, LB patterning can offer
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a great opportunity to achieve control over nanoscale assembly by tuning a macro-
scopic property, whilst linking the LB technique with patterning and fabrication on
a solid substrate.

In addition to expanding the types of building block used in LB patterning,
including molecules, nanorods, nanotubes, and nanowires, there remain a number
of unanswered questions. The first of these questions involves the orthogonal
assembly of multicomponent building blocks with different functions into an
integrated system, while the second question relates to the combination of LB
patterning with other lithographic techniques, such as soft lithography and DPN,
so as to enhance the capabilities of LB patterning. Finally, the integration of LB
patterning into functional device architectures remains an important issue for
practical applications.

Figure 8.22 Microfabrication patterning and
device integration of SWNTLB films. (a)Optical
image of a patterned SWNT LB film. The
squares and rectangles are regions containing
densely aligned SWNTs. Other areas are SiO2

substrate regions; (b) SEM image of a
region highlighted in panel (a) with packed
SWNTs aligned vertically; (c) SEM image
showing a 10 mm-wide SWNT LB film
between source and drain electrodes formed in

a region marked in panel (b); (d) AFM image of
a region in panel (c), showing aligned SWNTs
and the edges of the S and D electrodes; (e)
Current versus bias (Ids–Vds) curve of a device
made from Hipco SWNTs (10mm channel
width and 250 nm channel length); (f) Ids–Vds
of a device made from laser ablation SWNTs
(10mm channel width and 250 nm channel
length). Reproduced with permission from
Ref. [110].
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9
Surface-Supported Nanostructures Directed
by Atomic- and Molecular-Level Templates
Dingyong Zhong, Haiming Zhang, and Lifeng Chi

9.1
Introduction

Shrinking the size of devices to nanoscale, and discovering new phenomena of
objects at the nanoscale, represent the two main goals of nanotechnology in both
academia and industry. Unfortunately, the traditional photolithographic techniques
that have been used widely to create patterns of characteristic size in the micrometer
scale, encounter bottlenecks when attempts aremade to further reduce the size to the
nanoscale, due to the diffractive effect of light.Many so-called �top-down�methods of
fabrication, which include electron-beam lithography (EBL), imprinting, contact
printing, and scanning probe lithography, have been developed during the past two
decades.Whilst such techniques have the advantage of producing patterns with sizes
that, characteristically, are smaller than 100 nm, their low throughput and/or poor
reproducibility limits their application.

In contrast to the top-down techniques, �bottom-up� techniques utilize the self-
assembly of nanosized objects such as atoms, molecules and nanoparticles, from
which ordered structures in the nanoscale are built. Moreover, by adjusting the
interactions between thenanosized objects and certain kinetic parameters, such as the
growth temperature and rate, the process of self-assembly can easily be controlled to
produce final phases with desired architectures. The characteristic sizes of these self-
assembled architectures, which range from a few nanometers to tens of nanometers,
are below the limitations of traditional patterning techniques. Nonetheless, although
routine industrial applications might still be a long way off, patterning techniques
based on self-assembly continue to show much promise, based on their ability to
control the utilization of small entities such atoms, molecules, or nanoparticles.

Self-assembly processes directed by surface-supported templates are widely used
to build architectures of functional materials. For this technique, the substrate
surfaces are pre-patterned in order to modulate – either thermodynamically or
kinetically – the aggregation of certain nanosized objects at specific sites and/or
orientations. One type of natural template with an atomic order is the crystalline
surface (Figure 9.1), where the atomic periodicities of an original surface are several
angstroms, whilst reconstructions and reconstruction-induced patterns have a
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Figure 9.1 Atomic andmolecular level templates on surfaces. (a) Original surface with 2-D lattice;
(b) Reconstructed surface; (c) Vicinal surface; (d) Strain-relief epitaxial layer; (e) Supramolecular
network.

periodicity of several nanometers. Furthermore, the vicinal surfaces with a periodic
succession of terraces and steps may have a periodicity ranging from several
nanometers to tens of nanometers. These natural templates, aswell as self-assembled
supramolecular structures and strain-relief epitaxial layers on surfaces, are used to
direct the formation of further surface-supported nanostructures.

Scanning tunneling microscopy (STM) is a powerful tool that can be used to
visualize nanostructured surfaces. In this process, a sharp conductive tip is posi-
tioned near the surface of a conductive sample. With a typical gap of 0.5–1 nm, the
electron wave functions of the tip and the surface overlap, such that a tunneling
current is created when a voltage bias is applied between the tip and the sample.
The tunneling current is relevant to the local density of states on the surface, and is
also very sensitive to the gap width. By keeping the current constant and varying
the height of the tip, with the help of a piezoelectric system and feedback electronics,
the tip is allowed to scan the sample surface such that a topographic image of the
surface is obtained with�0.1 nm lateral resolution, and�0.01 nmheight resolution.

For simplicity, this chapter contain two parts detailing two-dimensional (2-D)
atomic- and molecular-level templates, and nanostructure formation as directed by
the templates. Initially, the different types of template, including reconstructed
surfaces, vicinal surfaces, strain-relief epitaxial layers and supramolecular assem-
blies, will be introduced, after which the formation of surface-supported nanos-
tructures guided by the templates will be discussed. Throughout the chapter,
emphasis will be placed on organic and organic–inorganic hybrid nanostructures.

9.2
Atomic- and Molecular-Level Templates on Surfaces

The root of atomic- and molecular-level templates is the periodic arrangement of
atoms andmolecules in crystalline structures. Such periodic arrangement is reflected
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by the 2-D lattices of single crystalline surfaces. In order to template the formation of
nanostructures, a �clean� surface is required under a well-controlled environment,
for example under ultra-high-vacuum (UHV) conditions, or in specific solutions.
Methods to obtain ordered and clean surfaces include the cleavage of certain
crystals (notably layered materials such as graphite, mica and MoS2), sputtering–an-
nealing cycles for metals, and high-temperature flashing for semiconductors, such
as silicon.

9.2.1
Surface Reconstructions and Reconstruction-Related Patterns

Similar to the structure in the bulk, the atomic periodicities of an original surface are
several angstroms. However, due to the absence of neighboring atoms on one side of
a surface, the first few layers of atoms beneath the surface will be reorganized so as to
achieve an equilibrium state with lower surface free energy, and this will result in
surface reconstruction. Several well-known surface reconstructions, including
Si(111)-7� 7, Au(111)-22�H3 and Cu(110)-(2� 1)O, are briefly introduced in the
following subsections.

9.2.1.1 Si(111)-7� 7
The Si(111)-7� 7 was the first surface reconstruction to be visualized by STM [1].
To prepare the Si(111)-7� 7 reconstruction, the Si(111) surface is etched with
HF solution to remove the native oxide layer on the surface. The Si(111) surface
is then heated repeatedly to about �1200 K under UHV conditions, which causes
the atoms of the outermost atomic layers to reorganize and to form a structure
with a hexagonal unit cell, the lattice constant of which is 2.7 nm. The surface
atoms are rearranged in such a way that the number of dangling bonds is
minimized. The unit cell of the reconstruction contains 12 adatoms, nine dimers,
and a stacking fault layer based on the DAS model proposed by K. Takayanagi
et al. [2, 3].

9.2.1.2 Au(111)-22�H3 and the Herringbone Pattern
In the Au(111)-22�H3 reconstruction, the first hexagonally arranged atomic layer of
Au(111) is compressed with 23 atoms stacked on 22 bulk lattice sites along the [01-1]
direction. As a result, alternative stripes of domains with face-centered cubic (fcc)
and hexagonal-close-packed (hcp) stacking styles running along the perpendicular
[�211] direction are formed (Figure 9.2). The two types of domain are gradually
transited with a height difference of 0.02 nm. The reconstruction has a rectangle
unit cell with a periodicity in [01-1] of 6.34 nm and in [�211] of 0.416 nm. Corre-
sponding to the threefold symmetry of theAu(111) surface, there are three equivalent
orientations of the stripes by 120� rotation. The orientational domains coexist, and
their boundaries merge in such a way that transition from one domain to
another occurs through a correlated periodic bending of the parallel stripes, and
this results in a zigzag or �herringbone� pattern. The herringbone structure
changes the orientation over distances of up to 25 nm as a result of long-range
elastic lattice strain [4, 5].
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Figure 9.2 Au(111) 22�H3 reconstruction. (a) Large-scale STM image showing the herringbone
pattern; (b) High-resolution STM image showing the hcp and fcc regions. The unit cell of the
reconstruction is denoted by the rectangle.

9.2.1.3 Cu(110)-(2� 1)O and the Stripe Pattern
Although no reconstruction exists at a clean Cu(110) surface, the controlled con-
densation of oxygen atoms on the surfaces results in a 2� 1 added-row reconstruc-
tion. The O atoms are chemisorbed on the surface, while the Cu adatoms evaporate
from steps and diffuse across the terraces of the substrate surface [6, 7]. In this
construction, Cu atom rows are added along the [001] direction with a distance of
0.51 nm, and O atoms are adsorbed at the long-bridge sites in the rows (Figure 9.3a).
Depending on the O atom coverage, full or partial coverage of the adsorbate-induced
reconstruction can be obtained. By exposing a cleanCu(110) surface to 4–6 Langmuir
(1 Langmuir¼ 10�6 Torr�s) of oxygen at 625K, the stripe pattern with alternating
stripes of bare Cu and (2� 1)O reconstructed regions along the [001] direction are
obtained, as shown in Figure 9.3b and c [8, 9]. The dimensions of the stripe structure
may be adjusted by controlling the oxidation process; that is, the temperature and
exposure dose. The width and distance of the stripes are increased when the process
temperature is increased, whereas an increase in exposure will result in narrower
stripes. For instance, stripe patterns with long-range order on the length scale of
several hundred nanometers consisting of bare Cu troughs 2.0� 0.3 nm wide,
separated by Cu�O regions 5� 2 nm wide have been obtained (Figure 9.3b and c).

9.2.2
Strain-Relief Epitaxial Layers

In heteroepitaxial systems exhibiting large lattice mismatch, the substrate lattice is
not strictly followed by the epitaxial layer, and this results in the generation of dense
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Figure 9.3 Cu(110)-(2� 1)O: Nanostripes of
Cu(110) and Cu(110)-(2� 1)O reconstruction
regions. (a) Schematic of the oxygen-induced
added-row reconstruction; (b, c), STM

images of the stripe patterns containing
alternative bare Cu(110) regions and
oxygen-induced 2� 1 reconstruction
regions, respectively [8].

dislocations to relieve large strain in the systems. Due to interactions between the
epitaxial layer and the substrate lattice, and the highmobility of dislocations located at
the surfaces, the dislocations quite often arrange into highly ordered periodic
patterns. In other words, the epitaxial layer prefers to form a large superstructure
that is commensurate with the substrate. Such superstructures, showing periodi-
cities of several nanometers, will further modulate surface processes such as
adsorption, diffusion, and the nucleation of adatoms or molecules deposited onto
the strain-relief epitaxial layers.

9.2.2.1 Boron Nitride Nanomesh
Analogous to carbon solids, covalent-bonded boron nitride exists in a variety of
structures, including graphitic hexagonal boron nitride (h-BN) and diamond-like
cubic boron nitride (c-BN). Ultrathin h-BN films are formed on certain metallic
surfaces by chemical vapor deposition (CVD). For example, large terraces of h-BN
films with monolayer thickness are formed on Ni(111), which shows a lattice
mismatch of 0.4% with the h-BN layer [10]. The honeycomb-structured h-BN films
show little corrugation with the N atoms located on top of the outermost Ni atoms
and the B atoms on fcc adsorption sites of the Ni(111) surface. In case of substrates
with large lattice misfit, an obvious corrugation appears in the epitaxial h-BN film,
resulting in ordered superstructures with a periodicity of several nanometers
[11, 12]. By exposing a Rh(111) surface kept at a temperature of 1070K to a
borazine (HBNH)3 vapor pressure of 3� 10�7mbar for about 2min (40 L), an h-BN
film with a regular nanomesh would be formed (as shown in Figure 9.4) [11]. The
hexagonal nanomesh has a periodicity of 3.22 nm, with pores of 2 nm diameter; this
corresponds to a commensurate lattice of (13� 13) h-BN units on a (12� 12) Rh
lattice spacing. The mismatch between the h-BN layer (0.248 nm) and the Rh(111)
surface (0.269 nm) plays a key role in the nanomesh formation. Based on exper-
imental results and density functional theory (DFT) calculations, it has been
proposed that the nanomesh would consist of one layer of h-BN that would be
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strongly corrugated due to mismatch with the substrate [13, 14]. The N atoms of the
h-BN layer in holes occupy the on-top sites, which are the energetically favorable
sites for h-BN grown on a metal surface, whereas the locations of the N atoms from
the surrounding of holes will deviate from the on-top sites, owing to the large lattice
misfit (6.7%) (see Figure 9.4d). Besides Rh(111), similar nanomesh has been
observed on Ru(0001) [12].

9.2.2.2 Ag/Pt(111)
The double atomic-layer of Ag on Pt(111) is another example of superstructures
induced by mismatched epitaxy. Since the lattice constant of Ag is 4.3% larger than
that of Pt, the first commensurate monolayer of Ag on Pt(111) is coherently strained.
The secondmonolayer ofAg, on the other hand, forms an ordered trigonal network of
dislocations to partially relieve the compressive strain. Domains with fcc and hcp
stacking coexist in the second monolayer. The unit cell of the superstructure with
trigonal symmetry has an average periodicity of 4.5 nm consisting of a large quasi-
hexagon (fcc stacking) and two triangles with opposite orientation (hcp stacking) [15,
16]. The strained stacking styles in the epitaxial Ag film show effect on certain
processes such as surface diffusion, nucleation, and reaction activity [15, 17].
The stability of the strain-relief pattern is enhanced by removing about 0.1mono-
loayer (ML) of the Ag top layer of this surface structure by He- or Ar-ion sputtering.
As a result, a hexagonally well-ordered, room-temperature-stable array of 1ML-deep
holes with a tunable size of about 4 nm2 and a fixed spacing of 7 nm was fabricat-

Figure 9.4 Hexagonal boron nitride (h-BN)
nanomesh. (a) Large-area constant-current
STM image (�1.0 V, 2.5 nA, at room
temperature) of the boron nitride nanomesh
formed by high-temperature decomposition of
borazine on a Rh(111) surface; (b) Low-energy
electron diffraction (LEED) pattern from h-BN
nanomesh (40-L exposure) on Rh(111). The
principal diffraction spots of the Rh(111)

surface and h-BN (arrowed) are
accompanied with satellite nanomesh
superlattice spots. Electron energy: 92 eV;
(c) Low-frequency filtered STM image
(�2mV, 1 nA, at 77 K) showing the atomic
corrugation. Bright protrusions indicate N
atoms; (d) Atomic structures of the h-BN
nanomesh on Rh(111) (Green: N; orange: B;
gray: Rh) [11, 14].

354j 9 Surface-Supported Nanostructures Directed by Atomic- and Molecular-Level Templates



ed [18]. In this process, the hcp-stackedAg atoms in the triangle-shapeddomainswere
removed. A similar hole array has been obtained by exposing a strained monolayer-
thick Ag layer on Ru(0001), in which a superstructure with a periodicity of about
4–6 nm was formed due to the 7% lattice mismatch, to sulfur at room temperature.
In this way, the Ag atoms at dislocated regions could be selectively replaced by
S atoms [19, 20].

9.2.3
Vicinal Surfaces

Vicinal surfaces (also known as �high-index surfaces�) on which a periodic
succession of terraces and steps of monoatomic height exist, are obtained by
cutting crystals along a plane that deviates by a small angle from a low-index plane.
Such structural anisotropy may be represented in macroscopic physical proper-
ties [21]. In comparison to a low-index surface, the high step density increases the
surface energy and makes the vicinal surfaces metastable, and tends towards to
faceting with the formation of macroscopic low-index surfaces in low-temperature
limits. Nevertheless, the stepped vicinal surfaces may be available at low tempera-
tures if the kinetics of reordering is too slow (owing to the reduced temperatures),
so as to allow a transition from a stepped-back to a faceted morphology. At high
temperature, the entropy of the steps provides a substantial contribution to the
balance of free energy, and the formation of an ordered vicinal surface may
minimize the total surface free energy. The entropy, which provides a mechanism
for step–step repulsion, also plays an important role in the regularity of the step
arrangement on a vicinal surface [22]. However, a roughing transition may take
place if the temperature exceeds a critical transition point, which is variable for
different systems. For instance, the transition temperature is 290 K for vicinal Cu
(11n) (n¼ 13, 19, 79) surfaces [23] and 465 K for Ag(115) surfaces [24]. To an
annealing temperature above 900 K, faceting takes place on a Pt(997) vicinal
surface [25].

Besides the step–step interactions, the surface morphology of vicinal surfaces is
affected by thermal kink creation energies [26]. For example, highly ordered step
arrays are obtained on a vicinal Si(111) surface about 1� miscut toward [�1�1 2]. As
the kinkwidth is half a 7� 7unit cell (2.3 nm), the energy barrier for creating a kink is
very high and the step edges are atomically straight up to 2� 104 lattice sites [27].
Furthermore, adsorbate-induced faceting takes place on certain vicinal surfaces. The
adsorption of O on a vicinal Ag(110) misoriented 2� toward [001] or [3�3 1] induces
faceting of the surface,with the formationof large (110) facets and step-bunching [28].
Step-doubling takes place on a Pt(997) surface by annealing the surface to 700K at an
oxygen atmosphere for a few minutes [25].

9.2.3.1 Vicinal Au(111) Surfaces
The vicinal Au(111) surfaces are briefly introduced as an example in this section (for
detailed discussions, see Ref. [30]). Two types of steps running along [0�1 1], with
{111}and{100}microfacets, areobtainedbymiscutting toward [�2 1 1] and [2�1�1],

9.2 Atomic- and Molecular-Level Templates on Surfaces j355



respectively. Among these vicinal surfaces misoriented with an angle up to 12�, the
(322), (755), and (233) surfaces are stable with unreconstructed terraces, while the
(788) and (11 12 12) surfaces are stable with reconstructed terraces. However, some
vicinal surfaces, including (455), (577), and (12 11 11), are unstable and undergo
faceting with �hill-and-valley� morphology. As a result, facets with two or more stable
orientations coexist on the surfacemay be self-organized into a larger periodicity from
10nm to a few hundreds of nanometers. The Au(788) and Au(11, 12, 12) surfaces,
which are misoriented by 3.5� and 2.3� with respect to the (111) towards the [�211]
direction, are regularly stepped surfaces with monoatomic {111} microfacets and
reconstructed terraces, which are 3.9 and 5.8 nm inwidth, respectively (Figure 9.5). In
this way, a very narrow terrace width distribution with a 0.85 nm full width at half-
maximum (FWHM) has been obtained [30]. The discommensuration lines on the
terraces run perpendicular to the step edges. Due to the partial release of the stress by
the steps, the reconstruction along the steps is greater on the vicinal area than that on
wide Au(111) terraces. Meanwhile, the discommensuration lines are disturbed by the
steps and no longer run perpendicular to the close-packed direction, forming a �V�
shape (see Figure 9.5d). The fcc domain width decreases when approaching the upper
part of the step, and this is consistent with the fact that the fcc domain should be larger
near the bottom of the step, since it is the bulk stacking of gold. Although the
periodicity along the [�211] direction – that is, the terrace width – is dependent on the
miscutting angle, the periodicity along the [0�1 1] direction originated from the
reconstruction, 7.2nm, is almost invariant.

Figure 9.5 Au(11 12 12) vicinal surface with 2.3� miscut towards [�211] with respect to (111)
surface. (a) Top view and (b) cross-section of Au(11 12 12); (c, d) STM images of Au(11 12 12)
surface. The inset in panel (d) shows a zoomed image [29].
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9.2.4
Surface-Supported Organic Supramolecular Assemblies

The above-discussed templates are either covalent-bonded or metal-bonded inor-
ganic surfaces. Hence, organic supramolecular architectures that are self-assembled
on surfaces bound by noncovalent interactions, will be introduced in the following
subsections.

9.2.4.1 Preparation Techniques
Two methods are used for preparing surface-supported supramolecular architec-
tures, namely organic molecular-beam deposition (OMBD) under UHV conditions,
and liquid-phase deposition at solid–liquid interfaces (see Figure 9.6).

In OMBD, the organic compound is loaded into a crucible under UHVconditions
and heated to temperatures at which the organic molecules will either sublime or
evaporate onto the substrate surfaces. This technique has the following advantages:

High purity: Prior to OMBD growth, a high purity of organic materials is achieved by
thermal gradient sublimation. For this, both the organic source and substrate are
maintained under UHV with a background vacuum (typically on the order of
10�10mbar) so that contamination from the environment is avoided.
Well-controlled kinetics: Both, the energetic parameters (i.e., the intermolecular and
molecule–substrate interactions) and the kinetic parameters (including growth
temperature and deposition rate) play key roles in determining the final structure
of the supramolecular assembly. Notably, these kinetic parameters are adjustable
during the deposition process.
Multicomponent deposition: Supramolecular structures consisting of multiple
components may easily be produced by using more than one source in the UHV
chamber. In addition, the temperatures of the sources can be controlled indepen-
dently, such that it is possible to deposit different organicmolecules ormetal atoms at
the same time or in sequence.
Combination with various characteristic methods: In addition to STM, other
surface-analysis techniques, such as low-energy electron diffraction, photoemis-
sion spectroscopy and electron energy loss spectroscopy (EELS) are useful when
investigating the structure and properties of surface-supported supramolecular

Figure 9.6 Preparation techniques for supramolecular templates. (a) Organic molecular beam
deposition (OMBD) under UHV conditions; (b) Liquid-phase deposition in solution.
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assemblies. These surface-analysis techniques can be integrated with the OMBD
preparation chamber.

WhenusingOMBD it is necessary to use sublimable or vaporizablemoleculeswith
a vapor pressure of �10�8mbar at a temperature in the range from 60 to 600 �C,
although this limits the application of OMBD to molecules that do not sublime, nor
are thermally stable. In contrast, for liquid-phase deposition the molecules are
deposited from solutions onto the substrate surfaces, which are themselves im-
mersed in a solution of the molecules. Liquid-phase deposition is easier to use than
OMBD;moreover, in biological systems it is also possible to mimic the environment
when investigating biologicalmolecules. Nonetheless, inert substrates such as highly
oriented pyrolitic graphite (HOPG) and Au(111) will be required when using this
technique, and the kinetic processes cannot be well controlled.

9.2.4.2 0-D and 1-D Nanostructures
The formation of molecular structures, ranging from single molecules to few-
molecule aggregates, linear wires, extended 2-D compact layers and open networks
up to 3-D architectures, on surfaces is dependent on the intermolecular interactions
and the growth parameters. Well-defined zero-dimensional (0-D) and one-dimen-
sional (1-D) structures are normally obtained using a submonolayer regime via
OMBD, under UHV. At low temperature, the surface diffusion ability of molecules
will be inhibited such that aggregation processes which originate from certain
attractive interactions (e.g., van der Waals forces) are prevented, and this results in
the presence of isolated molecules on the surfaces. Such aggregation processes are
also prevented in the case of molecule–substrate systems by repulsive interactions,
such as charge transfer [32–34]. The assembly of molecules with directed and
selective noncovalent interactions, such as H-bonding and metal–ligand coordina-
tion coupling, is determined by the specific anisotropic feature of the interactions.
A careful placement of functional groups that are capable of participating in directed
noncovalent interactions will allow the rational design and construction of a wide
range of supramolecular architectures assembled on surfaces. Few-molecule aggre-
gates will be formed if the active interaction sites are self-saturated [31] (also D.Y.
Zhong, unpublished results), whilst linear supramolecular wires will be formed in
the case that the molecules possess two active interaction sites with anti-parallel
directions. When molecules possess three or more active interaction sites in plane,
2-D networks will be formed.

Figure 9.7 shows the STM study of substituted porphyrinmolecules adsorbed on a
Au(111) surface. Cyanophenyl substituents, which possess directed dipole–dipole
and H-bonding interactions, are used to control the molecular aggregation. Isolated
single molecules, trimers and tetramers are observed when depositing the substi-
tuted porphyrinmoleculeswithout,with one, andwith two cyanophenyl groups at the
cis sites, respectively. However, when depositing themolecules with two cyanophenyl
groups substituted at the trans sites, the anti-parallel configuration between the
cyanophenyl substituents results in a linear arrangement and the formation of
supramolecular wires [31].
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The formation of supramolecular wires is also directed by H-bonding and
metal–ligand coordination [35–45]. The formation of double-rowmolecular assembly
of 4-[trans-2-(pyrid-4-yl-vinyl)]benzoic acid (PVBA), on a Ag(111) surface results from
the head-to-end OH. . .N bonding, as well as the CH. . .OH bonding between the
rows [35, 45]. A similar coupled double-row architecture has been observed on the
assembly of L-methionine on a Ag(111) surface [38, 39]. Here, the regular molecular
gratings, which are formed at intermediate coverage with tunable periodicity at the
nanometer scale by varying the methionine surface concentration, can serve as a
template to guide the formation of metal atom lines via surface-state confinement at
the Ag(111) surface [38]. In general, by optimizing the growth parameters, molecules
with strong anisotropic interactions – includingH-bonding, dipole–dipole coupling,

Figure 9.7 0-D and 1-D molecular
nanostructures. (a) Monomers of the porphyrin
derivative without cyanophenyl substituent;
(b) Trimers of the porphyrin derivative with one
cyanophenyl substituent; (c) Tetramers of the

porphyrin derivative with two cis cyanophenyl
substituents; (d) 1-D molecular wire of the
porphyrin derivative with two trans
cyanophenyl substituents. STM image
area¼ 20� 20 nm2 [31].
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metal–ligand coordination, as well as van derWaals interactions – prefer to form 1-D
structures. Yet, the strong anisotropy may induce the formation of 1-D chains that
extend for over several hundred nanometers [40].

9.2.4.3 2-D Molecular Patterns
The self-assembly of organic molecules on surfaces is determined by the subtle
balance between intermolecular and molecule–substrate interactions. In general,
close-packed configurations are favorable for supramolecular assembly on surfaces
due to the attractive van der Waals interactions between molecules, and between
molecules and substrates. The latter effect is dominant in some cases, even though
the molecules may possess repulsive interactions, the reason being that those
configurations with more molecules adsorbed onto the surfaces will reduce the
system total energy. However, by introducing certain directional and selective
noncovalent interactions, such as H-bonding and metal–ligand coordination, it is
possible to form open networks with voids of substrates. These porous networks
attract intrigue in host–guest chemistry, since by combining the different noncova-
lent interactions with various strengths it is possible to form complicated structures
that include hierarchical or multilevel architectures. Moreover, besides the energetic
consideration of the systems, certain growth parameters – including growth tem-
perature, rate and coverage, as well as the concentration in liquid-phase deposition –

will play important roles, with such experimental parameters affecting the diffusio-
n–aggregation and adsorption–desorption processes of adsorbed molecules. As the
polymorphic feature is a common property of most molecule–substrate systems,
different metastable structures are attained, depending on the growth parameters.

Molecular Design Due to the large variety of organicmolecules, it is relatively easy to
alter the supramolecular structures by molecular design. By adjusting the intermo-
lecular and molecule–substrate interactions, it is possible to tune the final supra-
molecular structures which are at energetic minimum states by self-assembly under
quasi-equilibrium conditions.On the basis of this concept, there are twomain routes:
(i) to alter the geometry of the molecules, and also the packing behaviors of the
molecules adsorbed on surfaces via long-range and nondirectional van der Waals
interactions; and (ii) to introduce directional and/or selective noncovalent interac-
tions, such as H-bonds and metal–ligand coordination coupling. In this case,
different H-bonds, including OH. . .O [46–49], OH. . .N [50, 51], NH. . .O [42, 43,
52–59], NH. . .N, [52–61], and CH. . .O [37, 50, 51, 62, 63], can be introduced in
surface-supported supramolecular assemblies. Frequently, more than oneH-bond is
formed on each molecule, whilst a cooperative effect may enhance the binding
between molecules [52]. Coordination coupling between transition metals and
organic ligands is also used to adjust the supramolecular architectures on the
surfaces [64, 65], such that the metal atoms or ions are either codeposited on the
surface [66–75], from thermally activated diffusing adatoms on ametal substrate [36,
76–78], or from the solution in the case of liquid-phase deposition [41, 79].

Among these molecules, benzoic acid and its derivatives have been investigated
intensely as model systems. Although the carboxyl group exhibited abundant
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behaviors in the self-assembly process (Figure 9.8), it is also possible to formH-bonds
between the carboxyl groups, and between the carboxyl groups and benzene rings. In
this way, dimers or trimers are formed with either two or threeH-bonds between two
or three carboxyl groups, respectively. According to DFT calculations, hydrogen
bonds in the cyclic dimer of benzoic acid, as are present in the �chicken-wire�
network, are 1.5 kcalmol�1 stronger than those in the cyclic trimer in the gas phase,
as are present in the �flower� structure [80]. On the other hand, the deprotonated
species of carboxyl (carboxylate) act as ligands to coordinate with transition
metal atoms.

The adsorption of benzoic acid (Figure 9.9, 1a), which contains one carboxyl group
substituting one of the six H atoms on a benzene ring, prefers an upright config-
uration at high coverage; that is, with the benzene ring perpendicular to the
surface [81–85]. On TiO2(110) surfaces, the oxygen atoms of the deprotonated
species (benzoate) are bonded with the fivefold-coordinated Ti4þ cations to form
an ordered overlayer, which is mainly determined by the relatively strong adsorba-
te–substrate interaction. Attractive interactions between the aromatic rings of the
benzoates lead to the formation of dimerized benzoate rows along the [001]
direction [81–85]. The flat-down configuration (with the benzene ring parallel to
the surface) only exists at a very low coverage [81–85]. Similarly, on Cu(110) surfaces,
H-bonded flat-down dimers are formed at a temperature below 150K, while
deprotonation takes place at a temperature above 150K and benzoate dimers
coordinatingwith a Cu atom in between are formed. At saturation coverage, however,
the adsorption of benzoic acid on Cu(110) between 300 and 350K results in benzoate
species which is oriented perpendicular to the surface with a c(8� 2) periodicity [83].

Increasing the number of substituting carboxyl group on the benzene ring, or
substituting the benzene ring with a pyridine ring [iso-nicotinic acid (INA); 1b in
Figure 9.9], will have a dramatic influence on the assembly. In this case, it is possible
to form more H-bonds in the flat-down configuration with a reduced system total
energy, which makes the flat-down configuration more favorable than the upright
configuration. By introducing the pyridine ring, the molecular self-assembly of INA
on Ag(111) adopts a head-to-tail hydrogen-bond configuration from ring nitrogen
atom to hydroxyl hydrogen, with the aromatic rings parallel to the surface plane [86].
Here, there are two sets of H-bonds: the primary head-to-tail H-bonds (OH. . .N) link
molecules into long chains along the Ag[11-2], while the secondary hydrogen-
bonding interactions link the carbonyl oxygen of one INA chain with the aromatic

Figure 9.8 Noncovalent interactions of (deprotonated) carboxyl groups.
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hydrogen on an adjacent chain. The benzoic acid derivatives containing two carboxyl
groups have three isomers, depending on the two substitution sites: terephthalic acid
(TPA; 2a in Figure 9.9), iso-phthalic acid (2b in Figure 9.9) and phthalic acid (2c in
Figure 9.9). The self-assembly of TPA on the Au(111) surface at room temperature
under UHV conditions forms a highly ordered, close-packed layer at high coverage.
The head-to-tail hydrogen bonds between the carboxyl groups of neighboring
molecules are the dominant interactions in the molecular monolayers, and result
in linear molecular chains, analogous to the bulk structure [91]. However, the length
of the H-bridges exceeds that in the TPA bulk phase due to modulation of the
substrate surface. A similar structure, with linear molecular chains stabilized by
H-bonds, is formed by the assembly of TPA at liquid/solid interfaces [90, 91]. By
comparison, the assembly of iso-phthalic acid molecules results in the zigzag
configuration owing to H-bond formation. No ordered structure has been found
for the assembly of phthalic acid [90, 91].

The assembly behaviors are changed by further increasing the number of carboxyl
groups. Two coexisting phases – the �chicken-wire� and �flower� structures, both of

Figure 9.9 Benzoic acid derivatives.
1a–1d, 2a–2e, 3a–3d, and 4a–4g contain one,
two, three, and four carboxyl groups,
respectively. Abbreviations and references:
1a [81–85]; 1b (INA) [86]; 1c (PEBA) [50]; 1d
(PVBA) [50, 87]; 2a (TPA) [69, 72, 73, 88–94];

2b [90]; 2c [90]; 2d (BDA) [63, 73, 74, 87, 88, 95];
2e (SDA) [63, 75]; 3a (TMA) [36, 46, 48, 49, 51,
68, 76, 80, 92, 93, 96–101]; 3b (BTB) [99];
3c [102]; 3d [47]; 4a [103]; 4b (NN4A) [104];
4c [103]; 4d (TPTC) [105]; 4e [106]; 4f [106];
4g [103].
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which are induced by directional hydrogen bonding – are formed by the adsorption of
1,3,5-benzenetricarboxylic (trimesic) acid (TMA; 3a in Figure 9.9) to graphite or Au
(111) surfaces under UHV conditions [49]. In the �chicken-wire� structure
(Figure 9.10a), all molecules are connected by dimeric H-bonds (two H-bonds
involving two carboxyl groups), to form sixfold molecular rings. In contrast to the
�chicken-wire� structure, the �flower� structure can be seen as a closed packing of
the sixfold rings (Figure 9.10b). Within the rings, the hydrogen bonds are formed in
the same way as in the �chicken-wire� structure, whilst between the neighboring
sixfold rings trimeric H-bonds are formed that involve three molecules. In both
structures, all of the H-bonds have a length about 3A

�
, which is well within the range

of OH. . .O bonds (2.7–3.1 A
�
).

Consider, then, the situation inwhich the symmetry of TPA and TMAmolecules is
retained, while the molecular size is increased. The molecule 4,40-biphenyl dicar-
boxylic acid (BDA; 2d in Figure 9.9) shows the same twofold symmetry as TPA, but
with two phenyl rings as the backbone. The behavior of BDAmolecules assembled on
Au(111) surface is similar to that of TPA, forming linear molecular chains stabilized
by head-to-tail H-bonding between the carboxyl groups of neighboring mole-
cules [95]. The case with threefold rotational symmetry as TMA is 4,40,400-ben-
zene-1,3,5-triyl-tribenzoic acid (BTA), in which three 40-benzoic acid groups are
arranged around the central benzene core. In this case, 2-D supramolecular hon-
eycomb networks of BTA with cavities of a larger internal diameter of 2.95 nm are
formed by self-assembly on a Ag(111) surface at room temperature [51]. The
configuration of the networks is similar to the �chicken-wire� structure of TMA
self-assembled on graphite [49]. The symmetry rule is obeyed in the assembly of
even more complicated molecules [47].

The benzoic acid derivatives with four carboxyl groups can form both a parallel
network and a Kagom�e network on the surfaces (Figure 9.11) [103, 105, 106]. In the

Figure 9.10 1,3,5-Benzenetricarboxylic
(trimesic) acid (TMA) on Au(111). The distance
of the pores increases by increasing the
coverage. (a) �Chicken-wire� structure with
only dimeric H-bonding; (b) �Flower�
structure with mixed dimeric and trimeric

H-bonding; (c) Porous structure similar to
the �flower� structure, but with a larger
distance between the pores; (d) Close-
packed structure with only trimeric
H-bonding. STM image
area¼ 16.5� 16.5 nm2 [46].
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parallel network, each molecule forms four double H-bonds with four neighboring
molecules at the corners, and all molecules show the same orientation. In the
Kagom�e network, three molecules, which are rotated �60� with respect to each
other, areH-bondedhead-to-tail with a triangle-like feature. Themoleculeswith short
(e.g., biphenyl, 4a of Figure 9.9) and long (e.g., four phenyl rings, 4f of Figure 9.9)
backbones adopt single configurations with long-range periodic order, while those
with intermediate backbone lengths, such as p-terphenyl-3,5,30,50-tetracarboxylic acid
(three phenyl rings, 4d of Figure 9.9) and 5,50-(1,2-ethynediyl)bis(1,3-benzenedicar-
boxylic acid) on graphite form mixed networks coexisting both parallel and Kagom�e
configurations [103, 105]. The specific molecular lengths allow their growth of one
polymorph to be interrupted by a smooth transition to the alternative polymorph,
without necessarily introducing defects in which molecular building blocks are
missing, improperly oriented, or unable to form the optimal number of hydrogen
bonds with neighbors [103]. As a result, a random, nonperiodic, entropically
stabilized, rhombus tiling is formed in a 2-D molecular network of p-terphenyl-
3,5,30,50-tetracarboxylic acid adsorbed onto graphite [105]. Similar 2-D nonperiodic
tiling has been observed in the self-assembly of rubrenemolecules in supramolecular
pentagons, hexagons, and heptagons on a Au(111) surface [107].

In addition to the H-bond-dominated supramolecular assembly of benzoic acid
derivatives described above, another important intermolecular interaction is that of
metal–ligand interaction. The deprotonated species of carboxyl groups is able to form
metal–ligand coordinationwith certain transitionmetal atoms and, in the presence of
such interactions, the assembly of organic molecules on surfaces may be changed.
Except for the H-bonded �chicken-wire� and �flower� patterns of TMA self-assem-
bled on graphite and Au(111) [46, 76], the deposition of TMA on Cu(100) surfaces at
300K results in the formation of cloverleaf-shaped Cu(TMA)4 complexes, which are
organized into a regular array at high coverage (Figure 9.12). The four deprotonated
TMA molecules are bonded with the centered Cu atom through the carboxylate
groups. The carboxylate ligands of TMA do not point directly towards the central Cu
atom, and the oxygen atoms in the respective COO� moieties are not equivalent,
which indicates a unidentate coordination of the Cu atom [76]. For comparison, the

Figure 9.11 Tetra-acids self-assembled on HOPG (deposition from heptanoic acid solution,
�1.5 V, 50 pA). (a) Parallel configuration of 4a (see Figure 9.9); (b) Kagom�e network of 4g
(see Figure 9.9) [103].
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deposition of TMA on a Cu(110) surface results in 1-D metal–organic coordination
chains of TMA and Cu atoms, owing to the anisotropy of the substrate [36].
Dicarboxylic acids containing one (TPA), two (TDA) and three (DBA) phenyl rings
show similar behaviors as TMA. Although these molecules, when self-assembled on
Au(111) surface, adopt a H-bonded head-to-tail configuration [91, 95], porous
coordination networks of TPA or TBA and iron atoms with variable cavity sizes are
formed on the Cu(100) surface [72]. The codeposition of DBA molecules and Mo
atoms, followed by annealing to 400K, results in carboxylate–Mo coordination and
the formation of rectangular-shaped or ladder-like networks, depending on the ratios
of the deposited amounts of BDA molecules and Mn atoms [74]. In addition, the
coordination interaction between theOatomsof carboxylate groups andFe atomshas
been confirmed by comparing the chemical shift of O 1s and Fe 3p peaks in X-ray
photoelectron spectroscopy (XPS) measurements with various Fe : TPA ratios [69].

When compared to H-bonds and metal–ligand coupling, van der Waals interac-
tions –which exhibit an indispensable effect onmultilevel structures of biomolecules
– are much weaker. In some cases, the van der Waals interactions have a dramatic
influence on supramolecular assembly, even in those systems where H-bonds or
coordination coupling are predominant. For example, a slight variation of a sub-
molecular alkyl group, which is not involved directly in the hydrogen bonding, may
have a pronounced effect on the self-assembled surface nanostructures, thus causing
a change in the molecular nanostructures obtained, from extended periodic rows to
localized chains and polygonal clusters. This change is attributed to subtle differ-
ences in van der Waals interactions between the alkyl side chains found on some of
the compounds, an insight that can be employed to control the formation of self-
assembled molecular surface nanostructures when multifunctional groups are
involved in the molecular building blocks [108]. Similarly, the 2-D pattern formation
of hydrogen-bonding iso-phthalic acid derivatives at the liquid/solid interface has
been investigated by using STM. By varying the location and nature of the alkyl
substituents on the aromatic core, in combination with the intrinsic hydrogen-
bonding properties of the iso-phthalic acid units, the 2-D supramolecular ordering
has been controlled, leading to several different motifs [59].

Figure 9.12 Cu(TMA)4 complex formed by depositing TMA on Cu(100) at 300 K. (a) Regular array
of Cu(TMA)4 complex; (b)Model of the complex showing the coordination of the carboxylate groups
of four TMA molecules with the central Cu atom [76].
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Complicated supramolecular structures may occur in the systems with only van
der Waals interactions. In such systems, subtle intermolecular and molecule–sub-
strate interactions result in a superstructure with several and/or up to several tens of
molecules, the relative orientation and positions of which are different from each
other. A long-range orientational order of C60 monolayers on Au(111) has been
observed with a unit cell comprised of 49 molecules adopting 11 different orienta-
tions [109]. In this case, intermolecular interactions play a major role in stabilizing
the superlattice, while the substrate inducesminute changes in the orientation of the
C60 molecules. Diferrocene molecules, which contains two ferrocenyl groups
bridged by an alkyl chain, show van der Waals intermolecular interactions and are
weakly bound on certain surfaces, such as Cu(110). The assembly of diferrocenes on
Cu(110) exhibits 2-Dmultilevel structures up to quaternary, resulting from the subtle
balance of intermolecular andmolecule–substrate interactions that have comparable
strength, as well as the mismatch of the molecular packing and the surface atomic
periodicity. In such amulti-periodicitymodulated system, neither the intermolecular
nor molecule–substrate interactions solely dominate the molecular assembly,
and this results in complicated supramolecular architectures. The multilevel assem-
blies demonstrate site-selective properties for the adsorption of guest molecules
(D.Y. Zhong, unpublished results).

Substrate Effects Substrates are not only the support for the assembly of organic
molecules, but also play a key role in supramolecular assembly. On the one hand, the
surface atomic potential with specific periodicities will affect the arrangement of
adsorbedmolecules. Themolecule–substrate interactions include long-range vander
Waals interactions, dipole–dipole interactions, and covalent bonding in some cases,
which cause themolecules to prefer specific adsorption sites and orientations.On the
other hand, molecule–substrate interactions will alter the features of molecules
themselves, such as their structure, conformation, and electronic state. For example,
charge transfer and substrate-induced dissociation are common phenomena in
molecule-on-surface systems. The substrate-induced modification of molecules will
further influence intermolecular interactions, and finally the supramolecular as-
sembly. The assembly of BDA (2d of Figure 9.9) on Au(111) and Cu(100) surfaces are
compared in Figure 9.13.On theAu(111) surface, linearmolecular chains are formed
at room temperature, with H-bonding between the carboxyl groups of neighboring
molecules, analogous to PBA [95]. On a more reactive Cu(100) surface, however, the
carboxyl groups are deprotonated owing to the strong molecule–substrate coupling,
and this results in a square-type structure through the H-bonds between the
carboxylate and the benzene ring, with the molecules alternatively 90� rotated [63].

Growth Parameters The temperature of the molecular assembly, including that
during growth and post-growth annealing, represents one of the most important
experimental factors to directly affect the supramolecular assembly on surfaces [51,
110, 111]. The temperature affects not only the diffusion ability of molecules on
surfaces, but also the ability of conformation change and bond dissociation [112]. In
this case, 2-D supramolecular honeycomb networks of BTA with cavities of internal
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diameter 2.95 nmare formed on aAg(111) surface at room temperature, in analogy to
the �chicken-wire� structure of TMAself-assembled ongraphite.However, annealing
to a higher temperature results in two sequential phase transformations into closer-
packed supramolecular arrangements, which are associated with a stepwise depro-
tonation of the carboxylic acid groups.

Coverage is another factor which affects molecular self-assembly [46, 60, 113]. As
noted above, 0-D and 1-D nanostructures are both formed at lower coverage.
However, by varying the coverage from 0.3 up to 1ML, when TMA is assembled
on an Au(111) surface under UHV conditions it forms a series of supramolecular
structures, among which �chicken-wire� and �flower� are two special cases (see
Figure 9.10). All observed assembling structures formed hexagonal porous networks
that are well-described by a unified model in which the TMA molecules inside the
half-unit cells (equilateral triangles) are bound via trimeric H-bonds, and all half-unit
cells are connected to each other via dimeric hydrogen bonds. These porous networks
possess pores of 1.1 nm diameter, and the interpore distance is tunable from 1.6 nm
at a step size of 0.93 nm [46].

Solvent Effects In the case of molecular systems self-assembled at liquid–solid
interfaces, the solvent concentration should be considered [99, 114–120]. A system-
atic study on the concentration-dependent formation of surface-confined 2-D net-
works at the interface ofHOPGand 1,2,4-trichlorobenzene shows the competition of
two polymorphs. Here, the building blocks are alkoxylated dehydrobenzo[12]annu-
lenes (DBAs), which form 2-D porous networks when the alkoxy chain is less than 12
carbon atoms long [115], and preferentially form close-packed linear structure DBAs
with longer alkoxy chains. By adjusting the DBA concentration in solution, the ratio
of the two polymorphs can be controlled such that either a regular 2-D porous
honeycomb network (at low concentrations) or a dense-packed linear network
(at high concentrations) is formed [114]. The competition is related to the chemical
potentials of the two surface phases and solution.

Multicomponent Assembly Supramolecular assemblies containing more than one
component can be prepared by both OMBD and liquid-phase deposition [98, 99, 121,
122]. In this case, bicomponent and multicomponent assemblies usually result in

Figure 9.13 Substrate effect: BDA on Au(111) and Cu(100). (a) Linear molecular chains of DBA
on Au(111); (b) Orthogonal configuration of deprotonated DBA molecules on Cu(100) [63, 95].
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Figure 9.14 STM images of bicomponent
assembly of TMA and normal aliphatic
alcohols at the heptanoic acid solution/HOPG
interface. These architectures contain
alternative hydrophilic tapes and
hydrophobic inter-tape spaces with

adjustable dimensions. (a) TMA and 1-
hexadecanol (�1.4 V, 200 pA). Distance
between two successive tapes D¼ 1.7 nm;
periodicity of the pattern P¼ 3.4 nm;
(b) TMA and heptadecanol (�1.1 V, 200 pA).
D¼ 2.4 nm, P¼ 4.1 nm [98].

architectures that differ from the structures assembled from single components.
The complexity of the supramolecular structures is dramatically increased, which
makes itmore feasible to obtain desired structures by the carefulmolecular design of
each component participating in the assembly.

The hydrogen bond-associated assembly of TMA and a variety of normal aliphatic
alcohols have been studied [98]. Themotif of themixed assembly (Figure 9.14), which
consists of alternative double-rowTMAmolecular tapes and aliphatic chains running
parallel to each other, is distinctly different from the hexagonal patterns normally
favored by TMA itself [49]. Its periodicity is proportional to the length of the alcohol,
and thus can be modulated with high predictability by changing a readily available
component. Very different properties of the tapes (hydrophilic) and inter-tape spaces
(hydrophobic) create an opportunity to guide the position-specific adsorption of other
atoms and molecules [98].

The coadsorption of benzenetribenzoic acid and trimesic acid at the liquid–solid
interface in two different solvents (heptanoic and nonanoic acid) results in six
nondensely packed monolayer phases with different structures and stoichiometries
stabilized by intermolecular hydrogen bonding between the carboxylic acid func-
tional groups, depending on the concentrations in the binary solutions. Moreover,
phase transitions of the monolayer structures, accompanied by an alteration in the
size and shape of cavity voids in the 2-Dmolecular assembly, could be achieved by in
situ dilution. The emergence of the various phases could be described by a simple
thermodynamic model [99, 121].

9.2.4.4 Porous Networks
Surface-supported porous networks are related to the supramolecular architectures
with ordered separated voids where the substrate surface is exposed. Due to the
different physical and chemical reactivities at the nanosized voids and molecule
links, such porous networks offer a platform to perform site-selective physical and
chemical processes at molecular scale. A detailed discussion of porous networks
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combined with nanostructure fabrications using the porous networks as template
will be discussed in Section 9.4.2. A review of supramolecular nanoporous networks
self-assembled on surfaces has recently been produced [123].

9.3
Surface-Supported Nanostructures Directed by Atomic-Level Inorganic Templates

The formation of nanostructures guided by inorganic templates, including surface
reconstructions, stepped surfaces, and strain-relief patterns is discussed in the
following subsections. Supramolecular network-related nanostructures will be dis-
cussed in Section 9.4.

9.3.1
Reconstruction

Au(111)-22�H3 Herring-Bone Pattern Ordered arrays of Ni nanodots are formed
due to preferential nucleation on the elbow sites of the Au(111) herring-bone
reconstruction patterns [124]. Associated by the ordered arrays of transition metal
nanodots, complicated organic–inorganic hybrid nanostructures have been fabri-
cated on reconstructed Au(111) surfaces [125–129]. Meanwhile, single-molecule or
few-molecule aggregates can also be anchored on the elbow sites of the herring-bone
patterns, without metal nanodots [130–132]. Depending on the geometry and the
intermolecular interactions, the elbow sites and the fcc regionsmay serve as the active
sites for the growth of organic nanostructures. Écija et al. have investigated
the crossover of site-selectivity in the adsorption and self-assembly of phenyl-C61-
butyric acidmethyl ester (PCBM) on the herringbone-reconstructed Au(111) surface
as a function of the coverage (Figure 9.15) [133]. Initially, the molecules nucleated at
the elbow sites, but with increasing coverage long, parallel, isolated zigzag 1-D wires
were formed exclusively at the fcc regions. However, a compact arrangement of
molecules with double-molecular rows was formed and the site-selectivity lost when
the coverage was further increased.

Cu(110)-(2� 1)O and the Stripe Pattern In comparison to the oxygen-adsorbed
regions, the bare Cu(110) regions are normally more active in adsorbing organic
molecules. The template effect of the stripe pattern for the fabrication of 1-D organic
nanostructures has been demonstrated by Besenbacher and coworkers [8], with well-
ordered arrays of long molecular chains of �Single Lander� molecules being self-
assembled on the Cu(110) stripes. By controlling the width of the nanotemplate, it
was possible to select the adsorption orientation of the molecules, and thereby steer
their alignment along the specific direction of the template (Figure 9.16). A similar
template effect of the stripe patterns has been also applied for the assembly of
a-quinquethiophene [134], rubrene [135], and para-Sexiphenyl [136].

Si(111)-7� 7 The use of semiconductor substrates is more attractive than metal
substrates for potential applications in the field of nanoelectronics. The Si(111)-7� 7
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Figure 9.15 Nanostructures of PCBM
guided by Au(111) herringbone template with
different coverages. (a) <0.1ML; (b) 0.1ML;
(c) A zigzag structure formed at the fcc
region; (d) 0.3ML; (e) 0.4ML. Upper

inset shows the molecular formula of
PCBM; Lower inset shows high-resolution
image of 2-D network of PCBM molecules
(refer to Figure 9.2 for clean Au(111)
surface) [133].
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is a well-known reconstruction with a surface lattice constant of 2.7 nm. By carefully
controlling the kinetic parameters, including the growth temperature and the flux,
well-ordered indium nanocluster arrays with identical size could be formed [137].
However, the template effect of the Si(111)-7� 7 surface cannot simply be applied to
the assembly of organic nanostructure, due to the strong interactions of the Si
dangling bonds with organic molecules [138]. The diffusion ability of the deposited
molecules is also restricted by the surface reaction, such that the molecules are
normally immobilized before they move to an energetically favorable site. For
example, the deposition of C60 molecules on the Si(111) surface resulted in a
disordered first layer [139, 140], despite the faulted half and unfaulted half being
the most favorably adsorbed sites in the case of a single molecule [141].

One way to avoid adsorbate–surface interactions on Si(111)-7� 7 surfaces is to use
zwitterionic molecules; these are neutral, but carry formal positive and negative
charges on different atoms. The negative site of a zwitterionic molecule acts as a
electrostatic shield to prevent any reaction of the electron-deficient Si adatoms with
the electron-rich carbon atoms of the organic molecules [142]. This strategy has been
verified by Makoudi et al., who chose 4-methoxy-40-(3-sulfonatopropyl)stilbazolium
(MSPS) as a model zwitterionic molecule. The MSPS molecules are terminated by a
negatively charged SO3

� group, which acts as an electrostatic shield that protects the
organic molecules against the dangling bonds of the surface. At low coverage, the
molecules prefer to adsorb at the faulted half cells with a star-shaped configuration
(containing three MSPS molecules), indicating a more or less site-selectivity of the
reconstructed surface [142, 143].

The reactive surface may also be passivated by silver or boron atoms, although in
most cases passivation of the reactive surface may result in a loss of site-selectiv-
ity [139, 144, 145]. When Xu and coworkers demonstrated the feasibility of control-

Figure 9.16 Molecular chains formed by the
depositionof a �Single Lander�molecules onCu
(110)-(2� 1)O stripe pattern.Molecules adsorb
exclusively on the bare Cu stripes. (a, b) STM

images; (c) Model of the �Single Lander�
molecule with a polyaromatic hydrocarbon
central board and four 3,5-di-tert-butylphenyl
substituents [8].

9.3 Surface-Supported Nanostructures Directed by Atomic-Level Inorganic Templates j371



lable growth of ordered molecular nanostructures on passivated Si(111)-7� 7
surfaces, ordered 2-D Cu clusters were first formed at the faulted half-cells, before
the deposition of organic molecules. The thiophene molecules were shown to bind
preferentially to the copper clusters through the S�Cu interaction, and this resulted
in large-scale 2-D thiophene molecular nanostructures that followed the ordered Cu
cluster pattern [146].

9.3.2
Strain-Relief Epitaxial Layers

The dislocations in strain-relief layers grown on lattice-mismatched surfaces often
repel adsorbates diffusing over the surface, such that theymay serve as templates for
the confined nucleation of nanostructures from adsorbed atoms or molecules.
Highly ordered, 2-D Fe and Ag nanostructure arrays are fabricated on the strain-
relief patterns of double layers of Ag on the Pt(111) surface [15]. At a reduced growth
temperature (110K), the Ag atoms are preferentially nucleated within the fcc areas
(distorted hexagons), owing to a stronger binding to the fcc areas than to the hcp
areas [147]. The ordered nucleation is accompanied by an enhanced size uniformity.
The repulsive nature of the dislocations and the attraction towards specific sites
within the unit cell represent the key properties for transferring the periodicity of the
dislocation network to a highly ordered 2-D island superlattice.

The application of the same templates to organic materials was achieved by A€ıt-
Mansour et al. [18, 148], who deposited C60 molecules on strain-relief patterns
induced by twomonolayers of Ag on Pt(111). At room temperature, nucleation of the
C60 islands took place on both the fcc and hcp domains of the template. Moreover, the
C60 molecules were sufficiently mobile on the template surface to cross the disloca-
tions and to self-assemble into large, hexagonally close-packed 2-D islands [148]. The
loss of site-selectivity for C60 implied that the well-established repulsive character of
the crossing dislocations was not sufficiently strong to prevent significant molecule
diffusion across the discommensuration lines from fcc sites into hcp sites at room
temperature. In order to organize the organic molecules to a regular structure that
followed the strain-relief pattern, a techniquewas developed to fabricate a new type of
nanotemplate surface that consisted of a well-ordered hexagonal array of one
monolayer-deep holes, with a tunable size of about 4 nm2 and a fixed spacing of
7 nm, based on the strain-relief trigonal network formed in the 2ML Ag on Pt(111)
system [18]. The removal of about 0.1ML of the Ag top layer of this surface structure
by He- or Ar-ion sputtering, led to the formation of nanoholes at specific domains of
the trigonal network, which were stable at room temperature. The regularly distrib-
uted C60 nanoclusters trapped in the holes, replicating the periodicity and hexagonal
symmetry of the nanohole template surface, were formed by the deposition of about
0.1ML of C60 molecules at room temperature.

Another important strain-relief pattern, which shows a template effect for organic
molecules, is the boron nitride nanomesh grown on Rh(111) and Ru(0001) surfaces.
Single molecules such as copper phthalocyanine (CuPc) can be trapped in holes of
such nanopatterned surfaces, without the formation of strong covalent bonds. The

372j 9 Surface-Supported Nanostructures Directed by Atomic- and Molecular-Level Templates



holes were identified as regions of low work function, with the trapping potential
being localized at the rims of the holes [149]. The deposition of planar naphthalo-
cyanine (Nc) molecules (the diameter of which at 2 nmwas comparable to that of the
nanomesh pores) onto the nanomesh at room temperature resulted in well-ordered
arrays with the same periodicity as the nanomesh (3.22 nm) (Figure 9.17) [14]. In
analogy to CuPc, the individual Nc molecules became trapped inside the pores with
high site-selectivity, such that the molecule–substrate interactions dominated the
adsorption behavior and the intermolecular interactions were relatively weak. The
trapped molecules exhibited a very lowmobility at room temperature, with only rare
hopping to a neighboring pore, indicating a rather high trapping potential. In the case
of C60, however, the centers of the holes were the least stable adsorption sites [11].
Following the room-temperature deposition of approximately 1ML of C60molecules,
the mesh wires were decorated by lines of individual molecules, and either six or
seven molecules were adsorbed inside the holes, while the hole centers remained
almost empty and were rarely occupied by one C60 molecule. Nevertheless, the
periodicity of the mesh supercell was retained. This different behavior of C60

on the BN nanomesh might result from its relatively stronger intermolecular
interaction compared to CuPc and Nc.

9.3.3
Vicinal Surfaces

Vicinal surfaces as natural templates for the fabrication of 1-D nanostructures have
been investigated intensively during the past decades. The systems studied have
included the growth of metal nanowires and nanodots [22, 150–154], wide-band-gap

Figure 9.17 Organic molecules on BN
nanomesh. (a) Nc molecules located at the
center of the holes. The insets show a zoomed
STM image (top) and model (bottom). The

arrows show two holes with one molecule and
empty, respectively; (b) C60 molecules
decorated on the BN nanomesh; (c) Profile
along the line in panel (b) [11, 14].
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materials such as CaF2, NaCl, MgO [155], and the alignment of carbon nanotubes
(CNTs) [156]. Recently, organic nanostructures guided by vicinal surfaces have been
prepared; by carefully controlling the arrangement of kinks on a vicinal surface [22],
or with a combination of surface reconstruction patterns, it is possible to obtain
ordered 2-D arrays of nanosized objects.

Form an energetic point of view, the step edges are active sites for the nucleation of
adsorbates, due to the higher coordinates and/or density of states of electrons.
However, the kinetic parameters, including the growth temperature, growth rate and
coverage, are also important for controlling the nanostructures. During the growth of
metal wires on vicinal metallic or semiconducting surfaces, for example, the
optimized growth temperatures should be sufficiently high as to ensure a smooth
wire formation, but sufficiently low as to avoid any interlayer diffusion of ada-
toms [151]. Yet, the surface alloy effect should also be taken account [22]. The solid-
state reaction between Fe and Si takes place even at room temperature [157] and,
depending on the amount of deposition, either single- or double-row chains of Au
and Ag can be grown on the vicinal Si(5 5 12) surface [152].

Vicinal gold surfaces have been used as substrates to grow organic materials [29,
158–162]. In this case, the template effect depends heavily on the chemical and
geometric features of the molecules, which determine the interactions with the
substrates. It has been reported that C60 molecules can recognize the substrate
template of Au(433), [159] Au(11 12 12), [29] and Au(788), [158], but that there is no
site selectivity on the Au(788) surface for perylene-3,4,9,10-tetracarboxylic-dianhy-
dride (PTCDA) [163].

Xiao et al. reported the formation of a regular C60 nanochain latticewith long-range
order on vicinal Au(11 12 12) surfaces (Figure 9.18a and b) [29]. Here, the C60

molecules were sublimated from a Kundsen-cell-type evaporator on the surface at
room temperature such that, with a coverage of 0.1ML (�0.1 nm�2), well-ordered
arrays of short molecular chains containing between two and six C60 molecules in
each chain were formed. The periodicities of the array were unique to the rectangle
superstructure of the vicinal Au(11 12 12) surface; that is, 5.8 nm in the [�2 1 1]
direction and 7.2 nm in the [0–11] direction. The chains were located at the lower step
edges of the fcc domains, where the molecules were preferentially nucleated. The
template effect of the surface was lost when increasing the coverage up to 1ML,
however, at which close-packed ordered layer of C60 molecules were formed over the
entire surface, accompanied by small islands of the second layer.

In the case of theAu(788) surface, a similar template effect has been investigated by
Berndt and coworkers (Figure 9.18c and d) [158]. At close to 1ML coverage, rather
than a continuous close-packed molecular layer a well-ordered rectangle array of
small single layer noncoalescing islands was observed. The islands, which consisted
of approximately 20 molecules, were located at the fcc regions of the reconstructed
surface, across the step edges. The different ML behavior on the two vicinal surfaces
might be attributed to the width of the terraces (see Section 9.2.3). Meanwhile, it was
clear that preparation parameters such as deposition rate should also be taken into
account. Notably, a smaller deposition rate normally results in more ordered
structures due to the efficient diffusion of adsorbates and a full relaxation of the
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deposited layer, whereas an increase in the deposition rate might result in a loss of
long-range order.

As discussed in Section 9.2.3, faceting takes places on unstable vicinal surfaces,
and this results in stable facets with different surface atomic structures and different
orientations. In some cases, the facets may be regularly organized, but by carefully
selecting the molecules they may show selectivity for the separation of different
molecules, due to differences in the binding energies. This concept has been realized
by the coadsorption of PTCDA and 2,5-dimethyl-N,N0-dicyanoquinonediimine
(DMe-DCNQI) on the (111) and (221) facets of a Ag(775) substrate [164]. The
selectivity was shown to depend on the deposition sequence. When PTCDA was
first deposited at room temperature the molecules were adsorbed onto both facets,
thoughwith an ordered structure on only the (221) facets. The subsequent deposition
of DMe-DCNQI led to a disappearance of the ordered structure. Finally, annealing at
330K resulted in only PTCDAon the (111) facets,with amixture of bothmolecules on
the (221) facets. In the second sequence, however, the molecules were deposited in
reverse order. When DMe-DCNQI was deposited first at room temperature, no
ordered structures were found by low-energy electron diffraction (LEED), but when

Figure 9.18 C60 nanostructures on vicinal Au
(11 12 12) andAu(788). (a, b)Highly regular 2-D
superlattice of C60 nanochains on the Au
(11 12 12) template surface after deposition of
�0.1MLat roomtemperature.The inset inpanel

(a) shows theFourier power spectrum.The inset
in panel (b) shows a high-resolution STM image
of the nanochains. (c, d) Periodic C60 nanomesh
on Au(788) at a coverage about 0.9ML,
deposited at room temperature [29, 158].
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PTCDAwas deposited next the systemwas annealed at 340K. Thefinal result showed
ordered monolayers of PTCDA exclusively on (111) facets and DMe-DCNQI exclu-
sively on (221) facets. with LEED analysis at different energies confirming the
ordered structures on the two facets. In a final experiment, only DMe-DCNQI was
deposited, and the sample was annealed at 318K; this led to the molecule being
adsorbed exclusively on the (221) terraces. Subsequent DFT calculations indicated
that the PTCDA was bound more strongly on the (111) facet than on the (221) facet
(0.54 versus 0.22 eV). DMe-DCNQI formed even stronger bonds on either of the
facets,with a small preference for the stepped (221) facet (1.46 versus 1.36 eV). In fact,
the stepped (221) facet proved to be favorable forDMe-DCNQI bondingwithN atoms
at the step edges, but unfavorable for planar PTCDA, which was longer than the
narrow terraces so that the O terminators could not reach the step for extra bonding
and the bonding was weakened by the presence of the step.

It is well known that the adsorption of certain species may induce the faceting of
surfaces, due to an interplay between the molecules and the substrates [165–170].
Regular nanostructures may be obtained on faceted surfaces induced by adsorbates.
A sequence of (115) and (001) nanofacets may be formed on the vicinal Cu(119)
by the deposition of pentacene at room temperature, followed by annealing to
150–190 �C [171]. The faceted surface appears as a regular sequence of parallel
stripes running along the [�110] direction for up to several tens of nanometers, and
consists of a sequence of (115) and (001) facets tilted a few degrees off the (119) plane.
The opposite tilt angle of the two facets gives rise to V-shape ripples at the surface,
with dimensions in the range 2–5 nm. On (115) facets, the molecules are organized
into parallel regular chains, with the long axis aligned along the [�110] direction,
while on (001) facets about 50% of the molecules are aligned perpendicular to the
[�110] direction. The faceting transition induced by the adsorption of pentacene
molecules is thermally activated, and the annealing process is preliminary. Without
annealing, long-range-ordered pentacene chains assembled on the Cu(119) vicinal
surface have been obtained [172]. Pentacene aligns on the step edges of the Cu(119)
vicinal surface, resulting in the formation of a long-range-ordered layer of unidi-
rectional molecular chains. The planar molecule adopts a flat adsorption geometry,
with the longmolecular axis aligned along the steps, and the benzene units centered
on the copper hollow site.

Stepped surfaces are also used as templates for directing the growth of organi-
c–inorganic hybrid nanostructures. For example, PTCDA molecules deposited on a
vicinal Ag(10 8 7) surface induce faceting, with the formation of (111) regions and
step-bunched regions. Themolecules are selectively adsorbed onto the step-bunched
region, leaving the (111) region free. However, following the further deposition of
about 1.1ML iron on the striped structure, the iron atoms are adsorbed exclusively
onto the PTCDA covered facets and small disk-shaped islands with a diameter of
4–6 nm and height of 0.5 nm are formed [173]. Arrays of iron nanowires have been
fabricated by Lin et al. in a three-step process [174] where first, a silicon template with
a regular array of straight steps was prepared by annealing vicinal Si(111) in a specific
temperature sequence. Continuous CaF2 stripes were then grown on top of a CaF1/Si
(111) surface, afterwhichFenanowires in theCaF1 trenches between theCaF2 stripes
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were formed via the selective adsorption of ferrocene and photolysis into Fe. This
method has been observed for a variety of othermolecules, and is today emerging as a
general technique for growing 1-D nanostructures of transitional metals and other
materials using CVD [175].

9.4
Surface-Supported Nanostructures Directed by Supramolecular Assemblies

9.4.1
Polymerization

The 2-D polymerization of organic molecules represents a possible means of
fabricating stable, surface-supported nanostructures. These polymerized structures
(especially linear structures)may have potential applications inmolecular electronics
as a form of candidate for nanowires to connect various switching elements.
Moreover, polymerized organic thin films have huge potential as materials for use
as field-effect transistors (FETs), rectifiers, photoconductors and light-emitting
diodes (LEDs) [176, 177]. Studies on the polymerization of organic monomers on
single crystal surfaces would be valuable for understanding the formation, propa-
gation, and properties of the polymerized structures. On the basis of its ability to
provide unprecedented atomic-resolved information, and to initiate local polymer-
ization by applying a pulsed sample bias, STM has become a powerful tool in studies
of low-dimensional polymerization. In the following subsections, attention will be
focused on STM studies of 2-D polymerization on single-crystal surfaces.

9.4.1.1 Polymerization of Diacetylenes
The polymerization of diacetylenes is a typical and early reported example of the
fabrication of linear polymerized structures on an atomic flat substrate. The critical
condition of this reaction is the relative orientation and distance between the adjacent
diacetylene monomer units (Figure 9.19). In 1997, Grim et al. showed that the
polymerization of diacetylenes could be induced at the liquid/substrate interface
following the irradiation with UV light of monolayers of diacetylenes containing an
isophthalic acid derivative [178]. Monolayers of the isophthalic acid derivative were
first prepared on HOPG surfaces, in which the diacetylene functional groups were
packed close to each other, with the desired orientation. When, following UV
irradiation (254 nm), themonolayers were reinvestigated using STM, some domains
in the monolayers were seen to be replaced by polymerized structures, but not entire
monolayers. This effect was confirmed by the increase in distance between the
isophthalic acid groups, and also by the change in contrast of the polydiacetylene
region (Figure 9.20).

This type of surface-supported polymerization was also observed by others
[179–181]. For example, the groups of both Okawa and Wan reported the polymer-
ization of diacetylenes in the self-assembled monolayers (SAMs) of 10,12-pentaco-
sadiynoic acid on HOPG surfaces after UV irradiation [182, 183]. One interesting
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observation reported by Okawa�s group was the controlled behavior of polymeriza-
tion when using a STM tip [182, 184]. In this case, a negative-pulsed sample bias
(�4V in height, 5 us in width) was applied via the STM tip at a special point on top of
the diacetylene groups. STM measurements subsequently demonstrated the pres-
ence of a polymerized line that highlighted an enhanced tunneling probability
compared to the remainder of the SAMs. This line started from the point where
the pulsed sample bias was applied, and terminated at an artificial defect made by a
positive-pulsed sample bias (5 V in height, 10 us in width) (Figure 9.21).

In addition to studies on the polymerization of diacetylenes, the electronic
properties of the resultant polydiacetylene nanowires on different substrates have
been reported recently [185]. Kelly et al. revealed that polydiacetylene (PDA) nano-
wires exhibit intriguing substrate-dependent electronic effects when probed at
varying sample bias voltage conditions onHOPGandmolybdenumdisulfide (MoS2).
On HOPG surfaces, the PDA nanowires exhibited a decreased tunneling probability
as the bias voltage was reduced. The height of the PDAnanowires, whenmeasured at

Figure 9.19 Polymerizationof diacetylenes. Compounds 1 and2 are twoderivatives of diacetylenes
which have been successfully observed after polymerization on single-crystal surfaces.

Figure 9.20 STM image of the polymerization
of diacetylenes on HOPG. (a) STM image of the
polymerization of compound 1. The enhanced
tunneling probability in the middle of the

molecules marked by white arrows shows the
evidence of the polymerized structures; (b)
Molecular model of the polymerized
structures [179–181].
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negative voltages, was substantially higher than that measured at positive voltages.
OnMoS2, the PDAnanowires appearedwith amuch higher contrast onHOPGwhen
imaged under the same negative bias conditions, but could not be visualized under
positive bias conditions on MoS2, despite it being possible still to image the
unpolymerized molecules. The authors attributed these phenomena to certain
substrate-dependent effects, such as substrate doping, screening, or surface
dipole effects

9.4.1.2 Polymerization by Electrochemical Methods
Electrochemistry represents a conventional technique for synthesizing polymerized
structures on electrodes. A reliance on in situ electrochemical scanning tunneling
microscopy (EC-STM), and the formation and propagation of linear polymerized
structures on single-crystal surfaces, has been revealed at the single-molecule
level [186–189]. Yao et al. reported the polymerization of an aniline monolayer on
a Au(111) electrode in 0.1M sulfuric acid containing 30mM aniline [189]. In this
case, the ordered aniline monolayer was observed between 0.47 and 0.9 V, versus the
reversible hydrogen electrode (RHE). Shifting the potential from 0.9 to 1.05 V led to
the polymerization of aniline (see Figure 9.22). Here, the polymerized aniline (PAN)
lines were found to propagate preferentially along h112i directions, while the height

Figure 9.21 STM images and diagrams,
showing the controlled polymerization by STM
tip. (a) The original SAMs of compound 2p; (b)
Artificial defect made by STM tip; (c) First chain
polymerization, initiated at arrow (1); (d)
Second chain polymerization, initiated at arrow

(2); (e) Third chain polymerization, initiated at
arrow (3); (f, g) Diagrams showing the creation
of an artificial defect; (h, i) Diagrams showing
initiation of chain polymerization with an STM
tip, and termination of the polymerization at the
artificial defect [185].
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Figure 9.22 Polymerization of aniline on Au(111). (a) In situ STM images recorded at 0.9 V;
(b) The polymerized aniline structures observed 20min after the shift of potential from
0.9 to 1.05 V; (c) High-resolution STM image showing the detailed structures of the
polymerized aniline [188].

of the polymerized lines was seen to be 0.1–0.4 nmhigher than themolecular rows of
aniline monomers. According to the high-resolution STM image and the periodic
distance of the PAN, the authors proposed that the PAN consisted of aniline
molecules linked in a head-to-tail manner (Figure 9.22c).

Other types of electrochemical method have also been reported for producing
a single conjugated-polymer wire on a single-crystal electrode. For example, Saka-
guchi et al. reported the technique of �electrochemical epitaxial polymerization,�
by which they observed the nucleation and propagation of high-density arrays of
single conjugated-polymer wires as long as 75 nmonAu(111) surfaces [188]. In these
studies, thiophene derivatives, including 3-butoxy-4-methylthiophene (BuOMT),
3-octylthiophene, 3,3-dibutyl-3,4-dihydro-2H-thieno[3,4-b]-[1,4]dioxepine (DBuP-
DOT) and 3-[(S)-2-methylbutoxy]-4-methylthiophene (MBuOMT), were selected to
investigate electrochemical polymerization in an iodine-containing electrolyte solu-
tion. The electrochemical growth of single-conjugated polymerwireswas achieved by
applying a given number of positive-voltage pulses (1.4 V, 150ms, versus Pt) to theAu
(111) surfaces. Under the oxidation potential of 1.4 V, the monomer of thiophene
derivatives was oxidized to the cation radical, which was the reaction source for the
propagation of conjugated polymer. Both, the length and density of single-poly-
thiophenewireswere found to depend on thenumber of pulses of the applied voltage.
The application of 15 pulses led to the Au(111) surfaces being almost fully covered by
the conjugated polymer, while the iodine-covered Au(111) surfaces acted as a form of
molecular template to guide the propagation of the conjugated polymer, as the
polythiophene wires appeared along three specific directions (Figure 9.23).

The same method was also reported available for preparing heterojunctions of
conjugated copolymers on iodine-covered Au(111) surfaces [187]. For this, two types
of thiophene monomer – 3-octyloxy-4-methylthiophene (C8OMT) and 3-octyl-4-
methylthiophene (C8MT) – were used as building blocks to create heterowires.
Cyclic voltammography showed the oxidation potential of C8OMT to be about 0.4 V
lower than that of C8MT, whichmakes available amultistep electrochemical epitaxial
polymerization (ECEP) to prepare the heterowires of conjugated polymers. Several
linkage types, including diblock, triblock, and multiblock have been observed using
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Figure 9.23 (a) Experimental set-up of electrochemical epitaxial polymerization; (b) STM image of
the resulting structures after applying 15 voltage pulses (1.4 V, 150ms) in the BuOMT (10mM)
iodine (0.1mM)NBu4PF6(0.1M) DCM solution [187].

STM. Subsequent scanning tunneling spectroscopy (STS) studies of the heterowires
showed theHOMO–LUMOgaps of each polymer to be the same as those of thewires
of each homopolymer.

9.4.1.3 Polymerization by Thermal Activation
Thermally initiated polymerization has been used traditionally for the industrial
synthesis of polymers.With thermal treatment, reactive radicals can be derived either
from the monomer itself or from a small amount of additives, such as organic
peroxides. During recent years, thermally initiated polymerization has been applied
to the synthesis of covalent connected networks on single-crystal surfaces under
UHV conditions [162, 190–192], the aim being to create stable molecular networks
with a controlled shape and an efficient electron transport. The critical step in
thermally initiated polymerization is the generation of sufficient radicals, and for this
two types ofmethod have been reported by Grill and coworkers: (i) where the radicals
are produced on the substrate when the sample is heated; or (ii) where they are
produced directly in the evaporator [191]. Bothmethods have been used successfully
for the polymerization of molecules containing carbon–halogen bonds.

As shown in Figure 9.24, one type of porphyrin derivative, tetra (4-bromophenyl)
porphyrin (Br4TPP), was selected because: (i) the central part of the molecule is
chemically stable, and it is easy to form ordered structures onmetal surfaces; and (ii)
the radicals may be derived by breaking chemical bonds between bromine and the
phenyl group, in a controlled manner. When the evaporator temperature was below
550K, normal close-packed structures of intact Br4TPP molecules were found as a
result of self-assembly, although covalent connected networks were found on the Au
(111) surfaces when the evaporator temperature was higher than 590K. The pattern
of covalent connected structuresmay be controlled by adjusting the position of the Br
substituent. Three types of structure –dimers, chains, andnetworks –were identified
on the surfaces; these corresponded to the self-assembly of one Br substituent, to two
trans-Br substituents, and to four Br substituents.

Another successful polymerization reaction was reported by Lipton-Duffin and
coworkers, who selected 1,4-diiodobenzene and 1,3-diiodobenzene as building
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blocks [192]. Polymerization reactions were performed on Cu(110) surfaces, as
copper may catalyze breaking of the C�I bond. Compared to the bonding strength
of the C�Br bond, the weaker C�I bond was easier to break and this allowed the
reaction to occur at a relatively lower temperature (ca. 500K). Subsequent STM
studies demonstrated the presence of two types of polymer chain, namely straight
and zigzag, which corresponded to the polymerization of 1,4-diiodobenzene and 1,3-
diiodobenzene, respectively.

9.4.2
Host–Guest Systems

The host–guest phenomenon is at the origin of supramolecular chemistry. Guest
entities (ions, molecules) may be selectively recognized and accommodated by host
systems through noncovalent interactions. Recently, these concepts have been
introduced for the fabrication of 2-D nanostructures on single-crystal surfaces [72,
193–199], targeting the building of complex ordered structures with nanometer
precision. The guest entities, which range from tinymetallic cations [195] to complex
organic-molecule-protected metal clusters [200, 201], have been applied to build
host–guest structures on the prefabricatedmolecular template. An overview of recent
efforts related to the preparation of molecular templates will be provided in the
following subsections, with emphasis placed on the inclusion of guest entities when
designing the template.

Figure 9.24 (a) Diagram of the polymerization by activated building blocks; (b–d) STM
images exhibiting the polymerized structures of dimers, chains and networks, corresponding
to the self-assembly of one Br substituent (b), two trans-Br substituents (c), and four
Br substituents (d) [192].
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9.4.2.1 Molecular Template with Porous Networks
Amolecular templatewith porous networks iswidely usedwhen studying host–guest
systems, as the periodic poresmay provide sufficient space for the inclusion of guest
entities. The sizes and properties of the pores may be adjusted by changing the
molecular structures of the building blocks. Until now, three variant methods have
been described for building porous networks on single-crystal surfaces:

. Planar organic molecules with potential to form lateral hydrogen bonds are
selected to build hydrogen-bond-connected networks. The pore size may be
adjusted by changing the length of the building molecule.

. UnderUHVconditions,metal–organic coordination networksmay be built by the
sequential deposition of organic ligands and metal atoms on preheated
substrates.

. At liquid/solid interfaces, using specially synthesized building blocks to self-
assemble the porous networks. In this case, the building block consists of a rigid
core to ensure the shape of the pore, and lateral length-tunable alkyl chains to
adjust the size of the pore.

Hydrogen-Bond-Connected Networks Hydrogen bonding interactions between mo-
lecules may cause a remarkable increase in molecule–molecule interactions, in-
creasing the stability of the SAMs. By relying on the selectivity and directionality of
the H-bonds, many examples of H-bond-directed molecular templates have been
reported, including 1-D lines [35, 50] and 2-D porous networks [49, 193, 202]. As with
the porous networks, hexagonal structures are commonly found, and the pore size
can be adjusted by changing the building molecules.

The self-assembly of trimesic acid (TMA, 3a in Figure 9.9) is one the earliest
reported examples of forming H-bond-directed 2-D porous networks on single-
crystal surfaces [46, 49]. The dimeric H-bonding of the TMAmoleculesmay result in
the formation of cavities of diameter about 1.7 nm, which is large enough to
accommodate guest molecules such as trimesic acid itself [49], coronene [203], and
C60 [96]. On the basis of hydrogen bond formation between carboxylic groups, porous
networks with larger cavity diameters have been observed by the self-assembly of
tetracarboxylic acids (4e and 4f in Figure 9.9) [106] and a tetra-acidic azobenzene
molecule (4b in Figure 9.9) [104]. However, with increasing molecular length, these
larger hexagonal porous networks tend to collapse. As with the self-assembly of
tetracarboxylic acids, the molecules prefer to form close-packed structures rather
than porous networks on HOPG surfaces [106]. Interestingly, the participation of a
guest molecule of coronene significantly enhances the stability of porous networks
over the close-packed parallel structures, though thismight be attributed to a form of
guest molecule-guided template. However, it also shows that the hydrogen bonds
between the carboxylic acid are not strong enough to ensure the formation of porous
networks. The phase transition, such as fromoblique to hexagonal, was also observed
in the SAMs of 1,3,5-benzenetribenzoic acid (BTB, 3b in Figure 9.9) in different
solvents at the liquid/substrate interface [116]. This solvent-dependent phase tran-
sition implicates the versatility of the SAMs directed by carboxylic hydrogen bonds.

9.4 Surface-Supported Nanostructures Directed by Supramolecular Assemblies j383



To ensure the formation of porous networks, other types ofmoleculewith potential
to form stronger hydrogen bonds should be considered. The melamine molecule
represents an ideal candidate that may form triple hydrogen bonds with perylene
tetracarboxylic diimide (PTCDI) [53, 204–210], perylene tetracarboxylic dianhydride
(PTCDA) [211] and cyanuric acid [55, 57, 212], as shown in Figure 9.25. The threefold
symmetry of melamine molecule and the strength of the lateral hydrogen bonds
(e.g., 15 kcalmol�1 between a melamine and a cyanuric acid) [212, 213] ensure the
formation of hexagonal porous networks. Robust H-bond-directed porous networks
formed by the coadsorption of melamine and PTCDI have been reported both under
UHV conditions on silver-covered Si(111) surfaces [204] and on Au(111) surfaces at
the liquid/substrate interface [214]. The porous networks formed by melamine and
PTCDI were found not only to be capable of accommodating fullerene molecules
under UHV conditions [204], but also of patterning the structures of chemisorbed
SAMs, such as thiols [214]. Three types of thiol, namely adamantane thiols (ASH),
v-(40-methylbiphenyl-4-yl) propane thiol (BP3SH) and dodecane thiol (C12SH), were
successfully filled in the pores of the networks by forming S–Au bonds. Interestingly,
these combined structures, thiols and H-bond-directed networks survived even after
the underpotential deposition of copper atoms on the Au substrate, thus demon-
strating the adequate stability of the H-bond-directed networks to act as templates in
subsequent processes (Figure 9.26).

Porous Networks Directed by Metal–Organic Coordination Bonds The strength of a
typical single hydrogen bond is about 5 kcalmol�1, but when multiple hydrogen
bonds are formed between self-assembled molecules the molecular interactions
will increase correspondingly, giving rise to an enhanced stability of the derived
open networks. Compared to metal–organic coordination bonds, however, even
multiple hydrogen bonds may be considered only as medium strength interactions,
as the typical bond energy of a metal–organic coordination bond amounts to

Figure 9.25 Chemical structures of compounds used for building porous networks
directed by hydrogen bonds.
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10–30 kcalmol�1 per interaction [215]. It may be reasonably anticipated that porous
networks directed by metal–organic coordination bonds will possess a greater
stability and increased functionality.

The first example of a metal–organic coordination network (MOCN) was reported
by the group of Kern, on Cu(100) surfaces under UHVconditions [66]. Here, organic
ligands of 1,2,4-benzenetricarboxylic acid (TMLA) and Fe atoms were deposited
sequentially onto preheated Cu(100) surfaces (400K). The structures of the MOCNs
could be adjusted by increasing the adsorbate coverage ratio of Fe/TMLA from1 : 1 to
2 : 1. By using the samemethod, other organic ligandswith carboxylic groups, such as
trimesic acid [68], 1,4-dicarboxylic benzoic acid (TPA) and 4,10,40,100-terphenyl-1,400-
dicarboxylic acid (TDA) [72], have been selected to buildMOCNs, exhibiting features
of chirality and an ability to accommodate guest molecules such as C60 [72]. The
MOCNs prepared by this method proved to be stable at temperatures up to 500K
under vacuum conditions, which allowed for annealing experiments to investigate
the binding strength of the guest molecules. The reversible inclusion of guest
molecules, such as cystine, L,L-diphenylalanine (Phe-Phe) and fullerene C60, has
been examined by using cavities ofMOCNs formed by TMA and Fe as receptors [216]
(Figure 9.27).

Those MOCNs formed by the chelation of Fe and carboxylic group often possess
twofold or fourfold symmetry. Hexagonal coordination networks may be prepared
either from iron centers with linear 4,40-biphenol ligands, or from cobalt centers with
linear 1,40;40,100-terphenyl-4,400-dicarbonitrile ligands on Cu(100) or Ag(111) sur-
faces [67]. The fact that the symmetry of the hexagonal structures is independent
of the symmetry of the substrate indicates that the strong molecule–molecule
interactions predominate over the substrate influences, while the size of the
hexagonal pore can be tuned simply by lengthening the size of the ligands. A series
of organic linkers (abbreviated NC-Phn-CN, where n may be three, four, or five) has
been synthesized and used to prepare hexagonal networks with Co atoms on Ag(111)
surfaces [217]. In this case, hexagonal porous structureswere observedwith a tunable
pore size that ranged from 10nm2 (n¼ 3) to 20 nm2 (n¼ 5). Very recently, the largest
size of hexagonal cavity reported when using this method was 24 nm2, by the

Figure 9.26 (a) STM image showing hexagonal networks formed by melamine and PTCDI; (b)
Filled networks by accommodation of guest thiols of ASH [214].
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coordination of NC-Ph6-CN and Co atoms on Ag(111) surfaces [70]. A large area of a
single domain was found to cover terraces over mm2 areas, with a low defect
concentration. Under UHV conditions, these hexagonal porous networks have been
selected as the template to direct the deposition and the shape of small Fe and Co
clusters [218]. These small metal clusters were adsorbed preferentially on top of the
organic ligands, for deposition temperatures ranging from 90 to 130K.

Porous Networks Directed by Van der Waals Forces The porous networks directed by
H-bonds andmetal–organic coordination bonds usually form rigid structures, due to
the properties of molecular interactions. In contrast to rigid porous networks, a type
of soft porous network may be prepared at liquid/substrate interfaces by the self-
assembly of specially synthesizedmolecules. Thosemolecules often have a rigid core
to maintain the shape of the networks, and several length-tunable legs (alkyl chains)
to adjust the pore size [115, 219–221]. The largest pore prepared in this way was
reported to be 7 nm in diameter, and capable of accommodating a giant molecular
spokedwheel [222]. In the SAMs of thosemolecules, themolecular interactions were
mainly van der Waals forces. Although the strength of typical van der Waals
interactions is less than 1 kcalmol�1 between small molecules, adequate molecular
interactions to ensure the stability of the SAMs may be obtained by an elongation of
the alkyl chains. As the van der Waals interactions are less directional than
H-bonds andmetal–organic coordinationbonds,many factors – such as solvent [115],
concentration [114] and guest molecules [223] – may influence the structures of
the SAMs.

Figure 9.27 (a) Porous networks formed by
organic ligands of trimesic acid and metal
atoms of Fe; (b) STM image showing two guest
cystine molecules anchored in one pore; (c)
Upon 430 K annealing, the nanocavities typically

accommodate a single cystine guest at the
center; (d, e) STM images showing the
host–guest system by binding of single C60

molecules (d) and Phe-Phe molecules (e) in
the cavities [67].

386j 9 Surface-Supported Nanostructures Directed by Atomic- and Molecular-Level Templates



Figure 9.28a shows a molecular building block of dehydrobenzo[12]annulene
(DBA) derivatives. The self-assembly of DBAderivatives with alkyl chain length from
C10 to C18 on HOPG surfaces reveals that the structural transformation from
honeycomb to a linear structure is related to the length of the alkyl chains [115].
The honeycomb structure predominates in the SAMs of DBA derivatives containing
shorter alkyl chains of C10, whereas only the linear structure was found for
compounds with chain lengths of C14, C16, and C18. Both, the honeycomb and the
linear structure coexist in the SAMs of compounds with alkyl chains of C12.
Interestingly, upon the addition of a tenfold excess of guest coronene molecules
dissolved in 1,2,4-trichlorobenzene (TCB) to the already-formed linear-type pattern at
the liquid/substrate interface, the structures of SAMs formed by compounds with
chain lengths of C14 were completely converted from the linear structure into the
honeycomb structure [223]. Other guest molecules, including hexakis(phenylethy-
nyl) benzene (HPEB), fullerene, 9,10-diphenylanthracene (DPA), chrysene, hexaio-
dobenzene (HIB), and phthalocyanine (PC), have been checked to explore the phase
transition of the host template. Only those planar guest molecules with large p-
conjugated cores, such as HPEB and PC, led to the formation of honeycomb
networks, whereas the small p-conjugated molecules such as HIB and chrysene,
as well as the nonplanar molecules such as DPA and fullerene, had no influence on
the linear structure [223]. On the basis of the template for the DBA derivatives, more
complex host–guest systems have been observed by adding guest molecules of

Figure 9.28 (a) Chemical structure of
dehydrobenzo[12]annulene (DBA) derivatives;
(b) Tentative models of the surface patterns of
DBA derivatives with alkyl chain length of C14.
Left: linear structure without coronene; right:

honeycomb structure capturing at most seven
coronene molecules. (c–e) Large STM images
of the network structures with or without
coronene: (c) guest–host¼ 0 : 1; (d)
guest–host¼ 2 : 1; (e) guest–host¼ 7 : 1 [115].
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coronene, TMA and isophthalic acid (ISA) into the liquid at the 1-octanoic acid/
HOPG interface [224]. One coronene molecule with six surrounded ISA molecules
was seen to assemble to a complex guest entity that could be accommodated
by the molecular template of DBA derivatives, to form a three-component
host–guest system.

Those porous networks directed by van der Waals interactions may be prepared at
the liquid/substrate interface, which allows for the exploration of the selectivity of the
host template by simply adding guest molecules into the liquid. Porous networks
formed by the self-assembly of 1,3,5-tris [(E)-2-(3,5-didecyloxyphenyl)-ethenyl]- ben-
zene at the interface of HOPG and 1-phenyloctane may selectively accommodate
guest molecules, such as benzo[rst] perylene (BPL), coronene, benzo[rst]pentaphene
(BPP), hexabenzocoronene(HBC), and pentacene [220]. Due to their very large size,
only the pentacene molecules were unable to adsorb into the pores of the template at
any concentration up to saturation.

9.4.2.2 SAMs of Functional Molecules
The recognition and accommodation of guest molecules on a molecular template
with porousnetworks dependmainly on the structures of the template in space, while
the guest entities are restricted to those molecules which can fit into the pores.
Besides those porousmolecular template, other types of template have been reported
to accommodate guest entities, such as metal ions [195], ionic molecules [225],
biomolecules [226], C60 [227–231] and HBC [232], relying on the properties of the
building blocks.

The self-assembly of alkane and alkane derivatives on single-crystal surfaces have
been realized for twenty years. At the liquid/substrate interface, thesemoleculesmay
form spontaneously ordered lamellar structures, with the width of the lamellae being
adjustable simply by altering the length of the carbon chains. The well-ordered
lamellar structures may be used as molecular templates when the molecules are
modified by the functionalized groups [194], The SAMs of fatty acid, such as
C19H39COOH, were found capable of acting as molecular templates following the
addition of guest urea [226]; the molecules of the latter were adsorbed along the
boundary of the lamellae by forming hydrogen bonds with carboxylic groups. Other
alkane derivatives, such as those modified by amino acid, have been reported to
behave in similar fashion when accommodating guest molecules of urea [226].
Besides the interactions between functional groups of the template and the guest
molecules, the interactions between alkyl chains may also be utilized to accommo-
date any guest entities that possess similar structures [200]. This idea originated
from the biological proposal that large proteins, when supplied with a long alkyl
chain,may be incorporated into the lipid bilayer, duringwhich process the alkyl chain
acts as a type of anchor. Based on this strategy, Au55 clusters decorated by C18H37SH
were prepared as guest entities, whereby a droplet of a mixture containing
C14H29COOH and decorated Au55 clusters was used to investigate the packing of
the Au55 cluster on the HOPG substrate. The molecular template of C14H29COOH
guided the packing of Au55 clusters, leading to strands of linearly packed nanos-
tructures (Figure 9.29) [200].
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A host template capable of recognizing and accommodating metal ions may be
prepared by the self-assembly of functionalized molecules containing a crown ether,
such as 15-crown-5-ether-substituted cobalt(II) phthalocyanine (CoCRPc). It has
been found that the functional group of 15-crown-5-ether is able to accommodate
guest ions such as Kþ and Ca2þ in solution. However, the SAMs of CoCRPc
prepared on Au(111) and Au(100) surfaces showed different behaviors in the capture
of Ca2þ ions. In the presence of Ca2þ , the SAMs of CoCRPc onAu(111)may capture
Ca2þ ions in twodiagonally located 15-crown-5-ethermoieties, whereas the SAMson
Au(100)-(1� 1) were unable to capture Ca2þ ions. These results suggested that the
relationship between the crown moieties and the underlying Au lattice plays an
important role in the accommodation of guest ions [195].

Molecules such as 15-crown-5-ether may be considered as a form of �molecular
container� the SAMs of which, by relying on their chemical properties, can be used to
capture guest entities to form complex host–guest systems. The bowl-shaped calyx [8]
arene derivative (Figure 9.30a), OBOCMC8 (C104H128O24), is one such type of

Figure 9.29 (a) Scheme of the exchange mechanism to couple the cluster core with an anchor
molecule for the incorporation into a template of tetradecanoic acid; (b) STM image showing the
strands of Au55 clusters co-adsorbed between C14H29COOH rows [200].

Figure 9.30 (a) Chemical structures of calyx[8]
arene derivative (OBOCMC8); (b) STM
image showing the SAMs of OBOCMC8.
Well-ordered dark depressions are observed
which represent the cavities of the OBOCMC8;

(c) STM image showing the SAMs of
OBOCMC8/C60. The cavities of the
OBOCMC8 are filled by guest fullerene
molecules, showing bright spots in the
center of the cavities [227].
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molecular container [227], where the ring size is large enough to accommodate large
molecules such as fullerene. In an electrochemical environment, the SAMs of
OBOCMC8 were observed when the potential of the Au(111) surfaces was held at
0.6 V (versus RHE), as shown in Figure 9.30b. Here, well-ordered dark depressions
were observed that may have been associated with the cavities of the OBOCMC8.
Under the same preparation and imaging conditions, the SAMs of OBOCMC8/C60

showed different patterns from the SAMs of OBOCMC8. Figure 9.30c shows the
high-resolution STM image of the SAMs of OBOCMC8/C60, in which the cavities of
the OBOCMC8were filled by guest fullerenemolecules that appeared as bright spots
in the center of the cavities. However, not all molecular containers preferentially
capture guest entities in the position of the cavities. For example, the molecular
template of fully conjugated cyclo[12]thiophene (C[12]T) demonstrated an ability to
capture fullerenemolecules preferentially on the rimof the C[12]T [233], as a result of
the attractive donor–acceptor interactions. Although the guest fullerene molecules
might occasionally be captured in the cavities, the interaction between the fullerene
and the host C[12]Twas found to be very weak, and the fullerene molecules captured
in the cavities were easily desorbed during scanning.

9.4.2.3 Two-Dimensional Chiral Template
In chemistry, chirality is a concept involving molecular structures, and describes a
molecule that cannot be superposed on its mirror image. It is only very recently that
the concept of chirality has been introduced to the 2-D building of chiral templates on
surfaces. Various types of molecule, including chiral molecules, prochiral molecules
and even achiralmolecules, have been reported to be successful in the building of 2-D
chiral patterns on single-crystal surfaces. The building of chiral templates, and their
selective inclusion of guest molecules, will be introduced briefly in the following
subsection. More detailed discussions on surface chirality are available in other
reviews [234–237].

On occasion, the self-assembly of chiral molecules may cause chirality to be
transferred directly from the molecule to SAMs. The forces required to direct such
chiral self-assembly include hydrogen-bonding interactions, such as the self-assem-
bly of L(D)-cysteine on Au(110) [238–240], and van der Waals forces, an example
being the SAMs of (M)-or (P)-[7]-Helicene on Cu(111) [237, 241, 242]. In differing
from chiral molecules, the self-assembly of prochiral molecules can create enantio-
mers on surfaces, but only when the adsorption of a molecule breaks its
symmetry element [45, 50, 243, 244]. The aggregation of pure enantiomers gives
rise to the formation of homochiral domains. Besides the self-assembly of chiral and
prochiral molecules, chiral packing structures may also be observed, where chiral
adsorption geometry is introduced by the adsorbate–substrate interactions,
such as the chiral structures observed in the SAMs of normal alkanes [235] and
star-shaped molecules [245], although the adsorption of achiral molecules never
results in the creation of enantiomers. Achiral molecules can also form chiral
structures when several molecules form rotating structures under the directional
interactions of hydrogen bonds or metal–organic coordination bonds [63, 67, 207,
212, 246, 247].
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Although many 2-D chiral templates have been realized recently, very few reports
have been made on the selective inclusion of guest molecules on basis of the
prefabricated chiral template [248]. Molecular dimer chains formed by the self-
assembly of adenine on Cu(110) exhibit chiral features due to the preferential
adsorption of adenine molecules along [�1,2] directions with respect to the Cu
(110) surfaces, as shown in Figure 9.31a. These dimer chains show significant chiral
selectivity to the inclusion of guest amino acid molecules. In this case, guest
molecules of S-phenylglycine were found to adsorb near the chains aligned along
the [1,2] direction (see Figure 9.31b), whereas R-phenylglycine only attached to the
chains aligned along the [�1,2] direction. According to the results of DFT calcula-
tions, the coulombic repulsion between the phenylglycine amino group and theDNA
base was considered to be responsible for the chiral recognition. The substrate-
mediated charge transfer played a critical role in chiral selectivity, whereas the direct
molecular interactions such as hydrogen bonds did not [249].

9.5
Summary and Outlook

In this chapter, the recent progress on surface-supported nanostructures directed by
atomic- and molecular-level templates has been reviewed, with attention focused on
those nanostructured systems that are mainly organic-related and involve organic
molecules as either templates or as objects, the organization of which is directed by
nanostructured templates. The subject of surface-supported nanostructures that can
serve as templates for the further fabrication of nanosized objects was introduced,
whereby nanostructures – including surface reconstructions and reconstruction-
related patterns, strain-relief epitaxial layers, vicinal surfaces, and surface-supported
organic supramolecular assemblies –may serve as naturally formed templates on the

Figure 9.31 Selective adsorptions of guest
molecules on basis of chiral structures. (a) STM
image of Cu(110) surface with submonolayer
coverage of adenine, showing chiral packing
molecular chains aligned along [�1,2]

directions; (b) STM image of the selective
attachment of guest S-phenylglycine whichwere
found to adsorb preferentially near the chains
aligned along the [1,2] direction [248].
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atomic and molecular scale. The organization of nanosized objects directed by
templates was then discussed. Despite being unable to include the details of many
other reported studies, it is hoped that the present reviewwill provide the reader with
basic information regarding recent investigations in this field. Further data are
available in other reviews on surface-supported supramolecular assembly [250], and
the controlled assembly of organic molecules on 2-D nanotemplates [250, 251].

The size scales that can be approached by either self-assembly or so-called �bottom-
up� techniques are far beyond the limit of �top-down� lithographic techniques. The
former has the advantage of precisely controlling the position and orientation of
nanosized objects. Although knowledge regarding self-assembly continues to be
unveiled, there remain major challenges for scientists and engineers to blend the
findings of the basic research conducted at academic institutions with applications in
industry. For device fabrication, the robust nature of self-assembled nanostructures is
vital, since molecules in surface-supported supramolecular architectures, which
usually are prepared under UHVor at liquid/solid interfaces, are bound only weakly
to the surface and to each other. The ability to improve the stability of these
nanostructures during fabrication under ambient conditions remains a major
problem; whereas, for electronic devices an insulating substrate is required, the
substrates used widely today for supramolecular assembly are crystalline metals or
semiconductors. Thus, the expansion of a supramolecular assembly onto an insu-
lating or even amorphous substrate represents a major challenge.
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10
Surface Microstructures and Nanostructures
in Natural Systems
Taolei Sun and Lei Jiang

10.1
Introduction

Biosystems in Nature have evolved for billions of years, with their structures and
functions having reached an optimized state during the evolutionary process.Natural
biomaterials obtained from animals or plants normally exhibit certain unique prop-
erties that are far superior to those of artificial biomaterials. On closer examination,
however, these properties are found to be determined not only by the intrinsic
properties of thematerials but,more importantly, they are related to thewell-designed
topological structures at both the micro level and nano level. The details of some
delicate surface nanostructures present in natural systems, based on their contribu-
tions to different surface properties, are discussed in the following subsections.

10.2
Surface Nanostructures and Special Wettability

Wettability is a fundamental property of amaterial surface, and plays important roles
in many aspects of human activities. Recently, special wettability has aroused much
interest because its great advantages in applications [1]. For example, a superhy-
drophilic surface with a water contact angle (CA) of about 0�, generated by ultraviolet
(UV) irradiation has been used successfully as a transparent coating with antifogging
and self-cleaning properties [2]. Likewise, various phenomena that include contam-
ination, snow sticking, erosion, and even the conduction of an electrical current,
would be expected to be inhibited on superhydrophobic surfaces [3–6] with a CA
larger than 150� and a sliding angle (SA) less than 10� [7]. InNature,many interesting
phenomena occur that are relevant to the special wettability that proves to be highly
convenient for the lives of plants and animals. Examples include the self-cleaning
effect on the lotus leaf, the super water-repellent force of the water strider�s legs, and
the anisotropic wetting and dewetting properties of the rice leaf. Yet, various studies
have indicated that these phenomena are contributed to not only by the chemical
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properties of the surface, butmore importantly, are governed by the special structural
effects at the microlevel and nanolevel.

Although the chemical compositions [8, 9] determine the surface free energy, and
thus have a major influence on wettability, the system has certain limitations. For
example, a �CF3-terminated surface was reported to possess the lowest free energy
and the best hydrophobicity whereas, on flat surfaces, the maximum CA achieved
was only about 120� [10]. One other important factor that influences wettability is the
surface topographic structure, as described by Wenzel�s equation [11]:

cos q0 ¼ r cos q ð10:1Þ

where q0 is the apparent CA on a rough surface, q is the intrinsic CA on a flat surface,
and the surface roughness (r) can enhance both the hydrophilicity and hydropho-
bicity of the surfaces. Thus, the modified Cassie�s equation becomes [12]:

cos q0 ¼ f cos q�ð1�f Þ ð10:2Þ

in which f is the fraction of solid/water interface, while (1� f ) is that of the air/water
interface. This indicates that when a rough surface comes into contact with water, air
trapping in the trough areamay occur, which would contribute greatly to the increase
in hydrophobicity, and help to achieve superhydrophobicity with a CA larger than
150�. These are the most important mechanisms for the special wettability phe-
nomena in Nature.

However, the structural effect has a much greater role, as it may also alter the
properties of the solid/water/air triple contact line (TCL), thus greatly influencing
the dynamic aspects of wettability. The wettability also shows a distinct size effect for
thenanostructures, and this plays important roles not only in themesoscale assembly
of the bio-units but also the stability of the biostructures.

10.2.1
Self-Cleaning Effect on the Lotus Leaf

The self-cleaning effect exists widely in Nature on the surface of plant leaves,
with perhaps the best-known example being that of the lotus leaf (Figure 10.1a);
indeed, the �lotus effect� is so-named for this very reason! The effect involves
two main aspects: (i) superhydrophobicity (CA> 150�) of the surface; and (ii) a
strong anti-adhesive effect towards water (i.e., a small SA). Although initially,
Barthlott and Neihuis [13] considered the lotus effect to be induced by the
coexistence of wax compounds and micrometer-scale papillae structures on the
surface, recent studies have indicated that nanostructures still occur in the micro-
papillae (Figure 10.1b), with diameters of about 5–9 mm. As shown in Figure 10.1c,
each papilla is composed of further nanofibrous structures with an average
diameter of about 120 nm, and these are also found on the lower part of the leaf.
The static CA and the SA on this surface are about 161� 3� and less than 3�,
respectively.
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According to Adamson and Gast [14], a theoretical model can be built for the
relationship between the superhydrophobicity and the multilevel surface structure.
In this model, the multilevel structures on lotus leaf can be described as a fractal
structure that is similar to the Koch curve [15], where the fractal dimension (D) was
used to characterize the roughness of the surface. According to Wenzel�s formula
[see Eq. (10.1)] and Cassie�s equations [Eq. (10.2)], the relationship between the CA

Figure 10.1 Microstructures and
nanostructures on the lotus leaf. (a) The lotus
leaf; (b) Large-scale scanning electron
microscopy (SEM) image of the lotus leaf. Each
epidermal cell forms a papilla, and has a dense
layer of epicular waxes superimposed on it; (c)
Magnified image of a single papilla of panel (b);

(d) SEM image on the lower surface of the lotus
leaf; (e) Densely packed ACNT film with pure
nanostructure (top view); (f) Lotus-like ACNT
film with multilevel microstructures and
nanostructures. Panels (b–f) adapted from
Ref. [4].
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(qf) on the rough surface and that (q0) on the corresponding smooth surface can be
described as:

cos qf ¼ fs
L
l

� �D�2

cosq0�fv ð10:3Þ

where (L/l)D-2 is the roughness factor of the surface, and L and l represent the
maximum and minimum sizes, respectively, for surface structures with the fractal
behavior. For the lotus leaf surface, these correspond to the diameters of the micro-
papillae and the nanofibers in eachmicro-papilla, respectively. In theKoch curve,D is
about 2.282, and (L/l) is 3n, where n is an integer determined by the exact fractal
structure. An increase in n illustrates a corresponding increase in the surface
roughness. fs and fv ( fs þ fv¼ 1) represent the fractions of the solid/water and air/
water interfaceswhen the surface contactswithwater. Thus, a relationship betweenqf
on the surface of lotus leaf and the value of n can be obtained, as shown in
Figure 10.1d. By using the above results, it is possible to calculate the theoretical
diameter of the nanofibers that corresponds to a CA value of about 160�; a value of
128 nm is very close to the experimental value. This analysis shows clearlywhyNature
would select multiscale structures to achieve a superior self-cleaning effect, but not
only microstructures or nanostructures [16].

In order to identify the role of the hierarchical structures in the self-cleaning effect,
the present authors� group synthesized aligned carbon nanotube (ACNT) films with
and without hierarchical structures, for comparison. The ACNT film [17] with a pure
nanostructure (Figure 10.1e)was fabricated using a chemical vapor deposition (CVD)
method on a silica substrate with homogeneous catalyst distribution, and demon-
strated superhydrophobicitywith aCAof about 158� 2�; however, the fact that the SA
was greater than 30� indicated a relatively large CA hysteresis and a strong adhesion
to water.When the ACNTfilmwas fabricated using the sameCVDmethod on a silica
substrate, but with a heterogeneous catalyst distribution, similar hierarchical micro-
structures and nanostructures were seen (Figure 10.1f) as on the lotus leaf, but the
CAon the surfacewas about 166� and the SAonly about 3�. A further honeycomb-like
ACNT film [18] with a hierarchical structure was also fabricated that showed a large
CA of about 163� and a small SA of <5�. A subsequent comparison of the data
obtained with these films confirmed that the hierarchical structure not only further
improved the hydrophobicity but, most importantly, also provided a small SA.

Similar phenomena are also observed on many other plant leaves, such as Indian
Cress or Lady�s Mantle (Alchemilla vulgaris L.). However, following extensive in-
vestigations of the mechanisms involved, these phenomena were shown to be
relevant to special microstructures and nanostructures on the leaves, despite
differences in the shape and arrangement of the structures, and the corresponding
mechanisms. On the basis of these findings, superhydrophobicity and other more
specialized properties of wettability have been demonstrated on a variety of artificial
functional surfaces [19–22], using several methods. Two examples of artificial
superhydrophobic surfaces prepared by the present authors� group are shown in
Figure 10.2a and b [23, 24]. Moreover, when a functional surface was combined with
well-designed microstructures and nanostructures, a reversible switching between
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Figure 10.2 Artificial surfaces with special
wettability. (a) An aligned polyacrylonitrile
(PAN) nanofiber film (top view) with
superhydrophobicity. The inset shows a side
view; (b) Superhydrophobic polystyrene film
with microsphere/nanofiber composite
structure; (c) Temperature-sensitive wettability

of a poly(N-isopropylacrylamide) film on a flat
substrate; (d) Reversible switching between
superhydrophilicity and superhydrophobicity on
a structured substrate. LCST¼ lowest critical
solution temperature (of the responsive
polymer). Adapted fromRefs [23], [24], and [25].

superhydrophobicity and superhydrophilicity (Figure 10.2c and d) could be conve-
niently achieved, using a variety of methods that included thermal treatment [25],
light irradiation [26, 27], and solvent treatment [28]. Ultimately, the results of such
studies opened up a novel research field for biomimetic materials, and greatly
extended the application domains of specialized wettability.

10.2.2
Multifunctional Surfaces of Insect Wings with a Self-Cleaning Effect

In addition to plant leaves, self-cleaning effects may also be observed on the wings of
many insects, including dragon fly, honeybee, cicada, and moths, where the main
benefit is to protect against the wings being wetted by the dew. Notably, the self-
cleaning effects of insect wings differs from that of surfaces, in that it is normally
accompanied by various other extraordinary functions.

In the case of the cicada (see Figure 10.3a, inset), which lives either in the soil or on
trees, the wings show excellent superhydrophobicity, with a CA >160� and superior
dewetting properties that are of great convenience to the insect. When investigating
the relationship between the wettability and nanostructures located on the cicada
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wings [29, 30] (see Figure 10.3a), a well-arranged nanopillar structure with a feature
size of approximately 100 nm was identified on the insect wings. Whilst the tops of
the nanopillars were of dissimilar heights, and showed an uneven arrangement, the
operating principle was seen to be somewhat similar to the multilevel structures on
the lotus leaf. This guaranteed a repellent force that prevented water droplets from
contacting the surface (as per Wenzel�s equation), while simultaneously causing an
efficient reduction in the contact area between the water droplet and the surface, and
also in the total TCL length. This resulted in a discontinuous TCL arrangement
whereby the nanopillar structure and uneven arrangement of the nanopillars,
together with the wax components on the wing surface, resulted not only in an
outstanding superhydrophobicity but also an anti-adhesive effect against water. The
cicada wing is also famous for its ultra-transparency, which results from its excellent
anti-reflective properties that have been shown to result from the nanostructure�s
periodic arrangement. In order to monitor this effect, the present authors� group
used a template-based �rolling press� technique to create well-patterned nanopillars
(Figure 10.3b) on a polymer surface, thus mimicking the nanostructures on the
cicada wings. Subsequently, a remarkable similarity was observed for the nanos-
tructures (see Figure 10.3a and b), while the as-prepared film also showed a similar
superhydrophobic property on its surface.

Another example of low-reflective properties can be found in the compound eyes of
moths [31], mosquitoes, butterflies, or other insects. In the case of moths, this makes
them difficult to be detected by their natural enemies whilst, at the same time,
providing perfect antifogging and dewetting properties [32] that help tomaintain clear
vision in a humid environment. The reason for these benefits also relate to the special
nanostructures on the eyes, with studies on mosquito compound eyes having shown
the duplex functions to have originated from the papilla structure on the micrometer
scale, and from the hexagonally arranged nanostructures on its surface [32].

In summary, both microstructures and nanostructures on the surface of organ-
isms can help to integrate several peculiar functions into a simple system. This in
turn provides much insight into the development of novel functional devices. An
example was shown in a biomimetic study conducted by Gao et al., who fabricated
artificial compound eyes using a soft-lithographic technique and then discussed the

Figure 10.3 Nanostructure (a) of the cicada wing and (b) of the artificial simulation by a template-
based method. Adapted from Ref. [29].
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influence of the microstructures and nanostructures on the eyes� properties.
Gu et al. [33] were also successful in creating functional nanomaterials with both
coloration properties and superhydrophobicity. Taken together, these results have
provided an important theoretical and practical background for the exploration of
other biomimetically functional materials.

10.2.3
The Anisotropic Dewetting Property on Plant Leaves

Whilst, on a lotus leaf, water is able to roll freely in any direction over the entire
surface, on the rice leaf an anisotropic dewetting property is observed, whereby the
water droplet can roll freely in only one direction. The scanning electron microscopy
(SEM) images in Figure 10.4a and b indicate a hierarchical structure on the rice
leaf [16] that is similar to the lotus leaf; accordingly, the surface is superhydrophobic.
A different situation arises, however, in the case of the papillae, which are arranged in
one-dimensional (1-D) order parallel to the edge of the leaf (arrows �a� in Figure 10.4).
This means that the water drop can roll off freely along this direction, but will move
with greater difficulty along the perpendicular direction (arrow �b� in Figure 10.4).
The SAs in these two directions are about 3–5� and 9–15�, respectively. Such
a phenomenon is also considered relevant to the anisotropic TCL arrangement. In
the case of the rice leaf, the density of themicro-papillae in the parallel direction of the
leaf edge is significantly less than in the perpendicular direction, and this will result
in an anisotropic arrangement of the TCLs; this is in contrast to the isotropic
arrangement on the lotus leaf, which is due to the homogeneous distribution of
the papillae. In an attempt to mimic this phenomenon, the present authors� group
prepared a rice-like ACNT film (Figure 10.4b) by controlling the surface distribution
of the catalyst on which themicro-level ACNTarrays; this was achieved by patterning
with different spacings in mutually orthogonal directions. A similar anisotropic
dewetting phenomenon was also observed on this film.

An anisotropic dewetting phenomenon also exists on the feathers of water-
fowls [34]. These birds live in water and while their feathers are waterproof, any

Figure 10.4 Anisotropic structures on a rice leaf (a) and an artificial ACNT film (b). Adapted from
Ref. [16].
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adhered water droplets can be easily removed simply by the bird shaking its wings.
This special function is also due to the anisotropically aligned strip-like microstruc-
tures and nanostructures of the feather, which can provide an excellent hydropho-
bicity and water-repellent properties, whilst at the same time helping to preserve
a good permeability against the air.

Recently, details were reported of the anisotropic rolling properties of water drops
on the wings of the butterflyMorpho aega (Figure 10.5a) [35]; in this case, the wings
were found to have well-defined multilevel microstructures and nanostructures.
Figure 10.5b shows the SEM image of the first level of the overlapping micro-scales
with a width of about 40–50 mm on the wings, which are composed of nanostripes
(see Figure 10.4c) with a width of about 100 nm. Further lamellar-stacking nanotip
structures (Figure 10.5c) for each nanostripe can be observed in themagnified image.
This periodic stripe structure and themultilevel structures producenot only beautiful
colors (known as �structural colors�; see Section 10.3.2) to the butterfly, but also bring
about unique anisotropic dewetting properties. The static CA on the butterfly�s wings
was found to be 152� 2�, which indicated the wing to have superhydrophobic
properties. Perhaps more interestingly, however, whilst the water drop could roll
along the outer direction of the microscales, it would stop in the opposite direction,

Figure 10.5 (a) Hierarchical anisotropic
microstructures and nanostructures on
butterfly wings; (b, c) Scanning electron
microscopy images of the periodic arrangement
of overlapping microscales on the wings and

fine lamella-stacking nanostripes on the scales;
(d) Schematic diagram of themechanism of the
anisotropic dewetting property on butterfly
wings. Adapted from Ref. [35], with permission.
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even if the wings were stood vertically. Such a property could be highly beneficial to
protect the insect body against beingwetted bywater. Themechanism for this effect is
shown in Figure 10.5d. Here, when the wing is tilted down, the oriented nanotips on
the nanostripes andmicroscales become separated fromone another; this causes any
water droplets deposited on the wing to form a discontinuous TCL, which shows
a small SA of about 9�.However, when thewing is tilted upwards the nanotips take on
a close arrangement so as to form a continuous TCL with the water drop.

10.2.4
The Super Water-Repellent Force of the Water Strider�s Legs

The water strider (Figure 10.6a) is an insect which lives in water but can run and
jump both rapidly and freely on the water�s surface, without wetting its legs. This
interesting phenomenon has long attracted much attention, with many investiga-
tions being conducted to determine the dynamic reasons that permit thewater strider
to act in this way [36, 37]. By using a high-speed camera, Bush et al. [38] showed that
the insect�s legmovement created a vortex in the water that in turn created a rapid leg
movement on the water�s surface. However, these studies failed to meet the crux of
the problem, namely, what forces prevented the water strider�s legs frompiercing the
water surface?

Figure 10.6 Hierarchical microstructures and
nanostructures on the legs of a water spider (a);
(b) Side view of the maximal dimple just before
the leg pierces the water surface. The inset
shows the profile of a water drop in the contact
angle measurement for the superhydrophobic

leg surface; (c) Scanning electron microscopy
image of the leg surface, showing numerous
oriented spindly microsetae; (d) Nanoscale
groove structure on a seta. Adapted from
Ref. [39], with permission.
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A recent study conducted by Jiang�s and coworkers provided some fundamental
answers to these questions [39], when it shown that a large water-repellent force
(Figure 10.6b) was produced by nanostructures on the water strider�s legs. On
examination, the surfaces of the legs were shown to bear numerous bristles that had
diameters of about 1–3 mm and were arranged to lie in the same direction (see
Figure 10.6c). On the surface of each bristle was a further well-defined spiral groove
structure (Figure 10.6d). The nanostructurewas shown capable of trapping air within
the grooves, and this resulted in an excellent superhydrophobicity (see inset of
Figure 10.6b) with a static CA>160� on the leg surface. In contrast, according to the
relationship between the force provided by the surface tension (c) at the border of
the interface and the length of the border, the water-repellent force (fr) provided by
a leg could be written as:

fr ¼ c cos q0 �
X
i

li cos bi ð10:4Þ

where li is the length of the TCL provided by each bristle on the leg, bi is the angle
between the direction of each bristle and the vertical direction of water surface, c is
the surface tension of water, and q0 is the intrinsic CA of the wax material on the
surface of the bristles. This shows that microbristles, and the nanostructures on
them, can greatly increase the total length of the TCL, resulting in a large water-
repellent force such that each leg could support about 15 times the insect�s body
weight. In fact, the load capacity was so high that it could assure the free activities of
the water strider on water surfaces, even within some complicated environments. In
time, such an effectmight bring inspiration to the development of novel water robots
or other devices.

10.2.5
Extraordinary Water-Harvesting Ability of the Desert Beetle�s Wings

The desert is very dry, yet some insects have developed unique methods to locate
water. A typical example is the Stenocara beetle [40] (Figure 10.7a), which lives in the
Nambi Desert in South Africa. This desert supports a unique sand-dune fauna, and
normally experiences high winds, extreme daytime temperatures and dense, early-
morning fog, yet with a rainfall that is very low and almost negligible. Yet, in this
extremely dry environment, the Stenocara beetle is able to collect water droplets from
the fog,with assistance from thewind blow.Moreover, thewater dropswhich formon
the top elytra (wing cover) subsequently roll down the beetle�s outer surface towards
its mouthparts.

In examining this phenomenon, Parker and Lawrence [40] reported the existence
of two types of randomly distributed arrays of bumps on the beetle�s carapace; these
are located 0.5–1.5mm apart, and each bump is about 0.5mm in diameter
(Figure 10.7b). The peaks of the bumps are smooth at the microscopic level and
are without any covering; thus, they are highly hydrophilic. In contrast, in the
trough area the surface is covered by microstructures coated in wax (Figure 10.7c).
These microstructures consist of hexagonally arranged flattened hemispheres with
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a diameter of about 10 mm, are reminiscent of those on the lotus leaf, and result in
these areas having superhydrophobic properties. During foggy weather, tiny water
droplets contained in the fog are able to gather on the hydrophilic peak area, where
they rapidly form a larger drop. Water coming into contact with the hydrophobic
grooves will also be collected by these hydrophilic regions. The water droplets then
coalesce until their weight is sufficient to overcome the binding force between the
water and the surface, at which point they flow down to the beetle�s mouth under the
action of wind blow.

This �fog-catching ability� of the Stenocara beetle, which is based on an alternative
design of the hydrophilic and hydrophobic domains, brings important insights to the
development of highly efficient water-harvesting devices that might have numerous
applications in the future. For example, synthetic films could be fabricated onto
polymer sheets and attached to buildings and tents so as to harvest water vapor,
perhaps to serve refugee camps. A similar processmight also help in the capture and
recycling of water vapor from cooling towers, which would in turn lead to reductions
in energy costs. With these possibilities in mind, Zhai et al. [41] created hydrophilic
patterns on superhydrophobic surfaces by using water/isopropanol solutions of
a polyelectrolyte, the aim being ultimately to produce surfaces with an extreme
hydrophobic contrast. These surfaces perfectly mimicked the water-capturingmech-
anism on the back of the Stenocara beetle, and could be used to capture very small

Figure 10.7 The water-capturing surface of the
fused overwings (elytra) of the desert beetle. (a)
Adult female beetle, dorsal view; (b) A �bump�
on the elytra; (c) Scanning electron microscopy
image of the textured surface of the suppressed

areas; (d) Artificial simulation of the water-
capturing process on the alternate
hydrophobic/hydrophilic surface pattern.
Panels (a–c) adapted from Ref. [40]; Panel (d)
adapted from Ref. [41], with permission.
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drops of water and convert them to larger drops (Figure 10.7d). By using the same
technique, it might also be possible to create superhydrophilic canals by applying
superhydrophilic multilayers onto hydrophilic stripes on the superhydrophobic
surface. These structures might find broader applications in other domains, such
as microfluidic devices.

10.3
Structure-Related Special Optical Phenomena in Nature

When a substance is illuminated with white light, a specific color is observed because
only a particular range of wavelength of light is reflected and is visible to the eye.
There are twoways to eliminate the other wavelengths of light [42]. Thefirst approach
is for the substance to absorb the light, and this is themechanismnormally employed
when coloringwith by pigments [43, 44].Whilst this is themain route takenbyNature
to generate colors, there are many cases where Nature prefers to select structural
colors to present its beauty. This is a purely physical process that depends on
interactions between the light and the elaborate periodic submicro- or nanostruc-
tures with scales that are comparable to the light�s wavelength [45, 46]. Compared to
pigments, the structural colors have not only a much greater stability (amongst other
advantages), but can also help to achieve certain special functionalities such as super-
transparency and ultra-low reflection. They are, therefore, very useful in modern
materials science, and have attracted much interest during recent decades.

10.3.1
Photonic Crystal Structures in Opal and Opal Analogues

The periodic submicro- or nanostructures that show special optical properties are
termed �photonic crystals.� Similar to semiconductor crystals, photonic crystals
also show an energy band structure that influences the propagation of light (which is
also an electromagnetic wave). Photons propagate through these structures, or not,
depending on their wavelength. As the basic physical phenomenon is based on
diffraction, the periodicity of the photon crystal structure should be of a similar length
scale as the half of light wavelength in order for thematerial to exhibit specific colors.

One representative example in Nature is that of opals, which are a natural mineral
that has awell-known range of beautiful colors and glosses. Opals aremineraloid gels
that are composed of silica nanospheres with different sizes and arrangements. The
diverse periodic arrangements of the nanostructures give rise to the changeable
colors and glosses associated with opals [47]. With this in mind, a variety of artificial
nanostructures have been created (Figure 10.8) that display structural colors and
other functionalities [33, 48].

The opal analogue has also been found on scales of certain beetles. For example,
Parker et al. [49] reported a beetle, Pachyrhynchus argus (Figure 10.9a), which was
found in the forests of northeastern Queensland, Australia and has a metallic
coloration that is visible from any direction. According to the studies conducted,
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the unique optical property that distinguishes this beetle from others is due to the
photonic crystal structure that is analogous to that of opal. The beetle is seen to be
covered by scales of about 0.1mm (Figure 10.9b), which are individually flat, lie
parallel with the body, and consist of an outer shell and an inner structure. Both SEM
and transmission electron microscopy (TEM) images have shown that the inner
structure of the scales is composed of a solid array of transparent spheres, each with
a diameter of 250 nm. The nanospheres are arranged precisely in a hexagonal close-
packing fashion (Figure 10.9c), thus forming a photonic crystal structure that is very

Figure 10.8 Typical scanning electronmicroscopy images for an artificial inverse opal structure. (a)
110 facet; (b) 111 facet. Adapted from Ref. [48], with permission.

Figure 10.9 Beetle Pachyrhynchus argus (a) and the photonic crystal structures on its scales (b, c).
Adapted from Ref. [49], with permission.
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similar to the common nanostructure found in opal. As the lattice parameter of the
structure is close to the half-wavelength of the visible light, the single scale acts as a
three-dimensional (3-D) diffraction grating, and this allows the reflection of a narrow
range of wavelengths over a wide range of incident angles. In transmitted white light,
the scales appear as the negative of the reflected color: yellow-green in reflected light,
and purple in transmitted light from most directions. In the spectroscopic analysis
results, withwhite light incident at 20� to thenormal direction of the scale surface, the
peak reflection occurred at a wavelength of 530 nm, at an angle of 20� to the other side
of the normal direction. As shown in Figure 10.9c, the photonic crystal structure is
a 3-D structure; however, when compared to the similar 2-D photonic structure that
was reported on the seamouse (Aphrodita sp.) [50], it can provide an omnidirectional
optical property to the beetles, and this may bring about important insights for the
design of novel, high-performance display devices.

10.3.2
Structural Colors in Biological Systems

Almost 300 years ago, Newton [51] noted that the brilliant colors of peacock feathers
(Figure 10.10a) were not caused by pigments, but rather were due to a thin-film
interference mechanism. Recently, when Zi et al. [52] further studied the detailed
mechanism, they found the coloration strategy for peacock feathers to be very
delicate, to originate mainly from the periodic nanostructures of the cortex layer
on barbules. As shown in Figure 10.10b, a barbule of a peacock feather consists of
a medullar core of �3 mm enclosed by a cortex layer. Interestingly, the cortex of all
different-colored barbules contains a 2-D photonic crystal structure (Figure 10.10c

Figure 10.10 Scanning electron microscopy
images of the barbule structures on a peacock�s
feathers (a); (b) Transverse cross-section of
a green barbules; (c)Magnification of the image

in panel (b); (d) Longitudinal cross-section of
a green barbule with the surface layer removed.
Adapted from Ref. [52], with permission.
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and d), composed of melanin rods connected by keratin. Moreover, the photonic
crystal structures in the differently colored barbules were quite similar, whereas the
lattice constants and the number of periods varied widely. According to the analysis
made by Zi et al., the 2-D photonic crystal structure showed a strong reflection for the
light with specific wavelengths along the direction of cortex layer, thus generating
colors which were regulated by the lattice constants and the number of periods. The
different colors were due to the different lattice constants, which increased regularly
for the blue, green, yellow, and brown barbules. The Fabry–Perot interference effect
has also been found for the brown barbules, in which the periodic number is the
smallest. Due to this effect, an extra blue color was generated and contributed to the
final brown color of the barbules.

For the wings of butterflies [53, 54], the periodic structure appears in different
ways, and Vukusic et al. have undertaken several systematic investigations in this
aspect. As has been shown previously [55, 56], the broad wings of butterflies are
invariably covered with well-arranged arrays ofminute scales, each of which is a thin,
flattened, cuticular evagination from an individual cell in the wing epithelium. The
scales overlap with each other, much as do roof tiles, and this functions as a quarter-
wave interference device by presenting a series of alternating lucent and dense layers.
The scales are composed further of complicated, delicately arranged nanostructures
(see Figure 10.11), but this differs verymuch among the butterfly species. The diverse

Figure 10.11 Microstructures and
nanostructures on the wings of the butterfly
Colias eurytheme. (a) Scanning electron
microscopy (SEM) image of a single scale;
(b) Magnified SEM image showing the ridges in

close-up; (c) Transmission electronmicroscopy
image of a cross-section through the scale,
indicating the horizontal lamellae borne on the
vertical scale ridges. Adapted from Ref. [58],
with permission.
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shapes and arrangement of these nanostructures provide butterflies with richer
colors than peacocks, as well as other interesting optical properties on their wings.
For example, the discrete multilayers of the cuticle and air on iridescent blueMorpho
rhetenor butterflies [57] give rise to an ultralong-range visibility of up to 800m, to the
photonic structures of reduced dimensions that are present in certain Colias
butterflies [58], and also effect an intenseUV visibility. The orientational adjustments
of such multilayers produces a highly angle-dependent iridescence that provides
a high-contrast color flicker, with minimal wing movement.

Structural colors are also observed in plants, and normally mediated by the 1-D
multilayer structure. These structures give rise to vivid colors and iridescence in
vascular leaves, fruits and marine algae, which not only makes them beautiful but
also greatly affects the development of the plant. For example, iridescence in leaves is
believed to produce particular intensity ratios of incident radiation bands that can
penetrate to phytochrome centers. In fruit skin, this can reduce post-maturation
discoloration and ultimately improve dispersal.

10.3.3
The Directional Fluorescence Emission Property in Papilio Butterflies

Vukusic et al. also studied in detail the directionally controlled fluorescence emission
properties in Papilio butterflies (Princeps nireus group) [59]. These butterflies have
darkwingswith bright blue or blue-green dorsal wing bands or patches. Interestingly,
the studies of Vukusic et al. showed that nanostructures on the wings perfectly
matched the design of high-efficiency light-emitting-diode (LED) devices that use 2-D
photonic-crystal geometries to enhance the extraction efficiency of light, and also
distributed Bragg reflectors (DBRs) to control emission direction. As shown in
Figure 10.12a, the wing scales from their colored regions make up a nanostructure
that is characterized by a �2mm-thick 2-D photonic crystal slab (PCS) of hollow air
cylinders, with a mean diameter of about 240 nm and a spacing of about 240 nm in
a medium of solid cuticle (Figure 10.12b). The PCS is infused exclusively with

Figure 10.12 (a) Scanning electron microscopy image of the air cylinder nanostructure on the
scale of butterfly P. nireus; (b) Transmission electron microscopy image of a section through the
scale. Adapted from Ref. [59], with permission.
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a highly fluorescent pigment, which rests parallel to and�1.5mmabove a three-layer,
cuticle-based DBR and forms the base of the scale. The DBRs reflect upwardly
the downward-emitted fluorescence from the nanostructure, concurrent with
nonabsorbed longer wavelengths that pass through the PCS. In this way it is
possible to realize a directional emission of the bright blue-green color, which
enhances signaling and is important in communication between different butterfly
individuals.

10.3.4
Super Anti-Reflection Structures of Lepidopteran Eyes and Wings

Although most photonic structures in Nature are associated with bright colors or
broad angle reflectivity, a specific type of nanostructure canminimize the reflectivity
over broad angles or frequency ranges. In Nature, this effect is normally observed in
the ommateum of moths or other lepidoptera [60], and shows that a super anti-
reflection property can improve the light sensitivity of light-craving moths and help
them not to be detected by natural enemies at night. Hence, this is also termed the
�moth-eye effect.� The effect is commonly achieved by the incorporation of arrays of
tapered elements, also described as nipple arrays (Figure 10.13a–c). When light is

Figure 10.13 Scanning electron microscopy
images of nipple arrays in the compound eye of
butterflies and on the wings of a dragonfly. (a)
The whole compound eye of butterfly Inachis io;
(b) The detailed nanostructure in one facet lens
of the compound eye; (c) Nipple array structure

in compound eyes of another type of butterfly,
Polygonia c-aureum; (d) Nipple array structure
onwings of the dragonflyAeshna cyanea. Panels
(a–c) adapted from Ref. [60]; Panel (d) adapted
from Ref. [61], with permission.
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projected onto a transparent medium, the sharp change in refractive index at two
sides of the interfacewill result in a partial reflection of the light.However, the feature
size of the nipple arrays, and the distance between neighboring nipples on the
ommatidial surface (which are normally within 250 nm) are less than the wavelength
of the visible light. This induces a continuous change for the apparent refractive index
along the depth direction, such that the structure will gradually match the optical
impedance of one medium with its neighbor, and this can cause a significant
reduction in reflection at the interface.

According to different materials and usages, the moth-eye effect can be used to
achieve different superior properties. On an opaque material surface, the structure
may result in a super-black color or cause a notable increase in the adsorption of light.
This effect has already found broad applications in solar energy utilization and other
fields, such as solar cells and solar water heaters.

Another important property related to such structure is the ultra-transparency that
has beenwidely observed on the wings ofmany insects, including cicadas (see above;
Figure 10.3a) and dragonflies [61]. The nipple array structure has also been identified
on the wings of these insects; the well-aligned nanonipple arrays on a dragonfly�s
wings are shown in Figure 10.13d. These structures are composed of wax, whichmay
help to achieve super water-repellent properties while efficiently preventing the
wings from being wetted, when combined with the nanostructure (see Section 10.2).

10.3.5
Unusual Bright Whiteness in Ultrathin Beetle Scales

Whilstmany things in life arewhite – snow,milk, paper, and so on –none of these can
be compared to the whiteness of the Cyphochilus beetle (Figure 10.14a), a genus of
beetle with an unusually brilliant white body that is found in Southeast Asia.
According to Vukusic et al. [62], the exceptional whiteness and brilliance of the
Cyphochilus beetle�s body was not augmented by either pigments or fluorescence, but
rather resulted from a 3-D photonic solid in the scales.

The scales (Figure 10.14b) that imbricate the beetle�s body are about 5mm thick,
250 mm, and 100 mmwide, and their interiors are composed of a random network of
interconnecting cuticular filaments with diameters of about 250 nm (Figure 10.14c
and d). However, unlike conventional photonic crystal structures there is no well-
defined periodicity of the nanostructure. According to Vukusic et al., the 5mm-thick
scales can provide standard whiteness and brightness values of 60 and 65, respec-
tively. In synthetic systems where whiteness is desirable, a far more substantial
structure is necessary. For example, an ultrawhite paper to which optical brightening
agents have been added can reach similar brightness and whiteness for a thickness
which is about 25-fold greater than the beetle scales. Detailed studies have indicated
that the cuticular filament network is the origin of the extraordinary whiteness and
brightness properties, in a thickness as low as 5mm. On the one hand, an intrascale
cuticle occupation rate of about 70% can optimize scattering intensity bymaximizing
the scattering center number, but on the other hand the aperiodicity will efficiently
assure that scattering occurs over the whole wavelength range.
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10.3.6
Photosensitivity in Brittlestar (Ophiuroidea)

Photosensitivity is normally considered to be a chemical process that is induced by
specific chemical-based photoreceptors. This phenomenon is frequently observed in
Nature – chameleons and frogs can change their skin colors according to the color
and light of their environment.However, in some cases – and especially in the case of
echinoderm animals – the special arrangement of microstructures and nanostruc-
tures of the skeleton may also act as a component of the specialized photosensory
organs, conceivably with the function of compound eyes.

Echinoderms (starfish), especially the brittlestars (Ophiuroidea) [63], generally
exhibit a wide range of responses to light intensity. Whilst some show almost no
response to environmental light (e.g., Ophiocoma pumila), others – such as Ophio-
coma wendtii (Figure 10.15a) – can change their colors markedly when the light
intensity of their environment changes. Another interesting behavior ofO. wendtii is
that it can detect shadows and rapidly escape from predators; this is unexpected
for such animals because they have no photosensory organs such as eyes. This
sensitivity to light appears to be contributed by to the specialized skeletal structure of
the dorsal arm plates, which protect the upper part of each joint in brittlestar arms
(Figure 10.15b). Recent SEM analyses have disclosed elaborate regular arrays of the
sphericalmicrostructures (Figure 10.15c and d) for the skeletal structure of the dorsal
arm plates. The skeletal elements of echinoderms are each composed of a single

Figure 10.14 Cyphochilus beetle (a) with super whiteness and the nanostructures of its scales;
(b) Large-scale SEM image of the scales; (c) Magnified SEM image of the scale nanostructure;
(d) TEM image of the nanostructure. Adapted from Ref. [62], with permission.
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crystal of oriented calcite shaped into a unique, 3-D mesh, although in the case of
O. wendtii the structure has a remarkably regular double-lens design. Aizenberg et al.
have shown that such structures can guide and focus the light inside the tissue, and
this coincides with the location of the nerve bundles, which act as the primary
photoreceptors. A special design of the lens array was also found to minimize
spherical aberration and birefringence, and to allow the detection of light from
a specific direction. These structures represent examples of biomaterials that
perform simultaneous mechanical and optical functions, and may shed light on
the design of multifunctional artificial materials.

10.4
The High Adhesive Force of Gecko Foot-Hairs

In biological systems, microstructures and nanostructures also contribute to super-
ior mechanical and dynamic properties. Typical examples include porous structures
in bones, wood, and pith, which bestow the materials with maximum strength at
the lowest density [64–66]. In tooth materials [67], the dense arrangement of the
nanostructures that is combined intimatelywith proteins provides sufficient strength
and toughness at the same time. For surface materials, the nanostructure brings
some unique properties that differ from those in the bulk materials.

Figure 10.15 Photosensitive brittlestar
Ophiocoma wendtii (a) and the microstructures
of its bones; (b) A dorsal arm plate (DAP) of
O. wendtii; (c) Cross-section of a fractured DAP,

showing the typical calcitic stereom (S) and the
enlarged lens structures (L); (d) Peripheral layer
of a DAP enlarged lens structures. Adapted
from Ref. [63] with permission.
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The gecko is capable of climbing rapidly and freely along vertical walls, or even on
the ceiling. Since this phenomenonwas first noted almost 100 years ago,much effort
has been expended to determine the origin of the high adhesive force between the
gecko foot and the underlying surface. Experimental analyses [68, 69] have indicated
that each gecko foot (Figure 10.16a) has about 5000 setae (Figure 10.16b) per mm2,
and can produce 10N with approximately 100mm2 pad area; in other words, each
seta should produce an average force of about 20 mN, and an average stress of
0.1Nmm2 (1 atm). However, this force might be greatly underestimated as only
a small number of setae would contact the surface simultaneously.

Full et al. [70] measured the exact force of a single seta using a micro-electro-
mechanical system (MEMS) cantilever that attachedwith the seta. This showed that
one seta could provide a force that, when parallel to the surface, might be as large

Figure 10.16 Nanostructures on a high-adhesive gecko�s foot (a); (b) Rows of setae on the foot;
(c) A single seta; (c) Nanospatulae structure of a single seta. Adapted fromRef. [70], with permission.
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as 194� 25 mN – almost tenfold greater than the estimated value. This indicates
that, if all the setae were to be attached simultaneously to the surface, a single gecko
foot could provide a 100N adhesive force (10 atm), which is several hundred-fold
the gecko�s own body weight. Subsequent SEM studies showed that the terminal
of each seta (Figure 10.16c) was further composed of smaller branches
(Figure 10.16d) termed spatulae, each about 200 nm in size. Results reported by
Full et al. revealed that the intermolecular forces (e.g., van der Waals forces, etc.)
between the spatulae and the surface were the origin of the high adhesive force.
Whilst the gecko�s feet contain about one billion spatulae, providing a large contact
area with the surface, the spatulae are soft and thin and can deform easily so as to fit
the complicated local surface topology, thus guaranteeing sufficient surface
contact.

More interestingly, the gecko�s feet possess good anti-adhesive properties to
dust [71], while simultaneously exhibiting a high adhesive force to the substrate. In
otherwords, as the geckowalks about, its sticky feet will always be clean and free from
dust contamination, but will not require grooming as they will retain their stickiness
for months. In fact, geckos with dirty feet have been shown to recover their ability to
cling to vertical surfaces after only a few steps. By using an array of setae isolated from
geckos, it was possible to demonstrate the self-cleaning process and to show, using
contact mechanical models, that the self-cleaning occurred via an energetic disequi-
librium between the adhesive forces that attract dirt to the substrate and those that
attract the same particle to the setae. In this process, the setal nanostructure plays a
crucial role.

Similar to the gecko, spiders and some beetles can also creep in inverted fashion
along almost any type of surface. The study of Kesel et al. [72] showed the feet of
spiders to be covered with setae nanostructures, very similar to the gecko.
Figure 10.17a–c are SEM images of the setae structure and the further densely
packed setule structures on each seta, at different magnifications. According to
Kesel�s experiments and calculations, each nanosetule can provide an adhesive force
in excess of 40 nN, with all of the setae on a spider�s feet providing a total adhesive
force of about 170-fold its own body weight. A similar nanostructure was observed in
the case of the beetle Hemisphaerota cynea [73], as shown in Figure 10.17d–f.

On the basis of this recognition, much effort has been made to mimic the gecko
foot artificially, by using elastic polymers or other materials [74, 75]. In a typical
study conducted at the University of Dayton and Georgia Institute of Technolo-
gy [76], ACNTarrays were used (Figure 10.18b and c) to mimic the binding-on and
lifting-off behaviors of gecko foot setae as the gecko walked. The devices fabricated
could provide adhesive forces (Figure 10.18a) of about 100N per cm2, which was
about 10-fold that of the gecko foot, and almost equal to the theoretical value that all
setae attach close to the surface. The shear adhesive force was shown to be much
stronger than the normal adhesive direction, which ensured a strong binding along
the shear direction. This effect was found to be caused by a shear-induced
alignment of the nonaligned nanotube top layer, which caused a dramatic en-
hancement of the line contact with the surface, similar to the operating function of
the gecko setae.
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Figure 10.18 High-adhesive carbon nanotube
film. (a) A book of 1480 g in weight suspended
from a glass surface with use of ACNT
supported on a silicon wafer; (b, c) Scanning

electron microscopy images of ACNT arrays
at different magnifications (see scale bars).
Adapted from Ref. [76], with permission.

Figure 10.17 Microsetae structure and further nanosetule structure on the high-adhesive feet of a
spider (a–c) and a beetleHemisphaerota cynea (d–f), with different magnifications (see scale bars).
Adapted from Refs [72] and [73], with permission.
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10.5
Summary and Outlook

During billions of years of evolution, biosystems in Nature have developed diverse
and elegant microstructures and nanostructures on their surfaces that play
important roles in the special functions and properties of organisms, including
superhydrophobicity, anti-contamination, optical properties, and dynamic and
mechanical properties. Yet, learning from Nature provides much inspiration to
combine these structural effects with conventional artificial materials, so as produce
superior properties, the essence of which is the cooperative effect on the microscale
and nanoscale. Indeed, in recent years the deep and broad investigation of this effect
has become one of the most important aspects of biomimetics, and will surely
provide tremendous insights into the design of novel artificial materials and devices
for use in awide variety of domains that includes industry,medicine, agriculture, and
general lifestyle.
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