WORLD of




EARTH SCIENCE

WORLD o



WORLD of

K. Lee Lerner and Brenda Wilmoth Lerner, Editors

Volume 1
A-L

NS HIdvd

GALE GROUP
THOMSON LEARNING
Detroit ® New York ® San Diego ® San Francisco
Boston ® New Haven, Conn. ® Waterville, Maine
London ® Munich



Project Editor
Ryan L. Thomason

Editorial

Deirdre S. Blanchfield, Madeline Harris, Kate
Kretschmann, Michael D. Lesniak, Kimberley
A. McGrath, Brigham Narins, Mark Springer

© 2003 by Gale. Gale is an imprint of The Gale
Group, Inc., a division of Thomson Learning,
Inc.

Gale and Design™ and Thomson Learning™
are trademarks used herein under license.

For more information contact

The Gale Group, Inc.

27500 Drake Rd.

Farmington Hills, MI 48331-3535
Or you can visit our Internet site at
http://www.gale.com

ALL RIGHTS RESERVED

No part of this work covered by the copyright
hereon may be reproduced or used in any
form or by any means—graphic, electronic, or
mechanical, including photocopying, record-
ing, taping, Web distribution, or information
storage retrieval systems—without the written
permission of the publisher.

THOIVISON

-

GALE

World of Earth Science

K. Lee Lerner and Brenda Wilmoth Lerner

Permissions
Shalice Shah-Caldwell

Imaging and Multimedia
Robert Duncan, Leitha Etheridge-Sims, Lezlie
Light, Kelly A. Quin, Barbara J. Yarrow

For permission to use material from this
product, submit your request via Web at
http://www.gale-edit.com/permissions, or you
may download our Permissions Request form
and submit your request by fax or mail to:

The Gale Group, Inc.,

Permissions Department,

27500 Drake Road,

Farmington Hills, MI, 48331-3535,
Permissions hotline:

248-699-8074 or 800-877-4253, ext. 8006,
Fax: 248-699-8074 or 800-762-4058.

Product Design
Michael Logusz, Tracey Rowens

Manufacturing
Wendy Blurton, Evi Seoud

While every effort has been made to
ensure the reliability of the information pre-
sented in this publication, The Gale Group,
Inc. does not guarantee the accuracy of the
data contained herein. The Gale Group, Inc.
accepts no payment for listing; and inclusion
in the publication of any organization,
agency, institution, publication, service, or
individual does not imply endorsement of the
editors and publisher. Errors brought to the
attention of the publisher and verified to the
satisfaction of the publisher will be corrected
in future editions.

ISBN 0-7876-7739-6 (set)
0-7876-7740-X (vol. 1)
0-7876-7741-8 (vol. 2)

LIBRARY OF CONGRESS CATALOGING-IN-PUBLICATION DATA

QE5 .W59 2003
550".3—dc21

World of earth science / K. Lee Lerner and Brenda Wilmoth Lerner, editors.
p. cm.

Includes bibliographical references and index.

ISBN 0-7876-7739-6 (set)—ISBN 0-7876-7740-X (v. 1)—ISBN

0-7876-7741-8 (v. 2)

1. Earth sciences—Encyclopedias. I. Lerner, K. Lee. Il. Lerner,

Brenda Wilmoth.

2002012069

Printed in the United States of America
10987654321



INTRODUCTION

How 10 USE THE BOOK

CONTENTS

ADVISORY BOARD

ACKNOWLEDGMENTS

A

Abyssal plains

Acid rain
Adamantine
Adiabatic heating
Advection
Aerodynamics
Africa

Agassiz, Jean Louis
Agricola, Georgius
Air masses and fronts
Alkaline earth metals
Alloy

Alluvia system
Aluminum

Alvarez, Luis
Amorphous
Analemma

Andesite

Anning, Mary
Antarctica

Aphanitic

Aquifer

Archean
Archeological mapping
Area

Aretes

Armstrong, Neil

Arrhenius, Svante August
Artesian

Asia

Asteroids

Asthenosphere

Astrolabe

Astronomy

Atmospheric chemistry
Atmospheric circulation
Atmospheric composition and structure
Atmospheric inversion layers
Atmospheric lapse rate
Atmospheric pollution
Atmospheric pressure

Atom

Atomic mass and weight
Atomic number

Atomic theory

Aurora Borealis and AuroraAustraialis
Australia

Avalanche

Aviation physiology

Ballard, Robert Duane
Banded iron formation
Barrier islands

Barringer meteor crater
Basalt

Basin and range topography
Batholith




Contents

WORLD OF EARTH SCIENCE

vi

Bathymetric mapping

Beach and shoreline dynamics
Beaufort, Sir Francis

Beaufort wind scale

Becquerel, Antoine-Henri

Bed or traction load

Bedding

Bedforms (ripples and dunes)
Bedrock

Beebe, Charles William

Benett, Etheldred

Benioff zone

Berner, Robert A.

Bernoulli, Daniel

Bernoulli’s principle

Bessdl, Friedrich

Big Bang theory
Biogeochemical cycles
Biosphere

Blackett, Patrick Maynard Stuart
Blizzards and lake effect snows
Bohr model

Bohr, Niels

Bowen’s reaction series

Brahe, Tycho

Braun, Wernher von

Breccia

Buffon, Georges-Louis Leclerc, Comte de

Calcareous ooze

Caldera

Caliche

Cambrian Period

Cannon, Annie Jump

Canyon

Carbon

Carbon dating

Carbon dioxide

Carmichael Stopes, Marie Charlotte

Carson, Rachel

Cartography

Catastrophic mass movements

Catastrophism

Cave

Cave mineras and speleothems

CCD (Carbonate Compensation Depth)

Celestia sphere: The apparent movements of the Sun,
Moon, planets, and stars

Cenozoic Era

Chalcophiles, lithophiles, siderophiles, and atmophiles

Challenger expedition

Channel patterns

Chaos theory (meteorological aspects)

Chemical bonds and physical properties

Chemical elements

Chemistry

Chemoautotrophic and chemolithotrophic bacteria as
weathering agents

Chert

Chloroflourocarbon (CFC)

Chronostratigraphy

Clay

Cloud seeding

Clouds and cloud types

Coal

Comets

Condensation

Continental divide

Continental drift theory

Continental shelf

Convection (updrafts and downdrafts)

Convergent plate boundary

Cook, James

Copernicus, Nicolaus

Coral reefs and corals

Coriolis effect

Coronal ejections and magnetic storms

Correlation (geology)

Corrosion

Cosmic microwave background radiation

Cosmic ray

Cosmology

Country rock

Cousteau, Jacques-Yves

Crater, volcanic

Craton

Creep

Cretaceous Period

Cross cutting

Crust

Crutzen, Paul J.

Crystals and crystallography

Curie, Marie

Curie, Pierre

Cuvier, Georges

Cyclosilicates

Darcey, Henry Philibert Gaspard
Darwin, Charles Robert

Dating methods

Davis, William Morris

Debris flow




WORLD OF EARTH SCIENCE

Contents

Deep sea exploration
Delta

Depositional environments
Desalination

Desert and desertification
Devonian Period

Dew point

Diamond

Diatoms

Dike

Diurnal cycles

Divergent plate boundary
Dolomite

Douglas, Andrew Ellicot
Douglas sea scale
Drainage basins and drainage patterns
Drainage calculations and engineering
Drought

Dune fields

Dunes

Dust storms

Earle, SylviaA.

Earth, interior structure
Earth (planet)

Earth science

Earthquake

Eclipse

Einstein, Albert

EIS (Environmental Impact Statement)
El Nifio and La Nifia phenomena
Electricity and magnetism
Electromagnetic spectrum
Elles, Gertrude
Empedocles of Acragas
Energy transformations
Environmenta pollution
Eocene Epoch

Eolian processes
Eratosthenes of Cyrene
Erosion

Estuary

Europe

Evaporation

Evolution

Evolution, evidence of
Evolutionary mechanisms
Exfoliation

Extrusive cooling

Fahrenheit, Daniel Gabriel
Faraday, Michael

Faults and fractures
Feldspar

Felsic

Ferrel’s law
Ferromagnetic

Fersman, Aleksandr Evgenievich
Feynman, Richard

Field methods in geology
Fissure

Fjords

Floods

Focused lon Beam (FIB)
Fog

Folds

Forests and deforestation
Fossil record
Fossilization of bacteria
Fossils and fossilization
Franklin, Benjamin
Frasch, Herman

Freezing and melting
Freshwater

Fuels and fuel chemistry
Fujita, Tetsuya Theodore
Fumarole

Gagarin, Yuri A.
Gaia hypothesis
Gdlilei, Galileo
Gell-Mann, Murray
Gemstones
Geochemistry
Geographic and magnetic poles
Geologic map
Geologic time
Geology
Geothermal deep ocean vents
Geothermal energy
Geothermal gradient
Gesner, Konrad von
Geyser

GIS

Glacial landforms
Glaciation

Glaciers

Glass

Glenn Jr., John H.

o vii



Contents

WORLD OF EARTH SCIENCE

viii

°
Global warming Hydrologic cycle
Gneiss Hydrostatic pressure
Goddard, Robert Hydrothermal processes
Goldschmidt, Victor

GPS

Granite I

Graphite Ice

Gravitational constant Ice ages

Gravity and the gravitationa field Ice heaving and wedging
Great Barrier Reef Icebergs

Great Lakes Igneous rocks
Greenhouse gases and greenhouse effect Impact crater
Greenstone belt Industrial minerals
Groundwater Inosilicates

Guericke, Otto von
Gulf of Mexico
Gulf stream

Guyot, Arnold Henri
Guyots and atolls
Gypsum

Half-life

Halley, Edmund

Harrison, John

Hauptman, Herbert A.

Hawaiian Island formation

Hawking, Stephen J

Herschel, Caroline Lucretia

Herschel, Sir William

Hess, Harry Hammond

Hildebrand, Alan Russell

Historical geology

History of exploration | (Ancient and classical)

History of exploration I (Age of exploration)

History of exploration 111 (Modern era)

History of geoscience: Women in the history of geo- K
science

History of manned space exploration

Holmes, Arthur

Holocene Epoch

Hornfels

Hotspots L

Howard, Luke

Hoyle, Fred

Hubble, Edwin

Hubble Space Telescope (HST)

Humbolt, Alexander von

Humidity

Hutton, James

Hydrocarbons

Hydrogeology

Insolation and total solar irradiation

International Council of Scientific Unions World Data
Center System

International Space Station (1SS)

Intrusive cooling

lonosphere

Iron

Island arcs

Isobars

Isomorph

| sostacy
|sotherm

Jansky, Karl
Jemison, Mae C.
Jet stream
Johnson, Harold S.
Joint and jointing
Jurassic Period

Karst topography
Kepler, Johannes
K-T event

Lahar

Lakes

Land and sea breezes
Landforms

Landscape evolution
Landslide

Laterite

Latitude and longitude
Lava




WORLD OF EARTH SCIENCE

Contents

Leaching

Lead

Lemann, Inge
Libby, Willard F.
Lightning
Limestone
Lineation

Linné, Carl von
Lippershey, Hans
Lithification
Lithosphere
Lithospheric plates
Longshore drift
Lyell, Charles

Mafic

Magellan, Ferdinand

Magma

Magma chamber

Magnetic field

M agnetism and magnetic properties
Mantle plumes

M apping techniques

Marble

Marine transgression and marine regression
Mass movement

Mass wasting

Matthews, Drummond
Maupertuis, Pierre-Louis Moreau de
Maxwell, James Clerk

Mendeleev, Dmitry

Mercator, Gerhard

Mesosphere

Mesozoic Era

Metals

Metamorphic rock

Metamorphism

Meteoroids and meteorites
Meteorology

Mid-ocean ridges and rifts
Mid-plate earthquakes

Migmatite

Milankovitch cycles

Miller-Urey experiment
Mineralogy

Minerals

Miocene Epoch

Mississippian Period

Mohorovicic, Andrija
Mohorovicic discontinuity (Moho)
Mohs' scale

Molina, Mario

Monocline

Moon

Moraines

Morley, Edward Williams
Morley, Lawrence Whitaker
Moslander, Carl Gustaf
Mountain chains

Mud flow

Muir, John

Murchison meteorite
Murchison, Roderick

Natural gas
Nesosilicates

Newton, Sir |saac
Niche

North America

Nuclear fission

Nuclear fusion

Nuclear winter
Nucleate and nucleation
Nuee ardent

Obsidian

Ocean circulation and currents
Ocean trenches
Oceanography

Oceans and seas

Odén, Svante N. F.

Offshore bars

Oligocene Epoch

Olivine

Ophiolite suites

Ordovician Period
Orientation of strata

Origin of life

Orogeny

Ortelius, Abraham

Owen, Sir Richard
Oxidation-reduction reaction
Oxygen

Ozone

Ozone layer and ozone hole dynamics
Ozone layer depletion

o ix



Contents

WORLD OF EARTH SCIENCE

P

Paleocene Epoch

Paleoclimate

Paleomagnetics

Paleozoic Era

Partial melting

Pegmatite

Pennsylvanian Period

Penzias, Arno

Peridotite

Periodic table (Predicting the structure and properties
of the elements)

Permafrost

Permian Period

Perutz, Max

Petroleum

Petroleum detection

Petroleum, economic uses of

Petroleum extraction

Petroleum, history of exploration

Petroleum microbiology

pH

Phanerozoic Eon

Phase state changes

Phyllite

Phyllosilicates

Physical geography

Physics

Piccard, Jacques Ernest-Jean

Pipe, volcanic

Plagioclase

Planck, Max

Plate tectonics

Pleistocene Epoch

Pliocene Epoch

Pluton and plutonic bodies

Polar axis and tilt

Polar ice

Polymorph

Ponnamperuma, Cyril

Porosity and permeability

Prairie

Precambrian

Precious metals

Precipitation

Projection

Proterozoic Era

Ptolemy

Pumice

Quantum electrodynamics (QED)
Quantum theory and mechanics
Quartz

Quasars

Quaternary Period

RADAR and SONAR
Radioactive waste storage (geologic considerations)
Radioactivity

Radon production, detection, and elimination
Rainbow

Rapids and waterfalls

Rate factors in geologic processes
Ray, John

Red tide

Regolith

Relativity theory

Relief

Remote sensing

Revolution and rotation

Rhyalite

Richardson, Lewis Fry

Richter, Charles F.

Richter scale

Ride, Saly

Rifting and rift valleys

Rip current

Ritter, Carl

Rivers

Rock

Rockfall

Rowland, F. Sherwood

Runcorn, S. K.

Runoff

Sagan, Carl

Salt wedging

Saltation

Saltwater

Saltwater encroachment
Sand

Sandstone

Satellite

Saturated zone

Schist

Schrédinger, Erwin
Scientific data management in Earth sciences




WORLD OF EARTH SCIENCE

Contents

Scientific method

Scilla, Agostino

Sea-floor spreading
Seasonal winds

Seasons

Seawalls and beach erosion
Sedgwick, Reverend Adam
Sedimentary rocks
Sedimentation

Seeing

Seismograph

Seismology

SETI

Shear zones

Shepard, Alan B.

Shock metamorphism
Silicic

Silicon

Sill

Silurian Period

Sinkholes

Slate

Slump

Smith, William

Smog

Soil and soil horizons
Solar energy

Solar illumination: Seasonal and diurnal patterns
Solar sunspot cycle

Solar system

Solid solution series
Solomon, Susan
Sorosilicates

Sound transmission

South America

Space

Space physiology

Space and planetary geology
Space probe

Space shuttle

Spacecraft, manned
Spectroscopy

Springs

Stalactites and stalagmites
Stellar evolution

Stellar life cycle

Stellar magnitudes

Steno, Nicholas

Stevin, Simon

Strategic Petroleum Reserve (Geologic considerations)
Stratigraphy

Stratosphere and stratopause
Stream capacity and competence

Stream piracy

Stream valleys, channels, and floodplains
Strike and dip
Subduction zone

Sun (stellar structure)
Supercontinents
Superposition

Surf zone

Surveying instruments
Suspended load
Syncline and anticline

Talus pile or talus slope
Tectosilicates

Telescope

Temperature and temperature scales
Tereshkova, Valentina

Terra satellite and Earth Observing Systems (EOS)
Tertiary Period

Thermosphere

Thomson, Lord Kelvin, William
Thunder

Tides

Till

Time zones

Tombaugh, Clyde W.

Topography and topographic maps
Torino scale

Tornado

Torricelli, Evangelista

Transform faults

Transform plate boundary

Triassic Period

Tropical cyclone

Troposphere and tropopause
Tsunami

Tufa

Tuff

Ultraviolet rays and radiation
Unconformities
Uniformitarianism
Unsaturated zone

Urey, Harold

Vinci, Leonardo da
Vine, Fred J.
Volcanic eruptions




Contents

WORLD OF EARTH SCIENCE

Volcanic vent
Volcano

Walther, Johannes

Washington, Warren M.

Waste disposal

Wastewater treatment

Water

Water pollution and biological purification
Water table

Wave motions

Weather balloon

Westher and climate

Weather forecasting

Weather forecasting methods
Weather radar

Weather satellite

Weathering and weathering series

Wegener, Alfred

Werner, Abraham Gottlob
Wilson, J. Tuzo

Wilson, Robert W.

Wind

Wind chill

Wind shear

“Wow!” signal
X

Xenolith
Y

Year, length of
Z

Zeolite
SOURCES CONSULTED . . . ... .. 647
HiISTORICAL CHRONOLOGY . . . .. 669
GENERAL INDEX . . . . . ... . .. 695




INTRODUCTION

As of June 2002, astronomers had discovered more than
100 other planets orbiting distant suns. With advances in tech-
nology, that number will surely increase during the opening
decades of the twenty-first century. Although our explorations
of the Cosmos hold great promise of future discoveries, among
al of the known worlds, Earth remains unique. Thusfar it isthe
only known planet with blue skies, warm seas, and life. Earth is
our mogt tangible and insightful laboratory, and the study of
Earth science offers us precious opportunities to discover many
of the most fundamental laws of the Universe.

Although Earth is billions of years old, geology—literally
meaning the study of Earth—is arelatively new science, having
grown from seeds of natural science and natural history planted
during the Enlightenment era of the eighteenth and nineteenth
centuries. In 1807, the founding of the Geological Society of
London, the first learned society devoted to geology, marked an
important turning point for the science (some say its nascence).
In the beginning, geologic studies were mainly confined to the
study of mineras (mineralogy), strata (stratigraphy), and fossils
(paleontology), and hotly debated issues of the day included
how well new geologic findingsfit into religious models of cre-
aion. In less than two centuries, geology has matured to
embrace the most fundamental theories of physics and chem-
istry—and broadened in scope to include the diverse array of
subdisciplines that comprise modern Earth science.

Modern geology includes studies in seismology (earth-
quake studies), volcanology, energy resources exploration and
development, tectonics (structural and mountain building stud-
ies), hydrology and hydrogeology (water-resources studies),
geol ogic mapping, economic geology (e.g., mining), paleontol-
ogy (ancient life studies), soil science, historical geology and
stratigraphy, geological archaeology, glaciology, modern and
ancient climate and ocean studies, atmospheric sciences, plan-
etary geology, engineering geology, and many other subfields.
Although some scholars have traditionally attempted to com-
partmentalize geological sciences into subdisciplines, the mod-
ern trend is to incorporate a holistic view of broader Earth sci-

ence issues. The incorporation of once-diverse fields adds
strength and additional relevance to geoscience studies.

World of Earth Science is a collection of 650 entries on
topics covering a diversity of geoscience related interests—
from biographies of the pioneers of Earth science to explana
tions of the latest developments and advances in research.
Despite the complexities of terminology and advanced knowl-
edge of mathematics needed to fully explore some of the top-
ics (e.g., seismology datainterpretation), every effort has been
made to set forth entries in everyday language and to provide
accurate and generous explanations of the most important
terms. The editors intend World of Earth Science for a wide
range of readers. Accordingly, World of Earth Science articles
are designed to instruct, challenge, and excite less experienced
students, while providing a solid foundation and reference for
more advanced students.

World of Earth Science has attempted to incorporate ref-
erences and basic explanations of the latest findings and appli-
cations. Although certainly not a substitute for in-depth study
of important topics, we hope to provide students and readers
with the basic information and insights that will enable a
greater understanding of the news and stimulate critical think-
ing regarding current events (e.g., the ongoing controversy
over the storage of radioactive waste) that are relevant to the
geosciences.

The broader and intellectually diverse concept of Earth
science alows scientists to utilize concepts, techniques, and
modes of thought developed for one area of the science, in the
guest to solve problems in other areas. Further, many geolog-
ical problems are interrelated and a full exploration of a par-
ticular phenomenon or problem demands overlap between
subdisciplines. For this reason, many curricula in geological
sciences at universities stress a broad geologic education to
prepare graduates for the working world, where they may be
called upon to solve many different sorts of problems.

World of Earth Science is devoted to capturing that sense
of intellectual diversity. True to the modern concept of Earth
science, we have deliberately attempted to include some of the
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most essential concepts to understanding Earth as a dynamic
body traveling through space and time.

Although no encyclopedic guide to concepts, theories,
discoveries, pioneers, issues and ethicsrelated to Earth science
could hope to do justice to any one of those disciplinesin two
volumes, we have attempted to put together a coherent collec-
tion of topicsthat will serve not only to ground studentsin the
essential concepts, but also to spur interest in the many diverse
areas of thisincreasing critical set of studies.

In addition to topics related to traditional geology and
meteorology, we have attempted to include essential concepts
in physics, chemistry, and astronomy. We have also attempted
to include topical articles on the latest global positioning
(GPS), measurement technologies, ethical, legal, and social
issues and topics of interest to a wide audience. Lastly, we
have attempted to integrate and relate topics to the intercom-
plexities of economics and geopolitical issues.

Such amultifaceted and “real world” approach to the geo-
sciences isincreasingly in demand. In the recent past, geolog-
ic employment was dominated by the petroleum industry and
related geologic service companies. In the modern world, this
is no longer so. Mining and other economic geology occupa-
tions (e.g., prospecting and exploration), in former days plen-
tiful, have also falen away as major employers.
Environmental geology, engineering geology, and ground
water related jobs are more common employment opportuni-
ties today. As these fields are modern growth areas with vast
potential, this trend will likely hold true well into the future.
Many modern laws and regulations require that licensed, pro-
fessional geologists supervise al or part of key tasksin certain
areas of engineering geologic work and environmental work.
It is common for professional geologists and professional
engineers to work together on such projects, including con-
struction site preparation, waste disposal, ground-water devel-
opment, engineering planning, and highway construction.
Many federal, state, and local agencies employ geologists, and
there are geologists as researchers and teachers in most aca-
demic institutions of higher education.

Appropriate to the diversity of Earth science, we attempt-
ed to give special attention to the contributions by women and
scientists of diverse ethnic and cultural backgrounds. In addi-
tion, we have included specia articles written by respected
experts that are specifically intended to make World of Earth
Science more relevant to those with a genera interest in the
historical and/or geopolitical topics aspects of Earth science.

The demands of a dynamic science and the urgency of
many questions related to topics such as pollution, global warm-
ing, and ozone depletion place heightened demands on both
general and professiona students of geosciences to increasing-
ly broaden the scope and application of their knowledge.

For example, geologica investigations of ancient and
modern disasters and potential disasters are important—and
often contentious—topics of research and debate among geol-
ogists today. Among the focus areas for these studies are earth-
quake seismicity studies. While much work continues in well-
known problem areas like southern California, Mexico City,
and Japan, less well-known, but potentially equally dangerous

xiv ®

earthquake zones like the one centered near New Madrid,
Missouri (not far from Memphis, Tennessee and St. Louis,
Missouri) now receive significnt research attention. Geologists
cannot prevent earthquakes, but studies can help predict earth-
guake events and help in planning the design of earthquake-
survivable structures. Another focus of study is upon Earth’'s
volcanoes and how people may learn to live and work around
them. Some volcanoes are so dangerous that no one should live
near them, but others are more predictable. Earthquake predic-
tion and planning for eruptions is going on today by looking at
the geologic record of past eruptions and by modern volcano
monitoring using thermal imaging and tilt or motion-measuring
devices. Other foci of disaster prevention research include
river-flood studies, studies of slope stability (prevention of
mass movement landdlides), seismic sea-wave (tsunami) stud-
ies, and studies of possible asteroid or comet impacts.

Aside from geologic studies of disaster, there is a side of
geology centered upon providing for human day-to-day needs.
Hydrology is an interdisciplinary field within geology that stud-
iesthe relationship of water, the earth, and living things. A relat-
ed area, hydrogeology, the study of ground water, has under-
gone a revolution recently in the use of computer modeling to
help understand flow paths and characteristics. These studies of
water flow on the surface and in the subsurface connect with
other subdisciplines of geology, such as geomorphology (the
study of landforms, many of which are formed by water flow),
river hydrology, limnology (study of lakes), cave and sinkhole
(karst) geology, geothermal energy, etc. Geologic studies relat-
ed to human and animal hedlth (i.e.,, medica geology) are
becoming very common today. For example, much work is cur-
rently devoted to tracing sources of toxic elements like arsenic,
radon, and mercury in rock, soil, air, water, and groundwater in
many countries, including the United States. There has been a
major effort on the part of medical geologiststo track down dan-
gerous minera species of asbestos (not all asbestos is harmful)
and determine how best to isolate or remove the material.
Atmospheric scientists have been at work for some years on the
issue of ar-born pathogens, which ride across oceans and con-
tinents born on fine soil particles lifted by winds.

Geologists are aso focused on study of the past. Today,
paleobotany and palynology (study of fossil spores and pollen)
complement traditional areas of invertebrate and vertebrate
paleontogy. Recent discoveries such as small, feathered
dinosaurs and snakes with short legs are helping fill in the
ever-shrinking gapswithin the fossil record of evolution of life
on Earth. Paleontologic studies of extinction, combined with
evidence of extraterrestrial bombardment, suggest that mass
death and extinction of specieson Earth at timesin the past has
come to us from the sky. In a dlightly related area, geoarchae-
ology, the geologic context of archaeological remains and the
geologic nature of archaeologica artifacts remains key to
interpreting details about the pre-historic human past. Careful
study of drilling records of polar ice sheets, deep-sea sedi-
ments, and deep lake sediments has recently revealed that
many factors, including subtle variations in some of Earth’'s
orbital parameters (tilt, wobble, and shape of orbit around the
Sun), has had a profound, cyclical effect upon Earth’s climate
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in the past (and is continuing today). Paleontologic studies,
combined with geologic investigations on temperature sensi-
tive ratios of certain isotopes (e.g. O/018), have helped
unlock mysteries of climate change on Earth (i.e., the green-
house to icehouse vacillation through time).

Earth science studies are, for the first time, strongly
focused on extraterrestrial objects as well. Voyages of modern
exploratory spacecraft missions to the inner and outer planets
have sent back a wealth of images and data from the eight
major planets and many of their satellites. This has allowed a
new field, planetary geology, to take root. The planetary geol-
ogist is engaged in photo-geologic interpretation of the origin
of surface features and their chronology. Planetary geologic
studies have revealed some important comparisons and con-
trasts with Earth. We know, for example, some events that
affected our entire solar system, while the effects of other
events were unique to certain planets and satellites. In addi-
tion, planetary geologists have found that impact-crater densi-
ty is important for determining relative age on many planets
and satellites. As a result, Earth is no longer the only planet
with a knowable geologic time scale.

The geosciences have undergone recent revolutions in
thought that have profoundly influenced and advanced human
understanding of Earth. Akin to the fundamental and seminal
concepts of cosmology and nucleosynthesis, beginning during
the 1960s and continuing today, the concept of plate tectonics
has revolutionized geologic thought and interpretation. Plate
tectonics, the concept that the rigid outer part of Earth’s crust
is subdivided into plates, which move about on the surface
(and have moved about on the surface for much of geologic
time) has some profound implications for all of geology. This
concept helps explain former mysteries about the distribution
of volcanoes, earthquakes, and mountain chains. Plate tecton-
ics aso helps us understand the distribution of rocks and sed-
iments on the sea floor, and the disparity in ages between con-
tinents and ocean floors. Plate motion, which has been docu-
mented through geologic time, helps paleontologists explain
the distribution of many fossil species and characteristics of
their ancient climates. Plate tectonic discoveries have caused a
rewriting of historical geology textbooks in recent years.

Although other volumes are chartered to specificaly
explore ecology related issues, the topicsincluded in World of
Earth Science were selected to provide a solid geophysical
foundation for ecological or biodiversity studies. We have
specifically included a few revolutionary and controversial
concepts, first written about in a comprehensive way during
the 1970s, such as the Gaia hypothesis. Simply put, Gaiaisthe
notion that all Earth systems are interrelated and interconnect-
ed so that a change in one system changes others. It also holds
the view that Earth functions like a living thing. Gaia, which
is really a common-sense philosophic approach to holistic
Earth science, is at the heart of the modern environmental
movement, of which geology plays akey part.

Because Earth is our only home, geoscience studies relat-
ing meteor impacts and mass extinction offer a profound
insight into delicate balance and the tenuousness of life. As
Carl Sagan wrote in Pale Blue Dot: A Vision of the Human

Futurein Space, “ The Earth isavery small stagein avast cos-
mic arena.” For humans to play wisely upon that stage, to
secure afuture for the children who shall inherit Earth, we owe
it to ourselves to become players of many parts, so that our
repertoire of scientific knowledge enables usto use reason and
intellect in our civic debates, and to understand the complex
harmonies of Earth.

K.LeeLerner & Brenda Wilmoth Lerner, editors
London
May, 2002

How to Use the Book

The articles in the book are meant to be understandable
by anyone with a curiosity and willingness to explore topicsin
Earth science. Cross-references to related articles, definitions,
and biographies in this collection are indicated by bold-faced
type, and these cross-references will help explain, expand, and
enrich the individual entries.

This first edition of World of Earth Science has been
designed with ready reference in mind:

¢ Entries are arranged alphabetically, rather than by
chronology or scientific field.

» Bold-faced terms direct reader to related entries.

e “See also” references at the end of entries aert the
reader to related entries not specifically mentioned in
the body of the text.

* A Sources Consulted section lists the most worthwhile
print material and web sites we encountered in the com-
pilation of this volume. It is there for the inspired read-
er who wants more information on the people and dis-
coveries covered in this volume.

« TheHistorical Chronology includes many of the signif-
icant events in the advancement of the diverse disciplines
of Earth science. The most current entries date from just
days before World of Earth Science went to press.

¢ A comprehensive General Index guides the reader to
topics and persons mentioned in the book. Bolded page
references refer the reader to the term’s full entry.

A detailed understanding of physics and chemistry is nei-
ther assumed nor required for World of Earth Science. In
preparing this text, the editors have attempted to minimize the
incorporation of mathematical formulas and to relate physics
conceptsin non-mathematical language. Accordingly, students
and other readers should not be intimidated or deterred by
chemical nomenclature. Where necessary, sufficient informa-
tion regarding atomic or chemical structure is provided. If
desired, more information can easily be obtained from any
basic physics or chemistry textbook.

For those readers interested in more information regard-
ing physics related topics, the editors recommend Gae's
World of Physics as an accompanying reference. For those
readers interested in a more comprehensive treatment of
chemistry, the editors recommend Gale's World of Chemistry.

In an attempt to be responsive to advisor’s requests and to
conform to standard usage within the geoscience community,
the editors elected to make an exception to previously used
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style guidelines regarding geologic time. We specificaly
adopted the convention to capitalize applicable eons, eras,
periods and epochs. For example, Cenozoic Era, Tertiary
Period, and Paleocene Epoch are intentionally capitalized.
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ABYSSAL PLAINS

Abyssal plains are the vast, flat, sediment-covered areas of the
deep ocean floor. They are the flattest, most featureless areas
on Earth, and have a slope of less than one foot of elevation
difference for each thousand feet of distance. The lack of fea-
turesis due to athick blanket of sediment that covers most of
the surface.

These flat abyssal plains occur at depths of over 6,500
ft (1,980 m) below sea level. They are underlain by the
oceanic crust, which is predominantly basalt—a dark, fine-
grained volcanic rock. Typically, the basalt is covered by lay-
ers of sediment, much of which is deposited by deep ocean
turbidity currents (caused by the greater density of sediment-
laden water), or biological materials, such as minute shells of
marine plants and animals, that have “rained” down from the
ocean’s upper levels, or a mixture of both.

Other components of abyssal plain sediment include
wind-blown dust, volcanic ash, chemical precipitates, and
occasional meteorite fragments. Abyssal plains are often lit-
tered with nodules of manganese containing varying amounts
of iron, nickel, cobalt, and copper. These pea to potato-sized
nodules form by direct precipitation of minerals from the sea-
water onto a bone or rock fragment. Currently, deposits of
manganese hodules are not being mined from the sea bed, but
it is possible that they could be collected and used in the
future.

Of the 15 hillion tons of river-carried clay, sand, and
gravel that are washed into the oceans each year, only afrac-
tion of this amount reaches the abyssal plains. The amount of
biological sediment that reaches the bottom is similarly
small. Thus, the rate of sediment accumulation on the abyssal
plainsisvery slow, and in many areas, less than an inch of sed-
iment accumulates per thousand years. Because of the slow
rate of accumulation and the monotony of the topography,
abyssal plains were once believed to be a stable, unchanging
environment. However, deep ocean currents have been dis-
covered that scour the ocean floor in places. Some currents
have damaged trans-oceanic communication cables laid on
these plains.

Although they are more common and widespread in the
Atlantic and Indian ocean basins than in the Pacific, abyssal
plains are found in al major ocean basins. Approximately
40% of the planet’s ocean floor is covered by abyssal plains.
The remainder of the ocean floor topography consists of hills,
cone-shaped or flat-topped mountains, deep trenches, and
mountain chains such as the mid-oceanic ridge systems.

The abyssal plains do not support a great abundance of
aquatic life, though some species do survive in this relatively
barren environment. Deep sea dredges have collected speci-
mens of unusual-looking fish, worms, and clam-like creatures
from these depths.

See also Deep sea exploration; Ocean trenches

ACID RAIN

Acid rain is rain with a pH (a logarithmic measurement of
acidity or akalinity) of lessthan 5.7. Acid rain usually results
from elevated levels of nitric and sulfuric acids in air pollu-
tion. Acidic pollutants that can lead to acid rain are common
by-products from burning fossil fuels (e.g., oil, coal, etc.) and
are found in high levels in exhaust from internal combustion
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engines (e.g., automobile exhaust). Acidic precipitation may
also occur in other forms such as snow.

Acid rain occurs when polluted gasses become trapped
in clouds. The clouds may drift for hundreds, even thousands,
of miles before finally releasing acidic precipitation. Trees,
lakes, animals, and even buildings are vulnerable to the slow
corrosive effects of acid rain, whose damaging components
are emitted by power plants and factories, especialy those
burning low grades of coa and ail.

Acid rain was first recognized in 1872, approximately
100 years &fter the start of the Industrial Revolution in
England, when an English scientist, Robert Angus Smith
(1817-1884), pointed out the problem. Almost another cen-
tury passed, however, before the public became aware of the
damaging effects of acid rain. In 1962, the Swedish scientist
Svante Oden brought the acid rain quandary to the attention of
the press, instead of the less popular scientific journals. He
compiled records from the 1950s indicating that acid rain
came from air masses moving out of central and western
Europe into Scandinavia

After acid rain was discovered in Europe, scientists
began measuring the acidity of rain in North America. Initialy,
they found that the problem was concentrated in the north-
eastern states of New York and Pennsylvania because the type
of coal burned there was more sulfuric. By 1980, most of the
states east of the Mississippi, as well as southeastern Canada,
were receiving acidic rainfall. Acid rain fals in the West also,
dthough the problem is not as severe. Acid rain in Los
Angeles, Cdliforniais caused primarily by loca traffic emis-
sions. Car emissions contain nitrogen oxide, the second high-
est problematic gas in acid rain after sulfur dioxide.

Acid rain is measured through pH tests that determine
the concentration of hydrogen ions. Pure water has a neutral
pH of approximately 7.0. When the pH is greater than 7, the
material is thought to be akaine. At a pH of 5.7, rain is
dlightly acidic, but when its pH is further reduced, the rain
becomes an increasingly stronger acid rain. In the worst cases,
acid rain has shown a pH of 2.4 (about as acidic as vinegar).
When pH levels are drasticaly tipped in soil and water, entire
lakes and forests are jeopardized. Evergreen treesin high ele-
vations are especially vulnerable. Although the acid rain itself
does not kill the trees, it makes them more susceptible to other
dangers. High acid levelsin soil causes leaching of other valu-
able minerals such as calcium, magnesium, and potassium.
According to the World Watch Institute, in the late 1980s and
early 1990s forest damage in Europe ranged from alow of 4%
in Portugal to a high of 71% in Czechoslovakia, averaging
35% overal.

Small marine organisms cannot survive in acidic lakes
and rivers, and their depletion affectslarger fish and ultimately
the entire marine life food chain. Snow from acid rain is also
damaging; snowmelt has been known to cause massive,
instant death for many kinds of fish. Some lakes in
Scandinavia, for example, are completely devoid of fish. Acid
rain also eats away at buildings and metal structures. From the
Acropolisin Greece to Renaissance buildingsin Italy, ancient
structures are showing signs of slow corrosion from acid rain.
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In someindustrialized parts of Poland, trains cannot exceed 40
miles (65 km) per hour because the iron railway tracks have
been weakened from acidic air pollution.

New power plants in the United States are being built
with strict emissions standards, but retrofitting older plantsis
difficult and expensive. Nevertheless, the United States
Environmental Protection Agency requires most of the older
and dirtier power plants to install electrostatic precipitators
and baghouse filters—devices designed to remove solid par-
ticulates. Such devices are required in Canada, in industrial-
ized countries in Western Europe, and in Japan. Scrubbers, or
flue-gas desulfurization technology, are aso being used
because of their effectivenessin removing as much as 95% of
a power plant’s sulfur dioxide emissions. These devices are
expensive, however, and there are clauses in pollution control
laws that allow older plants to continue operation at higher
pollution levels. Another way to reduce acid rain is for power
plantsto burn cleaner coal intheir plants. Thisdoes not require
retrofitting but it does increase transportation costs since coal
containing less sulfur is mined in the western part of the
United States, far away from where it is needed in the mid-
west and eastern part of the country.

See also Atmospheric pollution; Erosion; Globa warming;
Groundwater; Petroleum, economic uses of; Rate factors in
geologic processes; Weathering and weathering series

ACTUALISM - sce UNIFORMITARIANISM

ADAMANTINE

Some transparent minerals with very high indices of refraction
have a non-metallic, brilliant manner of reflecting and trans-
mitting light called an adamantine luster. Diamond is the best-
known adamantine mineral, and its coveted sparkle is an
example of this type of non-metallic luster. A diamond’s inter-
nal structure of covaently-bound carbon atoms in a three-
dimensional matrix causes incident light to refract deeply into
the crystd, giving the crystal its characteristic clarity. The iso-
metric, or three-dimensionally symmetrical, crystal structure of
diamond also causes light to disperse within the mineral giving
cut diamonds their spectral “fire.” The synthetic diamond sub-
stitute, cubic zirconium, or CZ, has an adamantine luster dueto
its high index of refraction, but its dispersion, though relatively
high, leaves this copy without the fire of the real diamond.
The index of refraction, n, for a given materia is the
ratio between the velocity of light in air, and its velocity in a
denser material. Snell’s law defines the precise relationship
between the angle of incidence (i), and the angle of refraction
(r), assini/sin r=n, where n is again the index of refraction.
Non-metallic minerals with tightly bound, tightly packed
atoms in a strong three-dimensional crystal lattice are more
likely to have a high index of refraction. They are also more
likely to be very hard and to have an adamantine luster. The
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mineral corundum, whose colored varieties include the gem-
stones ruby and sapphire, has a hardness of nine on the Moh’s
scale and a vitreous to adamantine luster. The lead carbonate
mineral, cerussite, and lead sulfate mineral, anglesite, also
have adamantine lusters.

See also Crystals and crystallography

ADIABATIC HEATING

Adiabatic processes are those in which there is no net heat
transfer between a system and its surrounding environment
(e.g., the product of pressure and volume remains constant).
Becauseitisagas, air undergoes adiabatic heating and cooling
as it experiences atmospheric pressure changes associated
with changing dtitudes. Increasing pressure adiabatically heats
air masses, faling pressures allow air to expand and cool.

Adiabatic heating and cooling is common in convective
atmospheric currents. In adiabatic heating and cooling thereis
no net transfer of mass or thermal exchange between the sys-
tem (e.g., volume of air) the external or surrounding environ-
ment. Accordingly, the change in temperature of the air mass
is due to internal changes.

In adiabatic cooling, when a mass of air rises—as it
does when it moves upslope against a mountain range—it
encounters decreasing atmospheric pressure with increasing
elevation. The air mass expands until it reaches pressure equi-
librium with the externa environment. The expansion results
in a cooling of the air mass.

With adiabatic heating, as a mass of air descends in the
atmosphere—as it does when it moves downslope from a
mountain range—the air encounters increasing atmospheric
pressure. Compression of the air mass is accompanied by an
increase in temperature.

Because warmer air is less dense than cooler air,
warmer air rises. Counter-intuitively, moist air is also lighter
than less humid air. The water, composed of the elements of
oxygen and hydrogen is lighter than dominant atmospheric
elements of oxygen and nitrogen. For this reason, warm moist
air rises and contributes to atmospheric instability.

In the lower regions of the atmosphere (up to atitudes
of approximately 40,000 feet [12,192 m]), temperature
decreases with altitude at the atmospheric lapse rate. Because
the atmosphere iswarmed by conduction from Earth’s surface,
this lapse or reduction in temperature normal with increasing
distance from the conductive source. The measurable lapse
rate is affected by the relative humidity of an air mass.
Unsaturated or dry air changes temperature at an average rate
5.5°F (3.05°C) per 1,000 feet (304 m). Saturated air—defined
as air at 100% relative humidity—changes temperature by an
average of 3°F (1.66°C) per 1,000 feet (304 m). These average
lapse rates can be used to calcul ate the temperature changesin
air undergoing adiabatic expansion and compression.

For example, asan air mass at 80% relative humidity (dry
air) at 65°F (18.3° C) rises up the side of amountain chain from
sealevd it will decrease in temperature at rate of 5.5°F (3.05°C)
per 1,000 feet (304 m) until the changing temperature changes

the relative humidity (a measure of the moisture capacity of air)
to 100%. In addition to cloud formation and precipitation, the
continued ascension of this now “wet” or saturated air mass
proceeds at 3°F (1.66°C) per 1,000 feet (304 m). If the satura-
tion point (the point at which “dry” air becomes “wet” air) isat
4,000 feet (1,219 m), the hypothetical air mass starting at 65°F
(18.3°C) would cool 22°F (12.2°C) to 43°F (6.1°C) at an alti-
tude of 4,000 feet (1,219 m). If the air ascended another 6,000
feet (1,829 m) to the top of the mountain chain before starting
downslope, the temperature at the highest elevation of 10,000
feet (3,048 m) would measure 25°F (-3.9°C). This accounts for
precipitation in the form of snow near mountain peaks even
when valley temperatures are well above freezing. Because the
absolute moisture content of the air mass has been reduced by
cloud formation and precipitation, as the air moves downslope
and warmsiit quickly falls below saturation and therefore heats
at the dry lapse rate of 5.5°F (3.05°C) per 1,000 feet (304 m). A
dry air mass descending 10,000 feet (3,048 m) would increase
in temperature by 55°F (30.6°C). In the example given, the
hypothetical air mass starting upslope at 65°F (18.3°C), rising
10,000 feet (3,048 m) and then descending 10,000 feet (3,048
m) would measure 80°F (26.7°C) at sea level on the other side
of the mountain chain.

Although actual lapse rates do not strictly follow these
guidelines, they present a model sufficiently accurate to pre-
dict temperate changes. The differential wet/dry lapse rates
can result in the formation of hot downslope winds (e.g.,
Chinook winds, Santa Anna winds, €tc).

See also Air masses and fronts; Land and sea breeze; Seasonal
winds

ADVECTION

Earth’s atmosphere is a dynamic sea of gases in constant
motion and Earth’s oceans contain currents that move water
across the globe. Advection is a lateral or horizontal transfer
of mass, heat, or other property. Accordingly, winds that blow
across Earth’s surface represent advectional movements of air.
Advection aso takes place in the ocean in the form of cur-
rents. Currently, geologists debate the presence and role of
substantial advective processes in Earth’'s mantle.

Differential pressures and temperatures drive the mass
movement Of air seeking equilibrium (the lowest energy state).
Advective winds move from areas of higher temperature
toward areas of lower temperature. In contrast, convection, the
vertical movement of mass or transfer of heat, manifests itself
as air currents. Accordingly, winds are a result of advection,
while air currents are a result of convection.

Although in a gaseous state, the atmosphere observes
fluid-like dynamics. This is an important consideration when
considering advection, because advection is usually more pro-
nounced in the movement of fluids. For example, advection
also takes place in the oceans where advection is broadened to
include the lateral (horizontal) transfer of not only fluid mass
and heat, but of other properties such and oxygen content and
salinity.
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In the atmosphere, advection is the sole process of lat-
eral transfer of mass. In contrast, vertical transfer occurs via
conduction, convection, and radiation. Just as ocean currents
permit heat transfer from areas of warm water to an area of
water with cooler temperatures, advective winds allow the
transfer of both sensible heat and latent heat (a function of
humidity).

Although advection processes are important heat equili-
bration mechanisms for both the atmosphere and the oceans,
the speed and volume of mass transported differs greatly
between the atmosphere and oceans. The magnitude of heat
transference depends on heat flux (the rate of heat transport),
and flux in turn relates the transfer of heat energy in terms of
area and time. Both processes contribute approximately
equally because wind currents are much faster (higher rate)
than ocean currents but ocean currents move substantially
denser masses of molecules.

Advection is also responsible for the formation of
advection fog. Advection fog usually occurs when the atmos-
phere is very stable so that moist (humid) air near the surface
does not mix vertically with an overlying layer of drier air. The
advection fog forms as warm and moist air moves horizontally
aong the cooler surface and the air near the surface is cooled
to its dew point.

See also Adiabatic heating; Atmospheric circulation;
Atmospheric composition and structure; Atmospheric inver-
sion layers; Atmospheric lapse rate; Atmospheric pressure;
Convection (updrafts and downdrafts); Insolation and total
solar irradiation; Wind chill; Wind shear

ADVECTIONAL FOG - see Foc

AERODYNAMICS

Aerodynamics is the science of airflow over airplanes, cars,
buildings, and other objects. Aerodynamic principles are used
to find the best ways in which airplanes produce lift, reduce
drag, and remain stable (by controlling the shape and size of
thewing, the angle at which it is positioned with respect to the
airstream, and the flight speed). The flight characteristics
change at higher dtitudes as the surrounding air becomes
colder and thinner. The behavior of the airflow aso changes
dramatically at flight speeds close to, and beyond, the speed of
sound. The explosion in computational capability has made it
possible to understand and exploit the concepts of aerody-
namics and to design improved wings for airplanes.
Increasingly sophisticated wind tunnels are also available to
test new models.

Airflow is governed by the principles of fluid dynamics
that deal with the motion of liquids and gases in and around
solid surfaces. The viscosity, density, compressibility, and tem-
perature of the air determine how the air will flow around a
building or a plane. The viscosity of afluid is its resistance to
flow. Even though air is 55 times less viscous than water, vis-

cosity is important near a solid surface because air, like al
other fluids, tends to stick to the surface and dow down the
flow. A fluid is compressible if its density can be increased by
sgueezing it into a smaller volume. At flow speeds less than
220 mph (354 kph), one third the speed of sound, we can
assume that air is incompressible for al practical purposes. At
speeds closer to that of sound (660 mph [1,622 kph]) however,
the variation in the density of the air must be taken into
account. The effects of temperature change also become impor-
tant at these speeds. A regular commercia airplane, after land-
ing, will feel cool to the touch. The Concorde jet, which flies at
twice the speed of sound, can feel hotter than boiling water.

Flow patterns of the air may be laminar or turbulent. In
laminar or streamlined flow, air, a any point in the flow,
moves with the same speed in the same direction at all times
so that smoke in the flow appears to be smooth and regular.
The smoke then changes to turbulent flow, which is cloudy
and irregular, with the air continually changing speed and
direction.

Laminar flow, without viscosity, is governed by
Bernoulli’s principle that states that the sum of the static and
dynamic pressures in a fluid remains the same. A fluid at rest
in a pipe exerts static pressure on the walls. If the fluid starts
moving, some of the static pressure is converted to dynamic
pressure, which is proportional to the square of the speed of the
fluid. Thefaster afluid moves, the greater its dynamic pressure
and the smaller the static pressure it exerts on the sides.

Bernoulli’s principle works very well far from the sur-
face. Near the surface, however, the effects of viscosity must
be considered since the air tends to stick to the surface, slow-
ing down the flow nearby. Thus, a boundary layer of slow-
moving ar is formed on the surface of an arplane or
automobile. This boundary layer islaminar at the beginning of
the flow, but it gets thicker as the air moves along the surface
and becomes turbulent after a point.

Airflow is determined by many factors, all of which
work together in complicated ways to influence flow. Very
often, the effects of factors such as viscosity, speed, and tur-
bulence cannot be separated. Engineers have found ingenious
ways to get around the difficulty of treating such complex sit-
uations. They have defined some characteristic numbers, each
of which tells us something useful about the nature of the flow
by taking several different factors into account.

One such number is the Reynolds number, which is
greater for faster flows and denser fluids and smaller for more
viscous fluids. The Reynolds number is also higher for flow
around larger objects. Flows at lower Reynolds numbers tend
to be slow, viscous, and laminar. As the Reynolds number
increases, there is a transition from laminar to turbulent flow.
The Reynolds number is a useful similarity parameter. This
meansthat flowsin completely different situationswill behave
in the same way aslong as the Reynolds number and the shape
of the solid surface are the same. If the Reynolds number is
kept the same, water moving around a small stationary air-
plane model will create exactly the same flow patterns as a
full-scale airplane of the same shape, flying through the air.
This principle makes it possible to test airplane and automo-
bile designs using small-scale models in wind tunnels.
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At speeds greater than 220 mph (354 kph), the com-
pressibility of air cannot be ignored. At these speeds, two dif-
ferent flows may not be equivalent even if they have the same
Reynolds number. Another similarity parameter, the Mach
number, is needed to make them similar. The Mach number of
an airplaneisits flight speed divided by the speed of sound at
the same atitude and temperature. This meansthat a plane fly-
ing at the speed of sound has a Mach number of one.

The drag coefficient and the lift coefficient are two
numbers that are used to compare the forces in different flow
situations. Aerodynamic drag is the force that opposes the
motion of a car or an airplane. Lift is the upward force that
keeps an airplane afloat against gravity. The drag or lift coef-
ficient is defined as the drag or lift force divided by the
dynamic pressure, and aso by the area over which the force
acts. Two objects with similar drag or lift coefficients experi-
ence comparable forces, even when the actua values of the
drag or lift force, dynamic pressure, area, and shape are dif-
ferent in the two cases.

There are severa sources of drag. The air that sticks to
the surface of a car creates a drag force due to skin friction.
Pressure drag is created when the shape of the surface changes
abruptly, as at the point where the roof of an automobile ends.
The drop from the roof increases the space through which the
air stream flows. This slows down the flow and, by Bernoulli’s
principle, increases the static pressure. The air stream is
unable to flow against this sudden increase in pressure and the
boundary layer gets detached from the surface creating an area
of low-pressure turbulent wake or flow. Because the pressure
in the wake is much lower than the pressurein front of the car,
a net backward drag or force is exerted on the car. Pressure
drag is the mgjor source of drag on blunt bodies. Car manu-
facturers experiment with vehicle shapes to minimize the drag.
For smooth or “streamlined” shapes, the boundary layer
remains attached longer, producing only a small wake. For
such bodies, skin friction is the major source of drag, espe-
cidly if they have large surface areas. Skin friction comprises
almost 60% of the drag on a modern airliner.

An airfoil is the two-dimensional cross-section of the
wing of an airplane as one looks at it from the side. It is
designed to maximize lift and minimize drag. The upper sur-
face of atypical airfoil has a curvature greater than that of the
lower surface. This extra curvature is known as camber. The
straight line, joining the front tip or the leading edge of the air-
foil to the rear tip or the trailing edge, is known as the chord
line. The angle of attack is the angle that the chord line forms
with the direction of the air stream.

The stagnation point is the point at which the stream of
air moving toward the wing divides into two streams, one
flowing above and the other flowing below the wing. Air
flows faster above a wing with greater camber since the same
amount of air hasto flow through a narrower space. According
to Bernoulli’s principle, the faster flowing air exerts less pres-
sure on the top surface, so that the pressure on the lower sur-
face is higher, and there is a net upward force on the wing,
creating lift. The camber isvaried, using flaps and dlats on the
wing in order to achieve different degrees of lift during take-
off, cruise, and landing.

Because the air flows at different speeds above and
below the wing, a large jJump in speed will tend to arise when
the two flows meet at the trailing edge, leading to a rearward
stagnation point on top of the wing. Wilhelm Kutta (1867—
1944) discovered that a circulation of air around the wing
would ensure smooth flow at the trailing edge. According to
the Kutta condition, the strength of the circulation, or the speed
of the air around the wing, is exactly as much as is needed to
keep the flow smooth at the trailing edge.

Increasing the angle of attack moves the stagnation
point down from the leading edge along the lower surface so
that the effective area of the upper surface is increased. This
results in a higher lift force on the wing. If the angle is
increased too much, however, the boundary layer is detached
from the surface, causing a sudden loss of lift. Thisis known
as adtall; the angle at which this occurs for an airfoil of a par-
ticular shape is known as the stall angle.

The airfoil is a two-dimensional section of the wing.
The length of the wing in the third dimension, out to the side,
is known as the span of the wing. At the wing tip at the end of
the span, the high-pressure flow below the wing meets the
low-pressure flow above the wing, causing air to move up and
around in wing-tip vortices. These vortices are shed as the
plane moves forward, creating a downward force or down-
wash behind it. The downwash makes the airstream tilt down-
ward and the resulting lift force tilt backward so that a net
backward force or drag is created on the wing. Thisis known
asinduced drag or drag due to lift. About one third of the drag
on amodern airliner isinduced drag.

In addition to lift and drag, the stability and control of
an aircraft in al three dimensions is important since an air-
craft, unlike a car, is completely surrounded by air. Various
control devices on the tail and wing are used to achieve this.
Ailerons, for instance, control rolling motion by increasing lift
on one wing and decreasing lift on the other.

Flight at speeds greater than that of sound are super-
sonic. Near a Mach number of one, some portions of the flow
are at speeds below that of sound, while other portions move
faster than sound. The range of speeds from Mach number 0.8
to 1.2 is known as transonic. Flight at Mach numbers greater
than five is hypersonic.

The compressibility of air becomes an important aero-
dynamic factor at these high speeds. The reason for thisis that
sound waves are transmitted through the successive compres-
sion and expansion of air. The compression due to a sound
wave from a supersonic aircraft does not have a chance to get
away before the next compression begins. This pile up of com-
pression creates a shock wave, which is an abrupt change in
pressure, density, and temperature. The shock wave causes a
steep increase in the drag and loss of stability of the aircraft.
Drag due to the shock wave is known as wave drag. The famil-
iar “sonic boom” is heard when the shock wave touches the
surface of the earth.

Temperature effects also become important at transonic
speeds. At hypersonic speeds above a Mach number of five,
the heat causes nitrogen and oxygen molecules in the air to
break up into atoms and form new compounds by chemical
reactions. This changes the behavior of the air and the simple
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laws relating pressure, density, and temperature become
invalid.

The need to overcome the effects of shock waves has
been a formidable problem. Swept-back wings have helped to
reduce the effects of shock. The supersonic Concorde that
cruises at Mach 2 and several military airplanes have delta or
triangular wings. The supercritical airfoil designed by Richard
Whitcomb of the NASA Langley Laboratory has made air flow
around the wing much smoother and has greatly improved
both the lift and drag at transonic speeds. It has only a dight
curvature at the top and a thin trailing edge. The proposed
hypersonic aerospace plane is expected to fly partly in air and
partly in space and to travel from Washington to Tokyo within
two hours. The challenge for aerodynamicistsis to control the
flight of the aircraft so that it does not burn up like a meteor as
it returns to Earth at several times the speed of sound.

See also Atmosphere; Atmospheric circulation; Atmospheric
composition and structure; Atmospheric pressure; Aviation
physiology; Bernoulli’s equation; Meteorology; Physics;
Space physiology; Wind shear

AEROMAGNETICS « see MAPPING TECHNIQUES

AFRICA

From the perspective of geologists and paeontologists, Africa
takes center stagein the physical history and devel opment of life
on Earth. Africais the world’s second largest continent. Africa
possesses the world's richest and most concentrated deposits of
minerals such as gold, diamonds, uranium, chromium, cobalt,
and platinum. It is aso the cradle of human evolution and the
birthplace of many animal and plant species, and has the earliest
evidence of reptiles, dinosaurs, and mammals.

Present-day Africa, occupying one-fifth of Earth’s land
surface, is the central remnant of the ancient southern super-
continent called Gondwanaland, a landmass once made up of
South America, Australia, Antarctica, India, and Africa. This
massive supercontinent broke apart between 195 million and
135 million years ago, cleaved by the same geological forces
that continue to transform Earth’s crust today.

Plate tectonics are responsible for the rise of mountain
ranges, the gradua drift of continents, earthquakes, and vol-
canic eruptions. The fracturing of Gondwanaland took place
during the Jurassic Period, the middle segment of the
Mesozoic Era When dinosaurs flourished on Earth. It was dur-
ing the Jurassic that flowers made their first appearance, and
dinosaurs like the carnivorous Allosaurus and plant eating
Stegasaurus lived.

Geologicaly, Africa is 3.8 hillion years old, which
means that in its present form or joined with other continents
as it was in the past, Africa has existed for four-fifths of
Earth’s 4.6 billion years. Africa’s age and geological continu-
ity are unique among continents. Structurally, Africa is com-
posed of five cratons (structurally stable, undeformed regions

of Earth’s crust). These cratons, in south, central, and west
Africa are mostly igneous granite, gneiss, and basalt, and
formed separately between 3.6 and 2 billion years ago, during
the Precambrian Era.

The Precambrian, an era which comprises more than
85% of the planet’s history, waswhen lifefirst evolved and the
earth’s atmosphere and continents developed. Geochemical
analysis of undisturbed African rocks dating back 2 billion
years has enabled paleoclimatologists to determine that
Earth’s atmosphere contained much higher levels of oxygen
than today.

Africa, like other continents, “floats” on a plastic layer
of Earth’s upper mantle called the asthenosphere. The overly-
ing rigid crust or lithosphere can be as thick as 150 mi (240
km) or under 10 mi (16 km), depending on location. The con-
tinent of Africa sits on the African plate, a section of the
earth’s crust bounded by mid-oceanic ridges in the Atlantic
and Indian Oceans. The entire plate is creeping slowly toward
the northwest at a rate of about 0.75 in (2 cm) per year.

The African plate is also spreading or moving outward
in al directions, and therefore Africa is growing in size.
Geologists state that sometime in the next 50 million years,
East Africa will split off from the rest of the continent along
the East African rift which stretches 4,000 mi (6,400 km) from
the Red Sea in the north to Mozambique in the south.

Considering its vast size, Africa has few extensive
mountain ranges and fewer high peaks than any other conti-
nent. The maor ranges are the Atlas Mountains along the
northwest coast and the Cape ranges in South Africa. Lowland
plains are a so less common than on other continents.

Geologists characterize Africa’s topography as an
assemblage of swellsand basins. Swells arerock strata warped
upward by heat and pressure, while basins are masses of lower
lying crustal surfaces between swells. The swells are highest
in East and central West Africawhere they are capped by vol-
canic flows originating from the seismically active East
African rift system. The continent can be visuaized as an
uneven tilted plateau, one that slants down toward the north
and east from higher elevations in the west and south.

During much of the Cretaceous Period, from 130 mil-
lion to 65 million years ago, when dinosaurs like tyran-
nosaurus, brontosaurus, and triceratops walked the earth,
Africa's coastal areas and most of the Sahara Desert were sub-
merged underwater. Global warming during the Cretaceous
Period melted polar ice and caused ocean levels to rise.
Oceanic organic sediments from this period were transformed
into the petroleum and natural gas deposits now exploited by
Libya, Algeria, Nigeria, and Gabon. Today, oil and natural gas
drilling is conducted both on land and offshore on the conti-
nental shelf.

The continent’s considerable geological age has
allowed more than enough time for widespread and repeated
erosion, yielding soils leached of organic nutrients but rich in
iron and aluminum oxides. Such soils are high in mineral
deposits such as bauxite (aluminum ore), manganese, iron, and
gold, but they are very poor for agriculture. Nutrient-poor soil,
along with deforestation and desertification (expansion of

6 °



WORLD OF EARTH SCIENCE

Africa

deserts) are just some of the daunting challenges facing
African agriculture in modern times.

The most distinctive and dramatic geological featurein
Africa is undoubtedly the East African rift system. The rift
opened up in the Tertiary Period, approximately 65 million
years ago, shortly after the dinosaurs became extinct. The
same tectonic forces that formed the rift valley and which
threaten to eventually split East Africa from the rest of the
continent have caused the northeast drifting of the Arabian
plate, the opening of the Red Seato the Indian Ocean, and the
volcanic uplifting of Africa’s highest peaks including its high-
est, Kilimanjaro in Tanzania. Mount Kibo, the higher of
Kilimanjaro’'s two peaks, soars 19,320 ft (5,796 m) and is per-
manently snowcapped despite its location near the equator.

Both Kilimanjaro and Africa’s second highest peak,
Mount Kenya (17,058 ft; 5,117 m) sitting astride the equator,
are actually composite volcanos, part of the vast volcanic field
associated with the East African rift valley. The rift valley is
also punctuated by a string of lakes, the deepest being Lake
Tanganyika with a maximum depth of 4,708 ft (1,412 m).
Only Lake Baikal in Eastern Russia is deeper at 5,712 ft
(1,714 m).

Seismically, the rift valey is very much aive. Lava
flows and volcanic eruptions occur about once a decade in the
Virunga Mountains north of Lake Kivu along the western
stretch of the rift valley. One volcano in the Virunga area in
eastern Zaire which borders Rwanda and Uganda actually
dammed a portion of the valley formerly drained by atributary
of the Nile River, forming Lake Kivu as a result.

On its northern reach, the 4,000-mi (6,400-km) long rift
valley separates Africa from Asia. The rift's eastern arm can
be traced from the Gulf of Agaba separating Arabia from the
Sinai Peninsula, down along the Red Sea, which divides
Africafrom Arabia. The East African rift's grabens (basins of
crust bounded by fault lines) stretch through the extensive
highlands of central Ethiopia which range up to 15,000 ft
(4,500 m) and then along the Awash River. Proceeding south,
the rift valley is dotted by a series of small lakes from Lake
Aza to Lake Abaya and then into Kenya by way of Lake
Turkana

Slicing through Kenya, the rift's grabens are studded by
another series of smal lakes from Lake Baringo to Lake
Magadi. The valey’s trough or basin is disguised by layers of
volcanic ash and other sediments as it threads through Tanzania
via Lake Natron. However, the rift can be clearly discerned
againin the longated shape of Lake Maawi and the Shire River
Valley, where it finaly terminates along the lower Zambezi
River and the Indian Ocean near Beirain Mozambique.

The rift valley also has a western arm which begins
north of Lake Mobutu along the Zaire-Uganda border and
continues to Lake Edward. It then curves south along Zaire's
eastern borders forming that country’s boundaries with
Burundi as it passes through Lake Kivu and Tanzania by way
of Lake Tanganyika.

Therift’swestern arm then extends toward L ake Nysasa
(Lake Mdawi). Shallow but vast, Lake Victoria sits in a
trough between the rift's two arms. Although the surface alti-
tude of the rift valley lakes like Nyasa and Tanganyika are

hundreds of feet above sea level, their floors are hundreds of
feet below due to their great depths.

The eastern arm of the rift valley is much more active
than the western branch, volcanically and seismicaly. There
are more volcanic eruptions in the crust of the eastern arm
with intrusions of magma (subterranean molten rock) in the
middle and lower crustal depths. Geologists consider the geo-
logical forces driving the eastern arm to be those associated
with the origin of the entire rift valley and deem the eastern
arm to be the older of the two.

It was in the great African rift valley that hominids, or
human ancestors, arose. Hominid fossils of the genus
Australopithicus dating 3—4 million years ago have been
unearthed in Ethiopia and Tanzania. And the remains of a
more direct ancestor of man, Homo erectus, who was using
fire 500,000 years ago, have been found in Olduvai Gorgein
Tanzania as well asin Morocco, Algeria, and Chad.

Paleontologists, who study fossil remains, employ
radioisotope dating techniques to determine the age of
hominid and other species fossil remains. This technique
measures the decay of short-lived radioactive isotopes like
carbon and argon to determine afossil’s age. Thisis based on
the radioscope’s atomic half-life, or the time required for half
of a sample of a radioisotope to undergo radioactive decay.
Dating is typically done on volcanic ash layers and charred
wood associated with hominid fossils rather than the fossils
themselves, which usually do not contain significant amounts
of radioactive isotopes.

Present-day volcanic activity in Africa is centered in
and around the East African rift valley. Volcanoes are found in
Tanzania at Oldoinyo Lengal and in the Virunga range on the
Zaire-Uganda border at Nyamlagira and Nyiragongo. Thereis
aso volcanism in West Africa. Mount Cameroon (13,350 ft;
4,005 m) along with smaller volcanos in its vicinity, stand on
the bend of Africa’s West Coast in the Gulf of Guinea, and are
the exception. They are the only active volcanoes on the
African mainland not in the rift valley.

However, extinct volcanoes and evidence of their activ-
ity are widespread on the continent. The Ahaggar Mountains
in the central Sahara contain more than 300 volcanic necks
that rise above their surroundings in vertical columns of 1,000
ft or more. Also, in the central Sahara, several hundred miles
to the east in the Tibesti Mountains, there exist huge volcanic
craters or calderas. The Trou au Natron is 5 mi (8 km) wide
and over 3,000 ft (900 m) deep. In the rift valey, the
Ngorongoro Crater in Tanzania, surrounded by teeming
wildlife and spectacular scenery, isa popular tourist attraction.
Volcanism formed the diamonds found in South Africa and
Zaire. The Kimberly diamond minein South Africais actually
an ancient volcanic neck.

The only folded mountains in Africa are found at the
northern and southern reaches of the continent. Folded moun-
tains result from the deformation and uplift of the earth’s crust,
followed by deep erosion. Over millions of years this process
built ranges like the Atlas Mountains, which stretch from
Morocco to Algeria and Tunisia.

Geologically, the Atlas Mountains are the southern tan-
gent of the European Alps, geographically separated by the
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Strait of Gibratar in the west and the Strait of Sicily in the
east. The Atlas are strung across northwest Africain three par-
alel arrays; the coastal, central, and Saharan ranges. By trap-
ping moisture, the Atlas Mountains carve out an oasis along a
strip of northwest Africa compared with the dry and inhos-
pitable Sahara Desert just to the south.

The Atlas Mountains are relatively complex folded
mountains featuring horizontal thrust faults and ancient crys-
talline cores. On the other hand, the Cape ranges are older,
simpler structures, analogous in age and erosion to the
Appalachian Mountains of the eastern United States. The
Caperangesrisein aseries of steps from the ocean to the inte-
rior, flattening out in plateaus and rising again to the next rip-
ple of mountains.

For a continent of its size, Africa has very few islands
lying off its coast. The maor Mediterranean idands of
Corsica, Sardinia, Sicily, Crete, and Cyprus owe their origins
to the events that formed Europe’'s Alps, and are a part of the
Eurasian plate, not Africa. Ilands lying off Africa’s Atlantic
Coast like the Canaries, Azores, and even the Cape Verde
Islands near North Africa are considered Atlantic structures.
Two islandsin the middle of the South Atlantic, Ascension and
St. Helena, also belong to the Atlantic. Islands belonging to
Equatorial Guinea as well as the island country of Sao Tome
and Principe at the sharp bend of Africa off of Cameroon and
Gabon are related to volcanic peaks of the Cameroon
Mountains, the principal one being Mount Cameroon.

Madagascar, the world’'s fourth largest island after
Greenland, New Guinea, and Borneo, is a geological part of
ancient Gondwanaland. The island’s eastern two-thirds are
composed of crystallineigneous rocks, while the western third
is largely sedimentary. Although volcanism is now quiescent
ontheisland, vast lavaflows indicate widespread past volcanic
activity. Madagascar’s unique plant and animal species testify
to the island’s long separation from the mainland.

Marine fossils, notably tribolites dating from the
Cambrian Period (505-570 million years ago; the first period
of the Paleozoic Era) have been found in southern Morocco and
Mauritania. Rocks from the succeeding period, the Ordovician
(500425 million years ago) consist of sandstones with a vari-
ety of fossilized marine organisms; these rocks occur through-
out northern and western Africa, including the Sahara.

The Ordovician Period was characterized by the devel-
opment of brachiopods (shellfish similar to clams), corals,
starfish, and some organisms that have no modern counter-
parts, called sea scorpions, conodonts, and graptolites. At the
same time, the African crust was extensively deformed. The
continental table of the central and western Sahara was lifted
up amost amile (1.6 km). The uplifting alternated with crustal
subsidings, forming valleys that were periodically flooded.

During the Ordovician Period, Africa, then part of
Gondwanaland, was situated in the southern hemisphere on or
near the South Pole. It was toward the end of this period that
huge glaciers formed across the present-day Sahara and the
valleys were filled by sandstone and glacial deposits.
Although Africa today sits astride the tropics, it was once the
theater of the Earth’s most spectacular glacial activity. In the
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next period, the Silurian (425-395 million years ago), further
marine sediments were deposited.

The Silurian was followed by the Devonian,
Mississippian, and Pennsylvanian Periods (408-286 million
years ago), the time interval when insects, reptiles, amphib-
ians, and forests first appeared. A continental collision
between Africa (Gondwanaland) and the North American
plate formed a super-supercontinent (Pangaea) and raised the
ancient Mauritanide mountain chain that once stretched from
Morocco to Senegal. During the late Pennsylvanian Period,
layer upon layer of fossilized plants were deposited, forming
seams of coal in Morocco and Algeria

When Pangaea and later Gondwanaland split apart in
the Cretaceous Period (144-66 million years ago), a shallow
sea covered much of the northern Sahara and Egypt as far
south as the Sudan. Arabia, subjected to many of the same
geological and climatic influences as northern Africa, was
thrust northward by tectonic movements at the end of the
Oligocene and beginning of the Miocene Epochs (around 30
million years ago). During the Oligocene and Miocene (5-35
million years ago; segments of the modern Cenozoic Era)
bears, monkeys, deer, pigs, dolphins, and early apes first
appeared.

Arabia at this time nearly broke away from Africa. The
Mediterranean swept into the resulting rift, forming a gulf that
was plugged by an isthmus at present-day Aden on the Arabian
Peninsula and Djibouti near Ethiopia. This gulf had the exact
opposite configuration of today’s Red Sea, which is filled by
waters of the Indian Ocean.

As the Miocene Epoch ended about five million years
ago, the isthmus of Suez was formed and the gulf (today’s Red
Sead) became a saline (salty) lake. During the Pliocene (1.6-5
million years ago) the Djibouti-Aden isthmus subsided, per-
mitting the Indian Ocean to flow into the rift that is now the
Red Sea

In the Pleistocene Epoch (11,000-1.6 million years
ago), the Sahara was subjected to humid and then to dry and
arid phases, spreading the Sahara desert into adjacent forests
and green areas. About 5,000-6,000 years ago in the post gla-
cia period of the modern epoch, the Holocene, a further suc-
cession of dry and humid stages, further promoted
desertification in the Sahara as well as the Kalahari in south-
ern Africa

Earth scientists state the expansion of the Saharaiis till
very much in evidence today, causing the desertification of
farm and grazing land and presenting the omnipresent specter
of famine in the Sahel (Saharan) region.

Africa has the world's richest concentration of minerals
and gems. In South Africa, the Bushveld Complex, one of the
largest masses of igneous rock on Earth, contains major
deposits of strategic metals such as platinum, chromium, and
vanadium—metals that are indispensable in tool making and
high tech industrial processes. The Bushveld complex is about
2 billion years old.

Another spectacular intrusion of magmatic rocks com-
posed of olivine, augite, and hypersthene occurred in the
Archean Eon over 2.5 billion years ago in Zimbabwe. Called
the Great Dyke, it contains substantial deposits of chromium,
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asbestos, and nickel. Almost al of the world's chromium
reserves are found in Africa. Chromium is used to harden
aloys, to produce stainless steels, as an industrial catalyst, and
to provide corrosion resistance.

Unique eruptions that occurred during the Cretaceousin
southern and central Africaformed kimberlite pipes—vertical,
near-cylindrical rock bodies caused by deep melting in the
upper mantle. Kimberlite pipes are the main source of gem
and industrial diamonds in Africa. Africa contains 40% of the
world’'s diamond reserves, which occur in South Africa,
Botswana, Namibia, Angola, and Zaire.

In South Africa, uranium is found side-by-side with
gold, thus decreasing costs of production. Uranium deposits
are aso found in Niger, Gabon, Zaire, and Namibia. South
Africa aone contains half the world's gold reserves. Mineral
deposits of gold also occur in Zimbabwe, Zaire, and Ghana.
Alluvia gold (eroded from soils and rock strata by rivers) can
be found in Burundi, Céte d' Ivoire, and Gabon.

As for other minerals, half of the world's cobalt isin
Zaire and a continuation into Zimbabwe of Zairian cobalt-
bearing geological formations gives the former country siz-
able reserves of cobalt as well. One quarter of the world's
aluminum oreisfound in acoastal belt of West Africa stretch-
ing 1,200 mi (1,920 km) from Guineato Togo, with the largest
reserves in Guinea.

Major coal deposits exist in southern Africa, North
Africa, Zaire, and Nigeria. North Africais awash in petroleum
reserves, particularly in Libya, Algeria, Egypt, and Tunisia
Nigeriais the biggest petroleum producer in West Africa, but
Cameroon, Gabon, and the Congo also contain oil reserves.
There are aso petroleum reserves in southern Africa, chiefly
in Angola.

Most of Africa’s iron reserves are in western Africa,
with the most significant deposits in and around Liberia,
Guinea, Gabon, Nigeria, and Mauritania. In West Africa as
well asin South Africawhere iron deposits are also found, the
oreis bound up in Precambrian rock strata.

Africa, like other continents, has been subjected to
gyrating swingsin climate during the Quartenary Period of the
last 2 million years. These climatic changes have had dramatic
affects on landforms and vegetation. Some of these cyclica
changes may have been driven by cosmic or astronomical phe-
nomena including asteroid and comet collisions.

But the impact of humankind upon the African environ-
ment has been radical and undeniable. Beginning 2,000 years
ago and accelerating to the present day, African woodland
belts have been deforested. Such environmental degradation
has been exacerbated by overgrazing, agricultural abuse, and
man-made changes, including possible global warming par-
tially caused by the buildup of man-made carbon dioxide,
chlorofluorocarbons (CFCs), and other greenhouse gases.

Deforestation, desertification, and soil erosion pose
threatsto Africa’'s man-made lakes and thereby Africa's hydro-
electric capacity. Africa’s multiplying and undernourished
populations exert ever greater demands on irrigated agricul-
ture, but the continent’s water resources are increasingly taxed
beyond their limits. To stabilize Africa's ecology and safe-
guard its resources and mineral wealth, many earth scientists

argue that greater use must be made of sustainable agricultural
and pastoral practices. Progress in environmental and resource
management, as well as population control is also vital.

See also Earth (planet)

AGASSIZ, Louls (1807-1873)

Swiss-born American naturalist

Jean Louis Rodolphe Agassiz was born in Motieren-Vuly,
Switzerland, and grew up appreciating the beauty of the Swiss
Alps. Agassiz's childhood was supervised by his minister
father, who believed that supernatural powers created all nat-
ural wonders. Agassiz followed his family’s wishes and pur-
sued a degree in medicine. After attending the universities in
Munich and Heidelberg, Germany, and Zurich, Switzerland,
he eventually earned his Ph.D. in 1829.

Upon his graduation from the University of Munich,
Agassiz published a monograph on the fish of Brazil that
sparked the attention of the noted French anatomist Georges
Cuvier. Although he possessed a strong interest in zoology,
Agassiz went on to earn amedical degree. In 1832, he went to
Paristo serve as an apprentice to Cuvier during that renowned
scientist’s last years.

Agassiz then accepted his first professional position as
aprofessor of natural history at Neuchatel in Switzerland. For
his first project, he published a five-volume work on fossil
fish. This work helped establish his reputation as a naturalist
and earned him the Wollaston Prize.

Agassiz then shifted his attention to the study of gla-
ciers. Among many others, Agassiz was fascinated with the
extreme heights of the Alps and the occasiona sight of huge
boulders that were thought to have been created by glacial
movement. He spent his vacationsin 1836 and 1837 exploring
the glacial formations of Switzerland and compared them with
the geology of England and central Europe.

The question of whether or not glaciers moved intrigued
Agassiz, who discovered the answer in 1839 at a cabin that
had been built on a glacier approximately 10 years earlier. In
one decade it had moved nearly 1 mi (1.6 km) down the gla-
cier from its origina site. In a unique experiment, Agassiz
drove a straight line of stakes deeply into the ice across the
glacierhill and then observed their movement. After moving,
the stakes formed a U shape as middle stakes had moved more
quickly than the side ones. Agassiz concluded that the center
stakes moved faster since the glacier was held back at the
edges by friction with the mountain wall.

This experiment demonstrated not only that glacier
moved, but that many thousands of years before massive ice
blocks had probably moved across a great deal of the
European land masses that now lacked the massive ice for-
mations. The resulting conclusions led to the term Ice Age,
which purported that glacial movement is responsible for
modern geological configurations. One of the most signifi-
cant developments that came out of his observations resulted
when his discovery helped provide answers to studies pur-
sued by such naturalists as Charles Darwin and Charles Lyell.
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These two men concluded that glaciation was a primary
mechanism in causing the geographical distribution and
apparent similarities of flora and fauna that were otherwise
inexplicably separated by land and water masses. Despite the
evidence with which he was presented, Agassiz's background
prevented him from agreeing with such conclusions, and he
continued to believe that supernatural forces were responsible
for the similarities.

See also Glacia landforms; Ice ages

AGRICOLA, GEORGIUS (1494-1555)
German physician and geologist

Georgius Agricola was born Georg Bauer, but later Latinized
his name to Georgius Agricola, as was the custom of the time.
(The German word bauer and the Latin word agricola both
mean farmer.) His research and publications on a wide range
of geologic topics, including mineralogy, paleontology,
stratigraphy, mountains, earthquakes, volcanoes, and fossils
have led some biographers to describe him as the forefather of
geology or one or more of its many branches.

After earning a medical degree in Italy, Agricola was
appointed physician in the town of Joachimstahl in Bohemia
(now Jachymov, Czechoslovakia). It was in this important
mining center that he began some of his earliest research into
mining and a lifelong love of geologic studies. When he later
relocated to the mining center of Chemnitz (now in modern
day Germany) he continued a remarkably systematic and
meticulous research into the many facets of mining.

One of his earliest works, published in 1546, was De
Natura Fossileum (On the nature of fossils). In this book, he
summarized much of what was known by the ancient Greeks
and Romans about fossils, minerals, and gemstones. In
Agricola’s time the meaning of the word fossil encompassed
al three of these terms. It wasn't until early in the nineteenth
century that the word was given its modern meaning.
However, unlike other sixteenth century researchers, he did
not accept ancient wisdom as fact. He ridiculed the mystical
properties that many ancient scientists, physicians, and
philosophers had assigned to fossils, minerals, and gemstones
and derided Greek and Roman methods of classification.
Instead of using alphabetical listings or groupings by sup-
posed magical traits, Agricola developed a system that that
relied on such properties as odor, taste, color, combustibility,
shape, origin, brittleness, and cleavage. This classification
system has endured for more than 450 years.

In another book, De Ortu et Causis Subterraneum (Of
subterranean origins and sources), published the same year as
De Naturea Fossileum, Agricola attempted to explain the exis-
tence of mountains, volcanoes, and earthquakes. Although the
scientific equipment and knowledge of his time made some
explanations impossible, Agricola recognized the power of
wind and water as an erosive force, and associated the hot inte-
rior of Earth with volcanoes and earthquakes.

Despite the remarkable observations made by Agricola
in De Natura Fossileum, De Ortu et Causis Subteraneum, and
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at least four other books, it is his seventh and final book, De
Re Metallica (On the subject of metals), published in 1556
(one year after his death) that many geologists consider to be
his finest work.

De Re Metallica was the culmination of years of careful
and patient research in the two mining towns where Agricola
served as a physician. Unlike many scientists before and dur-
ing histime, he did not rely on hearsay or the work of others.
According to Agricola, everything he wrote about he observed
first hand or learned from reliable sources.

De Re Metallica was handsomely printed and illustrated
with over 250 woodcuts on assaying (analyzing ores for their
metallic content), pumps for removing water from mines,
machinery for digging, and processes for smelting. The text
included such topics as stratigraphy, mineras, finding and
identifying ores, administrating mining operations, surveying,
and even diseases related to mining.

Given the remarkable depth and scope of Georgius
Agricola sresearch and publicationsit is not surprising that many
modern geologists and historians consider his contributions
essential to the early development of the science of geology.

AIR MASSES AND FRONTS

An air mass is an extensive body of air that has a relatively
homogeneous temperature and moisture content over a signif-
icant atitude. Air masses typically cover areas of a few hun-
dred, thousand, or million sguare kilometers. A front is the
boundary at which two air masses of different temperature and
moisture content meet. The role of air masses and frontsin the
development of weather systems was first appreciated by the
Norwegian father and son team of Vilhelm and Jacob Bjerknes
in the 1920s. Today, these two phenomena are still studied
intensively as predictors of future weather patterns.

Air masses form when a body of air comes to rest over
an area large enough for it to take on the temperature and
humidity of theland or water below it. Certain locations on the
earth’s surface possess the topographical characteristics that
favor the development of air masses. The two most important
of these characteristics are topographic regularity and atmos-
pheric stability. Deserts, plains, and oceans typically cover
very wide areas with relatively few topographical irregulari-
ties. In such regions, large masses of air can accumulate with-
out being broken apart by mountains, land/water interfaces,
and other features that would break up the air mass.

The absence of consistent wind movements also favors
the development of an air mass. In regions where cyclonic or
anticyclonic storms are common, air masses obviously cannot
develop easily.

The system by which air masses are classified reflects
the fact that certain locations on the planet possess the topo-
graphic and atmospheric conditions that favor air mass devel-
opment. That system uses two letters to designate an air mass.
One letter, written in upper case, indicates the approximate lat-
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itude (and, therefore, temperature) of the region: A for arctic;
P for polar; E for equatorial; T for tropical. The distinctions
between arctic and polar on the one hand, and equatorial and
tropical on the other are relatively modest. The first two terms
(arctic and polar) refer to cold air masses, and the second two
(equatorial and tropical) to warm air masses.

A second letter, written in lower case, indicates
whether the air mass forms over land or sea and, hence, the
relative amount of moisturein the mass. The two designations
are c¢ for continental (land) air mass and m for maritime
(water) air mass.

The two letters are then combined to designate both
temperature and humidity of an air mass. One source region of
arctic air masses, for example, is the northern-most latitudes
of Alaska, upper Canada, and Greenland. Thus, air masses
developing in this source region are designated as cA (cold,
land) air masses. Similarly, air masses developing over the
Gulf of Mexico, a source region for maritime tropica air
masses, are designated as mT (warm, water) air masses.

The movement of air masses across the earth’s surface
is an important component of the weather that developsin an
area. For example, weather patterns in North America are
largely dominated by the movement of about a half dozen air
masses that travel across the continent on a regular basis.
Two of these air masses are the cP and cA systems that orig-
inate in Alaska and central Canada and sweep down over the
northern United States during the winter months. These air
masses bring with them cold temperatures, strong winds, and
heavy precipitation, such as the snowstorms commonly
experienced in the Great Lakes states and New England. The
name “ Siberian Express” is sometimes used to describe some
of the most severe storms originating from these cP and cA
air masses.

From the south, mT air masses based in the Gulf of
Mexico, the Caribbean, and western Atlantic Ocean move north-
ward across the southern states, bringing hot, humid weather
that is often accompanied by thunderstorms in the summer.

Westher along the western coast of North America is
strongly influenced by mP air masses that flow across the
region from the north Pacific Ocean. These masses actually
originate as cP air over Siberia, but are modified to mP masses
as they move over the broad expanse of the Pecific, where
they often pick up moisture. When an mP mass strikes the
west coast of North America, it releases its moisture in the
form of showers and, in northern regions, snow.

Theterm front was suggested by the Bjerkneses because
the collisions of two air masses reminded them of a battlefront
during amilitary operation. That collision often resultsin war-
like weather phenomena between the two air masses.

Fronts devel op when two air masses with different tem-
peratures and, usually, different moisture content come into
contact with each other. When that happens, the two bodies of
air act amost as if they are made of two different materials,
such as oil and water. Imagine what happens, for example,
when oil is dribbled into a glass of water. The oil seems to
push the water out of its way and, in return, the water pushes
back on the ail. A similar shoving match takes place between
warm and cold air masses along a front. The exact nature of

that shoving match depends on the relative temperature and
moisture content of the two air masses and the relative move-
ment of the two masses.

One possible situation is that in which amass of cold air
moving across the earth’s surface comes into contact with a
warm air mass. When that happens, the cold air mass may
force its way under the warm air mass like a snow shovel
wedging its way under a pile of snow. The cold air moves
under the warm air because the former is denser. The bound-
ary formed between these two air massesis a cold front.

Cold fronts are usually accompanied by afalling barom-
eter and the development of large cumulonimbus clouds that
bring rain showers and thunderstorms. During the warmer
seasons, the clouds form as moisture-rich air inside the warm
air mass, which is cooled as it rises; water subsequently con-
denses out as precipitation. Cold fronts are represented on
weather maps by means of solid lines that contain solid trian-
gles at regular distances along them. The direction in which
the triangles point shows the direction in which the cold front
is moving.

A situation opposite to the preceding is one in which a
warm air mass approaches and then slides up and over a cold
air mass. The boundary formed in this caseisawarm front. As
the warm air mass meets the cold air mass, it is cooled and
some of the moisture held within it condenses to form clouds.
In most cases, the first clouds to appear are high cirrus clouds,
followed sometime later by stratus and nimbostratus clouds.

Warm fronts are designated on weather maps by means
of solid lines to which are attached solid half circles. The
direction in which the half circles point shows the direction in
which the warm front is moving.

A more complex type of front is one in which a cold
front overtakes a slower-moving warm front. When that hap-
pens, the cold air mass behind the cold front eventually
catches up and comes into contact with the cold air mass
underneath the warm front. The boundary between these two
cold air massesis an occluded front. A distinction can be made
depending on whether the approaching cold air mass is colder
or warmer than the second air mass beneath the warm front.
The former is called a cold-type occluded front, while the lat-
ter is a warm-type occluded front. Once again, the develop-
ment of an occluded front is accompanied by the formation of
clouds and, in most cases, by steady and moderate precipita-
tion. An occluded front is represented on a weather map by
means of asolid line that contains, alternatively, both triangles
and half circles on the same side of the line.

In some instances, the collision of two air masses results
in a stand-off. Neither mass is strong enough to displace the
other, and essentialy no movement occurs. The boundary
between the air masses in this case is known as a stationary air
mass and is designated on a weather map by a solid line with
triangles and half circles on opposite sides of the line.
Stationary fronts are often accompanied by fair, clear weather,
athough some light precipitation may occur.

See also Atmospheric circulation; Atmospheric composition
and structure; Atmospheric pressure; Clouds and cloud types;
Weather forecasting methods; Weather forecasting
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AIR POLLUTION -« see ATMOSPHERIC POLLUTION

ALKALINE EARTH METALS

On the Periodic table, Group 2 (IIA) consists of beryllium,
magnesium, calcium, strontium, barium, and radium. This
family of elements is known as the alkaline earth metals, or
just the akaline earths. Although early chemists gave the
name “earths’ to a group of naturally occurring substances
that were unaffected by heat and insoluble in water, the alka-
line earth metals are also usualy found in the continental
crust. In contrast, Group 1 compounds and ions tend to con-
centrate in the ocean.

Calcium carbonate is geologically evident as limestone,
marble, coral, pearls, and chalk—all derived mainly from the
shells of small marine animals. The weathering of calcium sil-
icate rocks over millions of years converted the insoluble cal-
cium silicate into soluble calcium salts, which were carried to
the oceans. The dissolved calcium was used by marine organ-
isms to form their shells. When the organisms died, the shells
were deposited on the ocean floor where they were eventually
compressed into sedimentary rock. Collisions of tectonic
plates eventually allow this rock to rise above the ocean floor
to become “land-based” limestone deposits.

Caverns throughout the world are formed by the action
of atmospheric carbonic acid (water plus carbon dioxide) on
limestone to form the more soluble calcium bicarbonate.
When the solution of calcium bicarbonate reaches the open
cavern and the water evaporates, carbon dioxide is released
and calcium carbonate remains. The calcium carbonate is
deposited as stalagmites if the drops hit the ground before
evaporating, or as stalactites if the water evaporates while the
drop hangs from above.

Other minerals of akaline earth metals are beryllium
aluminum silicate (beryl), calcium magnesium silicate
(asbestos), potassium magnesium chloride (carnallite), cal-
cium magnesium carbonate (dolomite), magnesium sulfate
(epsomite), magnesium carbonate (magnesite), hydrogen
magnesium silicate (talc), calcium fluoride (fluorspar), cal-
cium fluorophosphate (fluorapatite), calcium sulfate (gyp-
sum), strontium sulfate (celestite), strontium carbonate
(strontianite), barium sulfate (barite), and barium carbonate
(witherite). Radium compounds occur in pitchblende, whichis
primarily uranium oxide, because radium is a product of the
radioactive disintegration of U-238. Most pitchblende in the
United States is found in Colorado.

The akaline earth metds, like the alkali metals, are too
reactive to be found in nature except as their compounds; the
two valence electrons completing an s-subshell are readily
lost, and ions with +2 charges are formed. The akaline earth
metals al have a silver luster when their surfaces are freshly
cut, but, except for beryllium, they tarnish rapidly. Like most
metals, they are good conductors of electricity.

Only magnesium and calcium are abundant in Earth’s
crust. Magnesium is found in seawater and as the minera car-
nallite, a combination of potassium chloride and magnesium

12 °

chloride. Calcium carbonate exists as whole mountain ranges
of chalk, limestone, and marble. Its most abundant minera is
feldspar, which accounts for two-thirds of the earth’s crust.
Beryllium isfound asthe mineral beryl, aberyllium aluminum
silicate. With a chromium-ion impurity, beryl is known as
emerald. If iron ions are present, the gemstone is blue-green
and known as aguamarine.

Berylliumislightweight and as strong as steel. It ishard
enough to scratch glass. Beryllium is used for windows in x-
ray apparatus and in other nuclear applications, alowing the
rays to pass through with minimum absorption.

Because beryllium is rather brittle, it is often combined
with other metals in aloys. Beryllium-copper aloys have
unusually high tensile strength and resilience, which makes
them ideal for use in springs and in the delicate parts of many
instruments. The alloy does not spark, and so finds use in tools
employed in fire-hazard areas. Because beryllium-nickel
aloys resist corrosion by salt water, they are used in marine
engine parts.

Magnesium, alone or in aloys, replaces aluminum in
many construction applications because the supply of this
metal from seawater is virtually unlimited. Magnesium is soft
and can be machined, cast, and rolled. Magnesium-aluminum
aloys (trade name Dowmetal) are often used in airplane con-
struction.

Magnesium hydroxide is used as milk of magnesia for
upset stomachs. Epsom salts are magnesium sulfate.
Soapstone, aform of talc, isused for laboratory table tops and
laundry tubs. Magnesium oxide is used for lining furnaces.

Slaked lime, or calcium hydroxide, isthe principal ingre-
dient in plaster and mortar, in which the calcium hydroxide is
gradually converted to calcium carbonate by reaction with the
carbon dioxidein theair. Slaked limeisan important flux in the
reduction of iron in blast furnaces. It is aso used as a mild
germ-killing agent in buildings that house poultry and farm
animals, in the manufacture of cement and sodium carbonate,
for neutralizing acid soil, and in the manufacture of glass.

Calcium carbide, made by reacting calcium oxide with
carbon in the form of coke, is the starting material for the pro-
duction of acetylene. Calcium propionate is added to foods to
inhibit mold growth. Calcium carbonate and calcium
pyrophosphate are ingredients in toothpaste.

Plaster of Paris is 2CaSO,H,O, which forms
CaS0,+2H,0 (gypsum), as it sets. Gypsum is used to make
wallboard, or sheet rock. Asbestos—no longer used as a build-
ing material in the United States because of concerns that
exposure to asbestos fibers can cause cancer—is a naturally
occurring mineral, a calcium magnesium silicate. Calcium and
magnesium chlorides, byproducts of sodium chloride purifica-
tion, are used in the de-icing of roads. Calcium chloride
absorbs water from the air, so is used in the prevention of dust
on roads, coal, and tennis courts and as a drying agent in the
laboratory.

Florapatite, a calcium fluorophosphate, is an important
starting material in the production of phosphoric acid, which,
in turn, is used to manufacture fertilizers and detergents. The
mines in Florida account for about one-third of the world's
supply of this phosphate rock. Fluorspar, or calcium fluoride,
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Steel is an alloy of iron and carbon. © Wolfgang Kaeler/Corbis. Reproduced by permission.

is used as a flux in the manufacture of steel. It is aso used to
make hydrofluoric acid, which is then used to make fluorocar-
bons such as Teflon.

Calcium is involved in the function of nerves and in
blood coagulation. Muscle contraction is regulated by the
entry or release of calciumionsby the cell. Calcium phosphate
is a component of bones and teeth. Hydroxyapatite, calcium
hydroxyphosphate, is the main component of tooth enamel.
Cavities are formed when acids decompose this apatite coat-
ing. Adding fluoride to the diet converts the hydroxyapatite to
a more acid-resistant coating, fluorapatite or calcium fluo-
rophosphate. Magnesium is the metal ion in chlorophyll, the
substance in plants that initiates the photosynthesis process in
which water and carbon dioxide are converted to sugars.
Calcium ions are needed in plants for cell division and cell
walls. Calcium pectinate is essentia in holding plant cells
together. Calcium and magnesium ions are required by living
systems, but the other Group 2 elements are generally toxic.

The word barium comes from the Greek barys, meaning
heavy. Barium salts are opaque to x rays, and so a slurry of
barium sulfate is ingested in order to outline the stomach and
intestines in x-ray diagnosis of those organs. Although barium
ions are poisonous, the very low solubility of barium sulfate
keeps the concentration low enough to avoid damage.

Both barium and strontium oxides are used to coat the
filaments of vacuum tubes, which are still used in some appli-
cations. Because these el ements act to remove traces of oxy-
gen and nitrogen, a single layer of barium or strontium atoms
on afilament may increase the efficiency more than a hundred
million times.

Radium is asource of radioactive raystraditionally used
in cancer treatment, though other radioactive isotopes are now
more commonly used. A radioactive isotope of strontium,
strontium-90, is a component of nuclear fallout.

The akaline earths and their compounds burn with dis-
tinctive colors. The green of barium, the red of strontium, and
the bright white of magnesium are familiar in fireworks.
Strontium is aso used in arc lamps to produce a bright red
light for highway flares.

See also Chemical bonds and physical properties; Chemical
elements, Geochemistry; Stalactites and stalagmites

ALLOY

An aloy is amixture of two or more elements, at least one of
which is metallic, that itself has metallic properties (ductility,
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conductivity, etc.). Compounds that involve metals but do not
have metallic properties are not alloys. Alloying occurs natu-
rally; most raw gold, for example, is aloyed with silver, and
natural nickel-iron alloys occur both in terrestrial rocks and as
a common ingredient of meteorites. However, al aloys used
for modern technological purposes are created industrialy.
Thisis necessary both because most raw metals exist as chem-
ical compounds in rocks and because the balance of ingredi-
entsin auseful alloy must be precise.

In a given aloy, one meta is usualy present in higher
concentration than any other element; thisistermed the parent
metal or solvent of the aloy. Most aloys are solid at room
temperature, and are assumed to be in the solid state when
their properties are specified. Three common alloys are steel
(parent metal iron, main additive carbon), bronze (parent
metal copper, main additive tin), and brass (parent metal cop-
per, main additive zinc).

The nature of the mixing in an aloy depends on the
chemical properties of itsingredients. The atoms of the differ-
ent elements in an aloy can be roughly classed as indifferent
to each other, as attracting each other, or as repelling each
other. If al atomsin an aloy are indifferent to each other, they
mix randomly and produce an aloy that is uniform at al lev-
els above the atomic. Such an aloy is termed a random solid
solution. If the atoms of unlike elements in an aloy attract
each other, some orderly pattern develops when the aloy cools
from its molten to its solid state. Such a solid is termed a
superlattice or ordered solid solution. For example, a half-cop-
per, half-aluminum alloy is an ordered solid solution in which
planes of aluminum atoms alternate with planes of copper
atoms. However, if the unlike atoms in a substance are
attracted by strong electrical forces, theresult isnot an ordered
solid solution with metallic properties but a true chemical
compound. Salt, for example (sodium chloride, NaCl), is con-
sidered an ionic compound, not an alloy of sodium.

If the unlike atoms in an aloy attract each other less
than the like atoms, the elements tend to segregate into distinct
crystal domains upon solidification. The aloy is then a mass
of pure, microscopic crystals of its component elementsand is
termed a phase mixture.

See also Crystals and crystallography; Industrial minerds;
Metals; Precious metals; Phase state changes

ALLUVIAL SYSTEM

An aluvia system is a landform produced when a stream or
river, that is, some channelized flow (geologists call them all
streams no matter what their scale) slows down and deposits
sediment that was transported either as bedload or in suspen-
sion. The basic principle underlying aluvia depositsisthat the
more rapidly water ismoving, the larger the particlesit can hold
in suspension and the farther it can transport those particles.
For example, suppose that a river is flowing across a
mountainous region, eroding rock, sand, gravel, silt, and other
materials from the stream bed. As long as the stream is flow-
ing rapidly, a considerable quantity of materials such as these
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can be transported, either along the bottom or as particles sus-
pended in the water column. But then imagine that the stream
rushes out of the mountainous region and onto a valley floor.
As the river slows down, suspended materials begin to be
deposited. The larger bedload materials (for example, rocks
and stones) accumulate first, and the lighter suspended mate-
rids (sand, silt, and clay) later. Any collection of materials
deposited by a process such as thisis known as alluvium. The
conditions under which an alluvial system forms are found in
both arid and humid climates, and in areas of both low slope
(river deltas or swamps) and high slope (mountain streams).

Although the system mentioned above was in a moun-
tainous setting, any river or stream is part of an dluvia system.
Many stream systems consist of several common festures
including channels, heads, mouths, meanders, point bars and cut
banks, floodplains, levees, oxbow lakes, and stream terraces.

The channel is the sloping trough-like depression down
which water flows from the stream’s origin, or head, to its des-
tination, or mouth. All channels naturally curve, or meander.
At the outside of abend in a channel meander, the flow is con-
centrated and so erosion causes undercutting, and a cutbank
forms. On the inside of the meander, flow decreases, so depo-
sition occurs; a sand bar, or point bar, forms.

When a stream floods, several processes naturally fol-
low. As the water flows out of its channel, it immediately
begins to slow down because it spreads out over a large area,
increasing the resistance to flow. Coarser sediments are there-
fore deposited very close to the channel. This forms a very
gently sloping lump of aluvium that paralels the channel,
known as a natural levee. As the natural levee builds up over
thousands of years, it helps prevent flooding. That is why
humans build man-made levees—to emulate natural levees.
Finer sediments flow with the stream water out onto the flat
area behind the levee, known as the floodplain.

During the sameflood, if the water is especially high, or
the channel is highly meandering, the flood may cut a new
channel, connecting two closely positioned meanders, a neck,
inwhat is called aneck cut-off. Once the neck is cut, the chan-
nel is much straighter, and the meander is abandoned to
become a part of the floodplain. This abandoned meander then
forms a lake known as an oxbow.

Another common feature of aluvia systems is the
stream terrace. A stream terrace is simply an old floodplain
that is now abandoned. Abandonment occurred when the ero-
sive power of the stream increased and it began to rapidly
downcut to alower elevation. The stream did not have time to
erode its old floodplain by meandering over it, so it was pre-
served. The abandoned floodplain, or stream terrace, can be
seen well above the new stream channel elevation. Multiple
terraces can sometimes be seen, resembling steps in a giant
staircase.

When an aluvia system operates over along period of
time, perhaps millions of years, it works to flatten the sur-
rounding landscape, and significantly decrease its average ele-
vation. Areas that were originally mountainous can be worn
down to rolling hills, and eventually produce extensive plains
composed of aluvia sediment. The sediment is eroded from
highlands that may be tens, hundreds, or perhaps thousands of
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miles from the coast, and the alluvium serves to bury existing
coastal features beneath a blanket of sediment. During periods
of lower sealevel in the geologic past, coastal plains extended
far out on the margins of the continents. Today, these alluvial
sediments are hundreds of feet below sealevel.

As a stream emerges from a mountain valley, its waters
are dispersed over a relatively wide region of valey floor.
Such is the case, for example, aong the base of the Panamint
Mountainsthat flank California’s Death Valley. A stream flow-
ing down a mountain side tends to deposit heavier materials
near the foot of the mountain, somewhat lighter materials at a
greater distance from the mountain, and the lightest materials
at a still greater distance from the mountain.

Often, the flow of water ends within the deposited mate-
ria itself. This materia tends to be very porous, so water is
more likely to soak into the ground than to flow across its sur-
face. Thus, there is no preferred direction of deposition from
side to side at the mouth of the stream, and as the alluvium
accumulates it forms a cone-shaped pattern on the valley floor
known as an aluvial fan.

The idealized model described above would suggest
that an aluvial fan should have a gradually changing compo-
sition, with heavier materials such asrocks and small stones at
the base of the mountain and lighter materials such as sand and
silt at the base (toe) of the fan. In actual fact, aluvia fans sel-
dom have this idedlized structure. One reason for the more
varied structure found in afan isthat stream flows change over
time. During flows of low volume, lighter materids are
deposited close to the mountain base on top of heavier materi-
als deposited during earlier flows of high volume. During
flows of high volume, heavier materials are once more
deposited near the base of the mountain, now on top of lighter
materials. A vertical cross-section of an alluvial fanislikely to
be more heterogeneous, therefore, than would be suggested by
an idealized depositional model.

Alluvia fans tend to have small slopes that may be no
more than afoot every half amile (afew tenths of a meter per
kilometer). The exact slope of the fan depends on a number of
factors. For example, streamsthat drain an extensive area, that
have alarge volume of water, or that carry suspended particles
of smaller size are morelikely to form fans with modest slopes
than are streams with the opposite characteristics.

Under some circumstances, a river or stream may con-
tinue to flow across the top of an aluvial fan as well as soak
into it. For example, the volume of water carried during floods
may cause water to cut across an dluvial fan and empty onto
the valley floor itself. Also, over time, sediments may become
compacted within the fan, and it may become less and less
porous. Then, the stream or river that feeds the fan may begin
to cut achannel through the fan itself and to lay down anew fan
at the base of the older fan. Asthe fansin avalley become more
extensive, their lateral edges may begin to overlap each other.
This feature is known as a bajada or piedmont aluvia plain.

In some regions, piedmont alluvia plains have become
quite extensive. The city of Los Angeles, for example, is
largely constructed on such a plain. Other extensive aluvial
systems can be found in the Central Valley of California and

along the base of the Andes Mountains in Paraguay, western
Argentina, and eastern Bolivia.

Alluvial fans have certain characteristics that make
them attractive for farming. In the first place, they generaly
have a somewhat reliable source of water (except in adesert):
the stream or river by which they were formed. Also, they tend
to be relatively smooth and level, making it easy for planting,
cultivating, and harvesting.

Deltas are common alluvial features, and can be found
at the mouths of most streams that flow into a lake or ocean.
When rivers and streams flow into standing water, their veloc-
ity decreases rapidly. They then deposit their sediment load,
forming a fan-shaped, sloping deposit very similar to an allu-
via fan, but located in the water rather than on dry land. This
is known as a delta. Deltas show a predictable pattern of
decreasing sediment size as you proceed farther and farther
from shore.

The Mississippi River Delta is the United States' best
known delta. Other well-known deltas are the Nile Delta of
northern Africa and the Amazon Delta of South America.
When Aristotle observed the Nile Delta, he recognized it was
shaped like the Greek letter, delta, hence the name. Most
deltas clog their channels with sediment and so must eventu-
aly abandon them. If the river then flows to the sea dong a
significantly different path, the delta will be abandoned and a
new deltalobe will form. This process, known as delta switch-
ing, helps build the coastline outward, forming new land for
agriculture, as well as other uses.

ALPINE GLACIER - see GLACIERS

ALTOCUMULOUS CLOUD - see CLouDS AND

CLOUD TYPES

ALTOSTRATUS CLOUD -« see CLOUDS AND CLOUD
TYPES

ALUMINUM

Aluminum is the third most abundant element in the earth’s
crust, ranking only behind oxygen and silicon. It makes up
about 9% of the earth’s crust, making it the most abundant of
al metals. The chemical symbol for auminum, Al, is taken
from the first two letters of the element’s name.

Aluminum has an atomic number of 13 and an atomic
mass Of 26.98. Aluminum isasilver-like metal with adightly
bluish tint. It has amelting point of 1,220°F (660°C), a boiling
point of about 4,440°F (2,450°C), and a density of 2.708
grams per cubic centimeter. Aluminum is both ductile and
malleable.

Aluminum is a very good conductor of electricity, sur-
passed only by silver and copper in this regard. However, alu-
minum is much less expensive than either silver and copper.
For that reason, engineers are currently trying to discover new
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ways in which auminum can be used to replace silver and
copper in electrical wires and eguipment.

Aluminum occurs in nature as a compound, never as a
pure metal. The primary commercia source for aluminum is
the minera bauxite, a complex compound consisting of au-
minum, oxygen, and other elements. Bauxite is found in many
parts of the world, including Australia, Brazil, Guinea,
Jamaica, Russia, and the United States. In the United States,
auminum is produced in Montana, Oregon, Washington,
Kentucky, North Carolina, South Carolina, and Tennessee.

Aluminum is extracted from bauxite in a two-step
process. In the first step, aluminum oxide is separated from
bauxite. Aluminum metal is produced from aluminum oxide.

At one time, The extraction of pure aluminum metal
from aluminum oxide was very difficult. The initial process
requires that aluminum oxidefirst be melted, then electrolyzed.
This is difficult and expensive because aluminum oxide melts
at only very high temperatures. An inexpensive method for car-
rying out this operation was discovered in 1886 by Charles
Martin Hall, at the time, a student at Oberlin College in Ohio.
Hall found that aluminum oxide melts at a much lower tem-
perature if it is first mixed with a mineral known as cryalite.
Passing electric current through a molten mixture of aluminum
oxide and cryolite, produces aluminum metal.

At the time of Hall’s discovery, aluminum was a very
expensive metal. It sold for about $10 per pound—so rare and
was displayed at the 1855 Paris Exposition next the French
crown jewels. As a result of Hall’s research, the price of alu-
minum dropped to less than $.40 per pound).

Aluminum was named for one of its most important
compounds, alum, a compound of potassium, aluminum, sul-
fur, and oxygen. The chemica name for alum is potassium
auminum sulfate, KAI(SO,),.

Alum has been widely used by humans for thousands of
years. It was mined in ancient Greece and then sold to the
Turkswho used it to make a beautiful red dye known as Turkey
red. Alum has also been long used as a mordant in dyeing. In
addition, alum was used as an astringent to treat injuries.

Eventually, chemists began to realize that alum might
contain a new element. The first person to actually produce
auminum from a mineral was the Danish chemist and physi-
cist Hans Christian Oersted (1777-1851). Oersted was not
very successful, however, in producing a very pure form of
aluminum.

The first pure sample of aluminum metal was not made
until 1827 when the German chemit Friedrich Wéhler heated a
combination of aluminum chloride and potassium metal.
Being more active, the potassium replaces the aluminum, leav-
ing a combination of potassium chloride and a uminum metal.

Aluminum readily reacts with oxygen to form au-
minum oxide: 4Al + 30, — 2Al,0;. Aluminum oxide forms a
thin, whitish coating on the aluminum metal that prevents the
metal from reacting further with oxygen (i.e., corrosion).

The largest single use of auminum aloys is in the
transportation industry. Car and truck manufacturers use au-
minum alloys because they are strong, but lightweight.
Another important use of aluminum alloysisin the packaging
industry. Aluminum foil, drink cans, paint tubes, and contain-
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ers for home products are all made of aluminum alloys. Other
uses of aluminum alloys include window and door frames,
screens, roofing, siding, electrical wires and appliances, auto-
mobile engines, heating and cooling systems, kitchen utensils,
garden furniture, and heavy machinery.

Aluminum isalso madeinto alarge variety of compounds
with many industrial and practical uses. Aluminum ammonium
sulfate, AI(NH,)(SO,),, is used as a mordant, in water purifica-
tion and sewage treatment systems, in paper production and the
tanning of leather, and as a food additive. Aluminum borate is
used in the production of glass and ceramics.

One of the most widely used compounds is aluminum
chloride (AICl;), employed in the manufacture of paints,
antiperspirants, and synthetic rubber. It is also important in the
process of converting crude petroleum into useful products,
such as gasoline, diesel and heating oil, and kerosene.

See also Chemical elements; Minerals

ALVAREZ, LUIS (1911-1988)

American physicist

Luis Alvarez proposed a controversia theory involving the
possibility of a massive collision of a meteorite with the earth
65 million years ago, an event that Alvarez believed may
account for the disappearance of the dinosaurs. After a varied
and illustrious career as a Nobel Prize-winning physicist,
Alvarez shared his last mgjor scientific achievement with his
son Walter, who was then a professor of geology at The
University of California at Berkeley. In 1980, the Alvarezes
accidentally discovered a band of sedimentary rock in Italy
that contained an unusually high level of the rare metal irid-
ium. Dating techniques set the age of the layer at about 65 mil-
lion years. The Alvarezes hypothesized that the iridium came
from an asteroid that struck the earth, thereby sending huge
volumes of smoke and dust (including the iridium) into the
earth’s atmosphere. They suggested that the cloud produced
by the asteroid’s impact covered the planet for an extended
period of time, blocked out sunlight, and caused the wide-
spread death of plant life on Earth’s surface. The loss of plant
life in turn, they theorized, brought about the extinction of
dinosaurs, who fed on the plants. While the theory has found
favor among many scientists and has been enhanced by addi-
tional findings, it is still the subject of scientific debate.

Luis Walter Alvarez was born in San Francisco,
California. Hisfather, Dr. Walter Clement Alvarez, was a med-
ical researcher at the University of Californiaat San Francisco
and also maintained a private practice. Luis mother was the
former Harriet Skidmore Smythe. Alvarez's parents met while
studying at the University of California at Berkeley.

Alvarez attended grammar school in San Francisco and
enrolled in the city’s Polytechnic High School, where he avidly
studied science. When hisfather accepted a position at the pres-
tigious Mayo Clinic, the family moved to Rochester,
Minnesota. Alvarez reported in his autobiography Alvarez:
Adventures of a Physicit, that his science classes at Rochester
High School were “adequately taught [but] not very interest-
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ing.” Dr. Alvarez noticed his son’s growing interest in physics
and hired one of the Mayo Clinic's machiniststo give Luis pri-
vate |essons on weekends. Alvarez enrolled at the University of
Chicago in 1928 and planned to mgjor in chemistry. He was
especialy interested in organic chemistry, but soon came to
despise the mandatory chemistry laboratories. Alvarez “discov-
ered” physics in his junior year and enrolled in a laboratory
course, “Advanced Experimental Physics: Light” about which
he later wrote in his autobiography: “It was love & first sight.”
He changed his mgjor to physics and received hisB.S. in 1932.
Alvarez stayed at Chicago for his graduate work and his
assigned advisor was Nobel Laureate Arthur Compton, whom
Alvarez considered “the ideal graduate advisor for me” because
he visited Alvarez's laboratory only once during his graduate
career and “usually had no idea how | was spending my time.”

Alvarez earned his bachelor’'s, master’s, and doctoral
degrees at the University of Chicago before joining the faculty
at the University of California at Berkeley, where he remained
until retiring in 1978. His doctoral dissertation concerned the
diffraction of light, atopic considered relatively trivial, but his
other graduate work proved to be more useful. In one series of
experiments, for example, he and some colleagues discovered
the “ east-west effect” of cosmic rays, which explained that the
number of cosmic rays reaching the earth’s atmosphere dif-
fered depending on the direction from which they came. The
east-west effect was evidence that cosmic rays consist of some
kind of positively charged particles. A few days after passing
his oral examinations for the Ph.D. degree, Alvarez married
Geraldine Smithwick, a senior at the University of Chicago,
with whom he later had two children. Less than a month after
their wedding, the Alvarezes moved to Berkeley, California,
where Luis became aresearch scientist with Nobel Prize-win-
ning physicist Ernest Orlando Lawrence, and initiated an asso-
ciation with the University of California that was to continue
for forty-two years.

Alvarez soon earned the title “prize wild idea man”
from his colleagues because of hisinvolvement in such awide
variety of research activities. Within hisfirst year at Berkeley,
he discovered the process of K-electron capture, in which
some atomic nuclel decay by absorbing one of the electronsin
its first orbital (part of the nuclear shell). Alvarez and a stu-
dent, Jake Wiens, also developed a mercury vapor lamp con-
sisting of the artificial isotope mercury—198. The U.S. Bureau
of Standards adopted the wavelength of the light emitted by
the lamp as an official standard of length. In his research with
Nobel Prize-winning physicist Felix Bloch, Alvarez devel-
oped amethod for producing abeam of slow moving neutrons,
amethod that was used to determine the magnetic moment of
neutrons (the extent to which they affect amagnetic field). Just
after the outbreak of World War Il in Europe, Alvarez discov-
ered tritium, aradioactive isotope (a variant atom containing a
different number of protons) of hydrogen.

World War Il interrupted Alvarez'swork at Berkeley. In
1940, he began research for the military at Massachusetts
Institute of Technology’s (MIT’s) radiation laboratory on radar
(radio detecting and ranging) systems. Over the next three
years, he was involved in the development of three new types
of radar systems. The first made use of a very narrow radar

beam to allow a ground-based controller to direct the “blind”
landing of an airplane. The second system, code-named
“Eagle,” was a method for locating and bombing objects on
the ground when a pilot could not see them. The third inven-
tion became known as the microwave early-warning system, a
mechanism for collecting images of aircraft movement in
overcast skies.

In 1943, Alvarez left MIT to join the Manhattan Project
research team working in Los Alamos, New Mexico. His pri-
mary accomplishment with the team was devel oping the det-
onating device used for the first plutonium bomb. Alvarez
flew in the B—29 bomber that observed the first test of an
atomic device at Alamogordo, south of Los Alamos. Three
weeks later, Alvarez was aboard another B—29 following the
bomber “Enola Gay” as it dropped the first atomic bomb on
Hiroshima, Japan. Like most scientists associated with the
Manhattan Project, Alvarez was stunned and horrified by the
destructiveness of the weapon he had helped to create.
Nonetheless, he never expressed any doubts or hesitation
about the decision to use the bombs, since they brought a
swift end to the war. Alvarez felt strongly that the United
States should continue its nuclear weapons devel opment after
the war and develop a fusion (hydrogen) bomb as soon as
possible.

After thewar, Alvarez returned to Berkeley where he had
been promoted to full professor. Determining that the future of
nuclear physics lay in high-energy research, he focused his
research on powerful particle accelerators—devices that accel-
erate electrons and protons to high velocity. His first project
was to design and construct a linear accelerator for use with
protons. Although his machine was similar in some ways to the
electron acceleratorsthat had been available for many years, the
proton machine posed a number of new problems. By 1947,
however, Alvarez had solved those problems and his forty-foot-
long proton accelerator began operation.

Over the next decade, the science of particle physics (the
study of atomic components) developed rapidly at Berkeley.
An important factor in that progress was the construction of
the 184-inch synchrocyclotron at the university’sradiation lab-
oratory. The synchrocyclotron was a modified circular particle
accelerator capable of achieving much greater velocities than
any other type of accelerator. The science of particle physics
involves two fundamental problems: creation of particlesto be
studied in some type of accelerator and detection and identifi-
cation of those particles. After 1950, Alvarez’sinterests shifted
from the first to the second of these problems, particle detec-
tion, because of a chance meeting in 1953 with University of
Michigan physicist Donald Glaser. Glaser had recently
invented the bubble chamber, a device that detects particles as
they pass through a container of superheated fluid. As the par-
ticles move through the liquid, they formionsthat act as nuclei
on which the superheated material can begin to boil, thereby
forming a track of tiny bubbles that shows the path taken by
the particles. In talking with Glaser, Alvarez realized that the
bubble chamber could be refined and improved to track the
dozens of new particles then being produced in Berkeley's
giant synchrocyclotron. Among these particles were some with
very short lifetimes known as resonance states.

o 17




Amorphous

WORLD OF EARTH SCIENCE

Improving Glaser’s original bubble chamber involved a
number of changes. First, Alvarez decided that liquid hydro-
gen would be a more sensitive material to use than the diethyl
ether employed by Glaser. In addition, he realized that sophis-
ticated equipment would be needed to respond to and record
the resonance states that often lasted no more than a billionth
of a second. The equipment he developed included relay sys-
tems that transmitted messages at high speeds and computer
programs that could sort out significant from insignificant
events and then analyze the former. Finally, Alvarez aimed at
constructing larger and larger bubble chambers to record a
greater number of events. Over a period of about five years,
Alvarez's chambers grew from asimple one-inch glass tubeto
his most ambitious instrument, a 72-in (183 cm) chamber that
was first put into use in 1959. With these devices, Alvarez
eventually discovered dozens of new elementary particles,
including the unusual resonance states.

The significance of Alvarez's work with bubble cham-
bers was recognized in 1968 when he was awarded the Nobel
Prize for physics. At the awards ceremony in Stockholm, the
Swedish Academy of Science's Sten von Friesen stated that,
because of his work with the bubble chamber, “entirely new
possibilities for research into high-energy physics present
themselves....Practically al the discoveries that have been
made in this important field [of particle physics] have been
possible only through the use of methods developed by
Professor Alvarez.” Alvarez attended the Nobel ceremonies
with his second wife, Janet Landis, whom he married in 1958.
The couple had two children.

Advancing years failed to reduce Alvarez's curiosity on
a wide range of topics. In 1965 he was in charge of a joint
Egyptian-American expedition whose goal was to search for
hidden chambers in the pyramid of King Kefren at Giza. The
team aimed high-energy muons (subatomic particles produced
by cosmic rays) at the pyramid to look for regions of low den-
sity, which would indicate possible chambers. However, none
were found. Alvarez's hobbies included flying, golf, music,
and inventing. He made his last flight in his Cessna 310 in
1984, almost exactly 50 years after he first learned to fly. In
1963, he assisted the Warren Commission in the investigation
of President John F. Kennedy’s assassination. Among his
inventions were a system for color television and an electronic
indoor golf-training device developed for President
Eisenhower. In al, he held 22 patents for his inventions.
Alvarez died of cancer in Berkeley, at the age of 77.

AMORPHOUS

Solid substances fall into two general classes, crystalline and
amorphous. Those whose atoms show long-range order, like
the squares on a chessboard or the loopsin a chain-link fence,
are crystalline; those whose atoms are arranged in no particu-
lar, repeating pattern are amorphous. Naturally occurring
amorphous solids are also termed mineraloids.

Amorphous solids are made of the same elements that
produce crystalline solids, often mixed in the same ratios. For
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example, pure silicon dioxide (silica; SiO,) occurs both in a
crystallineform (e.g., quartz); and in an amorphousform (e.g.,
glass). The difference between the two formsis one of atomic-
level organization. Given sufficient time, as when precipitat-
ing atom by atom from a hydrothermal solution or solidifying
slowly from a pure melt, silicon and oxygen atoms assume an
orderly, crystaline arrangement because it is a lower-energy
state and therefore more stable, as apencil lying onitsside has
less energy and is more stable than a pencil balanced on its
eraser. However, if cooled suddenly, the silicon and oxygen
atomsin, for example, molten silicahave no timetolineupin
orderly crystaline ranks but are trapped in a random solid
arrangement. Natural glasses (lechatelierites) are in fact pro-
duced in large quantities when silicarrich lava is quenched
suddenly in air or, as during undersea eruptions, in water.

Although few amorphous solids beside glasses occur
naturally, an amorphous form of virtually any substance can
be manufactured by sufficiently rapid quenching of the liquid
phase or by depositing atoms from the vapor phase directly
onto a cool substrate. Vapor deposition is used to build up the
amorphous silicon films found in al integrated electronic cir-
cuit chips.

Most natural amorphous solids are formed by fast
guenching, but not al. The precious stone opal (SO, - nH,0)
isamineraloid formed by the solidification of acolloidal solu-
tion (fine-particle mixture) of silica and water—in essence,
opa isvery firm silicajello. Minerals formed by solidification
of colloids, like opal, are termed gel mineras. Limonite
(Fe,O5 - NH,0) is another gel mineral.

A crystalline solid may be transformed into an amor-
phous solid by alpha-particle radiation emitted by uranium or
thorium atoms contained in the crystal itself. Each alpha par-
ticle that passes through the crystal strikes a tiny but violent
blow against its atomic structure, dightly scrambling the
orderly ranks of atoms. A once-crystalline mineral whose crys-
tal structure has been obliterated by alpharadiation is termed
ametamict mineral.

See also Chemical bonds and physical properties; Crystalsand
crystallography

ANALEMMA

The earth’s orbit around the Sun is not a perfect circle. It isan
elipse, abeit not avery flattened one, and thisleads to anum-
ber of interesting observationa effects. One of these is the
analemma, the apparent path traced by the Sun in the sky
when observed at the same time of day over the course of a
year. The path resembles a lopsided figure eight (which is
printed on some globes).

When measuring the Sun’s position in the sky every day
precisely at noon, over the course of ayear the Sun appearsto
move higher in the sky as summer approaches and then move
lower as winter approaches. This occurs because the tilt of
Earth’'s axis causes the Sun’'s apparent celestial latitude, or
declination, to change over the course of the year.
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Mount St. Helens erupted explosively because its magma is andesitic, with increased amounts of trapped gas. AP/Wide World. Reproduced by

permission.

However, at some times of the year, the Sun will appear
dightly farther west in the sky than it does at other times, asiif
it were somehow gaining time on a watch. This results from
the ellipticity of Earth’s orbit. According to Kepler's second
law of motion, planets moving in an eliptical orbit will move
faster when they are closer to the Sun than when they are far-
ther away. Therefore, Earth’s speed in its orbit is constantly
changing, decelerating as it moves from perihelion (its closest
point to the Sun) to aphelion (its farthest point from the Sun),
and accelerating as it then “falls’ inward toward perihelion
again.

It would be nearly impossible for watchmakersto try to
make a clock that kept actual solar time. The clock would have
totick at different rates each day to account for Earth’s chang-
ing velocity about the Sun. Instead, watches keep what is
caled mean solar time, which is the average vaue of the
advance of solar time over the course of the year. As aresult,
the Sun gets ahead of, and behind, mean solar time by up to 16
minutes at different times of the year. In other words, if one
measured the position of the Sun at noon mean solar time at
one time of year, the Sun might not reach that position until
12:16 PM. at another time of year.

Now al the elements are in place to explain the
analemma’s figure eight configurations. The tilt of Earth's
orbital axis causes the Sun to appear higher and lower in the
sky at different times of year; thisformsthe vertical axis of the
eight. The ellipticity of Earth’'s orbit causes the actual solar
time to first get ahead of, and then fall behind, mean solar
time. This makes the Sun appear to slide back and forth across
the vertical axis of the eight, forming the rest of the figure.

The shape of the analemma depends upon a particular
planet’s orbital inclination and ellipticity. The Sun would
appear to trace a unique analemmafor any of the planetsin the
solar system; the analemmas thus formed are fat, thin, or even
teardrop-shaped variants on the basic figure eight.

See also Celestial sphere: The apparent movements of the
Sun, Moon, planets, and stars

ANDESITE

Andesite is the most common volcanic rock after basalt. It is
porphyritic, that is, consists of coarse crystals (phenocrysts)
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embedded in agranular or glassy matrix (groundmass). Having
a dlica content of 57%, it is in the intermediate category
(52-66% silica) of the silicic-mafic scale. The large volcanic
mountain chains of North and South America, including the
Andes (for which andesite is named), are composed largely of
andesite. Indeed, andesiteis common in all the mountain-build-
ing zones that rim the Pacific Ocean. The transition from the
oceanic crust of the main basin of the Pacific to the andesitic
rocks around its perimeter istermed the andesite line. The crust
on the deep-sea side of the andesite line is a product of sea-
floor spreading, and the andesitic mountains on the other side
are a product of orogenic volcanism. The andesite line thus
marks the geological border of the true Pacific basin.

The primary ingredient of most andesites is andesine, a
feldspar of the plagioclase series. Smaller amounts of quartz
or minerals rich in iron and magnesium such as olivine, pyrox-
ene, biotite, or hornblende are also present. Andesites are
ordered in three classes according to the identity of their non-
feldspar components: from most silicic to most mafic, these
are (1) quartz-bearing andesites, (2) pyroxene andesites, and
(3) bictite and hornblende andesites. All are intermediate in
composition between diorite (an intrusive igneous rock con-
sisting mostly of plagioclase feldspar) and rhyolite, a volcanic
rock having the same composition as granite (i.e., feldspar
plus quartz). In other words, andesites are higher in feldspar
than rhyolite but lower in feldspar than diorites.

Andesite's character usually results from the melting
and assimilation of rock fragments by magma rising to the sur-
face. Rocks nearer the surface tend to be higher in silicon,
because silicon is less dense than iron and magnesium, com-
ponentsthat increase at greater depths. An andesite can thus be
viewed very roughly as a basalt contaminated with excess sil-
icon (and perhaps other ingredients). Indeed, many olivine-
bearing andesites are so close to basalt in appearance that they
can only be distinguished on the strength of chemical analysis.

Andesites high in quartz—dacites—are sometimes
classed as a separate group.

See also Bowen’s reaction series; Crust; Earth, interior struc-
ture; Minerals; Volcanic eruptions

ANGULAR UNCONFORMITIES - see

UNCONFORMITIES

ANION -« see CHEMICAL BONDS AND PHYSICAL PROPERTIES

ANNING, MARY (1799-1847)
English paleontologist

Mary Anning, a self-educated fossil hunter and collector, was
eventually credited with the first discovery of the plesiosaur.
Anning was born in Lyme Regisin Dorset, England and
remained single al her life. Lyme Regis is famous for its
Jurassic ammonites and dinosaur remains. Her claim to fame
was firmly established when she, along with her brother,
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found and extracted a complete ichthyosaur skeleton, subse-
quently sent to a London Museum. At the time she was only
12 years old. Anning also found a nearly complete skeleton of
a plesiosaur in 1823, and made her third great discovery in
1828 of the anterior sheath and ink bag of Belemnospia. In
1929, she discovered the fossil fish Squaloraja, thought to be
an ancestor of the shark and the ray. Her last major discovery
in 1830 was the Plesiosaurus macrocephalus, named by
Professor William Buckland.

Aning was born to a poor family and taught her initial
trade by her father who waskilled in an accident when she was
11 years old. However, over the next 35 years Anning knew
and became known to most of the famous geologists of the
time by collecting and running her fossil shop first with her
mother, and then later on her own. Her knowledge of
ammonites, dinosaur bones and other marine fossils found on
the beach at Lyme Regis gave her fame, but not fortune.
Towards the end of her life she was however, granted a gov-
ernment research grant in 1838 to help with her work. Because
she was a woman, Anning was never allowed to present her
work to the Geological Society of London.

Anning also never published any of her findings. Many
of her discoveries are now displayed in museums although her
name is rarely mentioned, as most the fossils carry the name
of the donator, not the discoverer.

During her lifetime, in 1841 and 1844, Anning had two
fossils named after her by Louis Agassiz, the Swiss exponent
of the Ice Age theory. After her death, Anning was recognized
by the very society that had failed to admit her during her life-
time, the Geological Society of London. She was an accom-
plished paleontologist, largely self-educated, and a highly
intelligent woman even teaching herself French so that she
could read Georges Cuvier's work in the origina French.
Today, scientists recognize Anning as an authority on British
dinosaur anatomy.

See also Fossil record; Fossils and fossilization; Jurassic

ANNULAR ISLANDS - see GOYOTS AND ATOLLS

ANTARCTIC CIRCLE -« see SOLAR ILLUMINATION:
SEASONAL AND DIURNAL PATTERNS

ANTARCTIC. OCEAN - see OCEANS AND SEAS

ANTARCTICA

Among the seven continents on planet Earth, Antarcticalies at
the southernmost tip of the world. It is the coldest, driest, and
windiest continent. Ice covers 98% of the land, and its
5,100,000 sq mi (13,209,000 sq km) occupy nearly one-tenth
of Earth’s land surface, or the same area as Europe and the
United States combined. Despite its barren appearance,
Antarctica and its surrounding waters and islands teem with
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life al their own, and the continent plays a significant rolein
the climate and health of the entire planet.

Seventy percent of the world's fresh water isfrozen atop
continental Antarctica. These icecaps reflect warmth from the
Sun back into the atmosphere, preventing planet Earth from
overheating. Huge icebergs break away from the stationary
ice and flow north to mix with warm water from the equator,
producing currents, clouds, and complex weather patterns.
Creatures as small as microscopic phytoplankton and as large
as whales live on and around the continent, including more
than 40 species of birds. Thus, the continent provides habitats
for vital links in the world’s food chain.

Geologists believe that, millions of years ago, Antarctica
was part of alarger continent called Gondwanaland, based on
findings of similar fossils, rocks, and other geological features
on al of the other southern continents. About 200 million years
ago, Gondwanal and broke apart into the separate continents of
Antarctica, Africa, Australia, South America, and India (which
later collided with Asia to merge with that continent).
Antarctica and these other continents drifted away from each
other as aresult of shifting of the plates of the earth’s crust, a
process called continental drift that continues today. The con-
tinent is currently centered roughly on the geographic South
Pole, the point where al south latitudinal lines meet. It is the
most isolated continent on Earth, 600 mi (1,000 km) from the
southernmost tip of South America and more than 1,550 mi
(2,494 km) away from Australia.

Antarctica is considered both an island and a continent.
The land itself is divided into east and west parts by the
Transantarctic Mountains. The larger side, to the east, is
located mainly in the eastern longitudes. West Antarctica is
actualy a group of islands held together by permanent ice.

Almost all of Antarcticais under ice, in some areas by
as much as 2 mi (3 km). The ice has an average thickness of
about 6,600 ft (2,000 m), which is higher than many moun-
tains in warmer countries. This grand accumulation of ice
makes Antarctica the highest continent on Earth, with an aver-
age elevation of 7,500 ft (2,286 m).

While the ice is extremely high in elevation, the actua
landmass of the continent is, in most places, well below sea
level dueto the weight of theice. If al of thisice wereto melt,
global sealevels would rise by about 200 ft (65 m), flooding
the world’'s major coastal ports and vast areas of low-lying
land. Even if only one-tenth of Antarctica's ice were to slide
into the sea, sea levels would rise by 20 ft (6 m), severely
damaging the world's coastlines.

Under dl the ice, the Antarctic continent is made up of
mountains. The Transantarctic Mountains are the longest
range on the continent, stretching 3,000 mi (4,828 km) from
Ross Sea to Weddell Sea. Vinson Massif, at 16,859 ft (5,140
m), is the highest mountain peak. The few areas where moun-
tains peek through the ice are called nunataks.

Among Antarctica’'s many mountain ranges lie three
large, moon-like valleys—the Wright, Taylor, and Victoria
Valeys—which are the largest continuous areas of ice-free
land on the continent. Known as the “dry valleys,” geologists
estimate that it has not rained or snowed there for at least one
million years. Any falling snow evaporates before it reaches

the ground, because the air is so dry from the ceaseless winds
and brutally cold temperatures. The dryness also means that
decomposition is slow, and seal carcasses there have been
found to be more than 1,000 years old. Each valley is 25 mi
(40 km) long and 3 mi (5 km) wide and provides rare glimpses
of the rocks that form the continent and the Transantarctic
Mountains.

Around severa parts of the continent, ice forms vast
floating shelves. The largest, known as the Ross Ice Shelf, is
about the same size as Texas. The shelves are fed by glaciers
on the continent, so the resulting shelves and icebergs are
made up of fresh frozen water. Antarctica hosts the largest gla-
cier on Earth; the Lambert Glacier on the eastern half of the
continent is 25 mi (40 km) wide and more than 248 mi (400
km) long.

Gigantic icebergs are a unique feature of Antarctic
waters. They are created when huge chunks of ice separate
from anice shelf, acliff, or glacier in a process known as calv-
ing. Icebergs can be amazingly huge; an iceberg measured in
1956 was 208 mi (335 km) long by 60 mi (97 km) wide (larger
than some small countries) and was estimated to contain
enough fresh water to supply London, England, for 700 years.
Only 10-15% of an iceberg normally appears above the
water’s surface, which can create great dangers to ships trav-
eling in Antarctic waters. As these icebergs break away from
the continent, new ice is added to the continent by snowfall.

Icebergs generally flow northward and, if they do not
become trapped in a bay or inlet, will reach the Antarctic
Convergence, the point in the ocean where cold Antarctic
waters meet warmer waters. At this point, ocean currents usu-
aly sweep the icebergs from west to east until they melt. An
average iceberg will last several years before melting.

Three oceans surround Antarctica—the Atlantic,
Pacific, and Indian Oceans. Some oceanographers refer to the
parts of these oceans around Antarctica as the Southern Ocean.
While the saltwater that makes up these oceans does not usu-
ally freeze, the air is so cold adjacent to the continent that even
the salt and currents cannot keep the water from freezing. In
the winter months, in fact, the ice covering the ocean waters
may extend over an area almost as large as the continent. This
ice forms a solid ring close to the continent and loose chunks
at the northern stretches. In October (early spring) as temper-
atures and strong winds rise, the ice over the oceans breaks up,
creating huge icebergs.

Because of the way the Earth tilts on its axis as it rotates
around the Sun, both polar regions experience long winter
nights and long summer days. At the South Pole itself, the sun
shines around the clock during the six months of summer and
virtually disappears during the cold winter months. Thetilt also
affects the angle at which the Sun’s radiation hits the Earth.
When it is directly overhead at the equator, it strikes the polar
regions at more indirect angles. As aresult, the Sun’s radiation
generates much less heat, even though the polar regions receive
as much annual daylight as the rest of the world.

Even without the wind chill, the continent’s tempera-
tures can be almost incomprehensible to anyone who has not
visited there. In winter, temperatures may fall to —100°F
(=73°C). The world's record for lowest temperature was
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recorded on Antarctica in 1960, when it fell to —126.9°F
(-88.3°C).

The coastal regions are generally warmer than the inte-
rior of the continent. The Antarctic Peninsula may get aswarm
as 50°F (10°C), although average coastal temperatures are
generaly around 32°F (0°C). During the dark winter months,
temperatures drop drastically, however, and the warmest tem-
peratures range from —4 to —22°F (—20 to —30°C). In the colder
interior, winter temperatures range from —40 to —94°F (—40 to
—70°C).

The strong winds that constantly travel over the conti-
nent as cold air races over the high ice caps and then flows
down to the coastal regions, are called katabatic winds. Winds
associated with Antarctica blizzards commonly gust to more
than 120 mi (193 km) per hour and are among the strongest
winds on Earth. Even at its calmest, the continent’s winds can
average 50-90 mi (80145 km) per hour. Cyclones occur con-
tinually from west to east around the continent. Warm, moist
ocean air strikes the cold, dry polar air and swirls its way
toward the coast, usually losing its force well beforeit reaches
land. These cyclones play a vital role in the exchange of heat
and moisture between the tropical and the cold polar air.

Surprisingly, with all itsice and snow, Antarcticais the
driest continent on Earth based on annua precipitation
amounts. The constantly cold temperatures have allowed each
year’'s annual snowfall to build up over the centuries without
melting. Along the polar ice cap, annual snowfall is only 1-2
in (2.5-5 cm). More precipitation falls along the coast and in
the coastal mountains, where it may snow 10-20 in (25-51
cm) per year.

Few creatures can survive Antarctica’s brutal climate.
Except for afew mites and midges, native animals do not exist
on Antarctica’s land. Life in the sea and along the coast of
Antarctica and its islands, however, is often abundant. A wide
variety of animals make the surrounding waters their home,
from zooplankton to large birds and mammals. A few fish
have developed their own form of antifreeze over the centuries
to prevent ice crystals from forming in their bodies, while oth-
ers have evolved into cold-blooded speciesto survive the cold.

Because the emperor penguin is one of the few species
that lives on Antarctica year-round, researchers believe it
could serve as an indicator to measure the headth of the
Antarctic ecosystem. The penguins travel long distances and
hunt at various levels in the ocean, covering wide portions of
the continent. At the same time, they are easily tracked
because the emperor penguins return to their chicks and mates
in predictable ways. Such indicators of the continent’s health
become more important as more humans travel to and explore
Antarctica and as other global conditions are found to affect
the southernmost part of the world.

A wide variety of research is continuing on Antarctica,
primarily during the relatively warmer summer months from
October to February when temperatures may reach a balmy
30-50°F (-1-10°C). The cold temperatures and high atitude
of Antarctica alow astronomers to put their telescopes above
the lower atmosphere, which lessens blurring. During the
summer months, they can study the Sun around the clock,
because it shines 24 hours a day. Antarctica is aso the best

place to study interactions between solar wind and Earth’s
magnetic field, temperature circulation in the oceans, unique
animal life, ozone depletion, ice-zone ecosystems, and glacial
history. Buried deep in Antarctica’sice lie clues to ancient cli-
mates, which may provide answers to whether the earth is due
for global warming or the next ice age.

Scientists consider Antarctica to be a planetary bell-
wether, an early indicator of negative changes in the entire
planet’s health. For example, they have discovered that a hole
is developing in the ozone layer over the continent, a protec-
tive layer of gas in the upper atmosphere that screens out the
ultraviolet light that is harmful to all life on Earth. The ozone
hole was first observed in 1980 during the spring and summer
months, from September through November. Each year,
greater destruction of the layer has been observed during
these months, and the first four years of the 1990s have pro-
duced the greatest rates of depletion thus far. The hole was
measured to be about the size of the continental United States
in 1994, and it lasts for longer intervals each year. Scientists
have identified various chemicals created and used by
humans, such as chlorofluorocarbons (CFCs), as the cause of
this destruction, and bans on uses of these chemicals have
begun in some countries.

Researchers have aso determined that a major climate
change may have occurred in Antarctica in the 1980s and
1990s, based on recorded changes in ozone levels and an
increase in cloudiness over the South Pole. This, coupled with
a recorded weakening of the ozone shield over North America
in 1991, has led scientists to conclude that the ozone layer is
weakening around the entire planet.

Others are studying the ice cap on Antarctica to deter-
mineif, in fact, the earth’s climate is warming due to the burn-
ing of fossil fuels. The global warming hypothesisis based on
the atmospheric process known as the greenhouse effect, in
which pollution prevents the heat energy of the earth from
escaping into the outer atmosphere. Global warming could
cause some of the ice cap to melt, flooding many cities and
lowland areas. Because the polar regions are the engines that
drive the world's weather system, this research is essential to
identify the effect of human activity on these regions.

Most recently, a growing body of evidence is showing
that the continent’s ice has fluctuated dramatically in the past
few million years, vanishing completely from the continent
once and from its western third at least several times. These
collapses in the ice structure might be triggered by climatic
change, such as global warming, or by far less predictable fac-
tors, such as volcanic eruptions under the ice. While the east
Antarctic ice sheet has remained relatively stable because it
lies on a single tectonic plate, the western ice sheet is a jum-
ble of small plates whose erratic behavior has been charted
through satellite data.

See also Atmospheric pollution; Freshwater; Glacial land-
forms; Glaciation; Greenhouse gases and greenhouse effect;
Ice ages; Ice heaving and wedging; Ozone layer and hole
dynamics; Polar axis and tilt
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Archean

ANTICLINE -« see SYNCLINE AND ANTICLINE

APHANITIC

Crystalline rocks with mineral grains that cannot be distin-
guished from one another without magnification have an
aphanitic igneous texture. Igneous rocks form by crystalliza-
tion of minerals from liquid magma rising into the upper por-
tion of Earth’'s crust from the lower crust and underlying
mantle. Igneous rock texture indicates the rate of magmatic
cooling. Crystallization takes place either slowly in deeply
buried intrusions called plutons, or rapidly at the earth’s sur-
face where magma has been extruded as lava by volcanic
activity. Igneous rocks are therefore classified as either intru-
sive (plutonic) or extrusive (volcanic). Slow, undisturbed
cooling in a well-insulated pluton is conducive to orderly
arrangement of atoms and molecules into large, well-formed
crystals. Rapid cooling from a lava flow is not. Intrusive
igneous rocks thus have coarse-grained, or phaneritic, textures
with visible crystals, and extrusive igneous rocks have fine-
grained, or aphanitic, texture. Volcanic glass, called obsidian,
formswhen lavais quenched and solidified so quickly that the
silicate ions in the melt form no orderly atomic structure.

Texture indicates the rate at which an igneous rock
cooled, but it has no relationship to the chemica or miner-
alogical composition of therock. Aphanitic, extrusive, igneous
rocks therefore have coarse-grained, intrusive counterparts
with the same chemical and mineral composition. For exam-
ple, the silica-rich extrusive rock, rhyolite, common in conti-
nental volcanic regions, is the fine-grained equivaent of
intrusive granite. Both rock types are composed mainly of the
silicate minerals quartz and orthoclase feldspar, but the crys-
tals in the rhyolite are too small to see without a microscope.
Basalt, the iron and magnesium-rich extrusive igneous rock
that comprises the majority of the sea floor, has the same com-
position as the intrusive rock gabbro. The intermediate-com-
position extrusive igneous rock, andesite, iS common in
volcanic arcs above subduction zones, and its coarse-grained
equivalent, diorite, is found in plutons along these same con-
vergent plate tectonic margins.

See also Pluton and plutonic bodies

AQUIFER

An aquifer isabody of sand or porous rock capable of storing
and producing significant quantities of water. An aquifer may
be alayer of loose gravel or sand, alayer of porous sandstone,
alimestone layer, or even an igneous or metamorphic body of
rock. An aquifer may be only a few feet to hundreds of feet
thick. Aquifers occur near the surface or buried thousands of
feet below the surface. It may have an aerial extent of thou-
sands of square miles or afew acres. The key requirements are
that the layer or body has sufficient porosity to store the water,

sufficient permeability to transmit the water, and be at least
partly below the water table. The water table is the elevation
of the top of the completely saturated (phreatic) zone. Above
the water table is the vadose or unsaturated zone where the
pore spaces are only partialy saturated and contain a combi-
nation of air and water.

Porosity and permeability are important measures of
producibility in aquifers. Porosity isthe ratio of the volume of
voidsin arock or soil to the total volume. Porosity determines
the storage capacity of aquifers. In sand or sedimentary rocks,
porosity is the space between grains and the volume of open
space (per volume) in fractures. In dense rocks such as gran-
ite, porosity is contained largely within the crack and/or frac-
ture system. Permeability is the capacity of a rock for
transmitting a fluid, and is a measure of the relative ease with
which afluid can be produced from an aquifer.

A rock that yields large volumes of water at high rates
must have many interconnected pore spaces or cracks. A
dense, low porosity rock such as granite can be an adequate
aquifer only if it contains an extensive enough system of con-
nected fractures and cracks to be permeable. In the shallow
subsurface, thisis common because nearly al (indurate) rocks
are fractured, often heavily. For that reason, caution should be
exercised before assuming a low porosity rock will be an
aquitard (impermeable body) and not an aquifer.

Fluid pressure, measured in pounds per sguare inch
(psi), inan aquifer depends on whether it isunconfined or con-
fined. An unconfined aquifer is one that is hydraulically open
or connected to the surface. Examples would include sand
bodies on or near the surface and more deeply buried layers of
rock or sand connected to the surface by fractures and/or
faults. The fluid pressure in unconfined aquifers is equivalent
to what one would measure at a point in a standing body of
water and would increase linearly (at a constant rate) with
depth. The elevation of the top surface of an unconfined
aquifer is free to fluctuate with rainfall.

A confined aquifer is one that is surrounded on al sides
by an aquitard, a formation that does not transmit fluid. The
pressure in a confined aquifer can be different from that of an
unconfined aquifer at the same elevation. A body of sand sur-
rounded on al sides by a soft, impermeable clay or shale
serves as atypical example.

See also Hydrogeology; Saturated zone; Water table

ARCHEAN

The Archean isthe period in the earth’s history from about 3.8
to 2.5 billion years ago (Ga). The term was derived from the
Latin word for first because the beginning of the Archean is
defined as the age of the oldest rocks identified on Earth. As
the study of these rocks continues and older rocks are discov-
ered, some scientists now expand the Archean back to 4 billion
years to include recently dated rocks. The Archean is part of
the Precambrian Era, the entire time span between the forma-
tion of the earth 4.56 billion years ago and the beginning of the
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Cambrian Era, 544 million years ago. The Archean is preceded
by the Hadean Eon, a little used term for the period from
which no rocks are preserved (4.56-3.8 Ga), and is followed
by the Proterozoic (2.5-0.54 Ga).

Archean aged rocks are found mostly in the interior of
continents. They provide evidence that Earth during the
Archean was a very active geologic environment. Most of the
rocks from the early Archean are highly regional metamorphic
rocks. These granitic-gneiss versions of either sedimentary or
igneous parent rocks suggest a high degree of lithospheric recy-
cling. Later in the Archean, vast lava flows were erupted from
undersea rift zones as pillow basats. Subsequent metamor-
phism dtered the basalts into greenstones. Some sedimentary
rocks are preserved from the Archean and arelargely coarse and
poorly sorted sandstones and conglomerates. These observa
tions suggest that the Archean Earth was very activetectonically
with volcanic activity and movement along plate boundaries
occurring at a much higher rate than today. The Archean mantle
was much hotter than the modern Earth’s interior, resulting in
heavy mantle convection and crustal turbulence.

The active tectonics of the Archean produced numerous,
relatively small continental landmasses that were very mobile
as they floated on the turbulent mantle. Toward the end of the
Archean, however, these minicontinents had begun to coa-
lesce. By about 2.5 billion years ago when the Archean eon
came to an end a more tectonically stable supercontinent had
formed from the accreted landmasses. About 70% of modern
continents are Archean in age and were derived from this sin-
gle large landmass. This supercontinent had a much thicker
crust than the earlier, smaller crusts and heat flow from the
mantle had begun to subside. As aresult volcanic and tectonic
activity within and along the margins of the supercontinent,
were reduced significantly by the start of the Proterozoic.

The first fossilized signs of life appeared in the
Archean. Although life probably developed 3.8-3.6 billion
years ago as nhon-photosynthetic bacteria, the oldest evidence
of life on Earth are 3.5 Ga old stromatolite fossils from
Australia. Stromatolites are finely layered, mound-shaped
accumulations of mud trapped by growing mats of blue-green
agae. Other early Archean fossils include 3.5 Ga microscopic
filamentous structures resembling modern blue-green algae
from Australia and cells apparently in various stages of divi-
sion from South Africa in rocks that are 3.0 Ga old. The
Archean atmosphere in which the primordial organisms devel-
oped was likely areducing atmosphere of methane and ammo-
nia. As the Archean progressed and photosynthetic organisms
spread, the atmosphere became more oxygen rich.

See also Craton; Greenstone belt

ARCHEOLOGICAL MAPPING

An archeological map is used to relate the findings of an
examination of an area (usually adig or remote sensing analy-
sis) to aparticular set of geophysical coordinates (e.g., latitude
and longitude). Archeological maps usually relate findings to
three dimensions, including depth or altitude. Archeological
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maps help archeol ogists maintain accurate records that allows
them to relate the results of their examination, to GIS maps and
other specialized data processing and data depiction programs.

Before any excavation is begun at a site, the archeolo-
gist must prepare a survey map of the site. Site mapping may
be as simple as a sketch of the site boundaries, or as complex
as a topographic map complete with details about vegetation,
artifacts, structures, and features on the site. By recording the
presence of artifacts on the site, the site map may reveal infor-
mation about the way the site was used, including patterns of
occupational use. Contour maps may shed light on ways in
which more recent environmental activity may have changed
the original patterns of use. In cases where structural remains
arevisible at a site, the site map can provide a basis for plan-
ning excavations.

When staking out a site to be excavated, the archeolo-
gist typicaly lays out a square grid that will serve as a refer-
ence for recording data about the site. The tools required to
construct the grid may be as simple as a compass, a measuring
tape, stakes, and a ball of twine. After the grid has been laid
out, the archeologist draws a representation of it on graph
paper, being careful to note the presence of any physical land-
marks such as trees, rivers, and large rocks. Once the excava-
tion is underway, each artifact recovered is mapped into the
sguare in the grid and layer in which it was found.

As artifacts are removed from each layer in the site,
their exact positions are plotted on a map. At the end of the
excavation, arecord of the site will exist in the form of maps
for each excavated layer at the site. Photographs are also taken
of each layer for comparison with the maps.

To facilitate artifact recovery, deposited material at the
site may be screened or sifted to make sure materials such as
animal bones, snails, seeds, or chipping debris are not over-
looked. When a screen is used, clumps of soil are thrown on it
so that the dirt sifts through the screen, leaving any artifacts
behind. In some cases, the deposit may be submerged in a con-
tainer filled with plain or chemically treated water. When the
water is agitated, light objects such as seeds, small bones, and
charred plant materia rise to the top of the container.

Prior to shipment to the laboratory for processing, arti-
facts are placed in a bag that is labeled with a code indicating
the location and stratigraphic layer in which the artifacts were
found. Relevant information about each artifact is recorded in
the field notes for the site.

Many mapping techniques developed for use on land
have also been adapted for underwater archeology. Grids can
be laid out to assist in mapping and drawing the site, and to
assist the divers who perform the excavation. In this case,
however, the grids must be weighted to keep them from float-
ing away, and all mapping, recording, and photographing must
be done with special equipment designed for underwater use.

Most modern archeologists will attempt to place data
taken from a site into archeological context by mapping the
spatial and stratigraphic dimensions of the site.

Spatial dimensions include the distribution of artifacts,
and other features in three dimensions. The level of detail
given in the spatial description typically depends on the goals
of the research project. One hundred years ago, finds were
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Archeologists mapping a dig site. © Layne Kennedy/Corbis.
Reproduced by permission.

recorded much less precisely than they are today; it might
have been sufficient to map an object’s location to within 25
sq yd (7 sq m). Today, the location of the same artifact might
be recorded to the nearest centimeter. Modern archeologists
still use maps to record spatial information about a site. Such
information includes the spatial distribution of artifacts, fea-
tures, and deposits, al of which are recorded on the map.
Measuring tools range from simple tapes and plumb bobs to
highly accurate and precise surveying instruments called laser
theodolites.

The accuracy of amap isthe degree to which arecorded
measurement reflects the true value; the precision of the map
reflects the consistency with which a measurement can be
repeated. Although the archeologist strives for accuracy in
representing the site by the map, the fact that much of what is
recorded represents a subjective interpretation of what is pres-
ent makes any map a simplification of reality. The levels of
accuracy and precision that will be deemed acceptable for the
project must be determined by the archeologists directing the
investigation.

The second technique involved in recording the archeo-
logical context of asite is stratigraphic mapping. Any process
that contributed to the formation of a site (e.g., dumping,

flooding, digging, erosion, €tc.) can be expected to have left
some evidence of its activity in the stratification at the site.
The sequential order these processes contribute to the forma-
tion of a site must be carefully evaluated in the course of an
excavation. The archeologist records evidence of ordering in
any deposits and interfaces found at the site for the purposes
of establishing arelative chronology of the site and interpret-
ing the site’s history. In order to document the stratification at
the site, the archeol ogist may draw or photograph vertical sec-
tions in the course of an excavation. Specific graphing tech-
nigques have been developed to aid archeologists in recording
thisinformation. Finally, the archeologist typically notes such
details as soil color and texture, and the presence and size of
any stones, often with the aid of reference charts to standard-
ize the descriptions.

See also Bathometric mapping; Drainage calculations and
engineering; Field methods in geology; Geologic map; GIS;
Scientific data management in Earth Sciences; Topography
and topographic maps

ARCMINUTES -« see LATITUDE AND LONGITUDE
ARCSECONDS -« see LATITUDE AND LONGITUDE

ARCTIC CIRCLE -« see SOLAR ILLUMINATION:
SEASONAL AND DIURNAL PATTERNS

ARCTIC OOCEAN -« see OCEANS AND SEAS

AREA

An accurate map requires precise geographic characterization
of theland surface it represents. The two-dimensional extent of
a region, or its area, is essentia information for scientists
whose studies include a geographic component. Land area
measurement, however, isparticularly critical for governments,
industries, and individuals concerned with land management.

Human societies, beginning from the first agronomic
civilizations of northern Africa, the Middle East, and China,
and continuing with the modern geopolitical array of countries
and cultures, have parceled their land between individuals,
industries, cities, and nations. Geographers, from the ancient
Egyptians and Greeks, to present-day remote satellite remote
sensing and geographic information systems (GIS) specialists,
have worked to devise methods of measuring land area, and of
surveying land parcel boundaries.

Because the solid Earth has topography, and the two-
dimensional plane of the Earth’s curved surface is defined by
three variables—longitude, latitude, and €levation—accurate
calculation of land areais often quite complex. An area meas-
urement of a topographic surface requires summation of the
areas of measured rectangles small enough to capture areal
variations introduced by variations in elevation. This summa-
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tion can be accomplished by measuring and adding a sufficient
number of small land areas, or by using integral calculus to
compute the area of a three-dimensional surface. Both meth-
ods require precise measurement of geographic coordinates;
the second &l so requires measurement of an elevation value at
each survey point. In the Roman Empire, surveying (limitatio)
and erection of measured survey markers (terminatio), pre-
ceded construction of geographic systems called cadastres
that were composed of linear structures like roads and canals,
and measured in actus (an actus) equaled 120 Roman feet, or
35.5 meters.

Cartographers during the fifteenth and sixteenth cen-
turies, and European colonia surveyorsin the seventeenth and
eighteenth centuries, added surveyed elevations to their geo-
graphic systems by beginning surveys at sea level and calcu-
lating relative gain and loss of elevation at benchmarks.
Today, satellite-aided global positioning (GPS), aeronautical
and space remote sensing, and computer-assisted mapping of
geographical information (GIS), have greatly enhanced the
accuracy of land area measurements. However, most present-
day land area surveys, including rea estate appraisals and
assessments of agricultural and forestry lands, measure land
area by projecting the earth’s three dimensional surface on to
aflat surface. So, asit was in Rome, it is today; a hilly mod-
ern acre covers more area than aflat acre.

See also Archeological mapping; History of exploration 1 (Age
of exploration); Physical geography; Surveying instruments

ARETES

Aretes are mountain (alpine) structures carved by glacia ice.
To be more exact, they are carved by the continual action of
cirques wearing away the tops of high elevation mountains.
Consequently, it is necessary to understand the formation and
erosiona properties of cirques before the identification of an
arete can occur.

Nivation, or the process of snow becoming compacted
ice, begins at the mouth of small, high elevation valleys. As
the ice continues to grow, its increased weight bears down on
the surrounding rock and grinds the solid base into smaller
debris. Cycles of daily melt and nighttime freeze produce
frost-wedging, which in turn, loosens more surrounding rock.
Meltwater carries the loosened debris down steep tributaries
and away from growing deposits of ice. This ceaseless carving
of the mountain forms asmall bowl-like depression of icethat,
over time, advances up the valley slope. At this point, the ice
has identifiable properties and structure. Geologists call these
structures cirques.

Cirques do not generally appear in isolation on higher
elevation peaks. They are usually found in groups. In moun-
tain ranges where ice sheets have not covered the surface and
sheared the peaks, the action of encroaching cirquesis free to
carve distinctive patterns. As cirques grow and increase in
number, they join or coalesce to form a continuous ridge of
ice. When aridge of cirques exists on the opposite side of the
peak, the dual carving action meets to form a steep and ser-
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rated-looking crest of rock. This knifelike edge is called an
arete. These imposing structures can be very treacherous and
difficult to access. They are characteristically found in the
Alps, Himalayas, and Andes mountains and give the ranges
their distinct and rugged appearance. When three aretes meet
on a particular peak, a distinctive type of tip emerges and is
named a matterhorn peak. Thetip is formed by the meeting of
three aretes, which form atrapezoidal figure. The most famous
matterhorn is found in the Alps where it is till being carved
by cirques and defined by aretes.

See also Glacia landforms; Mountain chains

ARMSTRONG, NEIL (1930- )

American astronaut

Neil Armstrong was the first human to stand on the Moon. The
former test pilot’slunar stroll on July 20, 1969 marked the pin-
nacle of the most ambitious engineering project ever under-
taken. Afterwards, Armstrong pursued a career in aerospace
teaching, research, and business.

Neil Alden Armstrong was fascinated by flying from the
time of his first airplane ride when he was a six-year-old boy
in Ohio. He was the son of Stephen Armstrong, an auditor who
moved hisfamily severa times during Armstrong’s childhood.
When Neil was 13, Stephen and his wife, the former Viola
Louise Engel, along with Neil and his younger brother and sis-
ter, settled in the town of Wapakoneta. Armstrong earned his
pilot’s license before his driver’s license, and at sixteen was
not only flying airplanes, but also experimenting with a wind
tunnel he had built in his basement. He worked a variety of
jobs to pay for his flying lessons and also played in a jazz
band, pursuing the musical interest that remained a hobby
throughout his life. Armstrong earned a Navy scholarship to
Purdue University, which he entered in 1947. His schooling
was interrupted when the Navy caled him to active duty.
Armstrong soon qualified as a Navy pilot, and he was flying
combat missions in Korea at the age of 20. He flew 78 mis-
sions, earning three air medals.

After the Korean conflict, Armstrong left the navy and
returned to Purdue. In 1955, he earned his bachelor’s in aero-
space engineering. In 1956, he married fellow Purdue student
Janet Shearon. By then, Armstrong was a test pilot for the
National Advisory Committee for Aeronautics, the forerunner
of the National Aeronautics and Space Administration
(NASA). At NACA's facility at Edwards Air Force Base in
Cdlifornia, Armstrong flew a variety of aircraft under devel-
opment. In 1960, Armstrong made hisfirst of seven tripsto the
fringes of space in the X—15 rocket plane. The X-15, a sleek
craft air-launched from a B-52 bomber and landed on
Edwards's famous dry lake bed, gathered data about high-
speed flight and atmospheric reentry that influenced many
future designs, including the space shuttle.

When the astronaut program was first announced,
Armstrong discounted it, believing that the winged X-15
design and not the Mercury capsule was the better approach to
space. After John Glenn made the first U.S. orbital flight in
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1962, Armstrong changed his mind and applied for NASA's
astronaut corps. He was accepted into the second group of
astronauts, becoming the first civilian to be chosen. In March,
1966, after serving as a backup for the Gemini-Titan 5 mis-
sion, Armstrong made his first space flight as commander of
Gemini-Titan 8. On this mission, Armstrong's capsule
achieved the first docking between spacecraft in orbit. After
docking the Gemini spacecraft to the Agena target vehicle,
however, the combined vehicles began to tumble uncontrol-
lably. Armstrong and co-astronaut David Scott disengaged the
Agena and found the problem was a thruster on their capsule
that was firing continuously. They had to shut down the flight
control system to stop it, an action that forced the two astro-
nauts to abort their flight.

Armstrong moved on to the moon-bound Apollo pro-
gram. He was instrumental in adding a system that, in the
event of a failure of the Saturn 5 booster’s guidance system,
would alow the astronauts to fly the enormous vehicle manu-
aly. Armstrong was on the backup crew for Apollo 8, and in
January, 1969, was selected to command Apollo 11. The crew
included lunar module pilot Edwin “Buzz” Aldrin Jr. and com-
mand module pilot Michael Collins. Armstrong carried with
him a piece of fabric and a fragment of a propeller from
American aviators Wilbur and Orville Wrights' first airplane.

On July 20, 1969, the spider-shaped lunar module Eagle
carried Armstrong and Aldrin toward the Sea of Tranquility.
The pre-selected landing area turned out to be much rougher
than thought, and Armstrong was forced to guide the Eagle
over the terrain until he found a vacant site. The two men
finally brought their craft to a soft landing with approximately
thirty seconds worth of fuel remaining. “The Eagle has
landed,” Armstrong reported. Almost seven hours later, he
climbed down the ladder and took the epochal first step on the
moon. Television viewers around the world watched as the
astronaut in his bulky white suit uttered the words, “ That’s one
small step for a man, one giant leap for mankind.” (Viewers
did not hear the word “a’; Armstrong later explained that his
voice-operated microphone, which “can lose you a syllable,”
failed to transmit the word.)

Joined by Aldrin, Armstrong spent nearly three hours
walking on the moon. The astronauts deployed experiments,
gathered samples, and planted an American flag. They also left
a mission patch and medals commemorating American and
Russian space explorers who had died in the line of duty,
along with a plague reading, “Here men from the planet Earth
first set foot upon the Moon. We came in peace for all
mankind.” Then the three men took their command module
Columbia safely back to Earth. Armstrong and the other
Apollo 11 astronauts then traveled around the world for
parades and speeches. The mission brought honors including
the Presidential Medal of Freedom, the Harmon International
Aviation Trophy, the Roya Geographic Society’s Hubbard
Gold Medal, and other accolades from a total of seventeen
nations. Armstrong became a Fellow of the Society of
Experimental Test Pilots, the American Astronautical Society,
and the American Institute of Aeronautics and Astronautics.

Apollo 11 was Armstrong’s final space mission. He
moved to NASA’'s Office of Advanced Research and

Neil Armstrong on the Moon.

Technology, where he served as deputy associate administrator
for aeronautics. One of his major prioritiesin this position was
to further research into controlling high-performance aircraft
by computer. In 1970, he earned his master’s degree in aero-
space engineering from the University of Southern California.

A quiet man who values his privacy, Armstrong rejected
most opportunities to profit from his fame. He left NASA in
1971, and moved his family back to Ohio to accept a position
at the University of Cincinnati. There he spent seven years
engaged in teaching and research as a professor of aerospace
engineering. He took special interest in the application of
space technology to challenges on Earth such as improving
medical devices and providing data on the environment. In
1978, Armstrong was one of the first six recipients of the
Congressional Space Medal of Honor, created to recognize
astronauts whose “ exceptionally meritorious efforts’ had con-
tributed to “the welfare of the Nation and mankind.”

ARRHENIUS, SVANTE AUGUST (1859-

1927)
Swedish chemist

Svante August Arrhenius was awarded the 1903 Nobel Prize
in chemistry for his research on the theory of electrolytic dis-
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sociation, a theory that had won the lowest possible passing
grade for his Ph.D. two decades earlier. Arrhenius swork with
chemistry was often closely tied to the science of physics, so
much so that the Nobel committee was not surein which of the
two fields to make the 1903 award. In fact, Arrhenius is
regarded as one of the founders of physical chemistry—the
field of science in which physical laws are used to explain
chemica phenomena. In the last decades of his life Arrhenius
became interested in theories of the origin of life on Earth,
arguing that life had arrived on our planet by means of spores
blown through space from other inhabited worlds. He was
also one of thefirst scientists to study the heat-trapping ability
of carbon dioxide in the atmosphere in a phenomenon now
known as the greenhouse effect.

Arrhenius was born on February 19, 1859, in Vik (also
known as Wik or Wijk), in the district of Kalmar, Sweden. His
mother was the former Carolina Thunberg, and his father was
Svante Gustaf Arrhenius, a land surveyor and overseer at the
castle of Vik on Lake Mdaren, near Uppsala. Young Svante
gave evidence of hisintellectual brilliance at an early age. He
taught himself to read by the age of three and learned to do
arithmetic by watching his father keep books for the estate of
which he was in charge. Arrhenius began school at the age of
eight, when he entered the fifth-grade class at the Cathedral
School in Uppsala. After graduating in 1876, Arrhenius
enrolled at the University of Uppsala.

At Uppsala Arrhenius concentrated on mathematics,
chemistry, and physics, and he passed the candidate’s exami-
nation for the bachelor’s degree in 1878. He then began a
graduate program in physics at Uppsala, but left after three
years of study. He was said to be dissatisfied with his physics
advisor, Tobias Thalén, and felt no more enthusiasm for the
only advisor available in chemistry, Per Theodor Cleve. As a
result he obtained permission to do his doctoral research in
absentia with the physicist Eric Edlund at the Physica
Institute of the Swedish Academy of Sciencesin Stockholm.

The topic Arrhenius selected for his dissertation was the
electrical conductivity of solutions. In 1884 Arrhenius submit-
ted histhesis on thistopic. He hypothesized that when sdltsare
added to water they break apart into charged particles now
known as ions. What was then thought of as a molecule of
sodium chloride, for example, would dissociate into a charged
sodium atom (a sodium ion) and a charged chlorine atom (a
chloride ion). The doctoral committee that heard Arrhenius's
presentation in Uppsalawas unimpressed by hisideas. Among
the objections raised was the question of how electrically
charged particles could exist in water. In the end the commit-
tee granted Arrhenius his Ph.D., but with a score so low that
he did not qualify for a university teaching position.

Convinced that he was correct, Arrhenius had his thesis
printed and sent it to a number of physical chemists on the
continent, including Rudolf Clausius, Jacobus van't Hoff, and
Wilhelm Ostwald. These men formed the nucleus of a group
of researchers working on problemsthat overlapped chemistry
and physics, developing a new discipline that would ulti-
mately be known as physical chemistry. From this group
Arrhenius received a much more encouraging response than
he had received from his doctoral committee. In fact Ostwald

28 °

came to Uppsala in August 1884 to meet Arrhenius and to
offer him ajob at Ostwald’s Polytechnikum in Riga. Arrhenius
was flattered by the offer and made plansto leave for Riga, but
eventually declined for two reasons. First, his father was
gravely ill (he died in 1885), and second, the University of
Uppsala decided at the last moment to offer him a lectureship
in physical chemistry.

Arrhenius remained at Uppsala only briefly, however,
as he was offered atravel grant from the Swedish Academy of
Sciencesin 1886. The grant allowed him to spend the next two
years visiting major scientific laboratories in Europe, working
with Ostwald in Riga, Friedrich Kohlrausch in Wiirzburg,
Ludwig Boltzmann in Graz, and van't Hoff in Amsterdam.
After his return to Sweden, Arrhenius rejected an offer from
the University of Giessen, Germany, in 1891 in order to take a
teaching job at the Technical University in Stockholm. Four
years later he was promoted to professor of physics there. In
1903, during his tenure at the Technical University, Arrhenius
was awarded the Nobel Prize in chemistry for his work on the
dissociation of electrolytes.

Arrhenius remained at the Technical University until
1905 when, declining an offer from the University of Berlin,
he became director of the physical chemistry division of the
Nobel Ingtitute of the Swedish Academy of Sciences in
Stockholm. He continued his association with the Nobel
Institute until his death in Stockholm on October 2, 1927.

Although he will be remembered best for his work on
dissociation, Arrhenius was a man of diverse interests. In the
first decade of the twentieth century, for example, he became
especially interested in the application of physical and chemi-
cal laws to biologica phenomena. In 1908 Arrhenius pub-
lished a book entitled Worlds in the Making in which he
theorized about the transmission of life forms from planet to
planet in the universe by means of spores.

Arrhenius's name has aso surfaced in recent years
because of the work he did in the late 1890s on the greenhouse
effect. He theorized that carbon dioxide in the atmosphere has
the ability to trap heat radiated from the Earth’s surface, caus-
ing a warming of the atmosphere. Changes over time in the
concentration of carbon dioxide in the atmosphere would then,
he suggested, explain mgjor climatic variations such as the
glacial periods. In its broadest outlines, the Arrhenius theory
sounds similar to current speculations about climate changes
resulting from global warming.

See also Atmospheric chemistry; Greenhouse gases and
greenhouse effect

ARTESIAN

Artesian refers to a condition in which groundwater flows
from awell without the aid of apump or other artificial means.
One can speak of artesian wells, artesian aquifers, or artesian
water. Artesian conditions arise when the energy per unit
weight possessed by groundwater is great enough to force the
water from a deeply buried aquifer to the ground surface in the
event that the aquifer is tapped by awell. Artesian wells were
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used by ancient Egyptians, and the word artesian comes from
the French province of Artois, where the first European arte-
sian well was constructed in 1126.

The energy per unit weight of groundwater is known as
hydraulic head and consists of two main components, eleva-
tion head and pressure head. Elevation head is the potential
energy per unit weight due to the elevation of the groundwa-
ter, whereas pressure head is the energy per unit weight aris-
ing as water flows downward and is compressed by the weight
of the overlying water. Flowing groundwater also possesses
kinetic energy proportional to the square of its velocity, but
groundwater generally moves so slowly that its velocity head
isvirtually nonexistent. Hydraulic head has units of length and
is measured relative to some reference elevation, typically sea
level; in practical terms, it is defined as the elevation to which
groundwater will risein aspecially constructed well known as
a piezometer. Thus, the hydraulic head of artesian groundwa-
ter must be equal to or greater than the elevation of the ground
surface to which it is flowing.

Artesian aquifers are confined, meaning that they are
sandwiched between lower permeability aquitards. Artesian
water enters confined aquifers at high elevations and flows
downward towards areas of lower hydraulic head. Although
elevation head decreases as groundwater flows downward
within an aguifer, pressure head increases because the aquifer
is confined and energy must be conserved. Artesian ground-
water, therefore, has nearly the same hydraulic head deep
underground asit did when it entered the confined aquifer at a
higher elevation. When a well is drilled into the artesian
aquifer, the hydraulic head of the groundwater will be great
enough that the water will rise to nearly the elevation at which
it entered the aquifer.

See also Hydrogeol ogy; Hydrologic cycle; Hydrostatic pressure

ASIA

Asiaisthe world’s largest continent, encompassing an area of
17,177,000 sg mi (44,500,000 sq km), 29.8% of the world's
land area. The Himalaya Mountains, which are the highest and
youngest mountain range in the world, stretch across the con-
tinent from Afghanistan to Burma The highest of the
Himalayan peaks, Mount Everest, reaches an altitude of
29,028 ft (8,848 m). There are many famous deserts in Asia,
including the Gobi Desert, the Thar Desert, and Ar-Rub’al-
Khali (“the Empty Quarter”). The continent has a wide range
of climatic zones, from the tropical jungles of the south to the
Arctic wastelands of the north in Siberia.

The continent of Asia encompasses such an enormous
area and contains so many countries and islands that its exact
borders remain unclear. In the broadest sense, it includes cen-
tral and eastern Russia, the countries of the Arabian Peninsula,
the Far Eastern countries, the Indian subcontinent, and numer-
ous island chains. It is convenient to divide this huge region
into five categories: the Middle East, South Asia, Central Asia,
the Far East, and Southeast Asia.

Rice is a staple food for much of Asia. © Roger Ressmeyer/Corbis.
Reproduced by permission.

The Middle Eastern countries lie on the Arabian
Peninsula, southwest of Russia and northeast of Africa, sepa
rated from the African continent by the Red Sea and from
Europe in the northwest by the Mediterranean Sea. This area
stretches from Turkey in the northwest to Yemen in the south,
which is bordered by the Arabian Sea. In general, the climate
is extremely dry, and much of the areais still a desert wilder-
ness. Precipitation is low, so the fertile regions of the Middle
East lie around the rivers or in valleys that drain the moun-
tains. Much of the coastal areas are arid, and the vegetation is
mostly desert scrub.

Saudi Arabiais the largest of the Middle Eastern coun-
tries. In the west it is bordered by the Red Sea, which lies
between Saudi Arabia and the African continent. The Hijaz
Mountains run parallel to this coast in the northwest, rising
sharply from the sea to elevations ranging from 3,000 to 9,000
ft (910 to 2,740 m). In the south is another mountainous region
caled the Asir, stretching along the coast for about 230 mi
(370 km) and inland about 180-200 mi (290-320 km).
Between the two ranges lies a narrow coastal plain called the
Tihamat ash-Sham. East of the Hijaz Mountains are two great
plateaus called the Najd, which slopes gradualy downward
over arange of about 3,000 ft (910 m) from west to east, and
the Hasa, which is only about 800 ft (240 m) above sea level.
Between these two plateausis a desert region called the Dahna
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About one third of Saudi Arabia is estimated to be
desert. The largest of these is the Ar-Rub’a-Khali, which lies
in the south and covers an area of about 250,000 sg mi
(647,500 sq km). In the north is another desert, called the An-
Nafud. The climate in Saudi Arabia is generaly very dry;
there are no lakes and only seasonally flowing rivers. Saudi
Arabia, like most of the Middle Eastern countries, haslarge oil
reserves; also found here are rich gold and silver mines which
are thought to date from the time of King Solomon.

Israel contains three main regions. Along the
Mediterranean Sea lies a coastal plain. Inland is a hilly area
that includes the hills of Galilee in the north and Samaria and
Judeain the center. In the south of Israel liesthe Negev Desert,
which covers about half of Isragl’s land area. The two bodies
of water in |srael are the Sea of Galilee and the Dead Sea. The
latter, which takes its name from its heavy salinity, lies 1,290
ft (393 m) below sea level, and is the lowest point on the
earth’s landmasses. It is also a great resource for potassium
chloride, magnesium bromide, and many other salts. Jordan
borders on Isragl in the east near the Dead Sea. To the east of
the Jordan River, which feeds the Dead Ses, is a plateau
region. The low hills gradually slope downward to a large
desert, which occupies most of the eastern part of the country.

L ebanon borders Isragl in the north and is divided up by
its steep mountain ranges. These have been carved by erosion
into intricate clefts and valleys, lending the landscape an
unusual rugged beauty. On the western border, which lies
adong the Mediterranean Sea, is the Mount Lebanon area.
These mountainsrise from sealevel to aheight of 6,600-9,800
ft (2,000-3,000 m) in less than 25 mi (40 km). On the eastern
border is the Anti-Lebanon mountain range, which separates
Lebanon from Syria. Between the mountains lies Bekaa
Valley, Lebanon’s main fertile region.

Syria has three major mountain ranges. In the south-
west, the Anti-Lebanon mountain range separates the country
geographically from Lebanon. In the southeast is the Jabal Ad-
Duruz range, and in the northwest, running parallel to the
Mediterranean coast, are the Ansariyah Mountains. Between
these and the sea is a thin stretch of coastal plains. The most
fertile areaisin the central part of the country east of the Anti-
Lebanon and Ansariyah mountains; the east and northeastern
part of Syriais made up of steppe and desert region.

Turkey, at the extreme north of the Arabian Peninsula,
borders on the Aegean, the Mediterranean, and the Black
Seas. Much of the country is cut up by mountain ranges, and
the highest peak, called Mount Ararat, reaches an atitude of
16,854 ft (5,137 m). In the northwest is the Sea of Marmara,
which connects the Black Sea with the Aegean Sea. Most of
this area, called Turkish Thrace, is fertile and has a temperate
climate. In the south, along the Mediterranean, there are two
fertile plains called the Adana and the Antalya, which are sep-
arated by the Taurus Mountains.

The two largest lakes in Turkey are called Lake Van,
which is close to the border with Irag, and Lake Tuz, which
liesin the center of the country. Lake Tuz has such ahigh level
of salinity that it is actually used as a source of salt. Turkey is
a country of seismic activity, and earthquakes are frequent.

Most of the Far Eastern countries are rugged and moun-
tainous, but rainfall is more plentiful than in the Middle East,
so there are many forested regions. Volcanic activity and plate
tectonics have formed many island chainsin thisregion of the
world, and nearly al the countries on the coast include some
of these among their territories.

China, with a land area of 3,646,448 sq mi (9,444,292
sq km), is an enormous territory. The northeastern part of the
country is an area of mountains and rich forestland, and its
mineral resources include iron, coal, gold, oil, lead, copper,
and magnesium. In the north, most of the land is made up of
fertile plains. It is here that the Yellow (Huang) River isfound,
which has been called “China's sorrow” because of its great
flooding. The northwest of Chinaisaregion of mountains and
highlands, including the cold and arid steppes of Inner
Mongolia. It is here that the Gobi Desert, the fifth largest
desert in the world, is found. The Gobi was named by the
Mongolians, and its name means “waterless place.” It encom-
passes an area of 500,000 sq mi (1,295,000 sq km), and aver-
ages 24 in (5-10 cm) of rainfall a year. In contrast, centra
Chinais aregion of fertile land and temperate climate. Many
rivers, including the great Chang (Yangtze) River, flow
through this region, and there are severa freshwater lakes.
The largest of these, and the largest in China, is called the
Poyang Hu. In the south of China the climate becomes tropi-
cal, and the land is very fertile; the Pearl (Zhu or Chu) River
delta, which lies in this region, has some of the richest agri-
cultural land in China. In the southwestern region, the land
becomes mountainous in parts, and coal, iron, phosphorous,
manganese, aluminum, tin, natural gas, copper, and gold are
al found here. In the west, before the line of the Himalayas
which divides China from India, lies Tibet, which is about
twice as large as Texas and makes up about a quarter of
China's land area. This is a high plateau region, and the cli-
mateiscold and arid. A little to the north and east of Tibet lies
a region of mountains and grasslands where the Yangtze and
Yellow Rivers arise.

Japan consists of a group of four large islands, called
Honshu, Hokkaido, Kyushu, and Shikoku, and more than
3,000 smaller islands. It is acountry of intense volcanic activ-
ity, with more than 60 active volcanoes, and frequent earth-
guakes. Theterrain is rugged and mountainous, with lowlands
making up only about 29% of the country. The highest of the
mountain peaks is an extinct volcano found on Honshu called
Mount Fuji. It reaches an dtitude of 12,388 ft (3,776 m).
Although the climate is generally mild, tropical cyclones usu-
ally strike in the fall, and can cause severe damage.

Central Asiaincludes Mongolia and central and eastern
Russia This part of Asia is mostly cold and inhospitable.
While only 5% of the country is mountainous, Mongolia has
an average elevation of 5,184 ft (1,580 m). Most of the coun-
try consists of plateaus. The temperature variation is extreme,
ranging from —40 to 104°F (40 to 40°C). The Gobi Desert
takes up about 17% of Mongolia's land mass, and an addi-
tional 28% is desert steppe. The remainder of the country is
forest steppe and rolling plains.

North of Chinaand Mongolialies Russian Siberia. This
region is aimost half as large as the African continent, and is
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usually divided into the eastern and western regions. About the
top third of Siberia lies within the Arctic Circle, and the cli-
mate is very harsh. The most extreme temperatures occur in
eastern Siberia, where it falls as low as —-94°F (—70°C), and
there are only 100 days a year when it climbs above 50°F
(10°C). Most of the region along the east coast is mountain-
ous, but in the west lies the vast West Siberian Plain.

The most important lakein this area, and one of the most
important lakes in the world, is called Lake Baikal. Its surface
areais about the size of Belgium, but it is amile deep and con-
tains about afifth of the world’s fresh water supply. The diver-
sity of aguatic life found here is unparalleled; it is the only
habitat of 600 kinds of plants and 1,200 kinds of animals, mak-
ing it the home of two-thirds of the freshwater species on Earth.

Southeast Asia includes a number of island chains as
well as the countries east of India and south of China on the
mainland. The area is quite tropical, and tends to be very
humid. Much of the mountainous regions are extremely
rugged and inaccessible; they are taken up by forest and jun-
gle and have been left largely untouched; as aresult, they pro-
vide habitat for much unusual wildlife.

Thailand, which is a country almost twice the size of
Colorado, has a hot and humid tropical climate. In the north,
northeast, west, and southeast are highlands that surround a
central lowland plain. This plain is drained by the river Chao
Phraya, and is rich and fertile land. The highlands are mostly
covered with forests, which include tropical rainforests,
deciduous forests, and coniferous pine forests. Thailand aso
has two coastal regions; the largest borders on the Gulf of
Thailand in the east and southeast, and on the west is the shore
of the Andaman Sea.

South of the mainland countries lie the island chains of
Malaysia, Indonesia, and the Philippines. The latter two are
both sites of much volcanic activity; Indonesiais estimated to
have 100 active volcanoes. These islands, in particular
Malaysia, are extremely fertile and have large regions of trop-
ical rain forests with an enormous diversity in the native plant
and wildlife.

South Asia includes three main regions: the Himalayan
mountains, the Ganges Plains, and the Indian Peninsula.

The Himaayas stretch about 1,860 mi (3,000 km)
across Asia, from Afghanistan to Burma, and range from 150
to 210 mi (250 to 350 km) wide. They are the highest moun-
tains in the world, and are still being pushed upward at a rate
of about 2.3 in (6 cm) ayear. This great mountain range orig-
inated when the Indian subcontinent collided with Asia, which
occurred due to the subduction of the Indian plate beneath the
Asian continent. The Himalayas are the youngest mountainsin
the world, which accounts in part for their great height. At
present they are still growing as India continues to push into
the Asian continent at the rate of about 2.3 in (6 cm) annually.
The Indian subcontinent is believed to have penetrated at |east
1,240 mi (2,000 km) into Asia thus far. The range begins in
Afghanistan, which isaland of harsh climate and rugged envi-
ronment.

Bordered by China, severa former Russian breakaway
republics, Pakistan, and Iran, Afghanistan is completely land-
locked. High, barren mountains separate the northern plains of

Turan from the southwestern desert region, which covers most
of Afghanistan’s land area. This desert is subject to violent
sandstorms during the winter months. The mountains of
Afghanistan, which include a spur of the Himalayas called the
Hindu Kush, reach an elevation of more than 20,000 ft (6,100
m), and some are snow-covered year-round and contain gla-
ciers. The rivers of the country flow outward from the moun-
tain range in the center of the country; the largest of these are
the Kabul, the Helmand, the Hari Rud, and the Kunduz.
Except for the Kabul, al of these dry up soon after flowing
onto the dry plains.

To the east of Afghanistan and separated from it by the
Hindu Kush, lies Pakistan. In the north of the country are the
mountain ranges of the Himalayas and the Karakoram, the
highest mountains in the world. Most of the peaks are over
15,000 ft (4,580 m) and amost 70 are higher than 22,000 ft
(6,700 m). By comparison, the highest mountain in the United
States, Mount McKinley in Alaska, is only 20,321 ft (6,194
m). Not surprisingly, many of the mountains in this range are
covered with glaciers.

In the west of the country, bordering on Afghanistan, is
the Baluchistan Plateau, which reaches an altitude of about
3,000-4,000 ft (900-1,200 m). Further south, the mountains
disappear, replaced by a stony and sandy desert. The major
rivers of Pakistan are the Kabul, the Jhelum, the Chenab, the
Ravi, and the Sutlgj; al of these drain into the Indus River,
which flows into the Arabian Sea in the south of Pakistan.

Also found in the Himalaya Mountains are Nepa and
the kingdom of Bhutan. Both of these countries border on the
fertile Ganges Plains, so that in the south they are densely
forested with tropical jungles; but most of both territories con-
sist of high mountains. It isin Nepal that the highest peak in
the world, called Mount Everest, is found; it is 29,028 ft
(8,848 m) high.

South of the Himalaya Mountains, Indiais divided into
two major regions. In the north are the Ganges Plains, which
stretch from the Indus to the Ganges River delta. This part of
India is amost completely flat and immensely fertile; it is
thought to have alluvium reaching a depth of 9,842 ft (3,000
m). It is fed by the snow and ice from the high peaks, and
streams and rivers from the mountains have carved up the
northern edge of the plains into rough gullies and crevices.
Bangladesh, a country to the north and east of India, lies
within the Ganges Plains. The Ganges and the Brahmaputra
flow into Bangladesh from India, and they are fed by many
tributaries, so the country is one of the most well-watered and
fertile regions of Asia. However, it is aso close to sea level,
and plagued by frequent flooding.

ASTEROID BELT - see SoLAR SysTEm

ASTEROIDS

Asteroids are rocky material left over from the formation of
the solar system that orbit the sun, but are too small to be
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Asteroid 243 Ida and its moon, photograph. Corbis Corporation. Reproduced by permission.

viewed as planets. Most asteroids are composed of stone, iron,
nickel, or acombination of the three ingredients, and resemble
terrestrial rocks in appearance. Asteroids can range in size
from pebble-sized rocks up to aimost 1,000 km in diameter.
Asteroids whose orbits will eventually cause them to collide
with Earth are known as meteoroids. When the heat and fric-
tion of entering Earth’s atmosphere at high velocity causes the
meteoroid to burn brightly in its path across the sky, it is
known as a meteor. Particles or chunks of the meteor that sur-
vive the atmospheric entry and fall to Earth are meteorites.
Asteroids are classified according to their composition, size,
or location. Although Near-Earth Asteroids (NEAS) have been
observed in Earth’'s orbit, the vast majority of asteroids,
including the largest asteroid Ceres, are located in the Main
Asteroid Belt between Mars and Jupiter.

The astronomer Johannes Kepler (1571-1630) was the
first to postulate the existence of a hidden planet between
Mars and Jupiter, a theory long considered by future
astronomers, and in the region now known to contain the solar
system’s Main Asteroid Belt. In 1766, Johannes Titius
(1729-1796), a professor of mathematics and physics in

Germany, developed a formula for calculating planetary dis-
tances that also suggested a planet belonged between Mars
and Jupiter. When the planet Uranus was discovered in 1781,
it fit into the formula, causing many scientists to be even more
certain that the hidden planet existed. One astronomer, Franz
Xaver, proposed the formation of asociety of astronomers that
would be responsible for looking in assigned areas of the sky
for the mystery planet.

Father Giuseppe Piazzi (1746-1826), was involved in
such asearch at thistime. During the night of New Year'sEve,
1800, he saw a small star in Taurus. Because he couldn’t find
it listed in star catalogues, he observed it over several nights.
Piazzi discovered that the body moved relative to the fixed
stars, so it had to be an object that belonged to the solar sys-
tem. Discovering the largest asteroid in the solar system,
Piazzi gave this object the name of Ceres, the patron goddess
of Sicily. Piazzi was unable, however, to caculate Ceres's
orbit from so few observations. A German mathematician,
Carl Friedrich Gauss, became intrigued with the problem and
invented a new method for orbit calculations. Using his tech-
nique, the small object was rediscovered in the winter of
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1801-02. That same winter, another German, Heinrich Olbers
(1758-1840), found a second planetoid: Pallas.

This second discovery sparked a debate: were these two
objects remnants of some planet’s catastrophe, or did they
alwaysexist in their present form? It is now known that all the
asteroids together would produce an object much smaller than
our moon, sO it is unlikely they were ever in one piece.
Scientists generally agree that asteroids are leftovers from the
formation of the solar system out of the solar nebula.

In 1804 and 1807, two more asteroids were found. The
third was called Juno, and the fourth was dubbed Vesta. These
were the only planetoids found until the mid-1800s, when tel-
escopic equipment and techniques improved. From 1854 until
1870, five new asteroids were discovered every year. The all-
time champion asteroid hunter in the days before photography
was Johann Palisa (1848-1932) who found 53 by 1900, and
added many more before his death.

In 1891, the German astronomer Maximilian Wolf
(1863-1932) began using photographic techniques to search
for asteroids. He had his telescope set up to follow the appar-
ent motion of the stars, so that any other object like an aster-
oid would produce a short line in a photographic image rather
than a dot like the stars. There had been about 300 asteroids
found up until histime, but the use of photography opened the
floodgates. Wolf alone discovered 228 asteroids. Astronomers
now estimate that roughly 100,000 asteroids exist that are
bright enough to appear on photographs taken from Earth.

Asteroids are not uniformly distributed in space. The
huge planet Jupiter has captured some planetoids, called
Trojan asteroids, which are found in two clusters ahead and
behind the giant planet. They gather at these two points
because of the gravitational forces of the Sun and Jupiter. In
addition to these, there are other asteroids that have odd orbits
that bring them into the inner regions of the solar system. A
few have come close to the earth: in 1937, Hermes swept
within 600,000 miles of the earth (only twice the distance
from the Earth to the Moon); in 1989, another asteroid came
within 500,000 miles of our planet. There is evidence that
occasionally an asteroid, or a piece of one, has collided with
the earth; one of the best-preserved impact craters can be seen
in Arizona.

Because they are remnants of the beginnings of our
solar system, asteroids can provide astronomers with valuable
information about the conditions under which the solar system
was formed.

See also Barringer meteor crater; Celestial sphere: The appar-
ent movements of the Sun, Moon, planets, and stars; Comets;
Hubble Space Telescope; Meteoroids and meteorites; Solar
system

ASTHENOSPHERE

The asthenosphere is the layer of Earth that lies at a depth
60-150 mi (100-250 km) beneath Earth’s surface. It was first
named in 1914 by the British geologist J. Barrell, who divided

Earth’'s overall structure into three major sections: the litho-
sphere, or outer layer of rock-like material; the asthenosphere;
and the centrosphere, or central part of the planet. The
asthenosphere gets its name from the Greek word for weak,
asthenis, because of the relatively fragile nature of the materi-
as of which it is made. It lies in the upper portion of Earth’s
structure traditionally known as the mantle.

Geologists are somewhat limited as to the methods by
which they can collect information about Earth’s interior. For
example, they may be able to study rocky material ejected
from volcanoes and lava flows for hints about properties of the
interior regions. But generally speaking, the single most
dependable source of such information is the way in which
seismic waves are transmitted through Earth’s interior. These
waves can be produced naturally as the result of earth move-
ments, or they can be generated synthetically by means of
explosions, air guns, or other techniques.

Seismic studies have shown that a type of wave known
as S-waves dow down significantly as they reach a depth of
about 62 mi (100 km) beneath Earth’s surface. Then, at adepth
of about 155 mi (250 km), their velocity increases once more.
Geologists have taken these changes in wave velocity as indi-
cations of the boundaries for the region now known as the
asthenosphere.

The material of which the asthenosphere is composed
can be described as plastic-like, with much less rigidity than
the lithosphere above it. This property is caused by the inter-
action of temperature and pressure on asthenospheric materi-
as. Any rock will melt if its temperature is raised to a high
enough temperature. However, the melting point of any rock is
aso afunction of the pressure exerted on the rock. In general,
as the pressure is increased on a material, its melting point
increases.

The temperature of the materials that make up the
asthenosphere tend to be just below their melting point. This
gives them a plastic-like quality that can be compared to
glass. As the temperature of the material increases or as the
pressure exerted on the material increases, the materia tends
to deform and flow. If the pressure on the material is sharply
reduced, so will be its melting point, and the material may
begin to melt quickly. The fragile melting point pressure bal-
ance in the asthenosphere is reflected in the estimate made by
some geol ogists that up to 10% of the asthenospheric material
may actually be molten. The rest is so close to being molten
that relatively modest changes in pressure or temperature may
cause further melting.

In addition to loss of pressure on the asthenosphere,
another factor that can bring about melting is an increase in
temperature. The asthenosphere is heated by contact with hot
materials that make up the mesosphere beneath it. Obviously,
the temperature of the mesosphere is not constant. It is hotter
in some places than in others. In those regions where the
mesosphere is warmer than average, the extra heat may actu-
aly increase the extent to which asthenospheric materials are
heated and a more extensive melting may occur.

The asthenosphere is now thought to play acritical role
in the movement of plates across the face of Earth’s surface.
According to plate tectonic theory, the lithosphere consists of
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arelatively small number of very large slabs of rocky material.
These plates tend to be about 60 mi (100 km) thick and many
thousands of miles wide. They are thought to be very rigid
themselves but capable of flowing back and forth on top of the
asthenosphere. The collision of plates with each other, their
lateral sliding past each other, and their separation from each
other are thought to be responsible for major geol ogic features
and events such as volcanoes, lava flows, mountain building,
and deep-searrifts.

In order for plate tectonic theory to seem sensible, some
mechanism must be available for permitting the flow of plates.
That mechanism is the semi-fluid character of the asthenos-
phere itself. Some observers have described the asthenosphere
as the lubricating oil that permits the movement of plates in
the lithosphere.

Geologists have now developed sophisticated theories
to explain the changes that take place in the asthenosphere
when plates begin to thin or to diverge from or converge
toward each other. For example, suppose that a region of
weakness has developed in the lithosphere. In that case, the
pressure exerted on the asthenosphere beneath it is reduced,
melting begins to occur, and asthenospheric materials begin to
flow upward. If the lithosphere has not actually broken, those
asthenospheric materials cool as they approach Earth’s surface
and eventually become part of the lithosphere itself.

On the other hand, suppose that a break in the litho-
sphere has actually occurred. In that case, the asthenospheric
materials may escape through that break and flow outward
before they have cooled. Depending on the temperature and
pressure in the region, that outflow of material (magma) may
occur rather violently, asin avolcano, or more moderately, as
in alavaflow.

Pressure on the asthenosphere may also be reduced in
zones of divergence, where two plates are separating from
each other. Again, this reduction in pressure may allow
asthenospheric materialsin the asthenosphere to begin melting
and to flow upward. If the two overlying plates have actually
separated, asthenospheric material may flow through the sep-
aration and form a new section of lithosphere.

In zones of convergence, where two plates are flowing
toward each other, asthenospheric materials may also be
exposed to reduced pressure and begin to flow upward. In this
case, the lighter of the colliding plates slides upward and over
the heavier of the plates, which dives down into the asthenos-
phere. This processis called subduction. Since the lithospheric
material is more rigid than the material in the asthenosphere,
the latter is pushed outward and upward. During this move-
ment of plates, pressure on the asthenosphere is reduced, melt-
ing occurs, and molten materials flow upward to Earth's
surface. In any one of the examples cited here, the asthenos-
phere supplies new material to replace lithospheric materials
that have been displaced by some other tectonic or geologic
mechanism.

See also Continental drift theory; Continental shelf; Crust;
Earth, interior structure; Plate tectonics
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ASTROLABE

The astrolabe is an ancient astronomical instrument, dating
back more than 2,000 years, used to observe the positions of
the stars. With modifications it has also been used for time-
keeping, navigation, and surveying.

Astrolabes depict the visual reference points of stars on
the night sky as a function of time. As such, an observer can
also set the time to predict the visible star pattern expected.
The most common type of astrolabe, the planispheric astro-
labe, consists of a star map (the rete) engraved on a round
sheet of metal. With regard to the rete, only the angular rela-
tionship of the stars needs to be accurate to ensure proper
functioning of the astrolabe. A metal ring is moved across the
map to represent the position of the local horizon. An outer
ring is adjusted to allow for the apparent rotation of the stars
around the North Star, using prominent stars as reference
points.

Astrolabes were forerunners of mechanical clocks, and
looked somewhat like watches. With a set of tables, the
observer could determine the day and hour for afixed location
by the position of the stars. With the addition of a sighting-
rule, called an alidade, an astrolabe could be used as a survey-
ing instrument. The rule could be moved across a scale to
measure elevation. Navigationa astrolabes marked celestial
altitudes (the atitude in degrees above the horizon).

Although there is evidence to support the assertion that
ancient Greek culture had astrolabes, it is certain that the
Arabs perfected and made regular use of the astrolabe. With
the clear desert sky at their constant disposal, the Arab people
excelled in astronomy and used the stars to navigate across the
seas Of sand. Regular use of astrolabes continued into the
1800s. The newer prismatic astrolabe continues to be used for
precision surveying.

Modern versions of stellar charts and bowls with
adjustable time and date markings on sliding rings are based
upon earlier astrolabe construction and design principles.

See also Celestial sphere: The apparent movements of the
Sun, Moon, planets, and stars, History of exploration |
(Ancient and classical); History of exploration Il (Age of
exploration)

ASTRONOMY

Astronomy, the oldest of all the sciences, seeks to describe the
structure, movements, and processes of celestial bodies.

Some ancient ruins provide evidence that the most
remote ancestors observed and attempted to understand the
workings of the Cosmos. Although not always fully under-
stood, these ancient ruins demonstrate that early man
attempted to mark the progression of the seasons as related
to the changing positions of the Sun, stars, planets, and Moon
on the celestial sphere. Archaeologists speculate that such
observation made more reliable the determination of times
for planting and harvest in developing agrarian communities
and cultures.
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The regularity of the heavens also profoundly affected
the development of indigenous religious beliefs and cultural
practices. For example, according to Aristotle (384-322 B.c.),
Earth occupied the center of the Cosmos, and the Sun and
planets orbited Earth in perfectly circular orbits at an unvary-
ing rate of speed. The word astronomy is a Greek term for star
arrangement. Although heliocentric (Sun centered) theories
were also advanced among ancient Greek and Roman scien-
tists, the embodiment of the geocentric theory conformed to
prevailing religious beliefs and, in the form of the Ptolemaic
model subsequently embraced by the growing Christian
church, dominated Western thought until the rise of empirical
science and the use of the telescope during the Scientific
Revolution of the sixteenth and seventeenth centuries.

In the East, Chinese astronomers carefully charted the
night sky, noting the appearance of “guest stars’ (comets,
novae, etc.). As early as 240 B.c., the records of Chinese
astronomers record the passage of a “guest star” known now
as Comet Halley, and in A.p. 1054, the records indicate that
one star became bright enough to be seen in daylight.
Archaeoastronmers argue that this transient brightness was a
supernova explosion, the remnants of which now constitute
the Crab Nebula. The appearance of the supernova was aso
recorded by the Anasazi Indians of the American Southwest.

Observations were not limited to spectacular celestial
events. After decades of patient observation, the Mayan peo-
ples of Central America were able to accurately predict the
movements of the Sun, Moon, and stars. This civilization also
devised a calendar that accurately predicted the length of a
year, to what would now be measured to be within six sec-
onds.

Early in the sixteenth century, Polish astronomer
Nicolas Copernicus (1473-1543) reasserted the heliocentric
theory abandoned by the Greeks and Romans. Although spark-
ing arevolution in astronomy, Copernicus’ system was deeply
flawed by an insistence on circular orbits. Danish astronomer
Tycho Brahe's (1546-1601) precise observations of the celes-
tial movements allowed German astronomer and mathemati-
cian Johannes Kepler (1571-1630) to formulate his laws of
planetary motion that correctly described the elliptical orbits
of the planets.

Italian astronomer and physicist Galileo Galilei
(1564-1642) was the first scientist to utilize a newly invented
telescope to make recorded observations of celestial objects.
In a prolific career, Galileo’s discoveries, including phases of
Venus and moons orbiting Jupiter, dealt a death blow to geo-
centric theory.

In the seventeenth century, English physicist and mathe-
matician Sir Isaac Newton’s (1642—-1727) development of the
laws of motion and gravitation marked the beginning of
Newtonian physics and modern astrophysics. In addition to
developing cal culus, Newton made tremendous advancesin the
understanding of light and optics critical to the development of
astronomy. Newton’s seminal 1687 work, Philosophiae
Naturalis Principia Mathematica (Mathematical principles of
natural philosophy) dominated the Western intellectual land-
scape for more than two centuries and proved the impetus for
the advancement of celestial dynamics.

Hubble image of the Eagle Nebula, “the Pillars of Creation.” U.S.
National Aeronautics and Space Administration (NASA).

Theories surrounding celestial mechanics during the
eighteenth century were profoundly shaped by important con-
tributions by French mathematician Joseph-Louis Lagrange
(1736-1813), French mathematician Pierre Simon de Laplace
(1749-1827), and Swiss mathematician Leonhard Euler
(1707-1783) that explained small discrepancies between
Newton's predicted and the observed orbits of the planets.
These explanations contributed to the concept of a clockwork-
like mechanistic universe that operated according to knowable
physical laws.

Just as primitive astronomy influenced early religious
concepts, during the eighteenth century, advancements in
astronomy caused significant changes in Western scientific
and theological concepts based upon an unchanging,
immutable God who ruled a static universe. During the course
of the eighteenth century, there developed a growing scientific
disregard for understanding based upon divine revelation and
a growing acceptance of an understanding of Nature based
upon the development and application of scientific laws.
Whether God intervened to operate the mechanisms of the
universe through miracles or signs (such as comets) became a
topic of lively philosophical and theological debate. Concepts
of the divine became increasingly identified with the assumed
eternity or infinity of the Cosmos. Theologians argued that the
assumed immutability of a static universe, a concept shaken
by the discoveries of Copernicus, Kepler, Galileo, and
Newton, offered proof of the existence of God. The clockwork
universe viewed as confirmation of the existence of God of
infinite power who was the “prime mover” or creator of the
universe. For many scientists and astronomers, however, the
revelations of a mechanistic universe left no place for the
influence of the Divine, and they discarded their religious
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views. These philosophical shifts sent sweeping changes
across the political and social landscape.

In contrast to the theological viewpoint, astronomers
increasingly sought to explain “miracles’ in terms of natural
phenomena. Accordingly, by the nineteenth century, the
appearances of comets were no longer viewed as direct signs
from God but rather a natural, explainable and predictable
result of a deterministic universe. Explanations for cata-
strophic events (e.g., comet impacts, extinctions, etc.) increas-
ingly came to be viewed as the inevitable results of time and
statistical probability.

The need for greater accuracy and precision in astro-
nomical measurements, particularly those used in navigation,
spurred development of improved telescopes and pendulum
driven clocks that greatly increased the pace of astronomical
discovery. In 1781, improved mathematical techniques, com-
bined with technological improvements, along with the proper
application of Newtonian laws, allowed English astronomer
William Herschel to discover the planet Uranus.

Until the twentieth century, astronomy essentially
remained concerned with the accurate description of the
movements of planets and stars. Developments in electromag-
netic theories of light and the formulation of quantum and rel-
ativity theories, however, alowed astronomers to probe the
inner workings of the celestial objects. Influenced by German-
American physicist Albert Einstein’s (1879-1955) theories of
relativity and the emergence of quantum theory, Indian-born
American astrophysicist Subrahmanyan Chandrasekhar
(1910-1995) first articulated the evolution of stars into super-
nova, white dwarfs, neutron stars and accurately predicted the
conditions required for the formation of black holes subse-
quently found in the later half of the twentieth century. The
articulation of the stellar evolutionary cycle alowed rapid
advancements in cosmological theories regarding the creation
of the universe. In particular, American astronomer Edwin
Hubble's (1889-1953) discovery of red shifted spectra from
stars provided evidence of an expanding universe that, along
with increased understanding of stellar evolution, ultimately
led to the abandonment of static models of the universe and
the formulation of big bang based cosmological models.

In 1932, American engineer Karl Jansky (1905-1945)
discovered existence of radio waves of emanating from
beyond the earth. Janskey’s discovery led to the birth of radio
astronomy that ultimately became one of the most productive
means of astronomical observation and spurred continuing
studies of the Cosmos across al regions of the electromag-
netic spectrum.

Profound questions regarding the birth and death of
stars led to the stunning redlization that, in a rea sense,
because the heavier atoms of which he was comprised were
derived from nucleosynthesis in dying stars, man too was a
product of stellar evolution. After millennia of observing the
Cosmos, by the dawn of the twenty-first century, advancesin
astronomy allowed humans to gaze into the night sky and real-
ize that they were looking at the light from stars distant in
space and time, and that they, also, were made from the very
dust of stars.

ATLANTIC OCEAN - see OCEANS AND SEAS

ATMOPHILE - see CHALCOPHILES, LITHOPHILES,
SIDEROPHILES, AND ATMOPHILES

ATMOSPHERIC CHEMISTRY

Man lives at the bottom of an ocean of air. We may ordinarily
take the atmosphere for granted and focus much more concern
on the weather. This ocean of air, however, has profound con-
sequences for life on Earth.

The surface density of air is about 0.074 Ib/ft3 (1.184
g/l) and surface pressure is about 14 Ib/ft2 (1 atm). This mass
of air presses downward at all times. At ahigher altitude, how-
ever, both the pressure and the density of air decrease. This
explains why passenger jets, which often fly near 40,000 ft
(12,192 m) to take advantage of the thin or low-density air,
require pressurized cabins. Without them, passengers would
not be able to take in enough oxygen with each breath.

The atmosphere is generally divided into four zones or
layers. Starting at sealevel and increasing in altitude, they are
the troposphere (010 mi [0-16.1 km]), the stratosphere
(1030 mi [16.1-48.3 km]), the mesosphere (3060 mi
[48.3-96.6 km]), and the thermosphere (beyond 60 mi [96.6
km]). These altitudes are approximate and depend upon a vari-
ety of conditions, and are clearly distinct in both their physi-
cal properties (e.g., temperature) and their chemistry.

The troposphere is the region of air closest to the
ground. It is where the clouds and storm systems are to be
found, and where our weather occurs. The troposphere is in
direct contact with effluent chemicals generated by living
things. These can range from the carbon dioxide and water
vapor we exhale to industrial or automotive pollutants. In the
absence of such compounds, atmospheric chemistry is very
simple. Since the splitting of both the nitrogen and oxygen
molecules requires a great deal of energy, the atmospheric
composition is fairly constant at sea level, and without inter-
fering compounds.

Smog is the term applied to the mixture of nitrous
oxides, spent hydrocarbons, carbon monoxide, and ozone that
is generated by automobiles and industrial combustion. Smog
isthe thick brown haze that hovers over large populated areas.
This combination of gases is reactive. The addition of water
vapor or raindrops, for example, can result in the scrubbing of
these compounds from the air but also the generation of
nitrous, nitric, and carbonic acid. Ozone is a powerful oxidiz-
ing agent and results in the degradation of plastics and other
materials. However, it is also capable of reacting with spent
hydrocarbons to generate noxious chemicals.

Industrial pollutants, such as sulfur dioxide generated
by coal-burning power plants, can generate acid rain as the
sulfur dioxide is converted to sulfurous and sulfuric acid. Even
forest fires contribute a large variety of chemical compounds
into the atmosphere and induce chemical reactions. And, the
largest of all natural disasters, a volcanic eruption, spews tons
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of chemical compounds into the troposphere where they react
to produce acids and other compounds.

The stratosphere is the home of the ozone layer, which
ismisleading as it implies a distinct region in the atmosphere
that has ozone as the major constituent. Ozone is never more
than a minor constituent of the atmosphere, although it is a
significant minor constituent. The concentration of ozone
achieves its maximum in the stratosphere. It is here that the
chemistry occurs that blocks incoming ultraviolet radiation.

The complete spectrum of radiation from the sun con-
tains a significant amount of high energy ultraviolet light and
the energy of these photons is sufficient to ionize atoms or
molecules. If thislight penetrated to Earth’s surface, lifeaswe
know it could not exist as the ionizing radiation would contin-
ually break down complex molecules.

Within the ozone layer, this ultraviolet energy is
absorbed by a delicate balance of two chemical reactions. The
first is the photolytic reaction of molecular oxygen to give
atomic oxygen, which subsequently combines with another
oxygen molecule to give ozone. The second reaction is the
absorption of another photon of ultraviolet light by an ozone
molecule to give molecular oxygen and a free oxygen atom.

hv
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0+0,—0;
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It is the combination of these two reactions that allows
the ozone layer to protect the planet. These two reactions actu-
aly form an equilibrium with the forward reaction being the
formation of ozone and the backwards reaction being the
depletion.

hv
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The ozone concentration is thus at a constant and rela
tively low level. It occurs in the stratosphere because this is
where the concentration of gasesis not so high that the excited
molecules are deactivated by collision, but not so low that the
atomic oxygen generated can not find a molecular oxygen
with which to react.

Inthelast half of the twentieth century, the manufacture
of chlorofluorocarbons (CFCs) for use as propellants in
aerosol sprays and refrigerants has resulted in a slow mixing
of these compounds with the stratosphere. Upon exposure to
high-energy ultraviolet light, the CFCs break down to atomic
chlorine, which interferes with the natura balance between
molecular oxygen and ozone. The result is a shift in the equi-
librium and a depletion of the ozone level. The occurrence of
ozone depletion was first noted over Antarctica. Subsequent
investigations have demonstrated that the depletion of ozone
also occurs over the Arctic, resulting in higher than normal
levels of ultraviolet radiation reaching many heavily popu-
lated regions of North America. This is, perhaps, one of the
most important discoveries in atmospheric chemistry and has
lead to major changes in legidlation in al countries in an
attempt to stop ozone depletion.

Beyond the stratosphere, the energy levelsincrease dra-
matically and the available radiation is capable of initiating a

wide variety of poorly characterized chemical reactions.
Understanding al of the complexities of atmospheric chem-
istry is subject for much ongoing research.

See also Atmospheric composition and structure; Atmospheric
pollution; Global warming

ATMOSPHERIC CIRCULATION

The troposphere, the lowest 9 mi (15 km) of Earth's atmos-
phere, is the layer in which nearly all weather activity takes
place. Weather is the result of complex air circulation patterns
that can best be described by going from the general to more
localized phenomena.

The prime mover of air above Earth’s surface is the
unegual heating and cooling of Earth by the Sun. Air rises as
it is heated and descends as it is cooled. The differencesin air
pressure cause air to circulate, which results in the creation of
wind, precipitation, and other weather related features.

Earth’s rotation aso plays a role in air circulation.
Centrifugal force, friction and the apparent Coriolis force are
responsible for the circular nature of its flow, as well as for
erratic eddies and surges.

On a global scale, there are three circulation belts
between the equator and each pole. From 0° to 30° latitude,
the trade winds, or tropical easterlies, flow toward the equator
and are deflected to the west by the earth’s rotation as they
move across the earth’s surface. The winds then rise at the
equator, then flow poleward at the tropopause, the boundary
between the troposphere and the stratosphere. The trade
winds descend back to the surface at 30° latitude. At the equa-
tor, where air from both trade wind belts rises, the lack of
cross-surface winds results in the doldrums, an area of calm,
which historically has been a bane to sailing vessels.

Between 30° and 60° are the mid-latitude, or prevailing
westerlies. The circulation pattern of these wind beltsis oppo-
site that of the trades. They flow poleward at the earth’s sur-
face, deflecting eastward. They rise at 60°, flow back to the
equator, then descend at 30°.

As with the eguatorial calm, the earth’s surface at 30°
North and South haslittle lateral wind movement since the cir-
culation of the tropical and mid-latitude belts is downward,
then outward at this latitude. These calm regions are referred
to as the horse latitudes because sailors who were stranded for
lack of wind either had to eat their horses or throw them over-
board to lighten the load.

The third set of circulation belts, the polar easterlies,
range from 60° to 90° latitude at both ends of the earth and
flow in the same pattern as the tropical easterlies.

Thisglobal circulation schemeisonly the typical model.
Other forces complicate the actual flow. Differences in the
type and elevation of surface features have widespread effects.

The jet streams, high-speed winds blowing from the
west near the tropopause, play a significant role in determin-
ing the weather. The northern and southern hemispheres each
have two jet stream wind belts. The polar front jet stream is
the stronger of the two. It flows eastward to speeds of 250 mph
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(400 kph) at the center and receives its energy from an accu-
mulation of solar radiation. The subtropical jet stream is
weaker and receives its force from an accumulation of west-
erly momentum.

The monsoons of Asia are a result of a combination of
influences from the large Asian land mass and the movements
of the inter-tropical front, which straddles the equator. From
June to September, when the front runs north of the equator,
warm moist winds are drawn northward, bringing heavy rains
to India and Southeast Asia. From December to February, the
front runs dlightly south of the equator, drawing dry cooler air
off of the Himalayas and out to sea.

On amore loca level, air movements occur in the form
of interacting air masses and frontal systems. Low-pressure
cyclones and high-pressure anticyclones travel from the west
to east. Low-pressure cells are responsible for instability in the
weather, with cold and warm fronts radiating from the center
of the cell. These fronts represent the interface of cold and
warm air masses, which develop into storms.

Cold fronts are more active than warm fronts. The
upward angle of the cold front line opposes the direction in
which it moves, creating friction between the surface and the
air, and causing a steeper pressure gradient. The rain band is
narrower, but the cumulonimbus clouds that form hold a greater
amount of energy and a greater potential for violent weather
than the altostratus clouds associated with warm front activity.

Within each cyclonic system are even smaller cyclones.
Each storm cell along a front is a cyclone in its own right. In
addition to producing heavy rain, hail, high winds and electri-
cal activity, these cells occasionally can produce tornadoes—
destructive, whirling funnel-shaped clouds that stretch from
the base of a storm cell to the ground. Tornadoes are the most
powerful cyclones known on Earth.

Independent of air mass and frontal systems are hurri-
canes, also known as typhoons or cyclones. These tropical
cyclones generate over warm moist ocean surfaces. Therising
heat and moisture builds into a massive storm that can extend
1000 mi (1,600 km).

A hurricane tracks westward and will decay when the
creative factors are eliminated. This occurs rapidly as the
storm travels over land or more gradually as it encounters
lower ocean surface temperatures. A lower tropopause in
higher latitudes can also reduce the storm’s mass.

An accurate understanding of atmospheric circulation
began to emerge during the 1830s when Gustave de Coriolis
put forth the theory that as Earth rotates, an object will appear
to move in a deflected path. About twenty years later,
American William Ferrel mathematically proved the Coriolis
theory, establishing what became known as Ferrel’s law.

The ability to make regular unmanned balloon sound-
ings of the atmosphere in the late 1890s and early 1900s made
it possible for new detailsto emerge. A group of Scandinavian
meteorologists under the guidance of Vilhelm Bjerknes took
full advantage of this new knowledge to develop mathemati-
cal and laboratory models of air mass properties.

Bjerknes first proposed the existence of air masses. His
son Jacob went on to demonstrate the frontal systemsthat sep-
arate the air masses. Carl-Gustaf Rossby discovered the jet

streams and hypothesized detailed movements and counter-
movements in the circulation complex.

Atmospheric circulation is a Simple process with com-
plex results. It is a system of cells within cells. When we
observe leaves swirling in the shadow of a building or a bird
soaring on an updraft of warm air, the same principles are at
work as with larger global units of the same circulation sys-
tem. It is a system that is worldwide, that reacts to everything
it encounters, and that is even interactive with itself.

See also Air masses and fronts; Atmospheric composition and
structure; Atmospheric inversion layers, Atmospheric lapse
rate; Atmospheric pollution; Atmospheric pressure

ATMOSPHERIC COMPOSITION AND
STRUCTURE

During most of history, Earth’s atmosphere was regarded as
little more than amass of air and clouds. Simple observations
from the ground yielded little more than a basic understanding
of the atmosphere's characteristics.

Manned balloon ascents in the late 1700s and early
1800s were restricted to about 5 miles (8 km), the limit of life-
supporting oxygen. There were also risks to human life. From
a practical standpoint, it was difficult to make widespread
observations over space and time.

Breakthroughs in atmospheric research came as new
inventions made it possible to obtain information from
unmanned balloon flights. The first of these was the theodo-
lite, aviewing instrument used to survey distances and angles,
invented by Gustave Hermite in 1896. This device increased
the range to which a ground observer could follow aballoon’s
ascent pattern. The information-gathering packages delivered
to the atmosphere by balloons became known as radiosondes,
with each balloon journey referred to as a sounding. The max-
imum height at which the atmosphere will sustain aballoon is
about 28 miles (35 km).

In 1893, George Besancon developed a recording ther-
mometer and barometer capable of making in-flight observa-
tions during unmanned ascents. Beginning in 1897, Léon
Phillipe Teisserenc de Bort made improvements to these
instruments at an observatory he established near Paris. Of
equa importance, this was the first organized effort to obtain
repeated readings of high-altitude phenomena.

It was generaly known that temperatures decreased
with elevation at a rate of about 33.8°F (18.6°C) per 590 feet
(180 m). Until de Bort, it was assumed that this rate continued
out into space. His observations revealed, however, that tem-
peratures first level off, then increase, beginning at about 8
miles (14 km). This warm region is located only a few kilo-
meters beyond the highest mountain peaks and the upper limit
of regular cloud formation.

In 1908, de Bort's observations led him to divide the
atmosphere into two layers, the lower being the troposphere
and the upper being the stratosphere. The area where the two
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meet, where the temperature begins to modify, he named the
tropopause.

Eventually, scientists discovered that the atmosphere
consists of several layers, not just two. The warm region, it has
been found, continuesto alevel for about 28 miles (45 km). The
temperature starts at about —76°F (—60°C) at the tropopause and
exceeds 32°F (0°C) at about 28 miles (45 km). Beyond this, the
temperature drops again to about —130°F (—90°C) at about 50
miles (80 km). This area has been called the stratopause, but it
is aso known as the mesosphere. This area is where most
meteors disintegrate as they approach the earth.

Above the stratopause, at about 62 miles (100 km), the
temperature rises sharply again to 212°F (100°C) and contin-
ues to rise to levels that can only be theoretically estimated,
perhaps 1200° K. This areais called the thermosphere.

In the thermosphere, attention shifts from temperature
variations to other phenomena. This layer is characterized by
highly energized particles (cosmic rays), which enter from
outer space and became electronically charged. The result is
the aurora borealis in the Northern Hemisphere and the aurora
australis in the Southern Hemisphere. Both occur at about
20°-25° latitude and at heights of 50-190 miles (80—300 km).

The ionosphere coincides with, but is not confined to,
the thermosphere. Its only distinguishing property isits layers
of ionized gases that reflect radio waves, as opposed to other
atmospheric regions, which do not. It exists from 50 miles (80
km) upward to 620 miles (1,000 km) and beyond. The iono-
sphere is influenced greatly by solar activity, which can
rearrange or eliminate the reflective layers.

The exosphere begins at about 310 miles (500 km).
Here the atmospheric components lose their molecular struc-
ture and become atomic in nature. These components cannot
be considered gaseous beyond this point.

Beyond 620 miles (1,000 km), particle structures further
degrade into electrons and protons. The earth’s gravity gives
way to magnetic fields as the dominant distributor of particles.
The Van Allen belts at 2,500 miles (4,000 km) and at 12,400
miles (20,000 km) mark the outer limit of the magnetosphere,
the most remote known sphere of Earth’s influence.

Far beyond the limits of balloon flight, knowledge of
the upper atmosphere has been made possible by increasingly
high airplane flights and orbiting satellites.

Overall, the atmosphere’s gaseous composition consists
of 78% nitrogen, 21% oxygen, and a 1% mixture of minor
gases dominated by argon. This composition not only sustains
life, but is also determined by it. Also, there is a general dis-
tribution of dust particles carried from Earth's surface or
entering from space.

Recently, scientists have been giving attention to two
areas of atmospheric research. Concern has been raised over
the destruction of the ozone layer (near the stratospheric warm
region), which absorbs ultraviolet radiation, by the introduc-
tion of chlorofluorocarbons (CFCs) by man.

A new area of research involves exploration of atmos-
pheres of neighboring planets. With an expanding solar sys-
tem, the dense atmosphere of Venus may hold cluesto Earth’s
atmospheric past, while the thin atmosphere of Mars may be a
cluetoits future.

Structure and composition of the atmosphere.

See also Atmospheric circulation; Atmospheric inversion layers;
Atmospheric lapse rate; Atmospheric pollution; Atmospheric
pressure; Ozone layer and hole dynamics

ATMOSPHERIC INVERSION LAYERS

Whenever an anomaly exists in the atmosphere in which an
increase in temperature, humidity, Or precipitation OCCUrs
where a decrease would be expected, there is an inversion, or
reversal. An atmospheric inversion most commonly refers to
temperature inversion where the temperature increases rather
than decreases with increasing altitude.

Normally air temperature decreases with atitude at a
rate of about 33.8° F (1° C) per 59 feet (180 m) because since
the Sun’s heating effect is greatest at the Earth’s surface. There
are three factors that alter this rate, causing the temperature to
rise within the first few hundred meters of the ground.
Inversions can occur as a result of radiative, or direct, cooling
from the earth’s surface. This occurs at night when the ground
cools more rapidly than the air above it. The effects of an
inversion are thus greatest during early morning, usually the
coolest part of the day. Inversions aso occur as aresult of sub-
sidence (sinking) of air in an anticyclone, or high pressure sys-
tem, where the descending air warms adiabatically, that is,
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Denver’s “brown cloud,” the haze of air pollution that hangs over the
city, is kept in place by atmospheric inversion layers. © Ted
Spiegel/Corbis. Reproduced by permission.

within itself, while the ground remains cool. High pressure
systems have the stability that inversion layers require.
Finaly, movement of air can create an advective inversion.
For instance, if awarm air mass moves over a body of water
or over snow cover, an inversion will occur.

Inversion layers block the upward movement of air,
trapping moisture and natural and man-made pollutants near
the ground. The result is fog and smog. The lower the inver-
sion ceiling, the more concentrated the accumulation of mois-
ture and particulates. Some of the most serious episodes of
smog or fog occur in mountainous areas, especialy where a
city (e.g., Denver, Colorado) or industrial site is located. In
places in the San Fernando Valley in California, the polluted
air is trapped both vertically and horizontally.

The mere presence of a city or factory often creates a
microclimate of its own, creating a pocket of warm air within
the cool ground layer. Smoke from a stack, instead of escap-
ing upward or laterally, will descend to the ground, delivering
adirect dose of pollution to residents of the area.

See also Atmospheric composition and structure; Atmospheric
lapse rate; Atmospheric pollution; Environmental pollution;
Greenhouse gases and greenhouse effect; Meteorology;
Troposphere and tropopause

ATMOSPHERIC LAPSE RATE

The atmospheric lapse rate describes the reduction, or lapse of
air temperature that takes place with increasing atitude. Lapse
rates related to changes in altitude can also be developed for
other properties of the atmosphere.

In the lower regions of the atmosphere (up to altitudes
of approximately 40,000 feet [12,000 m]), temperature
decreases with altitude at a fairly uniform rate. Because the
atmosphere is warmed by conduction from Earth's surface,
this lapse or reduction in temperature normal with increasing
distance from the conductive source.

Although the actual atmospheric lapse rate varies, under
normal atmospheric conditions the average atmospheric lapse
rate results in a temperature decrease of 3.5°F (1.94°C) per
1,000 feet (304 m) of atitude.

The measurable lapse rate is affected by the moisture
content of theair (humidity). A dry lapse rate of 5.5°F (3.05°C)
per 1,000 feet (304 m) is often used to calculate temperature
changesin air not at 100% relative humidity. A wet |apse rate
of 3°F (1.66°C) per 1,000 feet (304 m) is used to calculate the
temperature changes in air that is saturated (i.e., air at 100%
relative humidity). Although actual lapse rates do not strictly
follow these guidelines, they present a model sufficiently
accurate to predict temperate changes associated with updrafts
and downdrafts. This differential lapse rate (dependent upon
both difference in conductive heating and adiabatic expansion
and compression) results in the formation of warm downslope
winds (e.g., Chinook winds, Santa Annawinds, etc.).

The atmospheric lapse rate, combined with adiabatic
cooling and heating of air related to the expansion and com-
pression of atmospheric gases, present a unified model
explaining the cooling of air as it moves aloft and the heating
of air as it descends downslope.

Atmospheric stability can be measured in terms of lapse
rate (i.e., the temperature differences associated with vertical
movement of air). A high lapse rate indicates a greater than
normal change of temperature associated with a changein alti-
tude and is characteristic of an unstable atmosphere.

Although the atmospheric lapse rate (also known as the
environmental lapse rate) is most often used to characterize
temperature changes, many properties (e.g., atmospheric pres-
sure) can also be profiled by lapse rates.

See also Air masses and fronts; Land and sea breeze; Seasonal
winds

ATMOSPHERIC POLLUTION

Atmospheric pollution (also commonly called air pollution) is
derived chiefly from the spewing of gasses and solid particu-
lates into the atmosphere. Many pollutants—dust, pollen, and
soil particles—occur naturally, but most air pollution, as the
term is most commonly used and understood, is caused by
human activity. Although there are countless sources of air
pollution, the most common are emissions from the burning of
hydrocarbons or fossi| fuels (e.g., coal and oil products). Most
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of the world's industrialized countries rely on the burning of
fossil fuels;, power plants heat homes and provide electricity,
automobiles burn gas, and factories burn materials to create
products.

Air pollution is a serious global problem, and is espe-
cialy problematic in large urban areas such as Mexico City,
Mexico, and Athens, Greece. Many people suffer from serious
illnesses caused by smog and air pollution in these areas.
Plants, buildings, and animals are also victims of a particular
type of air pollution called acid rain. Acid rain is caused by air-
borne sulfur from burning coal in power plants and can be
transported in rain droplets for thousands of miles. Poisons are
then deposited in streams, lakes, and soils, causing damage to
wildlife. In addition, acid rain eats into concrete and other
solid structures, causing buildings to slowly deteriorate.

Scientists study air pollution by breaking the particu-
lates into two different categories of gasses. permanent and
variable. The most common of the stable gasses are nitrogen
at 78%, and oxygen at 21% of the total atmosphere. Other
highly variable gasses are water vapor, carbon dioxide,
methane, carbon monoxide, sulfur dioxide, nitrogen dioxide,
ozone, ammonia, and hydrogen sulfide.

Output of variable gasses increases with the growth of
industrialization and population. The benefits of progress cost
people billions of dollars each year in repairing and preventing
air pollution damage. This includes health care and the
increased maintenance of structures such asthe Great Pyramids
of Egypt that are crumbling, in part due to air pollution.

The effects of air pollution have to be carefully meas-
ured because the build-up of particulates depends on atmos-
pheric conditions and a specific area’s emission level. Once
pollutants are released into the atmosphere, wind patterns
make it impossible to contain them to any particular region.
Thisiswhy the effects of pollution from major oil firesin the
Middle East are measurable in Europe and elsewhere. On the
other hand, terrestrial formations such as mountain ridges can
act as natural barriers. The terrain and climate of a particular
area (e.g., Denver, Houston, and Los Angeles) can also help
promote or deflect air pollution. Specifically, weather condi-
tions called thermal inversions can trap the impurities and
cause them to build up until they have reached dangerous lev-
els. A thermal inversion is created when a layer of warm air
settles over alayer of cool areacloser to the ground. It can stay
until rain or wind dissipates the layer of stationary warm air.

The United States government plays an active role in
establishing safe and acceptable levels of clean air. In 1967,
Congress passed the Air Quality Act that set forth outlines for
air quality standards. The Environmental Protection Agency
released the first nationwide survey on air pollution in 1989
after Congress passed a law requiring the report. In most
cases, it is up to individual states, however, to enforce air pol-
Iution controls and meet federally mandated goals. In addition,
states may set their own clean air standards that are more strict
than those established at the federal level. For example, in
1989, Cdlifornia adopted aradical air pollution reduction plan
that essentially requires each region to drastically reduce cur-
rent levels of air pollution. Even as early as 1970, Cdlifornia
adopted more stringent standards for motor-vehicle emissions.

Government regulations have shown moderate success.
Since 1970, emissions of sulfur oxide, carbon monoxide, lead,
and hydrocarbons have decreased by approximately 30%
while nitrogen oxide output has been reduced by approxi-
mately 10%. Cars are now required to have pollution-control
devices called catalytic converters, and most power plants are
equipped with filters called scrubbers to remove sulfur oxides.

In addition to atmospheric pollution, indoor air pollu-
tion also poses special hazards. Some man-made sources of
indoor air pollutants include asbestos particulates and
formal dehyde vapors—once common building materials now
thought to cause cancer. Lead paint is also a problem in older
buildings, but its use has been phased out. Other sources of
man-made indoor air pollution include improperly vented
stoves and heaters, tobacco smoke, and emissions or spillage
from pesticides, aerosol sprays, solvents, and disinfectants.

See also Atmosphere; Geochemistry; Global warming;
Greenhouse gases and greenhouse effect; Petroleum, eco-
nomic uses of; Rate factors in geologic processes; Weathering
and weathering series

ATMOSPHERIC PRESSURE

Aristotle, whose teachings sometimes otherwise inhibited the
advancement of science, was right on target in his belief that
the atmosphere surrounding the Earth had weight. Moreover,
Aristotle stated that as air density decreased, it would be pos-
sible for an object to move faster. However, he did not believe
in the concept of a vacuum because the absence of an atmos-
phere meant an object could move infinitely fast, and since
infinite speed was not possible, a vacuum that allowed infinite
speed was not considered possible either. Galileo disputed
some of Aristotle’s contentions. In 1638, Galileo published a
book in which he asserted a vacuum was possible. But Galileo
did not hold that air had a weight that could exert a pressure,
even though his own experiments showed clearly that air
exerted a force on objects. This was perhaps because he dis-
counted everything Aristotle said, even when he happened to
be right. Consequently, the thermometer Galileo invented was
inaccurate becauseit did not take the effect of air pressure into
account. Otto von Guericke became interested in air pressure
because of Galileo’'s comments on the subject. In a public
demonstration in 1657, Guericke became the first to use an air
pump and create a vacuum, thus ending the debate on whether
one could exist.

In 1643, in Florence, Italy, Evangelista Torricelli fur-
thered Guericke's work. Filling a narrow tube with mercury
and upending it in a bowl of mercury, Torricelli found that
only a portion of the tube emptied. He correctly surmised that
the atmospheric pressure upon the mercury in the bow! kept
the tube from draining completely, and the vacant area at the
top of the tube was a vacuum. He noticed the height of the col-
umn of mercury fluctuated from day to day, indicating that the
atmospheric pressure changed. The barometer, a device to
measure the pressure of the atmosphere, was born, yet that
name wouldn’t exist for another 20 years.
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Aneroid barometer. National Oceanic and Atmospheric Administration
(NOAA).

Mathematician Blaise Pascal duplicated the experi-
ments of Torricelli, and he expanded on them. In 1648, Pascal,
who suffered from ill health, had his brother-in-law make
measurements of air pressure at various altitudes on a moun-
tain. As expected, the higher the altitude, the less pressure reg-
istered on the barometer. Obviously, the weight of the air at the
surface of the Earth was greater because it has to support the
atmosphere above it. Robert Boyle duplicated Torricelli’s
experiment as well. In 1660, Boyce placed his mercury-filled
tube in a container and removed the surrounding air, creating
a vacuum. As the air was removed, the column of mercury
dropped. When completely evacuated, the mercury showed
zero air pressure in the container. It was Boyle who coined the
word “barometer” in 1665.

Today, it is known that the weight of Earth’s atmosphere
is more than five quadrillion tons. The weight of air pressing
down on one's shoulders is about one ton, but we aren't flat-
tened because we are supported on all sides by an equal amount
of pressure. The normal barometric pressure at sea level, equal
to one atmosphere (1 atm) of pressure equals 14.7 psi (pounds
per square inch), or 760 mm (29.92 inches) of mercury.

See also Air masses and fronts; Weather forecasting

ATOLL OR ANNULAR ISLAND - see Guyors
AND ATOLLS

ATOM

Atoms and the subatomic particles that comprise them, are the
elementary building blocks of material substances. Although
the term atom, derived from the Greek word atomos, meaning
indivisible, would seem inappropriate for an entity that, as sci-
ence has established, is divisible, the word atom still makes
sense, because, depending on the context, atoms can still be
regarded as indivisible. Namely, once the nucleus is split, the
atom loses its identity and subatomic particles. Protons, elec-
trons, neutrons, are all the same—regardless of the type of
atom or element—it is only their numbers and unique combi-
nations that make for different atoms. Accordingly, an atom is
the smallest particle of an element.

Atoms share many characteristics with other materia
objects: they can be measured, and they also have mass and
weight. Because traditional methods of measuring are difficult
to use for atoms and subatomic particles, scientists have cre-
ated a new unit, the atomic mass unit (amu), which is defined
as the one-twelfth of the mass of the average carbon atom.

The principal subatomic particles are the protons, neu-
trons, and the electrons. The nucleus, the atom’s core, consists
of protons, which are positively charged particles, and neu-
trons, particles without any charge. Electrons are negatively
charged particles with negligible mass that orbit around the
nucleus. An electron’s massis so small that it is usually given
a0 amu value in atomic mass units, compared to the value of
1 amu assigned to neutrons and protons (neutrons do carry
dlightly more mass than protons and neither exactly equals 1
amu—-but for purposes of this article the approximate values
will suffice). In fact, as the nucleus represents more than 99%
of an atom’'s mass, it is interesting to note that an atom is
mostly space. For example, if ahydrogen atom’s nucleus were
enlarged to the size of a marble, the atom’s diameter (to the
electron orbit) would be around 0.5 mi (800 m).

At one time, scientists asserted that electrons circled
around the nucleus in planet-like orbits. However, because al
subatomic particles, including electrons, exhibit wave-like
properties, it is makes no sense to conceptualize the movement
of electrons as like planetary rotation. Scientists therefore pre-
fer termslike “electron cloud patterns,” or “shells,” indicating
an electron’s position and/or pattern of movement in relation
to the nucleus. Thus, for example, hydrogen has one electron
in its innermost, lowest energy shell (a shell is also an energy
level); lithium—uwith three electrons—has two shells, with
inner most, lowest energy shell contains two electrons that one
electron exists in a more distant shell or higher potential
energy level. The elements exhibit four distinctive shapes of
shell—designated s, p, d, and f orbitals.

While subatomic particles are generic and interchange-
able, in combination they determine an atom’s identity. For
example, we know that an atom with a nucleus consisting of
one proton must be hydrogen (H). An atom with two protons
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is aways a helium (He) atom. Thus, we see that the key to an
atom’s identity is to be found in the atom’s inner structure. In
addition, a electricaly balanced chemical element is an
instance of atomic electronic equilibrium: for example, in an
electrically balanced chemical element, the number of posi-
tively charged particles (protons) always equals the number of
negatively charged particles (electrons). A loss or gain of elec-
trons results in a net charge and the atom becomes an ion.

Although the number of protons determines the name
(type) of atom, each atom may be heavier or lighter depending
on the number of neutrons present. Atoms of the same element
with different mass (reflecting differing numbers of neutrons)
are isotopes.

Research into the atom'’s nucleus has uncovered a vari-
ety of subatomic particles, including quarks and gluons.
Considered by some researchers the true building blocks of
matter, quarks are the particles that form protons and neutrons.
Gluons hold smaller clusters of quarks together.

The atom is best characterized by the laws and termi-
nology or quantum physics. On alarger scale, chemists study
reactions, the behavior of elements in interaction, and reac-
tions, such as those leading to the formation of chemical com-
pounds. Such reactionsinvolve the transfer of electrons and/or
the sharing of electrons in atomic bonds.

For example, the formation of sodium chloride, aso
known as table salt, would be impossible without specific
changes at a subatomic level. The genesis of sodium chloride
(NaCl) starts when a sodium (Na) atom, which has 11 elec-
trons, loses an electron. With 10 electrons, the atom now has
one more proton than electrons and thus becomes a net posi-
tively charged sodium ion Nar (apositively charged ionisaso
known as a cation. Chlorine becomes a negatively charged
anion by accepting a free electron to take on a net negative
charge. The newly acquired electron goes into the outer shell,
also known as the valence shell that already contains seven
electrons. The addition of the eighth electron to the chlorine
atom’s outmost shell fulfills the octet rule and alows the
atom—although now a negatively charged chlorine ion
(Cl-)—to be more stable. The electrical attraction of the
sodium cations for the chlorine anion results in an ionic bond
to form salt. Crystals of table salt consist of equal humbers of
sodium cations and chlorine anions, cation-anion pairs being
held together by aforce of electrical attraction.

The octet rule is used to describe the attraction of ele-
ments toward having, whenever possible, eight valence-shell
electrons (four electron pairs) in their outer shell. Because a
full outer shell with eight electrons is relatively stable, many
atoms lose or gain electrons to obtain an electron configura-
tion like that of the nearest noble gas. Except for helium (with
a filled 1s shell), noble gases have eight electrons in their
valence shells.

Interestingly, not long after scientists realized that at the
level of the nucleus an atom is divisible, transmutation, or the
old achemic dream of turning one substance into another,
became a reality. Fission and fusion are tranformative
processes that, by atering the nucleus, ater the element. For
example, scientists even succeeded in creating gold by bom-
barding platinum-198 with neutrons to create platinum-199

that then decays to gold-199. Although clearly demonstrating
the reality of transmutation, this particular transmutation (a
change in the nuclear structure that changes one element into
another) is by no means an easy or cheap method of produc-
ing gold. Quite the contrary, because platinum, particularly the
platinum-199 isotope, is more expensive than gold produced.
Regardless, the symbolic value of the experiment isimmense,
as it shows that the idea, developed by ancient alchemists and
philosophers, of material transmutation—accomplished at the
nuclear level—does not essentially contradict our understand-
ing of the atom.

Natural transformations al so exist—as with the decay of
Carbon-14 to nitrogen—accomplished by the nuclear transfor-
mation of one Carbon-14 neutron into a proton.

See also Atomic mass and weight; Atomic number; Atomic
theory; Chemical bonds and physical properties; Chemical
elements

ATOMIC MASS AND WEIGHT

The atomic mass of an atom (i.e., a specific isotope of an ele-
ment) is measured in comparison with the mass of one atom of
carbon-12 (22C) that is assigned a mass of 12 atomic mass
units (amu). Atomic mass is sometimes erroneously confused
with atomic weight—the obsolete term for relative atomic
mass. Atomic weights, however, are till listed on many
Periodic tables.

A mole of any element or compound (i.e., 6.022x1023—
Avogadro’'s number—atoms or molecules) weighs its total
unit atomic mass (formerly termed atomic weight) in grams.
For example, water (H,0) has amolar mass (the mass of 6.022
%1023 water molecules) of approximately 18 grams (the sum
of 2 hydrogen atoms, each with an atomic mass of 1.0079
amu, bonded with one oxygen atom with an atomic mass of
15.9994 amu).

In general usage if a specific isotope or isotope distri-
bution is specified when using atomic mass, the natural per-
centage distribution of isotopes of that element is assumed.
Periodic tables, for example usualy list the atomic weights of
individual elements based upon the natural distribution of iso-
topes of that element.

Mass is an intrinsic property of matter. Weight is a
measurement of gravitational force exerted on matter.

In a series of papers published between 1803 and 1805
English physicist and chemist John Dalton (1766—1844) empha-
sized the importance of knowing the weights of atoms and out-
lined an experimental method for determining those weights.

The one problem with Dalton’s suggestion was that
chemists had to know the formulas of chemical compounds
before they could determine the weights of atoms. But they
had no way of knowing chemical formulas without a depend-
able table of atomic weights.

Daton himself had assumed that compounds always
had the simplest possible formula: HO for water (actualy
H,0), NH for ammonia (actually NH,), and so on. Although
incorrect, this assumption allowed him to devel op the concept
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of atomic weights, but, because his formulas were often
wrong, his work inevitably resulted in incorrect values for
most of the atomic weights. For example, he reported 5.5 for
the atomic weight of monatomic oxygen and 4.2 for
monatomic nitrogen. The correct values for those weights are
closer to 16 and 14.

The first reasonably accurate table of atomic weights
was produced by Swedish chemist Jons Jacob Berzelius
(1779-1848) in 1814. This table had been preceded by nearly
a decade of work on the chemical composition of compounds.
Once those compositions had been determined, Berzelius
could use thisinformation to calcul ate correct atomic weights.

In this process, Berzelius was faced with a decision that
confronted anyone who tried to construct a table of atomic
weights: What element should form the basis of that table and
what would be the atomic weight of that standard element?

The actual weights of atoms are, of course, far too small
to use in any table. The numbers that we refer to as atomic
weights are al ratios. To say that the atomic weight of oxygen
is 16, for example, is only to say that a single oxygen atom is
16 times as heavy as some other atom whose weight is some-
how chosen as 1, or eight times as heavy as another atom
whose weight has been chosen as 2, or one-half as heavy as
another atom whose weight was selected to be 32, and so on.

Dalton had made the logical conclusion to use hydrogen
as the standard for his first atomic table and had assigned a
value of 1 for itsatomic weight. Because hydrogen isthe light-
est element, this decision assures that all atomic weights will
be greater than one.

The problem with Dalton's choice was that atomic
weights are determined by measuring the way elements com-
bine with each other, and hydrogen combines with relatively
few elements. So, using Dalton’s system, determining the
atomic weight of another element might require a two-or
three-step process.

Berzelius thought it made more sense to choose oxygen
as the standard for an atomic weight table. Oxygen forms
compounds with most other elements whose atomic weights
can, therefore, be determined in a single step. He arbitrarily
assigned a value of 100 as the atomic weight of oxygen. Other
chemists agreed that oxygen should be the atomic weight stan-
dard, but used other values for its weight.

Berzelius continued working on atomic weights until, in
1828, he produced a table with values very close to those
accepted today.

With the introduction of the concept of molecules (e.g.,
that the correct formula for water was H,0O) by Stanislao
Cannizarro in 1858, it adso became possible to calculate
molecular weights. The molecular weight of any compound is
equal to the sum of the weights of all the atomsin a molecule
of that compound.

The most precise work on atomic weights during the
nineteenth century was that of the Belgian chemist Jean
Servais Stas (1813-1891). For over a decade, Stas recalcu-
lated Berzelius' weights, producing results that were unchal-
lenged for nearly half a century.

An even higher level of precision was reached in the
work of the American chemist Theodore William Richards
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(1868-1918). Richards spent more than 30 years improving
methods for the cal culation of atomic weights and redetermin-
ing those weights. Richards was awarded the Nobel Prize in
chemistry in 1914 for these efforts.

The debate as to which element was to be used as the
standard for atomic weights extended into the twentieth century,
with the most popular positions being hydrogen with a weight
of 1 or oxygen with a weight of 16. Between 1893 and 1903,
various chemical societies finaly agreed on the latter standard.

The controversy over standards was complicated by the
fact that, over time, physicists and chemists began to use differ-
ent standards for the atomic weight table and, thus, recognized
dightly different values for the atomic weights of the elements.
This dilemma was finally resolved in 1961 when chemists and
physicists agreed to set the atomic weight of the carbon-12 iso-
tope as 12.0000 as the standard for al atomic weights.

See also Atomic number; Atomic theory; Chemical bonds and
physical properties; Chemical elements; Chemistry; Minerals

ATOMIC NUMBER

Atomic number is defined as the number of protons in the
nucleus of an atom. This concept was historically important
because it provided a theoretical basis for the periodic law.
Dmitri Mendeleev’s discovery of the periodic law in the late
1860s was a remarkable accomplishment. It provided a key-
organizing concept for the chemical sciences. One problem
that remained in Mendeleev’s final analysis was the inversion
of certain elements in his periodic table. In three places, ele-
ments arranged according to their chemical properties, as dic-
tated by Mendeleev’s law, are out of sequence according to
their atomic weights.

The solution to this problem did not appear for nearly
half a century. Then, it evolved out of research with x rays,
discovered in 1895 by Wilhelm Rontgen. Roentgen's discov-
ery of this new form of electromagnetic radiation had inspired
a spate of new research projects aimed at learning more about
x rays themselves and about their effects on matter. Charles
Grover Barkla, a physicist at the Universities of London and
Cambridge, initiated one line of x-ray research. Beginning in
1903, he analyzed the way in which x rays were scattered by
gasses, in genera, and by elements, in particular. He found
that the higher an element was located in the periodic table,
the more penetrating the rays it produced. He concluded that
the x-ray pattern he observed for an element was associated
with the number of electrons in the atoms of that element.

Barkla's work was brought to fruition only afew years
later by the English physicist H.G.J. Moseley. In 1913,
Moseley found that the x-ray spectrafor the elements changed
in a simple and regular way as one moved up the periodic
table. Moseley, like Barkla, attributed this change to the num-
ber of electrons in the atoms of each element and, thus, to the
total positive charge on the nucleus of each atom. (Because
atoms are electrically neutral, the total number of positive
charges on the nucleus must be equal to the total number of
negatively charged electrons.)
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The periodic table.

Mosgley devised the concept of atomic number and
assigned atomic numbers to the elements in such a way as to
reflect the regular, integral, linear relationship of their x-ray
spectra. It soon came to be understood that the atomic number of
an atom is equal to the number of protonsin the atom’s nucleus.

Moseley’s discovery was an important contribution to
the understanding of Mendeleev’s periodic law. Mendeleev's
law was a purely empirical discovery. It was based on proper-
tiesthat could be observed in alaboratory. Moseley’s discovery
provided a theoretical basis for the law. It showed that chemi-
cal properties were related to atomic structure (number of elec-
trons and nuclear charge) in aregular and predictable way.

Arranging the periodic table by means of atomic num-
ber also resolved some of the problems remaining from
Mendeleev's origina work. For example, elements that
appeared to be out of place when arranged according to their
atomic weights appeared in their correct order when arranged
according to their atomic numbers.

See also Atomic mass and weight; Atomic theory; Bohr
model; Chemical bonds and physical properties; Geo-
chemistry

ATOMIC THEORY

One of the points of dispute among early Greek philosophers
was the ultimate nature of matter. The question was whether
the characteristics of matter that can be observed with the five

senses are a true representation of matter at its most basic
level. Some philosophers thought that they were. Anaxagoras
of Klazomenai (c. 498-428 8.c.), for example, taught that mat-
ter can be sub-divided without limit and that it retainsits char-
acteristics no matter how it is divided.

An dternative view was that of Leucippus of Miletus
(about 490 B.c.) and his pupil, Democritus of Abdera (c.
460-370 B.C.). The views of these scholars are preserved in a
few fragments of their writings and of commentaries on their
teachings. Some writers doubt that L eucippus even existed. In
any case, the ideas attributed to them are widely known. They
thought that all matter consists of tiny, indivisible particles
moving randomly about in a void (a vacuum). The particles
were described as hard, with form and size, but no color, taste,
or smell. They became known by the Greek word atomos,
meaning “indivisible.” Democritus suggested that, from time
to time, atoms collide and combine with each other by means
of hook-and-eye attachments on their surfaces.

Perhaps the most effective popularizer of the atomic
theory was the Roman poet and naturalist, Lucretius. In his
poem De Rerum Natura (On the nature of things) Lucretius
states that only two redlities exist, solid, everlasting particles
and the void. This atomistic philosophy was in competition
with other ideas about the fundamental nature of matter.
Aristotle, for example, rejected Democritus’ ideas because he
could not accept the concept of avacuum nor the ideathat par-
ticles could move about on their own.

In addition, debates between atomists and anti-atomists
quickly developed religious overtones. As the natura philoso-
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phy of Aristotle was adopted by and incorporated into early
Christian theology, anti-atomism became acceptable and “cor-
rect,” atomism, heretical. In fact, one objective of Lucretius
poem was to provide a materidistic explanation of the world
designed to counteract religious superstition rampant at thetime.

In spite of official disapproval, the idea of fundamental
particles held a strong appeal for at least some philosophers
through the ages. The French philosopher Pierre Gassendi
(1592-1655) was especialy influential in reviving and pro-
moting the idea of atomism. Robert Boyle and Isaac Newton
were both enthusiastic supporters of the theory.

Credit for the first modern atomic theory goes to the
English chemist, John Dalton. In his 1808 book, A New System
of Chemical Philosophy, Dalton outlined five fundamental
postulates about atoms: 1. All matter consists of tiny, indivisi-
ble particles, which Dalton called atoms. 2. All atoms of a par-
ticular element are exactly alike, but atoms of different
elements are different. 3. All atoms are unchangeable. 4.
Atoms of elements combine to form “compound atoms” (i.e.,
molecules) of compounds. 5. In chemical reactions, atoms are
neither created nor destroyed, but are only rearranged.

A key distinguishing feature of Dalton’s theory was his
emphasis on the weights of atoms. He argued that every atom
had a specific weight that could be determined by experimen-
tal analysis. Although the specific details of Dalton’s proposed
mechanism for determining atomic weights were flawed, his
proposal stimulated other chemists to begin research on
atomic weights.

Dalton’'s theory was widely accepted because it
explained so many existing experimental observations and
because it was so fruitful in suggesting new lines of research.
But the theory proved to be wrong in many of its particulars.
For example, in 1897, the English physicist Joseph J.
Thomson showed that particles even smaller than the atom,
electrons, could be extracted from atoms. Atoms could not,
therefore, be indivisible. The discovery of radioactivity at
about the same time showed that at least some atoms are not
unchangeable, but instead, spontaneously decay into other
kinds of atoms.

By 1913, the main features of the modern atomic theory
had been worked out. The work of Ernest Rutherford, Niels
Bohr and others, suggested that an atom consists of a central
core, the nucleus, surrounded by one or more electrons,
arranged in energy levels each of which can hold some spe-
cific number of electrons.

Bohr’s atomic model marked the beginning of a new
approach in constructing atomic theory. His work, along with
that of Erwin Schrédinger, Louis Victor de Broglie, Werner
Karl Heisenberg, Paul Adrien Maurice Dirac, and others
showed that atoms could be understood and represented better
through mathemati cs than through physical models. Instead of
drawing pictures that show the location and movement of par-
ticles within the atoms, modern scientists tend to write mathe-
matical equations that describe the behavior of observed
atomic phenomena.

See also Atomic mass and weight; Atomic number; Chemical
bonds and physical properties
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AURORA BOREALIS AND AURORA
AUSTRALIALIS

The Aurora Borealis and Aurora Australialis are electromag-
netic phenomena that occur near Earth’s polar regions. The
Aurora Borealis—also known as the “northern lights” (boreal
derives from Latin for “north”)—occurs near the northern
polar regions. The Aurora Australiais is a similar phenome-
non that occurs in southern polar regions.

Auroras are colored and twisting ribbons of light that
appear to twist and gyrate in the atmosphere.

Auroras result from the interaction of Earth’s magnetic
field with ionic gas particles, protons, and electrons streaming
outward from the Sun. Solar storms result in magnetic distur-
bances that lead to coronal mass gections (CMEs) of ionic
charged particles in solar “winds.” As the magnetic particles
pass Earth, the plasma streams (streams of charged particles)
interact with Earth’s magnetosphere (magnetic field). The
magnetic interactions excite electron transitions that result in
the emission of visible light.

Charged particles may also travel down Earth’'s mag-
netic field lines into Earth’s ionosphere. As the charged parti-
cles interact with charged atmospheric gases in Earth’'s
ionosphere, the electrons in the gases move to higher energy
states. As the excited electrons return to their ground state,
light photons are emitted. The colors of light correspond to
particular frequencies and wavelengths generated by the
energy of particular electron orbital transmissions, and are
unique to different gaseous compounds. Oxygen atoms tend to
give off red and greenish light. Nitrogen tend to produce
wavelengths light in the bluish region of spectrum.

Although they may form anywhere, auroras are usually
found in ring like regions (auroral rings or auroral ovals) that
surround Earth’s poles. Auroral rings or ovals are readily vis-
ible from space. Auroras are normally associated with the
polar regions because it there where the magnetic field lines of
Earth converge and are of the highest density.

The auroras also generate high levels of electricity that
can exceed 100,000 megawatts within a few hours and some-
times interfere with communications equipment and/or signal
transmission or reception.

See also Atmospheric chemistry; Atmospheric composition
and structure; Atomic theory; Atoms, Bohr model; Chemical
elements; Coronal gections and magnetic storms; Electricity
and magnetism; Electromagnetic spectrum; Quantum electro-
dynamics (QED); Solar sunspot cycles

AUSTRALIA

Of the seven continents, Australia is the flattest, smallest, and
except for Antarctica, the most arid. Including the southeast-
ernisland of Tasmania, theisland continent isroughly equal in
area to the United States, excluding Alaska and Hawaii.
Millions of years of geographic isolation from other land-
masses accounts for Australia’s unique animal species, notably
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Aurora Borealis, one of the great wonders of the natural world. FMA. Reproduced by permission.

marsupial mammals like the kangaroo, egg laying mammals
like the platypus, and the flightless emu bird. Excluding
folded structures (areas warped by geologic forces) along
Australia' s east coast, patches of the northern coastline and the
relatively lush island of Tasmania, the continent is mostly dry
and inhospitable.

Australia has been less affected by seismic and oro-
genic (mountain building) forces than other continents during
the past 400 million years. Although seismic (earthquake)
activity persists in the eastern and western highlands,
Australiaisthe most stable of all continents. In the recent geo-
logical past, it has experienced none of the massive upheavals
responsible for uplifting the Andes in South America, the
Himalayas in south Asia, or the European Alps. Instead,
Australia’s topography is the result of gradual changes over
millions of years.

Australia is not the oldest continent, a common mis-
conception arising from the continent’s flat, seemingly
unchanged expanse. Geologically, it is the same age as the
Americas, Asia, Africa, Europe, and Antarctica. Australia’'s
crust, however, has escaped strong Earth forcesin recent geo-

logical history, accounting for its relatively uniform appear-
ance. As a result, the continent serves as a window to early
geological ages.

About 95 million years ago, tectonic forces (movements
and pressures of Earth’s crust) split Australia from Antarctica
and the southern supercontinent of Gondwanaland. Geologists
estimate that the continent is drifting northward at a rate of
approximately 18 in (28 cm) per year. They theorize that south
Australia was joined to Antarctica at the Antarctic regions of
Wilkes Land, including Commonwealth Bay. Over a period of
65 million years, beginning 160 million years ago, Australia's
crust was stretched hundreds of miles by tectonics before it
finally cleaved from Antarctica

Testimony to the continental stretching and splitting
includes Kangaroo |sland off South Australia, made up of vol-
canic basalts, as well as thick layers of sediment along the
coast of Victoria. Other signs are the similar geology of the
Antarctic Commonwealth Bay and the Eyre Peninsula of
South Australia, especially equivalent rocks, particularly
gneisses (metamorphic rocks changed by heat and pressure) of
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identical age. Thethin crust along Australia’s southern flank in
the Great Australian Bight also points to continental stretch.

As it drifts north, the Australian plate is colliding with
the Pacific and Eurasian plates, forming a subduction zone
(an area where one continental plate descends beneath
another). This zone, the convergence of the Australian conti-
nental plate with Papua New Guinea and the southern
Indonesian islands, is studded with volcanos and prone to
earthquakes. Yet, Australiais unique in that it is not riven by
subduction zones like other continents. There are no
upwelling sections of the earth’s mantle below Austraia (the
layer below the crust), nor are there intracontinental rift zones
like the East African Rift System which threatens to eventu-
ally split Africa apart.

Furthermore, Australia and Antarctica are dissimilar to
other landmasses; their shapes are not rough triangles with
apexes pointing southward like South America, Africa, and the
Indian subcontinent, Gondwanaland’s other constituent parts.
However, like its sister continents, Australia is composed of
three structural units. Theseincludein Western Australiaa sta-
ble and ancient block of basement rock or craton as geologists
call it, an ancient fold mountain belt (the Great Dividing
Range along the east coast), and a flat platform-like area in-
between composed of crystalline or folded rocks overlaid by
flat-lying or only gently deformed sediments.

Millions of years of erosion have scoured Australia’s
surface features. One notable exception to Australia’s flat
topography is the Great Dividing Range stretching 1,200 mi
(1,931 km) along Australid's east coast. The Great Dividing
Range was thrust up by geological folding like the
Appaachian Mountains in the eastern United States. The
mountains are superimposed on larger geological structures
including the Tasman and Newcastle geosynclines, troughs of
older rocks upon which thick layers of sediment have been
deposited. Those sediments in turn have been transformed by
folding as well as magmatic and volcanic forces.

Twice, during a 125 million year period beginning 400
million years ago, the geosynclines were compressed, forming
mountains and initiating volcanoes. Vol canic activity recurred
along the Great Dividing Range 20—25 million years ago dur-
ing the Miocene Epoch when early apes evolved as well as
seals, dolphins, sunflowers, and bears. However, over millions
of yearsthe volcanic cones from this epoch have been stripped
down by erosion. Still, volcanic activity persisted in South
Australia until less than a million years ago. In Queensland,
near Brisbane in the south and Cairns in the north of the state,
the Great Dividing Range hugs the coast, creating beautiful
Riviera-like vistas.

East of the Great Dividing Range, along Australia's nar-
row eastern coastal basin areitstwo largest cities, Sydney and
Melbourne, as well as the capital, Canberra. The Dividing
Range tends to trap moisture from easterly weather fronts
originating in the Pacific Ocean. Rivers and streams also
course the Range. West of the Range the landscape becomes
increasingly forbidding and the weather hot and dry.

Although unrelated to geological forces, the world's
largest coral formation, the Great Barrier Reef stretches for
1,245 mi (2,003 km) along Australia’s northeast coast. Most of

Australia is referred to as outback—desert and semi-desert
flatness, broken only by scrub, salt lakes which are actually
dry lakebeds most of the year, and a few spectacular sand-
stone proturburances like Uluru (also known as Ayers Rock)
and the Olgas (Kata Tjuta).

In 1991, geologists discovered a subterranean electrical
current in Australia, the longest in the world, which passes
through more than 3,700 mi (6,000 km) across the Australian
outback. The current is conducted by sedimentary rocks in a
long horseshoe arc that skirts a huge mass of older igneous and
metamorphic rock comprising most of the Northern Territory.
It begins at Broome in Western Australia near the Timor Sea
and then dips south across South Australia before curling
northward through western Queensland where it terminatesin
the Gulf of Carpenteria

A side branch runs from Birdsville in South Australia
near the Flinders Ranges into Spencer Gulf near Adelaide.
Geologists say the current is induced by the Earth’'s ever-
changing magnetic field and that it runs along fracture zones
in sedimentary basins that were formed as the Earth’s ancient
plates collided. Although the fracture zones contain akaline
fluids that are good conductors of electricity, the current is
weak and cannot even light alamp. Geologists say the current
might provide cluesto deposits of oil and gas and help explain
the geological origins of the Australian continent.

Australian topography is aso punctuated by starkly
beautiful mountain ranges in the middle of the continent like
the McDonnell and Musgrave Ranges, north and south respec-
tively of Uluru (Ayers Rock). Uluru, the most sacred sitein the
country for Australia's aborigines, is a sandstone monolith of
which two-thirds is believed to be below the surface. Ayers
Rock isabout 2.2 mi (3.5 km) long and 1,131 ft (339 m) high.
Also in the center of the country, near Alice Springs, are the
Henbury Meteorite craters, one of the largest clusters of mete-
orite craters in the world. The largest of these depressions,
formed by the impact of an extraterrestrial rock, is about 591
ft (177 m) long and 49 ft (15 m) deep.

The continent’s oldest rocks are in the Western
Australian shield in southwest Australia. The basement
(underlying) rocks in this area have not been folded since the
Archean eon over three billion years ago, when the planet was
till very young. The nucleus of this shield (called the Yilgarn
craton) comprising 230,000 sq mi (59,570,000 ha), consists
mostly of granite with belts of metamorphic rock like green-
stones, rich in economic mineral deposits aswell asintrusions
of formerly molten rock.

The Yilgarn craton does not quite extend to the coast of
Western Austraia. It is bounded on the west by the Darling
Fault near Perth. To the south and east the Frazer Fault sets off
the craton from somewhat younger rocks that were metamor-
phosed between 2.5 billion and two billion years ago. Both
fault lines are 600 mi (960 km) long and are considered major
structures on the continent.

Along the north coast of Western Australia near Port
Hedland is another nucleus of ancient rocks, the Pilbara
Craton. The Pilbara craton is composed of granites over three
billion years old as well as volcanic, greenstone, and sedi-
mentary rocks. The Hammersley Range just south of the
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Pilbara Craton is estimated to contain billions of tons of iron
ore reserves.

Other ancient rock masses in Australia are the Arunta
Complex north of Alice Springs in the center of Australia
which dates to 2.25 hillion years ago. The MacArthur Basin,
southwest of the Gulf of Carpenteriain the Northern Territory
isabelt of sedimentary rocks that are between 1.8 billion and
1.5 billion years old.

The Musgrave block near the continent’s center, a com-
ponent of the Adelaidian geosyncline, was formed by the
repeated intrusion of molten rocks between 1.4 billion to one
billion years ago during the Proterozoic Era when algae, jelly-
fish, and worms first arose. At the same time, the rocks that
underlay the Adelaidian geosyncline were downwarped by
geological pressures, with sediments building up through mid-
Cambrian times (about 535 million years ago) when the area
was inundated 400 mi (640 km) by the seainland of the pres-
ent coastline.

The rocks of the Adelaidian geosyncline are as thick as
10 mi (16 km) with sediments that have been extensively
folded and subjected to faulting during late Precambrian and
early Paleozoic times (about 600 million to 500 million years

ago). Some of the rocks of the Adelaidian geosyncline, how-
ever, are unaltered. These strata show evidence of amajor gla-
cia period around 740 million years ago and contain some of
the continent’s richest, most diverse fossil records of soft-bod-
ied animals.

This glaciation was one manifestation of global cooling
that caused glacial episodes on other continents. Geologists
say this Precambrian glacial episode was probably one of
coldest, most extensive cooling periods in Earth history. They
aso consider the Adelaide geosyncline to be the precursor of
another downwarp related to the most extensive folded belts
on the continent, namely the Tasman geosyncline along
Australia's east flank.

Victoriais aso characterized by abelt of old rocks upon
which sediments have been deposited called the Lachlan geo-
syncline. Marine rocks were deposited in quiet water to great
thicknessesin Victoria, forming black shales. Some of the sed-
iment was built up by mud-laden currents from higher areason
the sea floor. These current-borne sediments have produced
muddy sandstones called graywackes.

At the end of the Ordovician and early Silurian Periods
(about 425 million years ago) there was widespread folding of
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the Lachlan geosyncline called the Benambran orogeny. The
folding was accompanied by granite intrusions and is thought
to be responsible for the composition and texture of the rocks
of the Showy Mountainsin Victoria, including Mt. Kosciusko,
Australia s tallest pesk at 7,310 ft (2,193 m).

In eastern Australia, Paleozoic Era volcanic activity built
up much of the rock strata. Mountain glaciation during the late
Carboniferous period when insects, amphibians, and early rep-
tiles first evolved aso transformed the landscape. Mountain
building in eastern Australia culminated during the middle and
later Permian Period (about 250 million years ago) when a
huge mass of magma (underground molten rock) was emplaced
in older rocks in the New England area of northeastern New
South Wales. This huge mass, or batholith, caused extensive
folding to the west and ended the sedimentation phase of the
Tasman geosyncline. It was also the last mgor episode of
orogeny (mountain building) on the continent.

In parts of Western Australia, particularly the Carnarvon
Basin at the mouth of the Gascoyne River, glacia sediments
are as thick as 3 mi (5 km). Western Australia, particularly
aong the coast, has been inundated repeatedly by the sea and
has been described by geologists as a mobile shelf area. This
is reflected in the aternating strata of deposited marine and
non-marine layers.

In the center of Australiais alarge sedimentary basin or
depression spanning 450 mi (720 km) from east to west and
160 mi (256 km) north to south at its widest point. Sedimentary
rocks of all varieties can be found in the basin rocks which ero-
sion shaped into spectacular scenery including Ayres Rock and
Mt. Olga. These deposits are mostly of Precambrian age (over
570 million years old), while sediment along the present-day
coadtline including those in the Eucla Basin off the Great
Australian Bight are less than 70 million years old. North of the
Eucla Basin is the Nullarbor (meaning treeless) Plain which
contains many unexplored limestone caves.

Dominating interior southern Queensland is the Great
Artesian Basin, which features non-marine sands built up dur-
ing the Jurassic Period (190 million to 130 million years ago),
sands which contain much of the basin's artesian water.
Thousands of holes have been bored in the Great Artesian
Basin to extract the water resources undernesth but the salt
content of water from the basinisrelatively high and the water
supplies have been used for livestock only.

The Sydney basin formed over the folded rocks of the
Tasman geosyncline and is also considered to be an extension
of the Great Artesian Basins. Composed of sediments from the
Permian and Triassic Periods (290 million to 190 million years
old) it extends south and eastward along the continental shelf.
The sandstone cliffs around Sydney Harbor, often exploited
for building stones, date from Triassic sediments.

Minerals in Australia have had a tremendous impact on
the country’s human history and patterns of settlement.
Alluvial gold (gold sediments deposited by rivers and streams)
spurred severa gold fevers and set the stage for Australia's
present demographic patterns. During the post-World War 11
period there has been almost a continuous run of mineral dis-
coveries, including gold, bauxite, iron, and manganese
reserves aswell as opals, sapphires, and other precious stones.

It is estimated that Australia has 24 billion tons (22 bil-
lion tones) of coal reserves, over one-quarter of which (7 bil-
lion tons/6 billion tones) is anthracite or black coal deposited
in Permian sediments in the Sydney Basin of New South
Wales and in Queensland. Brown coal suitable for electricity
production in found in Victoria. Australia meets its domestic
coal consumption needs with its own reserves and exports the
surplus.

Australia supplies much of its oil consumption needs
domestically. The first Australian oil discoveries were in
southern Queensland near Moonie. Australian oil production
now amounts to about 25 million barrels per year and includes
pumping from oil fields off northwestern Australia near
Barrow Island, Mereenie in the southern Northern Territory,
and fields in the Bass Strait. The Barrow Islands, Mereenie,
and Bass Strait fields are also sites of natural gas production.

Australia has rich deposits of uranium ore, which is
refined for use for fuel for the nuclear power industry. Western
Queendland, near Mount Isa and Cloncurry contains three bil-
lion tons (2.7 billion tones) of uranium ore reserves. There are
also uranium deposits in Arnhem Land in far northern
Australia, as well asin Queensland and Victoria.

Australia is aso extremely rich in zinc reserves, the
principal sources for which are Mt. Isa and Mt. Morgan in
Queendand. The Northern Territory aso has lead and zinc
mines as well as vast reserves of bauxite (aluminum ore),
namely at Weipa on the Gulf of Carpenteria and at Gove in
Arnhem Land.

Gold production in Australia has declined from a peak
production of four million fine ounces in 1904 to severa
hundred thousand fine ounces. Most gold is extracted from
the Kalgoorlie-Norseman area of Western Australia. The
continent is also well known for its precious stones, particu-
larly white and black opals from South Australia and western
New South Wales. There are sapphires and topaz in
Queensland and in the New England District of northeastern
New South Wales.

Because of its aridity, Australia suffers from leached,
sandy, and salty soils. The continent’s largely arid land and
marginal water resources represent challenges for conserva-
tion and prudent environmental management. One challengeis
to maximize the use of these resources for human beingswhile
preserving ecosystems for animal and plant life.

See also Beach and shoreline dynamics; Continental drift the-
ory; Desert and desertification; Earth (planet); Industrial min-
eras,; Plate tectonics; Weathering and weathering series

AVALANCHE

An avalanche is a rapid downslope movement of some com-
bination of rock, regolith, snow, slush, and ice. The move-
ment can occur by any combination of sliding, falling, and
rolling of pieces within the avalanche mass, but is generally
very rapid. Avalanche velocities can reach tens to hundreds of
kilometers per hour.




WORLD OF EARTH SCIENCE

Avalanche

This avalanche in the Swiss ski resort of Evolene left at least two dead and more than a dozen missing. © AFP/Corbis Bettman. Reproduced by
permission.

The term avalanche is generally associated with snow and
ice. In itsmost general form, however, it can refer to the cascad-
ing of sand grains down the leeward face of a dune or the rapid
downdope movement of largely disaggregated rock without
snow or ice. Rock avalanches, for example, are very rapid and
catastrophic mass movements Of bedrock that has been broken
into innumerable pieces either before or during movement.

Snow avalanches, hereafter referred to simply as ava-
lanches, are classified according to whether they move across
existing snow layers (surface avalanche) or the ground
(ground avalanche), whether they are dry or wet, whether they
move through the air or over ground and snow, and whether
they consist of loose snow or intact slabs. Like landslides, ava-
lanches begin when the weight of snow above some potential
dliding surface exceeds the shear strength along that surface.
In many cases, sliding occurs along aformer snow surface that
is quickly buried by new snow during a storm. The physics of
dip surface formation, however, are more complicated for
avalanches than most landslides because the snow and ice in
an avalanche prone slope are near their melting points. Thus,

phase transitions and metamorphosis of snow and ice crystals
can dter the strength of snow and ice slopesin away that does
not occur in soil or rock slopes. Melting can aso trigger ava-
lanches. Although it is not proven that loud noises such as
shouting can trigger avalanches, the vibrations caused by
explosives can do so—and explosives are often used to delib-
erately trigger avalanches under controlled conditions as a
safety measure.

The aftermath of an avalanche is an avalanche track or
chute, which is commonly marked by bent or broken trees and
significant amounts of erosion. The track can be either achan-
nel-like or open feature. The rock and debris carried by an ava-
lanche can be deposited as an avalanche cone when the
avalanche comes to rest, and the rock debris deposited at the
base of a cliff or other steep slope by an avalanche is known
as avalanche talus.

See also Catastrophic mass movements; Freezing and melting;
Ice; Landslide; Mass movement; Mass wasting; Phase state
changes
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AVIATION PHYSIOLOGY

Aviation physiology deals with the physiological challenges
encountered by pilots and passengers when subjected to the
environment and stresses of flight.

Human physiology is evolutionarily adapted to be effi-
cient up to about 12,000 feet above sea level (the limit of the
physiological efficiency zone). Outside of this zone, physio-
logical compensatory mechanisms may not be able to cope
with the stresses of altitude.

Military pilots undergo a series of exercisesin high alti-
tude simulating hypobaric (low pressure) chambers to simu-
late the early stages of hypoxia (oxygen depletion in the
body). The tests provide evidence of the rapid deterioration of
motor skillsand critical thinking ability when pilots undertake
flight above 10,000 feet above sea level without the use of
supplemental oxygen. Hypoxia can aso lead to hyperventila-
tion as the body attempts to increase breathing rates.

Altitude-induced decompression sickness is another
common side effect of high altitude exposure in unpressurized
or inadequately pressurized aircraft. Although the percentage
of oxygen in the atmosphere remains about 21% (the other
79% of the atmosphere is composed of nitrogen and a small
amount of trace gases), thereis arapid decline in atmospheric
pressure With increasing atitude. Essentialy, the decline in
pressure reflects the decrease in the absolute number of mole-
cules present in any given volume of air.

Pressure changes can adversely affect the middle ear,
sinuses, teeth, and gastrointestina tract. Any sinus block
(barosinusitis) or occlusions that inhibit equalization of exter-
nal pressure with pressure within the ear usually results in
severe pain. In severe cases, rupture of the tympanic mem-
brane may occur. Maxillary sinusitis may produce pain that is
improperly perceived as a toothache. This is an example of
referred pain. Pain related to trapped gas in the tooth itself
(barondontalgia) may also occur.

Ear block (barotitis media) also causes loss of hearing
acuity (the ability to hear sounds across a broad range of pitch
and volume). Pilots and passengers may use the Valsalva
maneuver (closing the mouth and pinching the nose while
attempting to exhale) to counteract the effects of water pres-
sure on the Eustachian tubes and to eliminate pressure prob-
lems associated with the middle ear. When subjected to
pressure, the tubes may collapse or fail to open unless pres-
surized. Eustachian tubes connect the corresponding left and
right middle ears to the back of the nose and throat, and func-
tion to alow the equalization of pressure in the middle ear air
cavity with the outside (ambient) air pressure. The degree of
Eustachian tube pressurization can be roughly regulated by the
intensity of abdominal, thoracic, neck, and mouth muscular
contractions used to increase pressure in the closed airway.

Rapid changes in altitude allow trapped gases to cause
pain in joints in much the same way—although to a far lesser
extent—that the bends causes pain in scuba divers. Lowered

outside atmospheric pressure creates a strong pressure gradi-
ent that permits dissolved nitrogen and other dissolved or
“trapped” gases within the body to attempt to “bubble off” or
leave the blood and tissues in an attempt to move down the
concentration gradient toward a region of lower pressure.

Spatial disorientation trainers demonstrate the disorien-
tation and loss of balance (vestibular disorientation) that can
be associated with flight at night—or in clouds—where the
pilot losses the horizon as a visual reference frame. Balance
and the sense of turning depend upon the ability to discrimi-
nate changes in the motion of fluids within the semicircular
canals of the ear. When turns are gradual, the changes become
imperceptible because the fluids are moving at a constant
velocity. Accordingly, without visual reference, pilots can
often enter into steep turns or dives without noticing any
changes. Spatial disorientation chambers allows pilotsto learn
to “trust their instruments’ as opposed to their error-prone
sense of balance when flying in IFR (Instrument Flight Rules)
conditions.

In addition to vestibular disorientation, spatial disorien-
tation can also lead to motion sickness.

Because of the highly repetitive nature of the active
pilot scan of instruments, fatigue is a chronic problem for
pilots. Fatigue combined with low oxygen pressures may
induce strong and disorienting visual illusions.

Although not often experienced in general aviation, mil-
itary pilots operate at high speeds and undertake maneuvers
that subject them to high “g” (gravitational) forces. In a verti-
cal climb, the increased g forces (called positive “g” forces
because they push down on the body) tend to force blood out
of the circle of Willis supplying arterial blood to the brain. The
loss of oxygenated blood to the brain eventually causes pilots
to lose their field of periphera vision. Higher forces cause
“blackouts’ or temporary periods of unconsciousness. Pilots
can use specia abdominal exercises and “g” suits (essentially
adjustable air bladders that can constrict the legs and
abdomen) to help maintain blood in the upper half of the body
when subjected to positive “g” forces.

In a dive, a pilot experiences increased upward “g”
forces (termed negative “g” forces) that force blood into the
arteria circle of Willis and cerebral tissue. The pilot tends to
experience a red out. Increased arterial pressures in the brain
can lead to stroke. Although pilots have the equipment and
physical stamina to sustain many positive “g” forces (rou-
tinely as high asfive to nine times the normal force of gravity)
pilots experience red out at about 2—3 negative “g’'s.” For this
reason, maneuvers such as loop, rolls, and turns are designed
to minimize pilot exposure to negative “g” forces.

See also Aerodynamics; Atmospheric composition and struc-
ture
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BALLARD, ROBERT DUANE (1942- )

American oceanographer and archaeologist

Robert Ballard has participated in over 100 deep-sea expedi-
tionsduring his career. Ballard is perhaps most well known for
leading the 1985 French-American expedition that discovered
the wreckage of the RM S Titanic. However, Ballard has made
many great contributions to the fields of oceanography,
marine geology, and underwater archaeology. He is a pioneer
in the use of underwater submersibles in the location and sur-
vey of deep-water subjects.

Ballard was born in Wichita, Kansas, but his family
soon moved to San Diego, California. He developed a life-
long love of the ocean as a child. When he was a teenager, he
traded studying creatures in tidal pools for SCUBA lessons.
Ballard decided to pursue ocean research as a career when he
entered college. He attended the University of California,
earning dual undergraduate degrees in geology and chemistry
in 1965. He trained dolphins for a local marine theme park
while pursuing postgraduate studies at the University of
Hawaii. Ballard was a member of the Army Reserve Officer
Training Corps, but petitioned for transfer to the Navy in
1967. The U.S. Navy granted his request and assigned him to
the Deep Submergence Laboratory at Woods Hole,
Massachusetts. He completed his graduate studies at the
University of Rhode Island, receiving a Ph.D. in geophysics
and marine geology in 1974.

The first major research expedition of Ballard's career
was the first manned exploration of the Mid-Atlantic Ridge, a
large underwater mountain range in the Atlantic Ocean, in
1973-1974. The survey mapped some of the most varied ter-
rain of the ocean floor. In 1977, Ballard was a member of
research team that used small submersibles to explore the
waters near the Galapagos Idands. Dr. Ballard and his crew
observed ecosystems that developed around underwater hot
springs. Two years later, off the coast of Bga California,
Ballard found underwater volcanoes that ejected hot, mineral

rich fluids. Ballard and his team studied the effects of these
vents on deep marine life and ocean water chemistry.

In 1985, Ballard and his team turned their attention to
finding one of the most famous shipwrecks, the RM S Titanic,
a British luxury steamship that sank in the North Atlantic in
1912. Experienced using small manned submersibles, such as
ALVIN, Ballard designed other survey apparatus, such as the
ARGO-JASON, a remote controlled deep-sea imaging sys-
tem. In order to gain access to the most sophisticated equip-
ment for his search for the Titanic, Ballard was first assigned
to conduct deep-sea reconnaissance work for the United States
Navy, finding and evaluating the site of a sunken U.S. nuclear
submarine. After completing his work for the Navy, Ballard
used the remaining expedition time for his join French and
American research team to locate the Titanic. The team
located the wreckage of the British steamer just days before
their voyage was to end. Ballard used the submersible JASON
to photograph the site. In addition, Ballard and his team
designed a small accessory robotic device, named JASON Jr.,
which could explore the inside of the ship by remote control.
Using this array of sophisticated diving equipment, and small
submersibles, Ballard also found the wrecks of the USS
Yorktown, the German battleship Bismarck, and part of the lost
fleet of Guadalcanal. He also led an expedition to photograph
and explore the British luxury liner, Lusitania.

Remaining on the cutting edge of under-sea research
and exploration, Ballard left Woods Hole in 1997 to pursue
career interests in underwater archaeology. Combining his
knowledge of deep-water oceanography, and a passion for his-
toric preservation, Ballard accepted a post to head the Institute
for Exploration in Mystic, Connecticut. That year, Ballard,
using the Navy’s nuclear research submarine, NR-1, explored
a complex of 2,000 year-old shipwrecks in the Mediterranean
Sea. Because of the depth at which the wrecks settled, the site
remained perfectly preserved. In 2000, Ballard was named
National Geographic’'s Explorer-in-Residence.

See also Deep sea exploration
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BANDED IRON FORMATIONS

Banded iron formations (BIFs) are chemically precipitated
sedimentary rocks. They are composed of aternating thin
(millimeter to centimeter scale) red, yellow, or cream colored
layers of chert or jasper and black to dark gray iron oxides
(predominantly magnetite and hematite), and/or iron carbon-
ate (siderite) layers. Banded iron formations have greater than
15% sedimentary iron content. Banded iron formations are of
economic interest as they host the world's largest iron ore
deposits and many gold deposits.

Algoma-type banded iron formations were deposited as
chemical sediments along with other sedimentary rocks (such
as greywacke and shale) and volcanics in and adjacent to vol-
canic arcs and spreading centers. Iron and silica were derived
from hydrothermal sources associated with volcanic centres.
Algoma-type iron formations are common in Archean green-
stone belts, but may also occur in younger rocks.

L ake Superior-type banded iron formations were chem-
ically precipitated on marine continental shelves and in shal-
low basins. They are commonly interlayered with other
sedimentary or volcanic rocks such as shale and tuff. Most
L ake Superior-type banded iron formations formed during the
P&l eoproterozoic, between 2.5 and 1.8 billion years ago. Prior
to this, Earth’s primitive atmosphere and oceans had little or
no free oxygen to react with iron, resulting in high iron con-
centrations in seawater. Iron may have been derived from the
weathering of iron-rich rocks, transported to the sea as water-
soluble Fer2. Alternatively, or in addition, both iron and silica
may have been derived from submarine magmatic and
hydrothermal activity. Under calm, shallow marine conditions,
the iron in seawater combined with oxygen released during
photosynthesis by Cyanobacteria (primitive blue-green algae,
which began to proliferate in near-surface waters in the
Paleoproterozoic) to precipitate magnetite (Fe,O,), which
sank to the sea floor, forming an iron-rich layer.

It has been proposed that during periods when there was
too great a concentration of oxygen (in excess of that required
to bond with the iron in the seawater) due to an abundance of
blue-green agae, the blue-green algae would have been
reduced in numbers or destroyed. A temporary decrease in the
oxygen content of the seawater then eventuated. When mag-
netite formation was impeded due to areduction in the amount
of oxygen in seawater, a layer of silica and/or carbonate was
deposited. With subsequent reestablishment of Cyanobacteria
(and thus renewed production of oxygen), precipitation of iron
recommenced. Repetitions of this cycle resulted in deposition
of dternating iron-rich and silica- or carbonate-rich layers.
Variations in the amount of iron in seawater, such as due to
changes in volcanic activity, may have aso led to rhythmic
layering. The large lateral extent of individua thin layers
implies changes in oxygen or iron content of seawater to be
regional, and necessitates calm depositional conditions. Iron
and silica-rich layers, originally deposited as amorphous gels,
subsequently lithified to form banded iron formations. The
distribution of Lake Superior-type banded iron formations of
the same age range in Precambrian cratons worldwide sug-
gests that they record a period of global change in the oxygen

content of the earth’s atmosphere and oceans. Also, the world-
wide abundance of large, cam, shallow platforms where
cyanobacterial mats flourished and banded iron formations
were deposited may imply agloba risein sealevel.

Primary carbonate in banded iron formations may be
replaced by silica during diagenesis or deformation. The pro-
nounced layering in banded iron formations may be further
accentuated during deformation by pressure solution; silica
and/or carbonate are dissolved and iron oxides such as
hematite may crystallize along pressure solution (stylolite)
surfaces. Banded iron formations are highly anisotropic rocks.
When shortened parallel to their layering, they deform to form
angular to rounded folds, kink bands, and box folds. Folds in
banded iron formations are typically doubly plunging and con-
ical. Banded iron formations may interact with hot fluids
channeled along faults and more permeable, interbedded hori-
zons such as dolomite during deformation. This may remove
large volumes of silica, resulting in concentration of iron. Iron,
in the form of microplaty hematite can also crystallizein struc-
turally controlled sites such as fold hinges and along detach-
ment faults. If thereis sufficient enrichment, an iron ore body
is formed. Iron may aso be leached, redeposited and concen-
trated during weathering to form supergene iron ore deposits.
Fibrous growth of quartz and minerals such as crocidolite (an
amphibole, also known as asbestiform riebeckite) commonly
occurs in banded iron formations during deformation due to
dilation between layers, especially in fold hinges.
Replacement of crocidolite by silica produces shimmering
brown, yellow and orange “tiger-eye,” which is utilized in
jewelry and for ornamental use.

See also Industrial minerals

BARCHAN DUNES - see DUNES

BAROMETER - see ATMOSPHERIC PRESSURE

BARRIER ISLANDS

A barrier island is along, thin, sandy stretch of land, oriented
parallel to the mainland coast that protects the coast from the
full force of powerful storm waves. Between the barrier island
and the mainland is a cam, protected water body such as a
lagoon or bay. Barrier islands are dynamic systems, constantly
on the move, migrating under the influence of changing sea
levels, storms, waves, tides, and longshore currents. In the
United States, barrier islands occur offshore where gently
sloping sandy coastlines, as opposed to rocky coastlines, exist.
Consequently, most barrier islands are found along the Gulf
Coast and the Atlantic Coast as far north as Long Island, New
York. Some of the better known barrier islands include Padre
Island of Texas, the world's longest; Florida's Santa Rosa
Island, composed of sugar-white sand; Cape Hatteras of North
Carolina, where the first airplane was flown; and Assateague
Island near Maryland, home of wild ponies.
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Barringer meteor crater

Barrier islands are young in geologic terms. They orig-
inated in the Holocene Epoch, about 4,000-6,000 years ago.
During this time, the rapid rise in sea level, associated with
melting glaciers from the last ice age, slowed significantly.
Although the exact mechanisms of barrier island formation
aren't fully understood, this slowdown of sea level rise
allowed the islands to form.

In order for barrier islands to form, several conditions
must be met. First, there must be a source of sand to build the
island. This sand may come from coastal deposits or offshore
deposits (called shoals); in either case, the sand originated
from the weathering and erosion of rock and was transported
to the coast by rivers. In the United States, much of the sand
composing barrier islands along Florida and the East Coast
came from the Appalachian Mountains. Next, the topography
of the coastline must have a broad, gentle slope. From the
coastal plains of the mainland to the edge of the continental
shelf, this condition is met along the Atlantic and Gulf Coasts.
Finally, the forces of waves, tides and currents must be strong
enough to move the sand, and of these three water movement
mechanisms, waves must be the dominant force.

Several explanations for barrier isand development
have been proposed. According to one theory, coastal sand
was transported shoreward as sea level rose, and once sea
level stabilized, wave and tidal actions worked the sand into a
barrier island. Another possibility is that sand was transported
to its present location from shoals. Barrier islands may have
formed when low-lying areas of spits, extensions of beaches
that protrude into a bay as a result of deposition of sediment
carried by longshore currents, were breached by the sea.
Finally, barrier islands may have formed from sandy coastal
ridges that became isolated from low-lying land and formed
islands as sea level rose.

Once formed, barrier islands are not static landforms;
they are dynamic, with winds and waves constantly reworking
and moving the barrier island sand. Changes in sea level also
affect these islands. Most scientists agree that sea level has
been gradually rising over the last thousand years, and thisrise
could be accelerating today due to global warming. Rising sea
level causes existing islands to migrate shoreward.

Barrier islands do not stand alonein ageologic sense. A
whole system of islands develops along favorable coastlines.
The formation of these islands alows other landforms to
develop, each characterized by their dominant sediment type
and by the water that helps form them. For example, each bar-
rier island has a shoreline that faces the sea and receives the
full force of waves, tides, and currents. This shoreline is often
caled the beach. The beach zone extends from dlightly off-
shore (subtidal, or underwater) to the high water line. Coarser
sands and gravels are deposited here, with finer sands and silts
carried farther offshore.

Behind the beach are sand dunes. wind and plants (such
as sea oats) help form dunes, but occasionally dunes are inun-
dated by high water and may be reworked by storm surges and
waves. On wide barrier islands, the landscape behind the fore-
dunes gently rolls as dunes alternate with low-lying swales
(marshy wet areas). If the dunes and swales are well devel-
oped, distinct parallel lines of dune ridges and swales can be

seen from overhead. These differences in topography allow
some soil to develop and nutrients to accumulate despite the
porous, sandy base. Consequently, some barrier islands are
host to trees (which are often stunted), bushes, and herbaceous
plants. Other narrower or younger barrier islands may be little
more than loose sand with few plants.

On the shoreward side of the main body of theisland is
the back-barrier. Unlike the beach, this zone does not bear the
full force of ocean waves. Instead, the back-barrier region
consists of a protected shoreline and lagoon, which is more
influenced by tides than waves. Occasionally, during storms,
water may rush over the island carrying beach and dune sand
and deposit the sand in the lagoon. This process, called rolling
over, is vital to the existence of barrier islands and is the
method by which a barrier island migrates landward.
Characteristic sand washover fans in the lagoons are evidence
of rolling over. Because the back-barrier region is sheltered,
salt marsh, sea grass, and mudflat communities develop.
These communities teem with plant and animal life and their
muddy or sandy sediments are rich with organic matter.

Finaly, barrier islands are characterized by tida inlets
and tidal deltas. Tidal inlets allow water to move into and out
of bays and lagoons with rising and falling tides. Tidal inlets
also provide a path for high water during storms and hurri-
canes. As water moves through an inlet, sand is deposited at
both ends of theinlet’'s mouth, forming tidal deltas. Longshore
currents may also deposit sand at the delta. Eventually the
deltasfill in with sand and the inlet closes, only to appear else-
where on the barrier island, usualy at a low-lying spot. The
size and shape of the inlet are determined by various factors,
including the size of the associated lagoon and the tidal range,
or the vertical height between high and low tide for the area.
A largetidal range promotes the formation of numerousinlets,
thereby creating shorter and wider barrier islandsreferred to as
drumsticks. In addition, the larger the lagoon and the greater
the tidal range, the deeper and wider the inlet due to the large
quantity of water moving from ocean to lagoon and back.
Deep, wide inlets occur where the main source of energy shap-
ing the coastal areaistides or tidesin conjunction with waves.
In contrast, wave-dominated areas form long barrier islands
with narrow bays and narrow, shallow inlets.

See also Beach and shoreline dynamics; Gulf of Mexico;
Offshore bars; Tropical cyclone; Wave motions

BARRINGER METEOR CRATER

The Barringer Meteor Crater in Arizona was the first recog-
nized terrestrial impact crater. The confirmation of a meteor
impact (subsequently identified as the Canyon Diablo mete-
orite) at the site proved an important stepping-stone for
advances in geology and astronomy. In solving the mystery
surrounding the origin of the Barringer crater, geologists and
astronomers made substantial progress in understanding the
dynamic interplay of gradual and cataclysmic geologic
processes both on Earth and on extra-terrestrial bodies.
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Barringer Meteor Crater, Arizona. U.S. National Aeronautics and Space
Administration (NASA).

The Barringer Meteorite Crater (originaly named Coon
Butte or Coon Mountain) rises 150 feet above the floor of the
surrounding Arizona desert. The impact crater itself is amost
a mile wide and 570 feet deep. Among geologists, two com-
peting theories were most often asserted to explain the geo-
logic phenomena. Before the nature of hot spots or plate
tectonic theory would have convinced them otherwise, many
geologists hypothesized that the crater resulted from volcanic
activity. A minority of geologists asserted that the crater must
have resulted from a meteor impact.

In the last decade of the nineteenth century, American
geologist Grove Karl Gilbert, then the head of the U.S.
Geological Survey, set out to determine the origin of the
crater. Gilbert assumed that for a meteor to have created such
alarge crater, it was necessary for it to remain intact through
its fiery plunge through the earth’s protective atmosphere.
Moreover, Gilbert assumed that most of the meteor survived
its impact with Earth. Gilbert, therefore, assumed that if a
meteor collision was responsible for the crater, substantial
pieces of the meteor should still exist and there should be
ample and direct physical evidence of the size of the meteor.
When upon observation it became apparent that there was no
substantial mass inside the crater, Gilbert assumed that the
meteor might have been covered with the passage of time.
Assuming the meteor to be like other known meteorites and
similar in percentage of iron composition to the smaller mete-
ors found around the crater, Gilbert looked for magnetic evi-
dencein aeffort to find the elusive meteor. Gilbert’s repeated
tests found no evidence for such a buried mass. After care-
fully examining the crater, Gilbert concluded that, in the
absence of the evidence he assumed would be associated with
a meteor impact, the crater had resulted from subterranean
activity.

In 1902, Daniel Moreau Barringer, an American entre-
preneur and mining engineer, began a study of the Arizona
crater and took up the opposing view. After discovering that
small meteors made of iron had been found at or near the rim
of the crater, Barringer was convinced that only a large iron
meteor could be the cause of such a geologic phenomenon.

Acting more like a businessman or miner trying to stake a
claim, and before doing any studies on the potential masses
and energies that would have to beinvolved in such an impact,
Barringer seized the opportunity to form company with the
intent of mining the iron from the presumed meteor for com-
mercia profit. Without actually visiting the crater, Barringer
formed the Standard Iron Company and sought mining per-
mits.

For nearly the next thirty years, Barringer became the
sword and shield of often-rancorous scientific warfare regard-
ing the origin of the crater. In bitter irony, Barringer won the
scientific battle, the proof eventually accumulated that the
crater resulted from a meteor impact, but lost his financial
gamble. In the end, the meteor that caused the impact proved
much smaller than hypothesized by either Gilbert or
Barringer, and the nature of the impact obliterative. On the
heels of thesefinding in 1929, Barringer died of a heart attack.
His lasting legacy was in the attachment of his name to the
impact crater.

The debate over the origin of the Great Barringer
Meteor Crater came at a time when geology itself was
reassessing its methodol ogies. Within the geologic community
there was often vigorous debate over how to interpret geologic
data. In particular, debates ranged regarding the scope and
extent of uniformitarianism. In its simplest form, uniformitar-
ianism asserted only that the laws of physics and chemistry
remained unchanged during the geologic history of the Earth.
Debate centered on whether the predominantly dominant
gradualism (similar to evolutionary gradualism) of geologic
processes was significantly affected by catastrophic events.

Barringer confidently asserted that the Coon Butte
crater supported evidence of catastrophic process. Although he
argued selective evidence, Barringer turned out to be correct
when he asserted that the finely pulverized silica surrounding
the crater could have only been created in a process that cre-
ated instantaneously great pressures. Beyond the absence of
volcanic rocks, Barringer argued that there were too many of
the iron fragments around the crater to have come from grad-
ually accumulated separate meteor impacts. Moreover,
Barringer noticed that instead of defined strata (layers) there
was a randomized mixture of the fragments and ejecta (native
rock presumable thrown out of the crater at the time of
impact). Such arandom mixture could only have resulted from
a cataclysmic impact.

Barringer’s cause gained support of mainstream geolo-
gists when American geologist George P. Merrill tested rocks
taken from the rim and floor of the crater. Merrill concluded
that the quartz-like glass found in abundance in the presumed
gject could only have been created by subjecting the native
sands to intense heat. More importantly, Merrill concluded
that the absence of sub-surface fusions proved the heat could
not have come from below the surface.

The evidence collected by Barringer also influenced
astronomers seeking, at that time to explain large, round
craters on the moon. Once again, the debate moved between
those championing extra-terrestrial volcanic activity (gradual-
ism) versus those who favored an impact hypothesis (cata-
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Basalt

clysm). This outcome of these debates had enormous impact
in both geology and astronomy.

One fact that perplexed astronomers was that it
appeared that al of the lunar impact craters were generally
round. If meteors struck the Moon at varying angles, it was
argued, then the craters should have assumed a variety of
oblique shapes. Barringer and his 12-year-old son set out to
experiment with the formation of such craters by firing bullets
into clumps of rock and mud. Regardless of the firing angle,
the Barringers demonstrated (and published their results in
both popular and scientific magazines) that the resulting
craters were substantially round. More definitive proof was
subsequently provided in 1924 by calculations of astronomers
who determined that forces of impact at astronomical speeds
likely resulted in the explosive destruction of the impacting
body. Importantly, regardless of the angle of impact, the result
of such explosions would leave rounded craters.

The confirmation that a meteor weighing about 300,000
tons (less than a tenth of what Barringer had estimated) and
traveling in excess of 35,000 mph at impact could have pro-
duced the energy and catastrophic phenomena observed
proved a double edge sword for Barringer. In one stroke, his
hypothesis that the crater was caused by a meteor impact
gained widespread support while, at the same time Barringer’s
hopes of profitably mining the meteor vaporized like much of
the exploded meteor itself.

The scientific debate on the origin of Barringer crater
was essentially closed when it was dramatically demonstrated
that meteor impacts could impart such large energies far above
even the tremendous power of nuclear weapons. In the 1960s,
American astronomer and geologist Eugene Shoemaker found
distinct similarities between the fused rocks found at
Barringer crater and those found at atomic test sites. In addi-
tion, unique geologic features termed “shattercones’ created
by the instantaneous application of tremendous pressure
pointed to a tremendous explosion at or above the impact
crater. Determinations made by later, more sophisticated dat-
ing techniques placed the age of the crater at roughly 50,000
years.

Scientists subsequently understood that massive cata-
clysmic collisions result in what is now termed shock meta-
morphism. These shock metamorphic effects have been shown
to be exclusively associated with meteorite impact craters. No
other natural process on earth can account for the observed
results.

A great deal of such evidence methodologies derived
from the Barringer crater controversy now points to a cata-
strophic astronomical collision at the end of the Cretaceous
Period 66 million years ago. The effects of this collision are
thought to have precipitated the widespread extinction of large
species, including the dinosaurs. The enigmatic Tunguska
explosion of 1908, which devastated an vast area of Siberian
forest, may have been Earth’'s most recent significant
encounter with an impacting object vaporized so as to leave
little physical remains beyond the manifest effects of a
tremendous explosion.

Methods used to confirm Barringer crater as a meteor
impact crater have been used to identify many other impact

sites around the world. Once scientists became aware of the
tremendous energies involved in astronomica impacts, large
terrestrial impacts, often hidden by erosive effects, became a
focus of study. With more than 150 such impact sites identi-
fied, impacts have taken on an important role in understanding
the Earth’s geologic history. The accumulated evidence led to
a synthesis of gradualism and catastrophic theory. In accord
with uniformitarianism, the gradual and inexorable shaping
processes taking place over geologic time were understood to
be punctuated with catastrophic events.

BAsALT

Basalt is a mafic volcanic rock consisting primarily of plagio-
clase feldspar and pyroxene minerals. Common accessory
minerals can include other pyroxenes, olivine, quartz, and
nepheline. Basalt is the volcanic equivalent of the plutonic
rock gabbro, and as such has alow silica content (48%—52%).
Like other volcanic rocks, basalt cools quickly after it erupts
and therefore generally contains less than 50% visible crystals
floating in a matrix of glass or microscopic crystals. Pillow
basalt, consisting of |obes of lava emplaced and solidified on
top of each other, is the result of undersea eruptions such as
those along divergent oceanic plate boundaries. Basalt is aso
known to occur on the moon.

Because of itslow silica content, which translatesinto a
high melting point and low viscosity, basaltic lava erupts at a
higher temperature (2,012-2,192°F; 1,100-1,250°C) and
flows more easily across low slopes that do more silicic lava
types. Under some conditions, basaltic lava can flow more
than 12.5 miles (20 km) from the point of eruption. The low
viscosity of molten basalt also means that dissolved volcanic
gasses can escape relatively easily asthe magma travelsto the
surface and confining pressure is reduced. Thus, basalt erup-
tions tend to be quiet and effusive (as typified by Hawaiian
volcanoes) as compared to the explosive eruptions often asso-
ciated with more viscous and silicarrich lava (as typified by
Mount St. Helens). Lava fountains can, however, reach
heights of several hundred meters during basaltic eruptions.

Lava flows that solidify with a smooth or ropy surface
are often described using the Hawaiian term pahoehoe,
whereas those which solidify with ajagged or blocky surface
are described by the Hawaiian term aa. The former is pro-
nounced “pa-hoy-hoy” and the latter is pronounced “ah-ah.”

Another characteristic of many basalt flows is the pres-
ence of polygonal columnar joints, which are understood to
form by contraction of the lava asit cools. Theresult is a sys
tem of nearly vertical joints that form a polygonal pattern
when viewed from above and break the rock into slender pris-
matic columns.

See also Divergent plate boundary; Extrusive cooling; Joint
and jointing; Rate factors in geologic processes; Rifting and
rift valleys, Sea-floor spreading
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Devil’s Tower National Monument in Wyoming is a column of basalt that has resisted weathering, unlike the less-resistent rock that once surrounded

it. © Dave G. Houser/Corbis. Reproduced by permission.

BASIN AND RANGE TOPOGRAPHY

Basin and range topography is characterized by tilted fault
blocks forming sub-parallel mountain ranges and intervening
sediment-filled basins. These elements are typical of the basin
and range physiographic topography in the western United
States. This province is bounded on the east by the Colorado
Plateau, the Columbia and Snake River Plateaus to the north,
the Sierra Nevada to the west, and extends southward through
eastern Californiaand southern Arizonainto northern Mexico.
Nearly the entire state of Nevada and western Utah exhibit
features distinctive to basin and range topography.

Within the basin and range province, steep mountain
ranges are bounded by norma faults, with ground motion
aong the faults resulting in the relative uplift of the mountains
and dropping of the valleys. The longitudinal mountain ranges
lie generally parallel to each other and trend northward, lead-
ing one early geologist to compare a map view of the ranges
within the province to a group of caterpillars crawling slowly
north. The bare mountains are cut by numerous drainages that
carry the products of weathering into the basins below.
Sediment in the resultant aluvia fans eventualy fills the
intermontane basin. In some cases, as much as 10,000 feet of

sand, gravel, and clay has accumulated. Ultimately, these rel-
atively featureless alluvial slopes conceal the magjority of the
fault-block mountains and the faults from which they were
formed.

The fundamental structural element of the region is the
ever-present north-south trending normal fault. The presence
of the normal faults is indicative of tensiona stress over the
region oriented in an east-west direction. This stress has pro-
duced dramatic crustal extension in this same direction, thus
allowing the valley blocks to drop between the bounding nor-
mal faults as the ranges were stretched apart. Directly related
tothetensiona stressisthe general tectonic uplift of the entire
region than began approximately 15 million years ago.

Although geologists have an understanding of the
mechanisms by which the basin and range formed, the thin-
ner crust and higher heat flow of the area present strong evi-
dence that conditions within the upper mantle are responsible.
The most common explanation for these conditions is related
to the subduction of a crustal plate producing chemical
and physical changes within the mantle. Upwelling of heated,
lower-density material caused the crust to bow upward.
This, in turn, produced the high heat flow, uplift, crustal thin-
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Titcomb Basin, Wind River Range. © Richard Hamilton Smith/Corbis.
Reproduced by permission.

ning, and regional extension observed in basin and range
topography.

See also Alluvial system; Faults and fractures; Plate tectonics

BATHOLITH

Batholiths are large bodies of intrusive igneous rock. Formed
when magma cools and crystallizes beneath Earth’s surface,
batholiths are the largest type of pluton. By definition, a
batholith must cover at least 39 mi2 (100 km2), although most
are even larger. Many bathaoliths cover hundreds to thousands
of square miles. The Idaho batholith, for example, has a sur-
face area of over 15,500 mi2 (40,000 km2).

Batholiths are generally not comprised of one continu-
ous magmatic intrusion; rather, they are produced by repeated
intrusions, and most batholiths are made up of multiple indi-
vidual plutons. Intruded rock cools and solidifies, later to be
exposed at the surface through erosion. Because they cool

beneath Earth’s surface, batholiths have a coarse grained tex-
ture, and most are granitic in composition.

Usually associated with mountain building, batholiths
are often emplaced near continental margins during periods of
subduction. As the subducting slab descends, it beginsto melt,
and multiple plutons are intruded beneath the continent to
form the core of the volcanic arc. The Sierra Nevada
Mountains, for example, are comprised of a granitic batholith,
which is made up of hundreds of individual plutons intruded
over a period of severa million years. Emplacement of the
Sierra Nevada batholith occurred during a mountain building
episode known as the Nevadan orogeny, initiated during the
Jurassic. Uplift and erosion of the area later exposed the
batholith, which now forms the spine of the famous moun-
tains.

The Sierra Nevada batholith not only forms a major
mountain chain, but also was responsible for driving the
Cdlifornia gold rush. Precious minerals including gold are
commonly associated with granitic batholiths. As mineral-rich
solutions move along cracks in the rock body, gold, copper,
and other minerals, especially quartz, precipitate out. Gold
may be mined from deposits known as quartz veins that form
aong the fractures. The Mother Lode in the Sierra Nevada is
possibly the most famous of such deposits.

Determining the mechanism for batholith emplacement
has been atopic of much debate. When gigantic batholiths are
intruded, the surrounding rock, known as the country rock,
must somehow make room for the intrusion. Several models
have been suggested, but most geologists now agree that a
mechanism known as forceful injection is probably responsi-
ble for emplacement. Apparently, as the body of magma rises,
it deforms the country rock, pushing it out of the way.

See also Intrusive cooling; Mineral deposits; Pluton and plu-
tonic bodies

BATHYMETRIC MAPPING

Bathymetric mapping refers to construction of ocean and sea
maps—nbathymetric maps (BM). Bathymetric maps represent
the ocean (sea) depth depending on geographical coordinates,
just as topographic maps represent the altitude of Earth’s sur-
face in different geographic points.

The most popular kind of bathymetric maps is one on
which lines of equa depths (isobaths) are represented. Like
geographical maps of the surface of Earth, bathymetric maps
are constructed in definite cartography projection. Mercator
projection is used perhaps more often in constructing bathy-
metric maps, and has been used for a long time in construct-
ing sea charts that are used for sailing in all latitudes except
Polar ones.

The creation of a bathymetric map of a given region
depends above all on the amount of depth measurement data
for that region. Before the invention of the echosounder in
1920's, ocean (sea) depth could be measured only by lead.
Such measurements were quite rare; these measurements were
made only in isolated points, and creation of bathymetric map-
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William Beebe and Otis Barton posing with their invention, the
bathysphere. © Ralph White/Corbis. Reproduced by permission.

ping was practically impossible. Thus, the structure of the
ocean floor was virtually unknown. It should be noted, for
example, that the most important structure in Atlantic, the
Middle-Atlantic ridge, was discovered and began to be inves-
tigated only after World War I1. Ancther important factor for
creating bathymetric mapping is determining geographical
coordinates of the point where the depth measurement is
made. It is evident that when these determinations are more
precise, then the maps are better. Today, the GPs (Global
Positioning System) is used for determining the coordinates of
the measurement points.

When constructing topographic maps of land, one can
aways measure the atitude of any point of the surface pre-
cisely. However, when constructing a bathymetric map, it is
practicaly impossible to determine the exact depth of any
point of the bottom of the sea. Obviously, bathymetric maps
are more precise when more data of depth measurement per
surface area unit in the given region are available. Nowadays,
the most precise and detailed bathymetric maps result from
using data from multibeam echosounding. The multibeam
echosounder is aspecial kind of echosounder, which islocated
on board the vessel and measures the depth simultaneously in
several points of the bottom. These points are located on the
straight line perpendicular to the vessel track. These points
themselves are determined by the reflection of several acousti-
cal pulses (beams) directed from one point at different angles
to the vertical. The determination of depth in this method is
performed regularly within periods of several seconds during
the vessel motion. The measurement data are stored in acom-
puter and using them the map of isobath of narrow bottom
stripe can be represented periodically, or these data can be rep-
resented on a monitor.

It should be noted that in addition to the multibeam
echosounder, other devices that measure depths simultane-
oudly in several points of the ocean bottom have been devel-

oped, but all of them are based on the reflection of sound sig-
nals from the bottom.

If thereisalot of measurement data (more precisely this
means that the average amount of measurement data per sur-
face area unit is relatively big, and the measurement points
themselves are located uniformly on the surface investigated),
then computer methods of isobath construction are used. In
this case, two stages of the work are executed. First, using the
measurement data obtained in arbitrary points of the surface,
the values of the depth in knots of regular grid are calculated
(sometimes this stage is known as digital surface model con-
struction). Then using these grid values, coordinates of differ-
ent isobaths are determined (grid values are used also for other
forms of bathometric mapping representations, 3-D views, for
example). There are many agorithms of digital model cre-
ation, such as the least mean square method, and so-called
Kriging method, as well as algorithms of constructing an iso-
bath of its own using depth grid values. To construct a precise
map of theregionit is necessary to perform echosounding sur-
veying on it in such a manner that map stripes, obtained in dif-
ferent vessel tracks, would be as close to each other as
possible, or even overlap. After performing such surveying, all
data are joined together, and the map of the entire region is
constructed.

It should be noted that presently, only a small part of
Earth’s ocean bottom (several percent) is covered by such pre-
cise measurements. In some places, little datais availablein a
study area, obtained by one beam echosounder, or there is no
data at all. In these cases, scientists try to use results of other
geophysical measurements, first of all gravimetric measure-
ments, to determine ocean depth. For example, methods of
determination of ocean bottom topography using satellite
atimetry or marine gravimetry data are useful. Even with
using otherwise accurate satellite technology, indirect geo-
physical methods for determining the ocean bottom depth can
always contain a mistake. Earth and its surface are very com-
plex formations, so the precise value of the ocean depth in a
given point should be determined if necessary only by direct
measurement.

In the case when depth measurement data are small in
numbers for a given region, indirect methods are used in con-
structing bathymetric mapping, such as geomorphology analy-
sis, for example. Scientists also take into account geological
considerations and even human intuition, which can at times
be useful.

Several international organizations are currently work-
ing on bathymetric mapping of the world’s oceans. The
General Bathymetric Chart of the Oceans (GEBCO, in the
scale 1:5000000), which may be considered a reference map,
is one example. In this map, data of many regional bathymet-
ric maps are collected, taking into account the different meth-
ods of their construction. Thereis aso adigita version of this
map (on CD), where files are represented in different formats,
and in ASCII codes in particular, and where isobaths are rep-
resented in the so-called vector format.

Bathymetric mapping is finding increasing scientific
and commercial use. For example, bathymetric maps are
important in forging different underwater communications.
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Also, bathymetric maps are important tools for formulating
theories about how Earth devel oped, along with theories of sea
and ocean formation.

See also Abyssal plains; Deep sea exploration; Ocean
trenches; Oceans and seas

BEACH AND SHORELINE DYNAMICS

The coast and beach, where the continents meet the sea, are
dynamic environments where agents of erosion vie with
processes of deposition to produce a set of features reflecting
their complex interplay and the influences of changes in sea
level, climate, or sediment supply. “Coast” usualy refers to
the larger region of acontinent or island which is significantly
affected by its proximity to the sea, whereas “beach” refers to
amuch smaller region, usualy just the areas directly affected
by wave action.

The earth is constantly changing. Mountains are built up
by tectonic forces, weathered, and eroded away. The erosional
debris is deposited in the sea. In most places these changes
occur so slowly that they are barely noticeable, but at the
beach we can often watch them progress.

Most features of the beach environment are temporary,
steady-state features. To illustrate this, consider an excavation
in soil, where groundwater is flowing in, and being pumped
out by mechanical pumps. The level of the water in the holeis
maintained because it is being pumped out just as fast asit is
coming in. It isin a steady state, but changing either rate will
promptly change the level of the water. A casua observer may
fail to notice the pumps, and erroneously conclude that the
water in the hole is stationary. Similarly, a casual observer
may think that the sand on the beach is stationary, instead of
in a steady state. The size and shape of a spit, which is a body
of sand stretching out from a point, parallel to the shore, is
similar to the level of the water in this example. To stay the
same, the rate at which sand is being added to the spit must be
exactly balanced by the rate at which it is being removed.
Failure to recognize this has often led to serious degradation
of the coastal environment.

Sealevel isthe point from which we measure elevation,
and for good reason. A minor change in elevation high on a
mountain is undetectable without sophisticated surveying
equipment. The environment at 4,320 feet above sea level is
not much different from that at 4,310 feet. The same 10-foot
changein the elevation of abeach would expose formerly sub-
merged land, or inundate formerly exposed land, making it
easy to notice. Not only is the environment different, the dom-
inant geologic processes are different: Erosion occurs above
sea level, deposition occurs below sealevel. Asaresult, coasts
where the land isrising relative to sea level (emergent coasts)
are usually very different from those where the land is sinking
relative to sealevel (submergent coasts).

If the coast rises, or sealevel goes down, areasthat were
once covered by the seawill emerge and form part of the land-
scape. The erosive action of the waves will attack surfacesthat
previoudly lay safely below them. This wave attack occurs

right at sealevel, but its effects extend from there. Waves may
undercut a cliff, and eventually the cliff will fall into the sea,
removing material from higher elevations. In thisway the cliff
retreats, while the beach profile is extended at its base. The
rate at which this process continues depends on the material of
the cliff and the profile of the beach. As the process continues,
the gradual slope of the bottom extends farther and farther
until most waves break far from shore and the rate of cliff
retreat slows, resulting in a stable profile that may persist for
long periods of time. Eventually another episode of uplift is
likely to occur, and the process repeats.

Emergent coasts, such as the coast along much of
California, often exhibit a series of terraces, each consisting of
aformer beach and wave cut cliff. This provides evidence of
both the total uplift of the coast, and its incremental nature.

Softer rocks erode more easily, leaving resistant rock
that forms points of land called headlands jutting out into the
sea. Subsurface depth contours mimic that of the shoreline,
resulting in wave refraction when the change in depth causes
the waves to change the direction of their approach. This
refraction concentrates wave energy on the headlands, and
spreads it out across the areas in between. The “pocket
beaches’ separated by jagged headlands, which characterize
much of the scenic coastline of Oregon and northern
California, were formed in this way. Wave refraction explains
the fact that waves on both sides of a headland may approach
it from nearly opposite directions, producing some spectacul ar
displays when they break.

If sealevel rises, or the elevation of the coast falls, for-
merly exposed topography will be inundated. Valleys carved
out by rivers will become estuaries like the Chesapeake Bay.
Hilly terrains will become collections of islands, such as those
off the coast of Maine.

The ability of rivers to transport sediment depends on
their velocities. When they flow into a deep body of water they
slow down and deposit their sediment in what will eventually
become a delta. Thus, the flooding of estuaries causes deposi-
tion further inland. As the estuary fills in with sediment the
depth of the water will decrease, and the velocity of the water
flowing across the top of the delta will increase. This permits
it to transport sediment further, and the delta builds out
toward, and eventually into, the sea. The additional load of all
the sediment may cause the crust of the earth to deform, sub-
merging the coast further.

Wave action moves incredible amounts of sand. As
waves approach shallow water, however, they slow down
because of friction with the bottom, get steeper, and finally
break. It is during this slowing and breaking that sand gets
transported. When waves reach the shore they approach it
amost straight on, so that the wave front is nearly parallel to
the shore asiit breaks. The wave front is not exactly parallel to
the shore, however, and it is this difference which moves sand
aong the beach.

When a breaking wave washes up onto the beach at a
dlight angle it moves sand on the beach with it. This movement
is mostly towards shore, but also dightly down the beach.
When the water sloshes back, it goes directly down the slope,
without any oblique component. As a result, sand movesin a
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The beach is an area of constant change, with processes of erosion
and deposition constantly warring with each other. M. Woodbridge
Williams. National Park Service.

zigzag path with a net motion parallel to the beach. This is
called “longshore drift.” Although most easily observed and
understood in the swash zone, the area of the beach which gets
alternately wet and dry with each passing wave, longshore drift
is active in any water shallow enough to slow waves down.

Many features of sandy coasts are the result of long-
shore drift. Spits build out from projecting land masses, some-
times becoming hooked at their end, as sand moves parallel to
the shore. At Cape Cod, Massachusetts, glacial debris,
deposited thousands of years ago, is still being eroded and
redistributed by wave action.

An artificial jetty or “groin” can trap sand on one side
of it, broadening the beach there. On the other side, however,
wave action will transport sand away. Because of the jetty it
will not be replenished, and erosion of the beach will result.

The magnitude and direction of transport of longshore
drift depends on the strength and direction of approach of
waves, and these may vary with the season. A beach with a
very gentle slope, covered with fine sand every July may be a
steep pebble beach in February.

Long, linear idands paralel to the shore are common
aong the Atlantic coast. Attractive sites for resorts and red
estate developments, these barrier islands arein flux. A hurri-
cane can drive storm waves over low spots, cutting islands in
two. Conversely, migration of sand can extend aspit acrossthe
channel between two islands, merging them into one.

Interruptions in sand supply can result in erosion. This
has happened off the coast of Maryland, where Assateague
Island has gotten thinner and moved shoreward since jetties
were installed at Ocean City, just to the north.

Often, the steady-state nature of the beach environment
has not been properly respected. At higher elevations, where
rates of erosion and deposition are so much slower, man can
construct huge hills to support interstate highways, level other
hills to make parking lots, etc., expecting the results of the
work to persist for centuries, or at least decades. But in abeach
environment, modifications are ephemeral. Maintaining a
parking lot where winds would produce a dune requires

removal of tons of sand-every year. Even more significantly,
because the flow of sediment is so great, modifications
intended to have only alocal, beneficial effect may influence
erosion and deposition far down the beach, in ways that are
not beneficial. Tossing a drain plug into a bucket of water
raises the level of the water by just atiny amount. Putting the
same drain plug into the drain of a bathtub, into which water
isflowing steadily, will changethelevel inthetubin very sub-
stantial ways. Similarly, it may be possible to protect the beach
in front of a beach house by installing a concrete barrier, but
this might result in eroding the supports to the highway that
provide access to the beach house.

See also Continental shelf; Drainage basins and drainage pat-
terns, Drainage calculations and engineering; Dunes; Ocean
circulation and currents; Offshore bars; Wave motions

BEAUFORT, SIR FRANCIS (1774-1857)

Irish admiral

Sir Francis Beaufort, British admiral and hydrographer to the
Royal Navy, was the first in 1805 to introduce and describe a
scale of wind for estimating wind strengths without the use of
instruments, a system based on subjective observations of the
sea. Because expansions to land conditions were later added to
the Beaufort wind scale, and quantitative wind speed values
were also supplemented to each category in 1926, the scaleis
still widely used to describe the wind's speed and strength. As
well as the Beaufort wind scale, the Beaufort Seain the Arctic
Ocean is named after Sir Francis Beaufort.

Sir Francis Beaufort was born in County Meath, Ireland.
His father was well known in the areas of geography and
topography: he published one of the earliest detailed maps of
Ireland. Sir Francis Beaufort’s nautical career began at age 13
as a cabin boy in the British Navy. Three years later, he
became interested in the weather, and started to write down
short comments about the general weather. He was only 22
years old when he was promoted to a lieutenant. In 1805, he
was given his first command on the naval ship H.M.S.
Woolwich, and he was assigned a hydrographic survey in
South America.

During these years, Beaufort developed the first version
of hiswind force scale and weather notation coding, which he
used for his meteorological journals. Because Beaufort's
weather journal entries were written daily, eventually even as
frequently as every two hours, he needed a simple yet effec-
tive system of abbreviations for the weather conditions. He
created a notation consisting of the wind force number from
his wind force scale, and a one, two, or three-character apha-
betical code describing the state of the sky and weather, even
describing cloud conditions and precipitation types. He con-
tinued writing these meteorological journals until the end of
his life.

Beaufort’s next assignments were for a hydrographic
study of the Eastern Mediterranean, and a patrol mission. He
did a major surveying and charting around the Turkish coast,
but in 1812, he was wounded by sniper fire during a conflict
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with local pashas, and later that year the Admiralty ordered
him home due to hisinjury. In 1817, he wrote his experiences
about this expedition in abook titled Karamania. Although he
remained in the British Navy until he was 81, he did not
returned to active sea duty. In 1829, Beaufort became hydrog-
rapher to the Admiraty, where he promoted hydrographic
studies for several British expeditions.

Between 1831 and 1836, on the voyage of the Beagle,
Beaufort’s scale of wind force was used officially for the first
time. In 1833, after some dight modifications, the Admiralty
prescribed Beaufort’sweather notation for all log entriesin the
British Navy. In 1838, the Admiralty also officially adopted
the Beaufort wind scale for all ships. Beaufort became a Rear
Admira in 1846, and he was bestowed the title Knight
Commander of the Bath in 1848. After 68 years of service, Sir
Francis Beaufort retired from the Admiralty in 1855, and he
died two years later in 1857.

Originally, the Beaufort wind scale was meant for ships,
specifying the amount of sail that a full-rigged ship should
carry under the various wind conditions. It consisted of 13 dif-
ferent degrees of wind strength, ranging from calm to hurri-
cane. In 1838, the use of the Beaufort wind scale became
mandatory for al log entries on the ships of the British
Admiralty. When steamboats replaced sail ships, certain mod-
ifications were necessary to make for the international use in
meteorological descriptions. In 1874, the International
Meteorological Committee revised the original scale, mainly
for usage in international weather telegraphs. The original
Beaufort scale numbers needed to be changed such that
instead of the sails on a frigate, they referred to states of the
sea or degrees of motion of trees. This change was till not sat-
isfactory, since some ambiguities soon arose. The last modifi-
cation came in 1946, when the International Meteorological
Committee extended the scale to 17 values by adding five val-
ues to refine the hurricane-force winds, and defined the scale
values by ranges of the wind speed as measured at a height of
10 meters above the surface for each category. This concluded
the transformation of the Beaufort wind force scale into the
Beaufort wind speed scale.

Sir Francis Beaufort was an accomplished hydrographer,
making thorough surveys of uncharted coasts. Some of his
charts are still used, even amost 200 years after he produced
them. However, Beaufort’s even more important achievements
are the invention of the Beaufort wind scale, which today is
still used worldwide, and the usage of the Beaufort weather
notation code, which after several modifications, later became
the basis for modern-day meteorology codes.

See also Cartography; Hydrogeology; Wave motions

BEAUFORT WIND SCALE

In 1805, to standardize nautical observations, Sir Francis
Beaufort, an Irish hydrographer and member of the British
Admiralty, created a scale for judging the strength of wind at
sea. His scaleis still a useful standard for the determination of
wind force.

Each of the Beaufort Scale’'s 12 wind-force levels, rang-
ing from calm to hurricane force, includes a description of the
effect of the wind on readily observable, common objects.
Beaufort’s original purpose in devising the scale was to create
a common reference for sailors to estimate and easily convey
the effect of wind and sea upon their ships. Thus, the scale
gives observers a means of estimating wind force.

The Beaufort Wind Scale numbers correspond to the
following states (with estimated wind speeds in knots):
Beaufort No.0 calm (less than 1 knot of wind); Beaufort No.1
light air (1-3 knot wind); Beaufort No.2 light breeze (4-6 knot
wind); Beaufort No.3 gentle breeze (7-10 knot wind);
Beaufort No.4 moderate breeze (11-16 knot wind); Beaufort
No.5 fresh breeze (17-21 knot wind); Beaufort No.6 strong
breeze (22-27 knot wind); Beaufort No.7 near gale (28-33
knot wind); Beaufort No.8 gale (34-40 knot wind); Beaufort
No.9 strong gale (41-47 knot wind); Beaufort No.10 storm
breeze (48-55 knot wind); Beaufort No.11l violent storm
breeze (56-63 knot wind); Beaufort No.12 hurricane (64 or
greater knot wind).

Originally limited to a description of the effects of wind
on a sailing vessel’s canvas (force 12, for instance, was “that
which no canvas could withstand”), the scale was revised in
1939 by the International Meteorological Committee to
include the effect of wind on land features. The numbers from
the Beaufort scale were used on weather maps until 1955,
when a system of wind feathers, which show wind direction
and intensity, was adopted.

See also Air masses and fronts; Weather forcasting; Weather
forecasting methods

BECQUEREL, ANTOINE-HENRI (1852-
1908)
French physicist

Antoine-Henri Becquerel’s landmark research on x rays and
his discovery of radiation laid the foundation for many scien-
tific advances of the early twentieth century. X rays were dis-
covered in 1895 by the German physicist Wilhelm Conrad
Roéntgen, and in one of the most serendipitous events in sci-
ence history, Becquerel discovered that the uranium he was
studying gave off radiation similar to x rays. Becquerel’s stu-
dent, Marie Curie, later named this phenomenon radioactivity.
His later research on radioactive materials found that at least
some of the radiation produced by unstable materials con-
sisted of electrons. For these discoveries Becquerel shared the
1903 Nobel Prize in physics with Marie and Pierre Curie.
Becquerel’s other notable research included the effects of
magnetism on light and the properties of luminescence.
Becquerel was born in Paris on December 15, 1852. His
grandfather, Antoine-César Becquerel, had fought at the Battle
of Waterloo in 1815 and later earned a considerabl e reputation
as aphysicist. He made important contributions to the study of
electrochemistry, meteorology, and agriculture. Antoine-
Henri’s father, Alexandre-Edmond Becquerel, was also scien-
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tist, and his research included studies on photography, hezt,
the conductivity of hot gases, and luminescence.

During his years at the Ecole des Ponts et Chaussées,
Becquerel became particularly interested in English physicist
Michael Faraday’s research on the effects of magnetism on
light. Faraday had discovered in 1845 that a plane-polarized
beam of light (one that contains light waves that vibrate to a
specific pattern) experiences a rotation of planes when it
passes through a magnetic field; this phenomenon was called
the Faraday effect. Becquerel developed a formulato explain
the relationship between this rotation and the refraction the
beam of light undergoes when it passes through a substance.
He published this result in his first scientific paper in 1875,
though he later discovered that his initial results were incor-
rect in some respects.

Although the Faraday effect had been observed in solids
and liquids, Becquerel attempted to replicate the Faraday
effect in gases. He found that gases (except for oxygen) also
have the ability to rotate a beam of polarized light. Becquerel
remained interested in problems of magneto-optics for years,
and he returned to the field with renewed enthusiasm in 1897
after Dutch physicist Pieter Zeeman's discovery of the
Zeeman effect—whereby spectral lines exposed to strong
magnetic fields split—provided new impetus for research.

In 1874 Becquerel married Lucie-Zoé-Marie Jamin,
daughter of J.-C. Jamin, a professor of physics at the
University of Paris. She died four years later in March 1878,
shortly after the birth of their only child, Jean. Jean later
became a physicist himself, inheriting the chair of physics
held by his father, grandfather, and great-grandfather before
him. Two months prior to Lucie's death, Becquerel’s grandfa-
ther died. At that point, his son and grandson each moved up
one step, Alexandre-Edmond to professor of physics at the
Musée d'Histoire Naturelle, and Antoine-Henri to his assis-
tant. From that point on, Becquerel’'s professiond life was
associated with the Musée, the Polytechnique, and the Ponts et
Chaussées.

In the period between receiving his engineering degree
and discovering radioactivity, Becquerel pursued a variety of
research interests. In following up hiswork on Faraday’s mag-
neto-optics, for example, he became interested in the effect of
the earth’'s magnetic field on the atmosphere. His research
determined how the earth’s magnetic field affected carbon
disulfide. He proposed to the International Congress on
Electric Units that his results be used as the standard of elec-
trical current strength. Becquerel also studied the magnetic
properties of a number of materials and published detailed
information on nickel, cobalt, and ozone in 1879.

In the early 1880s Becquerel began research on a topic
his father had been working on for many years—lumines-
cence, or the emission of light from unheated substances. In
particular he made a detailed study of the spectra produced by
luminescent materials and examined the way in which light is
absorbed by various crystals. Becquerel was especially inter-
ested in the effect that polarization had on luminescence. For
this work Becquerel was awarded his doctoral degree by the
University of Parisin 1888, and he was once again seen as an
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active researcher after years of increasing administrative
responsibility.

When his father died in 1891 Becquerel was appointed
to succeed him as professor of physics at the museum and at
the conservatory. The same year he was asked to replace the
ailing Alfred Potier at the Ecole Polytechnique. Finaly, in
1894, he was appointed chief engineer at the Ecole des Ponts
et Chaussées. Becquerel married his second wife, Louise-
Désirée Lorieux, the daughter of amineinspector, in 1890; the
couple had no children.

The period of quiescence in Becquerel’s research career
ended in 1895 with the announcement of Réntgen’s discovery
of x rays. The aspect of the discovery that caught Becquerel’s
attention was that x rays appeared to be associated with a
luminescent spot on the side of the cathode-ray tube used in
Rontgen’s experiment. Given his own background and interest
in luminescence, Becquerel wondered whether the production
of x rays might always be associated with luminescence.

To test this hypothesis Becquerel wrapped photographic
platesin thick layers of black paper and placed a known lumi-
nescent material, potassium uranyl sulfate, on top of them.
When this assembl age was then placed in sunlight, Becquerel
found that the photographic plates were exposed. He con-
cluded that sunlight had caused the uranium salt to luminesce,
thereby giving off x rays. The x rays then penetrated the black
paper and exposed the photographic plate. He announced
these results at a meeting of the Academy of Sciences on
February 24, 1896.

Through an unusual set of circumstances the following
week, Becquerel discovered radioactivity. As usual, he began
work on February 26 by wrapping his photographic plates in
black paper and taping a piece of potassium uranyl sulfate to
the packet. However, because it wasn't sunny enough to con-
duct his experiment, Becquerel set his materials asidein adark
drawer. He repeated the procedure the next day as well, and
again alack of sunshine prompted him to store his materialsin
the same drawer. On March 1 Becquerel decided to develop
the photographic plates he had prepared and set aside. It isn't
clear why he did this—for, according to his hypothesis, little
or no exposure would be expected. Lack of sunlight had meant
that no luminescence could have occurred; hence, no X rays
could have been emitted.

Surprisingly, Becquerel found that the plates had been
exposed as completely asif they had been set in the sun. Some
form of radiation—but clearly not x rays—had been emitted
from the uranium salt and exposed the plates. A day later,
according to Oliver Lodge in the Journal of the Chemical
Society, Becquerdl reported his findings to the academy, point-
ing out: “It thus appears that the phenomenon cannot be attrib-
uted to luminous radiation emitted by reason of
phosphorescence, since, at the end of one-hundredth of a sec-
ond, phosphorescence becomes so feeble as to become imper-
ceptible.”

With the discovery of this new radiation Becquerel’s
research gained a new focus. His advances prompted his grad-
uate student, Marie Curie, to undertake an intensive study of
radiation for her own doctoral thesis. Curie later suggested the
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name radioactivity for Becquerel’s discovery, a phenomenon
that had until that time been referred to as Becquerel’s rays.

Becquerel’s own research continued to produce useful
results. In May 1896, for example, he found uranium metal to
be many times more radioactive than the compounds of ura-
nium he had been using, and he began to use it as a source of
radioactivity. In 1900 he aso found that at least part of the
radiation emitted by uranium consists of electrons, particles
that were discovered only three years earlier by Joseph John
Thomson. For his part in the discovery of radioactivity
Becquerel shared the 1903 Nobel Prize in physics with Curie
and her husband Pierre.

Honors continued to come to Becquerdl in the last
decade of hislife. On December 31, 1906, he was elected vice
president of the French Academy of Sciences, and two years
later he became president of the organization. On June 19,
1908, he was elected one of the two permanent secretaries of
the academy, a post he held for less than two months before his
death on August 25, 1908, at Le Croisic, in Brittany. Among
his other honors and awards were the Rumford Medal of the
Royal Society in 1900, the Helmholtz Medal of the Royal
Academy of Sciences of Berlin in 1901, and the Barnard
Medal of the U.S. National Academy of Sciencesin 1905.

See also Geochemistry

BED OR TRACTION LOAD

Bed load, sometimes referred to as traction load, is the mate-
ria that is transported by dliding, rolling, and saltating (skip-
ping) along the bed of a stream. Particles comprising bed load
can range in size from sand to boulders. The movement of bed
load is responsible for bedforms that change in time and space
along a stream bed.

Particles along a stream bed begin to move when the
shear stress exerted by the flowing water exceeds a critical
value. The critical shear stress depends on a combination of
the particle diameter, the slope of the stream channel, the dif-
ference between the density of individual particles and that of
water (particle buoyancy), and the degree to which the parti-
cles are packed together. As aresult, particles of different min-
eralogical composition and size will have different critica
shear stresses. Heavy minerals such as gold can be concen-
trated in stream beds because gold nuggets or flakes are left
behind while lighter particles move around them. Likewise,
small particles may move while large particles of the same
mineral or rock type are left in place. Water density is propor-
tional to the suspended load being carried. Muddy water high
in suspended sediment will therefore increase the particle
buoyancy and thereby reduce the critical shear stress required
to move particles of a given size and composition.

The shear stress exerted by the flowing water, which is
proportional to both water depth and stream channel slope,
also controls the movement of bed load. Large or heavy parti-
cles that have high critical shear stress values may move as
bed load when the water is unusually deep during infrequent
floods and remain stationary between those times.

Once a particle begins to move, the current above the
bed may be strong enough to lift it off the bed and into the
flowing water. When the entire weight of a particleis borne by
water instead of other particles beneath it, that particle ceases
to be part of the bed load and becomes part of the suspended
load. Conversely, if the current slows a particle may fall out of
suspension and become part of the bed load. The distinction
between bed load and suspended load in a stream can therefore
change continuously through time.

See also Erosion; Rivers; Saltation; Sedimentation; Stream
valleys, channels, and floodplains

BEDDING

The term bedding (also called stratification) ordinarily
describes the layering that occurs in sedimentary rocks and
sometimes the layering found in metamorphic rock. Bedding
may occur when one distinctly different layer of sediment is
deposited on an older layer, such as sand and pebbles
deposited on silt or when alayer of exposed sedimentary rock
has anew layer of sediments deposited on it. Such depositions
of sediments produce a clear division between beds called the
bedding plane.

The variation among different sedimentary rock layers
(usually referred to as beds or strata) may range from subtle to
very distinct depending upon color, composition, cementation,
texture, or other factors. One of the best examples may be seen
in Arizona's Grand Canyon where red, green, white, gray, and
other colors heighten the contrast between beds.

The bedding found in metamorphic rock that formed
from sedimentary rock is evidence of extreme heat and pres-
sure and is often quite distorted. Distortions may change the
sedimentary bedding by compressing, inclining, folding, or
other changes.

One of the most common types of bedding is called
graded bedding. These beds display a gradual grading from
the bottom to the top of the bed with the coarsest sediments at
the bottom and the finest at the top. Graded bedding often
occurs when a swiftly moving river gradually slows, dropping
its heaviest and largest sediments first and lightest last.
Changesin ariver’s speed may be caused by a number of fac-
tors, including storm runoff or the entry of ariver into a lake
or an ocean.

Bedding is usually found in horizontal layers called par-
alel bedding. But bedding may be inclined or have a swirly
appearance. Inclined bedding may occur when sediments are
deposited on a sope, such as a sand dune, or when beds are
tilted from their original horizontality by forces within the
earth. Bedding with aswirly appearance, called cross bedding,
may indicate that the sediments making up the rock were
deposited by strong desert winds or turbulence in ariver.

The origin, composition, and interpretation of variations
in bedding are one of the geologist’s most important tools in
studying Earth’s history. It is for this reason that stratigraphy,
the study which includes the interpretation of sedimentary and
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metamorphic beds, was an essential part of even the earliest
days of geologic research.

See also Superposition

BEDFORMS (RIPPLES AND DUNES)

Centimeter to meter-scale layering, or bedding, is a defining
characteristic of sedimentary rocks. Non-horizontal deposi-
tional beds are called bedforms, and geologists refer to the
lithified remains of bedforms in sedimentary rocks as cross
bedding. Patterns of stratification, including cross bedding,
alow sedimentary geologists called stratigraphers to deduce
the dynamic processes that occurred in ancient sedimentary
environments.

Atmospheric and agueous currents create bedforms.
When wind or water carries|oose grains across a horizontal bed
of unconsolidated sediment, regular geometric patterns develop
on the surface of the bed. These structures vary in size from
very small ripples, to medium-sized waves and megaripples, to
large and very large dunes. The velocity, direction, constancy,
and homogeneity of the current, or flow field, determines the
size and shape of the resulting bedform field. For example, a
one-directional flow field like a river current tends to create
asymmetrical bedforms, whereas bidirectional currents like
tides or waves deposit symmetrical ripples and dunes.

Bedforms migrate over time. Sometimes the flow field
is strong enough, or the bedforms are small enough, that
migration occurs by erasure of the entire bedform field, and
formation of a new pattern of ripples or dunes. Ripples typi-
cally migrate by thistype of wholesale reshaping. Ripples pre-
served in sedimentary rocks suggest that the ripples froze in
their final configuration, either because the flow field waned
to apoint where it could no longer transport sediment, or per-
haps that rapid deposition of an overlying bed buried them.
Larger bedforms, including aqueous and wind-formed, or
Eolian, dunes, migrate by a process in which the water or wind
picks up grains from the upstream face of the bedform and
deposits them on deposits them on the downstream face. This
process creates a composite bedform with inclined internal
beds. When dunes are lithified, this internal stratification is
preserved as cross bedding.

See also Eolian processes; Sedimentation; Stratigraphy

BEDROCK

Bedrock (also termed Bed rock) is alayer of undisturbed rock
usually located beneath a surface layer of soil or other mate-
rial. In areas of high erosion, bedrock may become exposed to
the surface. Bedrock can be of igneous, sedimentary, or meta-
morphic origin and forms the upper surface of the rocky foun-
dation that composes the earth’s crust.

A surface exposure of bedrock is caled an outcrop.
Bedrock is only rarely exposed, or crops out, where sediment
accumulates rapidly, for example, in the bottom of stream
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valleys and at the base of hills or mountains. Outcrops are
common where erosion is rapid, for example, along the sides
of steep stream channels and on steep hill or mountain slopes.
Deserts and mountain tops above the treeline also host good
bedrock exposures due to the scarcity of vegetation, and
resulting rapid erosion. Man-made outcrops are common
where roadways cut through mountains or hilltops, in quarries,
and in mines

Generally, the more rock resists erosion, the more likely
it isto crop out. Granite and sandstone commonly form well-
exposed outcrops. Natural exposures of shale and claystone,
both soft, fine-grained rocks, are rare—especialy in humid
climates.

In addition to the occasional mineral crystal or fossils,
al outcrops contain through-going fractures called joints.
These form during the application of stresses to bedrock on a
regional scale, for example, during mountain building. Even
greater stresses may cause faulting movement of the rock on
the sides of afracture. An example is the large-scale bedrock
movement that occurs along the San Andreas Fault in
Cdlifornia. When stresses cause plastic rather than brittle
deformation of bedrock, it folds rather than faulting.

Bedrock is distributed in a predictable pattern.
Generdly in the central area of a continent, geologists find
very ancient (one billion years or more) mountain chains, con-
sisting of igneous and metamorphic rock, eroded to an almost
flat surface. This area, called a continental shield, typically
contains the oldest continental bedrock. Shields have experi-
enced multiple episodes of deformation so they are intensely
folded and faulted. These ancient igneous and metamorphic
rocks, called basement rocks, compose much of the continen-
tal crust. However, on the shield margins, thick sequences of
relatively undeformed, sedimentary rocks cover the basement
rocks. These deposits, caled the continental platform, com-
monly exceed 1 mi (1.6 km) in thickness and 100 million
yearsin age.

Together, the shield and platform make up the bedrock
area known as the continental craton. The craton is considered
more or less stable, that is, it is not currently experiencing sig-
nificant deformation. On the margins of the craton, there may
be areas of geologically active bedrock, caled orogens, from
the Greek word for mountain. Orogens are relatively young
mountain belts where uplift, folding, faulting, or volcanism
occurs. The bedrock here variesin age from lava flows that may
be only days old to igneous, sedimentary, and metamorphic
rock that are hundreds of millions of years old. All bedrock
belongs to the continental shield, platform, or the orogens.

See also Earth, interior structure; Faults and fractures; Pluton
and plutonic bodies; Soil and soil horizons; Weathering and
weathering series

BEEBE, CHARLES WILLIAM (1887-1962)

American explorer

CharlesWilliam Beebe (1877-1962), explorer, writer, ornithol-
ogist, and deep-sea pioneer, was born in Brooklyn, New York
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and grew up in East Orange, New Jersey. He is remembered
today primarily for his record-breasking 1934 descent off the
coast of Bermuda with American engineer Otis Barton. Barton
and Beebe dove in adiving machine of their own invention, the
bathysphere, to a depth of 3,028 feet (923 m).

Beebe's parents were fascinated by natural history, and
so in childhood he was a frequent visitor to the American
Museum of Natural History in New York City. As a teenager,
Beebe taught himself taxidermy and became friends with the
president of the museum, Henry Osborn. Osborn helped him
gain admittance to Columbia University in 1896. In 1899,
Beebe left college (without receiving a degree) to work as an
assistant curator of ornithology (the study of birds) at the zoo
then being opened by the New York Zoological Society. He
was soon promoted to full curator.

In 1902, Beebe married Mary Rice, whom he was to
divorce in 1913. The Beebes made ornithological expeditions
to Mexico, Trinidad, and Venezuela and published popular
accounts of their experiences. In 1909-1911 they traveled to
the Far East on a 17-month expedition sponsored by the New
York Zoological Society having the sole purpose of studying
pheasants. After years of further labor Beebe published the
results of this expedition in a magisterial four-volume work
entitled A Monograph of the Pheasants, (1918), still in print.
While preparing his monograph Beebe also made expeditions
to Asia, Central and South America, the Galapagos Islands,
and other regions. In 1916 he established a research station on
the coast of British Guiana (today Guyana) on behalf of the
New York Zoological Society, and in 1919 was made director
of the Society’s Department of Tropical Research.

In the mid 1920s Beebe's main interest turned from
birds to deep-sea life, which he studied by trawling for speci-
mens and by diving in pressure suits. However, the suits were
limited in depth range and the creatures brought to the surface
by Beebe's nets were invariably dead. Wishing to observe
undamaged specimens dive in their natural habitat, Beebe
publicized his need for a practical deep-sea vessel design.

In 1928, Beebe was approached by Otis Barton with his
design for the bathysphere (derived from the Greek word for
deep, bathys), a stedl ball filled with breathable air that would
be lowered on a cable from a barge. The bathysphere was
equipped with two quartz portholes 8 inches (0.2 m) wide and
with an umbilical hose providing telephone and power.
Oxygen was supplied from on-board tanks and carbon dioxide
was removed from the air by trays of soda lime. The bathy-
sphere was a tiny craft—only four feet, nine inches (1.5 m)
across (outside diameter), with walls several inches thick. Its
interior would have been a tight squeeze for a single person,
but Barton and Beebe occupied it along with the oxygen tanks,
soda lime trays, and other gear.

Barton and Beebe made a number of bathysphere
descents starting in 1930. The pre-bathysphere dive record
was 525 feet (160 m); on August 15, 1934, Barton and Beebe
doveto 3,028 feet (923 m)—over half amile. Beebe described
the descent in a book published later that year, Half Mile
Down. Barton and Beebe's bathyspheric dives were the first
diving expeditions to penetrate to depths beyond the effective
reach of sunlight; below 2,000 feet (610 m), they observed, the

ocean was lightless even with a brilliant tropical sun shining
on calm seas above. The dives were widely popularized by the
National Geographic magazine, in Beebe's own colorful writ-
ings, and for one dive in 1932 by live radio broadcast in the
United States and United Kingdom. Even before their record
divein 1934, Barton and Beebe were international celebrities.

Despite its successes, the bathysphere was inherently
dangerous. Surface waves could easily subject the suspension
cable to breaking strain. Later generations of deep-sea vessels
have therefore been built as self-propelled submarines.

Barton and Beebe's 1934 diving record remained
unbroken until 1949, when Barton descended to 4,500 feet
(1,370 m) in another vessel of his own design, the
Benthoscope. Beebe retired from the directorship of the New
York Zoological Society’s Department of Tropical Researchin
1952 and died of natural causesin Bermudain 1962.

The origina bathysphere resides in the New York
Aquarium in New York City.

See also Deep sea exploration; History of exploration il
(Modern era); Oceanography

BENETT, ETHELDRED (1776-1845)
English geologist

Etheldred Benett, arguably the first female geologist, was born
in England in 1776, the same year the American
Revolutionary War began. Benett lived in Wiltshire county,
southern England, and contributed to the founding of bios-
tratigraphy.

Benett's understanding of the context of fossils put her
in touch with many of the famous geologists of the day. She
corresponded with and met many, from Professor William
Buckland at Oxford and the famous Sussex paleontologist,
Gideon Mantell to Charles Lyell, founder of the principle of
uniformitarianism, and William Smith, the father of stratigra-
phy and producer of the first map of Britain in 1815.

Benett’s contributions to geology liein four areas. First,
she commissioned the first recorded measured section at the
Upper Chicksgrove Quarry, Tisbury in Wiltshire. This was
donated to the Geological Society of London Library and
signed by her in 1815. Second, she was a recognized expert
regarding fossil mollusks and sponges of Wiltshire, as attested
to by her contributions to Sowerby’s publication. Third, the
Czar of Russiagave her amedal for her contribution to hisfos-
sil collection because he thought she was a man. She also
received a Diploma of appointment as a member of the
Imperial Natural History Society of Moscow to which she
makes the comment in a letter, “In this diploma | am called
Dominum Etheldredum Benett and Mr Lyell told me that he
had been written to by foreigners to know if Miss Benett was
not a gentleman.” The Latinized suffix “um” in her name
implies that the sender thought she was male. Finaly, she
pushed forward the boundaries of biostratigraphy. Etheldred
Benett published a classic volume in 1831, Organic Remains
of the County of Witshire with extensive drawings, which she
herself produced. She aso contributed generously and exten-
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sively to Sowerby’s Mineral Conchology (published in 1816).
She gave the second highest number of specimens to this vol-
ume of any contributor.

Etheldred Benett never married, instead devoting her
life to her fossil collection until she died at the age of 69. Her
extensive collection of thousands of labeled Jurassic and
Cretaceous fossils was thought to be so valuable a resource
that when she died, most of her collection was bought by for-
mer Englishman and physician Thomas Wilson of Newark,
Delaware; it then was taken to America. The collection was
subsequently donated to the Philadelphia Academy of Natural
Science between 1848 and 1852. The coallection contains some
of the first fossil bivalves to have their soft parts preserved.

Etheldred Benett was, therefore, at the forefront of pale-
ontology and biostratigraphy at a time when many people still
assumed that fossils were deposited from catastrophic acts of
religious significance (such as Noah's flood), and that scien-
tific investigation should be left solely to men.

See also Fossil record; Fossils and fossilization; Historical
geology

BENIOFF ZONE

Benioff zones are dipping, roughly planar zones of increased
earthquake activity produced by the interaction of a downgo-
ing oceanic crustal plate with an overriding continental or
oceanic plate. They occur at boundaries of crustal plates called
subduction zones. The earthquakes can be produced by dip
aong the subduction thrust fault or by dlip on faults within the
downgoing plate, as a result of bending and extension as the
plate is pulled into the mantle. The zones have dips typicaly
ranging from 40 to 60 degrees. The zones are also known as
the Wadeati-Benioff zone.

During the past century, improvements in seismic
acquisition and processing led to the observation that the
world's earthquakes are not randomly distributed over the
earth’s surface. Rather, they tend to be concentrated in narrow
zones along the boundaries of continental and oceanic crustal
plates. According to the plate tectonic theory, the crust of the
earth is broken into amosaic of seven mgjor rigid plates float-
ing over amuch lessrigid mantle. The plates are not static but
are in constant motion. Most of the tectonic activity, such as
the formation of mountain belts, earthquakes, and volcanoes,
occurs at the plate boundaries. There are four different types
of these seismic zones corresponding to the four main types of
plate boundary interactions: subduction zones as along the
western coast of South America; strike-slip (transform) zones
like the San Andreas system aong the west coast of North
America; zones of seismic activity along midocean ridges like
the mid-Atlantic Ridge system; and continental -continental
collision zones such as the Himalyan where the Indian sub-
continent is ploughing into Asia.

Benioff zones are found in subduction zones that form
by the collision of two crustal plates of dissimilar density and
thickness, for example an oceanic and continental plate. The
heavier (thinner) crust of the oceanic plate is thrust or sub-
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ducted under the lighter and much thicker crust of the conti-
nental plate. A deep ocean trench is produced where these two
plates meet. Along the Peru-Chile trench, the Pacific plate is
being subducted under the South American plate, which
responds by crumpling to form the Andes. The earthquake
zones that parallel the great oceanic trenches are typically
inclined from 40 to 60 degrees from the horizontal and extend
severa hundred kilometers into the mantle along trends that
reach thousands of kilometers in length. These zones are
sometimes called Wadati-Benioff zones after two of the seis-
mologists who first recognized them, Kiyoo Wadati of Japan
and Hugo Benioff of the United States.

Benioff zones are the seismic expression of the defor-
mation produced by the subduction of one plate under another.
The subduction or “destruction” of the oceanic crust compen-
sates for the creation of new ocean crust at the ocean ridges.
The compensating result of both processes explains why the
earth may not have significantly increased in size sinceitsfor-
mation 4.6 billion years ago.

See also Continental drift theory; Plate tectonics, Sea-floor
spreading

BENTHIC FORAMINIFERA -« see CALCAREOUS
OOZE

BERNER, ROBERT A. (1935- )

American geochemist

Raobert A. Berner’s research in sedimentary geochemistry led
to the application of mathematical models to describe the
physical, chemical, and biological changes that occur in ocean
sediment. Berner, a professor of geology and geophysics at
Yae University, also developed a theoretical approach to
explain larger geochemical cycles, which led to the creation of
a model for assessing atmospheric carbon dioxide levels and
the greenhouse effect over geological time. A prolific
researcher, Berner has written many scientific journal articles
and is one of the most frequently quoted earth scientistsin the
Science Citation Index.

Robert Arbuckle Berner wasbornin Erie, Pennsylvania,
on November 25, 1935, to Paul Nau Berner and Priscilla
(Arbuckle) Berner. As a young man, Berner decided to
become a scientist because of his propensity for logical think-
ing. “ Science forces you to seek the truth and see both sides of
an argument,” he told Patricia McAdams. Berner began his
academic studies at the University of Michigan where he
earned hisB.S. in 1957 and hisM.S. ayear later. He then went
to Harvard University and earned his Ph.D. in geology in
1962. He married fellow geology graduate student Elizabeth
Marshall Kay in 1959; the couple have three children.

Berner began his professional career at the Scripps
Institute of Oceanography in San Diego, where he won afel-
lowship in oceanography after graduating from Harvard. In
1963, he was appointed assistant professor at the University of
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Chicago, and two years later he became an associate professor
of geology and geophysics at Yale University. Since 1968,
Berner has also served as associate editor or editor of the
American Journal of Science. He was promoted to full profes-
sor at Yale in 1971, and in 1987 he became the Alan M.
Bateman Professor of geology and geophysics.

Principles of Chemical Sedimentology, which Berner
published in 1971, reflects the interest that has fueled much of
his research. Berner sees the application of chemical thermo-
dynamics and kinetics as a valuable tool in unveiling the
secrets of sediments and sedimentary rocks. Thus, Berner'sis
an unconventional approach to sedimentology (the chemical
study of sediments rather than the study of chemical sedi-
ments). Berner identifies his goal in Principles of Chemical
Sedimentology as illustrating “how the basic principles of
physical chemistry can be applied to the solution of sedimen-
tological problems.” Berner’s Early Diagenesis, published in
1980, isastudy of the processes over geological time whereby
sedimentary materials are converted into rock through chemi-
cal reactions or compaction. Because of the frequency with
which Early Diagenesis has been quoted, it was declared a
Science Citation Classic by the Institute for Scientific
Information.

Berner observes in Scientific American that ** the famil-
iar biological carbon cycle—in which atmospheric carbon is
taken up by plants, transformed through photosynthesis into
organic material and then recovered form this material by res-
piration and bacterial decomposition—is only one component
of amuch larger cycle: the geochemical carbon cycle.” Berner
has studied an aspect of this geochemical carbon cycle that is
analogous to the transfer of carbon between plants, animals,
and their habitats—the “transfer of carbon between sedimen-
tary rocks at or near the earth’s surface and the atmosphere,
biosphere and oceans.” Carbon dioxide is vital to both these
aspects of the geochemical carbon cycle, as carbon is prima-
rily stored as carbon dioxide in the atmosphere. Berner's
research has contributed to the “BLAG” model (named after
Berner and his associates Antonio L. Lasaga and Robert M.
Garrels) for assessing the changes in atmospheric levels of
carbon dioxide throughout the earth’s geologica eras. First
published in 1983 and subsequently refined, the BLAG model
quantifies factors such as degassing (whereby carbon dioxide
isreleased from beneath the earth), carbonate and silicate rock
weathering, carbonate formation in oceans, and the rate at
which organic matter is deposited on and buried in the earth
that enable scientists to assess the climactic conditions of the
planet’s previous geological eras.

Berner’s research on atmospheric carbon dioxide levels
includes the study of the greenhouse effect, whereby carbon
dioxide and other gases trap excessive levels of radiated heat
within Earth’s atmosphere, leading to a gradual increase in
global temperatures. Since the nineteenth-century industria
revolution, this phenomenon has increased primarily because
of the burning of fossil fuels such as coal, 0il, and natural gas;
also because of deforestation. Berner reports in Scientific
American that “slow natural fluctuations of atmospheric car-
bon dioxide over time scales of millions of years may rival or
even exceed the much faster changes that are predicted to arise

from human activities.” Thus, the study of the carbon cycleis
essential to an objective evaluation of the greenhouse effect
within larger geological processes. In 1986, Berner published
the textbook The Global Water Cycle: Geochemistry and
Environment which he co-authored with his wife Elizabeth,
who is also a geochemist. The Global Water Cycle reviewsthe
properties of water, marine environments, and water/energy
cycles, and includes a discussion of the greenhouse effect.
Berner’s research has since focused on Iceland where he is
investigating how volcanic rock is broken down by weather-
ing and by the plant-life that gradually takes root on it.
Berner enjoys traveling that is associated with his
research and likes to help students learn to think creatively for
themselves. “I'm very proud of the...graduate students that
have received Ph.D.s working with me. I've learned as much
from them as they have from me,” he told McAdams. Berner
served as president of the Geochemical Society in 1983, and
he is a member of the National Academy of Sciences, the
American Academy of Arts and Sciences, the Geological
Society of America, and the Mineral Society. He has chaired
the Geochemical Cycles Panel for the National Research
Council and served on the National Committee on
Geochemistry, the National Science Foundation Advisory
Committees on Earth Sciences and Ocean Sciences, and the
National Research Council Committee on Oceanic Carbon. He
has received numerous awards, including an honorary doctor-
ate from the Université Aix-Marseille 111 in France in 1991
and Canada’'s Huntsman Medal in Oceanography in 1993. His
hobbies include Latin American music, tennis, and swimming.

See also Greenhouse gases and greenhouse effect; Weathering
and weathering series

BERNOULLI, DANIEL (1700-1782)
Dutch-born Swiss physicist

Daniel Bernoulli’s work on fluids pioneered the sciences of
hydrodynamics and aerodynamics. Born in the Netherlands
and spending most of his life in Switzerland, Bernoulli was
one of a large family of scientists and mathematicians that
included his father, Jean Bernoulli, and uncle, Jacques
Bernoulli.

Ignoring his family’s pleas to enter the world of busi-
ness, Bernoulli pursued a degree in medicine and then, after
graduation, a career as a professor of mathematics. He began
teaching in 1725 at a college in St. Petersburg, Russia, even-
tually returning to Switzerland in 1732. While a professor at
the University of Basel, he became thefirst scientist outside of
Great Britain to fully accept Newtonian physics. It was aso
here that Bernoulli performed the research on fluid behavior
that would make him famous.

The 1738 publication Hydrodynamica developed the
prominent theories of hydrodynamics, or the movement of
water. Paramount among these was the fact that, as the veloc-
ity of a fluid increases, the pressure surrounding it will
decrease. Called Bernoulli’s principle, this pressure drop was
also shown to occur in moving air, and it is the reason boats
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and planes experience lift as water or air passes around them.
This effect is easily shown by blowing between two pieces of
paper; the drop in pressure will cause the papers to bend
toward each other. Bernoulli's research marked the first
attempt to explain the connection pressure and temperature
have with the behavior of gas and fluids.

Bernoulli’s experiments with fluids caused him to
devise aseries of hypotheses about the nature of gases. He was
certainly one of the first to formulate principles dealing with
gases as groups of particles, which later became the basis for
atomic theories. As groundbreaking as this work was, it was
paid little attention by his peers, and subsequently it was
nearly a century before the atomic theory rose again.

See also Atmospheric pressure; Atomic theory; Hydrostatic
pressure

BERNOULLI’S PRINCIPLE

Bernoulli’s principle describes the relationship between the
pressure and the velocity of amoving fluid (i.e., air or water).
Bernoulli’s principle states that as the velocity of fluid flow
increases, the pressure exerted by that fluid decreases.

During the late eighteenth century, Daniel Bernoulli pio-
neered the basic tenet of kinetic theory, that molecules are in
motion. He also knew that flowing fluids exerted less pressure,
but he did not connect theseideaslogically. In Hydrodynamica,
Bernoulli’s logic that flow reduced pressure was obscure, and
hisformulawas awkward. Bernoulli’ sfather Johann, amid con-
troversy, improved his son’'s insight and presentation in
Hydraulica. Thisresearch was centered in St. Petersburg where
Leonard Euler, a colleague of Bernoulli and a student of
Johann, generalized a rate-of-change dependence of pressure
and density on speed of flow. Bernoulli’s principle for liquids
was then formulated in modern form for the first time.

In this same group of scientists was D’ Alembert, who
found paradoxically that fluids stopped ahead of obstacles, so
frictionless flow did not push.

Progress then seems to have halted for about a century
and a half until Ludwig Prandtl or one of his students solved
Euler’s eguation for smooth streams of air in order to have a
mathematical model of flowing air for designing wings. Here,
speed lowers pressure more than it lowers density because
expanding air cools, and the ratio of density times degrees-
kelvin divided by pressure is constant for an ideal-gas.

More turbulent flow, as in atmospheric winds, requires
an dternative solution of Euler’'s equation because mixing
keeps air-temperature fixed.

Bernoulli’s principle is regarded by many as a paradox
because currents and winds upset things, but standing a stick
in a stream of water helps to clarify the enigma. One can
observe calm, smooth, level water ahead of the stick and a
cavity of reduced pressure behind it. Calm water pushes the
stick, as lower pressure downstream fails to balance the upset-
ting force.

Bernoulli’s principle never acts alone; it also comes
with molecular entrainment. Molecules in the lower pressure
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of faster flow aspirate and whisk away molecules from the
higher pressure of slower flow. Solid obstacles such as airfoils
carry athin stagnant layer of air with them. A swift low-pres-
sure airstream takes some molecules from this boundary layer
and reduces molecular impacts on that surface of the wing
across which the airstream moves faster.

See also Atmospheric chemistry; Hydrostatic pressure

BESSEL, FRIEDRICH (1784-1846)

German astronomer

Friedrich Bessel was a self-taught astronomer. Born in
Minden, Germany in 1784, he became an accountant in
Bremen, but his true interests were astronomy and mathemat-
ics. In fact, in 1806, at the age of 20, he recalculated the orbit
of Halley’s comet, which was due to reappear in 1835. This so
impressed astronomer Heinrich Olbers (1758-1840) that
Olbers helped Bessel obtain a post at the observatory.

Bessel worked laboriously. He produced a new star cat-
alogue of over 50,000 stars and introduced improvements to
astronomical calculations, developing a method of mathemat-
ical analysis along the way that can be applied to many prob-
lems not related to astronomy. He oversaw construction of the
first large German observatory and served as its director from
1813 until his death in 1846.

Bessel’s greatest achievement was in determining the
paralax of a star. As the earth orbits the sun, our position rel-
aive to any star shifts by a maximum of 186 million miles
(299,274,000 km, the diameter of the earth’s orbit). Thus, the
apparent position of any star in the sky will change slightly
through the year. The amount of observed shift is the parallax.
Knowing an object’s parallax, it is possible to calculate the
distanceto it.

In 1838, Bessel announced he had obtained the parallax
for a star called 61 Cygni. He had chosen this star because it
had shown the largest proper motion of any known star. The
large degree of movement, he assumed, was because the star
was relatively close, and the closer an object, the greater its
paralax would be.

Bessel’s calculations showed that 61 Cygni was about
10 light-years from Earth. (This was the introduction of the
term light-year.) Although that is actually very close for astar,
the distance was mind boggling in 1838. The earlier
astronomer Johannes Kepler had believed the stars were 0.1
light-year away, and | saac Newton had risked enlarging that to
two light-years.

Discovering the parallax of a star also put another nail
in the coffin of the “Earth-centered” concept of the universe.
Since paralax could be obtained from a moving Earth,
Nicholas Copernicus's assertion that the Earth orbited around
the sun was further strengthened.

In 1841, Bessel drew aremarkable conclusion about the
stars Sirius and Procyon. He had noticed displacements in
their motion that could not be attributed to parallax. A parallax
shift shows smooth motion; these two stars seemed to be wob-
bling. He concluded that there had to be invisible companions
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Big Bang theory

in orbit around each star. The gravitational tug of the compan-
ion would account for the observed wobble. This theory later
turned out to be correct.

Bessel was responsible for encouraging astronomers to
direct their attention to the stars beyond the solar system.

B1¢ BANG THEORY

Big bang theory describes the origin of the knowable universe
and the development of the laws of physics and chemistry
some 15 billion years ago.

During the 1940s Russian-born American cosmologist
and nuclear physicist George Gamow (1904—-1968) developed
the modern version of the big bang model based upon earlier
concepts advanced by Russian physicist Alexander (Aleksandr
Aleksandrovich) Friedmann (also spelled as Fridman,
1888-1925) and Belgian astrophysicist and cosmologist Abbé
Georges Lemaitre (1894-1966). Big bang based models
replaced static models of the universe that described a homo-
geneous universe that was the same in al directions (when
averaged over alarge span of space) and at al times. Big bang
and static cosmological models competed with each other for
scientific and philosophical favor. Although many astrophysi-
cists rejected the steady state model because it would violate
the law of mass-energy conservation, the model had many elo-
guent and capable defenders. Moreover, the steady state model
was interpreted by many to be more compatible with many
philosophical, social, and religious concepts centered on the
concept of an unchanging universe. The discovery of quasars
and a permeating cosmic background radiation eventually
tilted the cosmological argument in favor of big bang theory
models.

Before the twentieth century, astronomers could only
assume that the universe had existed forever without change,
or that it was created in its present condition by divine action
at some arbitrary time. Evidence that the universe was evolv-
ing did not begin to accumulate until the 1920s. The theory
that al matter in the universe was created from a gigantic
explosion called the “big bang” iswidely accepted by students
of cosmology.

It was German-American physicist Albert Einstein's
(1879-1955) theory of relativity, published in 1915, that set
the stage for the conceptual development of an expanding uni-
verse. Einstein had designed his theory to fit a static universe
of constant dimensions. In 1919, a Dutch astronomer, Willem
de Sitter, showed Einstein's theory could also describe an
expanding universe. Mathematically, de Sitter’s solution for
Einstein’s equation was sound, but observational evidence of
expansion was lacking, and Einstein was skeptical.

In 1929, American astronomer Edwin Powell Hubble
made what has been called the most significant astronomical
discovery of the century. He observed large red shifts in the
spectra of the galaxies he was studying; these red-shifts indi-
cated that the galaxies are continually moving apart at tremen-
dous velocities. Vesto Melvin Slipher, who took photographs

of the red-shift of many of the same galaxies, also drew simi-
lar conclusions.

Like de Sitter, Lemaitre, who worked with Hubble in
1924, developed out a simple solution to Einstein’s equations
that described a universe in expansion. Hubble's stunning
observation provided the evidence Lemaitre was seeking for
his theory. In 1933, Lemaitre clearly described the expansion
of the universe. Projecting back in time, he suggested that the
universe had originated as a great “cosmic egg,” expanding
outward from a central point. He did not, however, consider
whether an explosion actually took placeto initiate this expan-
sion. George Gamow further investigated the origin of the
universe in 1948. Because the universe is expanding outward,
he reasoned, it should be possible to calculate backward in
time to its beginning. If al the mass of the universe was com-
pressed into a small volume 10-15 billion years ago, its den-
sity and temperature must have been phenomenal. A
tremendous explosion would have caused the start of the
expansion, left a“halo” of background radiation, and formed
the atomic elements that are heavier than the abundant hydro-
gen and helium. Physicists Ralph A. Alpher and Robert C.
Herman established a model to show how such heavier parti-
cles could form under these conditions.

Gamow’'s theory implied there was a specific beginning
and end to the universe. However, anumber of other scientists,
including Fred Hoyle, Thomas Gold, and Hermann Bondi felt
that the theory of expansion required no beginning or end.
Their model, called the steady state theory, suggested that mat-
ter was being continuously created throughout the universe. As
galaxies drifted apart, matter would “condense” to form new
ones in the void left behind. For nearly two decades, support-
ers of the competing theories seemed to be on equal footing.

In 1965 Robert H. Dicke made calculations relative to
the cooling-off period after the initial big bang explosion. His
results indicated that Gamow's residual radiation should be
detectable. During the intervening eons it would have cooled
to about 5 K (five kelvins above absolute zero). Unknown to
him, radio engineers Arno Penzias and Robert W. Wilson
aready detected such radiation at 3 K in 1964 while looking
for sources of satellite communication interference. This was
the most convincing evidence yet gathered in support of the
big bang theory, and it sent the steady-state theory into decline.

No theory exists today that can account for the extreme
conditions that existed at the moment of the big bang. The the-
ory of relativity does not apply to objects as dense and small as
the universe must have been prior to the big bang. Cosmologists
can project only asfar back as 0.01 seconds after the explosion,
when the cosmos was a seething mass of protons and neutrons.
(It is possible there were many excotic particlesthat |ater became
important as dark matter.) Based on their theories, cosmol ogists
suggest that during this time neutrinos were produced.

It is argued that the laws of physics and chemistry—
manifested in the properties of the fundamental forces of grav-
ity, the strong force, electromagnetism, and the weak force
(electromagnetism and the weak force are now known to be
different manifestations of a more fundamental electroweak
force)—formed in thefirst few fractions of a second of the big
bang. Protons and neutrons began to form atomic nuclei about
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three minutes and 46 seconds after the explosion, when the
temperature was a mere 900,000,000 K. After 700,000 years
hydrogen and helium formed. About one billion years after the
big bang, stars and galaxies began to appear from the expand-
ing mass. Countless stars would condense from swirling neb-
ulae, evolve and die, before our Sun and its planets could form
in the Milky Way galaxy.

Although the big bang theory accounts for most of the
important characteristics of the universe, it still has weak-
nesses. One of the biggest of these involves the “homogene-
ity” of the universe. Until 1992, measurements of the
background radiation produced by the big bang have shown
that matter in the early universe was very evenly distributed.
This seems to indicate that the universe evolved at a constant
rate following the big bang. But if thisis the case, the clumps
of matter that we see (such as stars, galaxies, and clusters of
galaxies) should not exist.

To remedy this inconsistency, Alan Guth proposed the
inflationary theory, which suggests that the expansion of the
universeinitially occurred much faster. This concept of accel-
erated expansion allows for the formation of the structures we
see in the universe today.

In April 1992, NASA made an eectrifying announce-
ment: its Cosmic Background Explorer (COBE), looking 15
billion light-years into space (hence, 15 hillion years into the
past), detected minute temperature fluctuations in the cosmic
background radiation. It is believed these ripples are evidence
of gravitational disturbances in the early universe that could
have resulted in matter to clumping together to form larger enti-
ties. Thisfinding lends support to Guth’s theory of inflation.

See also Astronomy; Atom; Atomic theory; Catastrophism;
Cosmic microwave background radiation; Cosmology; Earth
(planet)

BIOGEOCHEMICAL CYCLES

The term biogeochemical cycle refers to any set of changes
that occur as a particular element passes back and forth
between the living and non-living worlds. For example, car-
bon occurs sometimes in the form of an atmospheric gas (car-
bon dioxide), sometimes in rocks and minerals (limestone and
marble), and sometimes as the key element of which al living
organisms are made. Over time, chemical changes occur that
convert one form of carbon to another form. At various points
in the carbon cycle, the element occurs in living organisms
and at other points it occurs in the earth’s atmosphere, litho-
sphere, or hydrosphere.

The universe contains about ninety different naturally
occurring elements. Six elements—carbon, hydrogen, oxygen,
nitrogen, sulfur, and phosphorus—make up over 95% of the
mass of al living organisms on Earth. Because the total
amount of each element is essentially constant, some cycling
process must take place. When an organism dies, for example,
the elements of which it is composed continue to move
through a cycle, returning to the earth, to the air, to the ocean,
or to another organism.
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All biogeochemical cycles are complex. A variety of
pathways are available by which an element can move among
hydrosphere, lithosphere, atmosphere, and biosphere. For
instance, nitrogen can move from the lithosphere to the
atmosphere by the direct decomposition of dead organisms or
by the reduction of nitrates and nitrites in the soil. Most
changes in the nitrogen cycle occur as the result of bacterial
action on one compound or another. Other cycles do not
require the intervention of bacteria. In the sulfur cycle, for
example, sulfur dioxide in the atmosphere can react directly
with compounds in the earth to make new sulfur compounds
that become part of the lithosphere. Those compounds can
then be transferred directly to the biosphere by plants grow-
ing in the earth.

Most cyclesinvolve the transport of an element through
al four parts of the planet—hydrosphere, atmosphere, litho-
sphere, and biosphere. The phosphorous cycle is an exception
since phosphorus is essentially absent from the atmosphere. It
does move from biosphere to the lithosphere (when organisms
die and decay) to the hydrosphere (when phosphorous-con-
taining compounds dissolve in water) and back to the bios-
phere (when plants incorporate phosphorus from water).

Hydrogen and oxygen tend to move together through
the planet in the hydrologic cycle. Precipitation carries water
from the atmosphere to the hydrosphere and lithosphere. It
then becomes part of living organisms (the biosphere) before
being returned to the atmosphere through respiration, transpi-
ration, and evaporation.

All biogeochemical cycles are affected by human activ-
ities. As fossil fuels are burned, for example, the transfer of
carbon from a very old reserve (decayed plants and animals
buried in the earth) to a new one (the atmosphere, as carbon
dioxide) is accelerated. The long-term impact of this form of
human activity on the globa environment, as well as that of
other forms, is not yet known. Some scientists assert, however,
that those affects can be profound, resulting in significant cli-
mate changes far into the future.

See also Atmospheric composition and structure; Chemical
elements; Dating methods; Evolution, evidence of;
Evolutionary mechanisms; Fossil record; Fossils and fos-
silization; Geochemistry; Geologic time; Global warming;
Greenhouse gases and greenhouse effect; Hydrologic cycle;
Origin of life; Petroleum; Stellar life cycle

BIOLOGICAL PURIFICATION - See WATER PoL-

LUTION AND BIOLOGICAL PURIFICATION

BIOSPHERE

The biosphere is the space on and near Earth’s surface that
contains and supports living organisms and ecosystems. It is
typically subdivided into the lithosphere, atmosphere, and
hydrosphere. The lithosphere is the earth’s surrounding layer
composed of solid soil and rock, the atmosphere is the sur-
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rounding gaseous envelope, and the hydrosphere refersto lig-
uid environments such as lakes and oceans, occurring
between the lithosphere and atmosphere. The biosphere’s cre-
ation and continuous evolution result from physical, chemical,
and biological processes. To study these processes amulti-dis-
ciplinary effort has been employed by scientists from such
fields as chemistry, biology, geology, and ecology.

The Austrian geologist Eduard Suess (1831-1914) first
used the term biosphere in 1875 to describe the space on Earth
that contains life. The concept introduced by Suess had little
impact on the scientific community until it was resurrected by
the Russian scientist Vladimir Vernadsky (1863-1945) in
1926 in his book, La biosphere. In that work, Vernadsky
extensively developed the modern concepts that recognize the
interplay between geology, chemistry, and biology in bios-
pheric processes.

For organismsto live, appropriate environmental condi-
tions must exist in terms of temperature, moisture, energy sup-
ply, and nutrient availability.

Energy is needed to drive the functions that organisms
perform, such as growth, movement, waste removal, and
reproduction. Ultimately, this energy is supplied from a source
outside the biosphere, in the form of visible radiation received
from the sun. This electromagnetic radiation is captured and
stored by plants through the process of photosynthesis.
Photosynthesis involves a light-induced, enzymatic reaction
between carbon dioxide and water, which produces oxygen
and glucose, an organic compound. The glucose is used,
through an immense diversity of biochemical reactions, to
manufacture the huge range of other organic compounds
found in organisms. Potential energy is stored in the chemical
bonds of organic molecules and can be released through the
process of respiration; this involves enzymatic reactions
between organic molecules and oxygen to form carbon diox-
ide, water, and energy. The growth of organisms is achieved
by the accumulation of organic matter, also known as biomass.
Plants and some microorganisms are the only organisms that
can form organic molecules by photosynthesis. Heterotrophic
organisms, including humans, ultimately rely on photosyn-
thetic organisms to supply their energy needs.

The major elements that comprise the chemical building
blocks of organisms are carbon, oxygen, nitrogen, phospho-
rus, sulfur, calcium, and magnesium. Organisms can only
acquire these elementsif they occur in chemical formsthat can
be assimilated from the environment; these are termed avail-
able nutrients. Nutrients contained in dead organisms and bio-
logical wastes are transformed by decomposition into
compounds that organisms can reutilize. In addition, organ-
isms can utilize some mineral sources of nutrients. All of the
uptake, excretion, and transformation reactions are aspects of
nutrient cycling.

The various chemical forms in which carbon occurs can
be used to illustrate nutrient cycling. Carbon occurs as the
gaseous molecule carbon dioxide, and in the immense diversity
of organic compounds that make up living organisms and dead
biomass. Gaseous carbon dioxideistransformed to solid organic
compounds (smple sugars) by the process of photosynthesis, as
mentioned previoudy. As organisms grow they deplete the

atmosphere of carbon dioxide. If this were to continue without
carbon dioxide being replenished at the same rate as the con-
sumption, the atmosphere would eventualy be depleted of this
crucia nutrient. However, carbon dioxide is returned to the
atmosphere at about the same rate that it is consumed, as organ-
isms respire their organic molecules, and microorganisms
decompose dead biomass, or when wildfire occurs.

During the long history of life on Earth (about 3.8 bil-
lion years), organisms have drastically altered the chemical
composition of the biosphere. At the same time, the bios-
phere’s chemical composition has influenced which life forms
could inhabit its environments. Rates of nutrient transforma-
tion have not always been in balance, resulting in changes in
the chemica composition of the biosphere. For example,
when life first evolved, the atmospheric concentration of car-
bon dioxide was much greater than today, and there was
amost no free oxygen. After the evolution of photosynthesis
there was a large decrease in atmospheric carbon dioxide and
an increase in oxygen. Much of carbon once present in the
atmosphere as carbon dioxide now occurs in fossil fuel
deposits and limestone rock.

The increase in atmospheric oxygen concentration had
an enormous influence on the evolution of life. It was not until
oxygen reached similar concentrations to what occurs today
(about 21% by volume) that multicellular organisms were able
to evolve. Such organisms require high oxygen concentrations
to accommodate their high rate of respiration.

Most research investigating the biosphere is aimed at
determining the effects that human activities are having on its
environments and ecosystems. Pollution, fertilizer application,
changesin land use, fuel consumption, and other human activ-
ities affect nutrient cycles and damage functional components
of the biosphere, such as the ozone layer that protects organ-
isms from intense exposure to solar ultraviolet radiation, and
the greenhouse effect that moderates the surface temperature
of the planet.

For example, fertilizer application increases the
amounts of nitrogen, phosphorus, and other nutrients that
organisms can use for growth. An excess nutrient availability
can damage lakes through algal blooms and fish kills. Fuel
consumption and land clearing increases the concentration of
carbon dioxide in the atmosphere, and may cause global warm-
ing by intensifying the planet’s greenhouse effect.

Recent interest in long-term, manned space operations
has spawned research into the development of artificial bios-
pheres. Extended missions in space require that nutrients be
cycled in avolume no larger than a building. The Biosphere-2
project, which received agreat deal of popular attention in the
early 1990s, has provided insight into the difficulty of manag-
ing such small, artificial biospheres. Human civilization is
also finding that it is challenging to sustainably manage the
much larger biosphere of planet Earth.

See also Atmospheric pollution; Earth (planet); Environmental
pollution; Evolution, evidence of; Evolution, mechanisms of;
Foliation and exfoliation; Forests and deforestation; Fossil
record; Fossils and fossilization; Freshwater; Gaia hypothesis;
Solar energy
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BLACKETT, PATRICK MAYNARD STUART
(1897-1974)
English physicist

Patrick Maynard Stuart Blackett was a physicist with wide-
ranging scientific and personal interests. He is best known for
his improvements to the Wilson cloud chamber leading to
important discoveries about fundamental particles and cosmic
rays. His contributions to the study of magnetism helped con-
firm continental drift theory. Throughout his career he was
admired as an ingenious experimenter. Blackett was involved
in British military defense strategies during World War 11, but
remained an outspoken critic of Western nuclear policies to
the end of his life. For his work with the Wilson cloud cham-
ber, Blackett was awarded the 1948 Nobel Prize in physics.

Blackett was born in London, England to Arthur Stuart
and Caroline Frances Maynard Blackett. His grandfather had
been Anglican vicar of Croydon, Surrey, and his father was a
stockbroker. As a child he developed a strong interest in
nature, especially birds. Intending a naval career, Blackett
attended Osborne Royal Naval College and Dartmouth Royal
College. He began active naval duty when World War | broke
out in 1914.

After the war, while still in the navy, he studied for six
months at Magdalene College, Cambridge. This experience,
coupled with his sense that the navy was unlikely to pursue
technologica innovations, convinced him to pursue a scien-
tific career. He left the service, graduating from Cambridge
with a B.A. in physics in 1921. In 1924, Blackett married
Costanza Bayon, with whom he had a daughter and a son.

Cambridge's Cavendish Laboratory under Ernest
Rutherford’s direction was one of the world’s foremost centers
of theoretical physics after World War 1. When Blackett
received a fellowship to continue studying there, Rutherford
put him to work with the Wilson cloud chamber. A cloud
chamber is a device that makes it possible to track the move-
ments of fundamental particles. It consists of a transparent
cylinder filled with supersaturated water vapor. The cylinder is
set between the poles of an electromagnet. When charged par-
ticlesarefired into it, the water vapor condenses on the result-
ing ions and creates trails which can be photographed.

Blackett made improvements to a cloud chamber he
inherited from a previous student, and by 1924, was able to
confirm Rutherford's prediction that one element could be
transmuted into another artificialy. By filling the cloud cham-
ber with nitrogen gas and water vapor and bombarding the
mixture with apha particles (helium atoms), Blackett pro-
duced a hydrogen atom and an oxygen isotope.

In 1932, Blackett began a productive collaboration
studying cosmic rays with the Italian physicist Giuseppe P. S.
Occhialini. Cosmic rays were known to reach earth from
extraterrestrial sources, but their exact composition was
unclear. At thetime, very few fundamental particles were pos-
tulated, and cosmic rays were thought to be high-energy pho-
tons, or light quanta.

Blackett and Occhialini further modified the cloud
chamber by combining it with two Geiger counters so that
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they could obtain more continuous photographs of the particle
tracks. After three years and many thousands of photographs,
they were able to confirm the existence of the first antimatter
particle, the positron, which had been predicted by Carl
Anderson. The American physicist Robert A. Millikan had
thought this positively charged particle was a proton, but
Blackett and Occhialini showed that the particle had the same
mass as an electron, and that positrons occurred in “showers’
paired with equal numbers of electrons. Blackett also noted a
curious high energy component of cosmic rays later found to
be the meson.

In 1937, Blackett replaced W. L. Bragg at the University
of Manchester and began to build a strong research facility
there. With the onset of World War 11, he was tapped by the
British government to assist in defense measures. He served
on the Tizard Committee from 1935 to 1936, and became
Director of Naval Operational Research, where he made sta-
tistical analyses of the predicted results of differing military
strategies.

Blackett, however, opposed Britain's efforts to develop
its own nuclear weapons, and though he supported the
American bomb project, he was highly critical of Allied
nuclear policy during and after the war. He decried the bomb-
ing of German civilians and the use of atomic bombs at
Hiroshima and Nagasaki. In 1948, his book Military and
Palitical Consequences of Atomic Energy appeared (published
in America as Fear, War and the Bomb). That same year he
was also awarded the Nobel Prize, but public hostility to his
political views in the climate of the early Cold War overshad-
owed the acclaim accompanying the prize. Blackett did not
return to public service until the election of a Labor govern-
ment in 1964.

In the late 1940s, Blackett became interested in mag-
netism and the rotation of massive bodies. The idea that all
rotating bodies generate magnetism had been discussed for
many years, and if confirmed would have been a major new
physical theory. Based on his study of existing observations of
the magnetism of the Sun, the earth, and some stars, Blackett
thought the hypothesis was plausible. In order to test it, he
devised a magnetometer that was ten thousand times more
sensitive than any previous such instrument. Ultimately
Blackett decided the theory was incorrect, but his interest in
geological magnetism continued. He investigated the history
of changes in the earth’s magnetic field and came to support
the theory of continental drift, which postulates that the earth’s
continents are made of crustal plates that slowly move atop a
layer of molten rock (magma). His magnetometer proved to be
very useful in the study of the magnetic fields of small rocks,
which eventually helped to confirm continental drift.

In 1965, Blackett became president of the Royal
Society, which under his leadership became international in
focus. Though he was happy to be welcomed back into the
public mainstream, Blackett continued making his political
views known, describing himself as a Fabian Sociaist and
advocating acloser solidarity between scientists and the work-
ing class. He also devoted severa years to studying scientific,
political, and economic conditions in India. Blackett's last
academic post was at London’s Imperial College of Science
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and Technology from 1953 to 1965. During his career he
received numerous awards in addition to the Nobel Prize,
including twenty honorary degrees. In 1969, he was made a
life peer, Baron Blackett of Chelsea. Blackett died in London
at the age of 76.

See also Continental shelf; Quantum theory and mechanics

BLIZZARDS AND LAKE EFFECT SNOWS

A Dblizzard is a severe storm, potentially life threatening,
caused by wind-driven snow. Although many blizzards
involve heavy snow falls, smaller snow amounts may still be
driven to blizzard conditions of low visibility and extreme
wind chill.

The United States National Weather Service (NWS)
takes a broader approach to the designation of a blizzard.
NWS classifiesastorm ablizzard if it manifests large amounts
of snowfall, or has blowing snow in near gale force winds
(generally about 35 mph, or 30 knots) or a combination of
wind and snow that reduces visibility for more than a few
hours. Severe conditions that are not quite blizzard-like are
classified as sever winter storms.

Many areas near the Great Lakes in the United States
and Canada are subject to frequent and severe blizzards due to
lake effect snow. Lake effect snow is a meteorological phe-
nomena created by the collision of Artic cold fronts sweeping
generally west to east through Canada and the northern por-
tion of the United States, with the relatively warmer air over-
lying the Great Lakes. Although lake effect snow can occur
over any large body of water in the world, in North America
lake effect snows are most frequently associated with the
Great Lakes.

The combination of moist, unstable air and artic cold
can produce locally heavy snows—especially on areas imme-
diately east of the advancing cold front. Lake effect snow-
storms are unique because they can manifest from otherwise
dry cold fronts that produce clear cold weather in other parts
of the country. L ake effect snow storms are not associated with
advancing cells of low pressure, but rather dense high pressure
Artic cold fronts.

Lake effect snow may contribute to more than half the
annual snowfall for some areas on the east or southeast side of
the Great Lakes. If winds are light enough to move the falling
snow onshore, but not strong enough to blow the developing
system over an area too quickly, snowfalls measuring 4-6 feet
are possible.

Generally, the greater the temperature differential
between the relatively warmer air over the lake and the
advancing cold front, the more pronounced the lake effect
snowfall. If the differential is great enough, and the moisture
of the rising unstable air high enough, thundersnow may
develop (a thunderstorm with snow instead of rain).

See also Land and sea breezes;, Precipitation; Seasons,
Weather forecasting methods; Weather forecasting

BLOUNT DUNES -« see Dunes
BLOWING DUST - see DuNE FIELDS

BLUESCHIST - see Scrist

BOHR MODEL

The Bohr model of atomic structure was developed by Danish
physicist and Nobel laureate Niels Bohr (1885-1962).
Published in 1913, Bohr's model improved the classical
atomic models of physicists J. J. Thomson and Ernest
Rutherford by incorporating quantum theory. While working
on his doctoral dissertation at Copenhagen University, Bohr
studied physicist Max Planck’s quantum theory of radiation.
After graduation, Bohr worked in England with Thomson and
subsequently with Rutherford. During this time Bohr devel-
oped his model of atomic structure.

Before Bohr, the classical model of the atom was simi-
lar to the Copernican model of the solar system where, just as
planets orbit the Sun, electrically negative electrons moved in
orbits about a relatively massive, positively charged nucleus.
The classical model of the atom allowed electrons to orbit at
any distance from the nucleus. This predicted that when, for
example, a hydrogen atom was heated, it should produce a
continuous spectrum of colors as it cooled because its elec-
tron, moved away from the nucleus by the heat energy, would
gradually give up that energy as it spiraled back closer to the
nucleus. Spectroscopic experiments, however, showed that
hydrogen atoms produced only certain colors when heated. In
addition, physicist James Clark Maxwell’s influential studies
on electromagnetic radiation (light) predicted that an electron
orbiting around the nucleus according to Newton’s laws would
continuously lose energy and eventually fall into the nucleus.
To account for the observed properties of hydrogen, Bohr pro-
posed that electrons existed only in certain orbits and that,
instead of traveling between orbits, electrons made instanta-
neous quantum leaps or jumps between alowed orbits.

In the Bohr model, the most stable, lowest energy level
isfound in the innermost orbit. Thisfirst orbital forms a shell
around the nucleus and is assigned a principal quantum num-
ber (n) of n = 1. Additiona orbital shells are assigned values
n=2,n=3, n=4, etc. The orbital shells are not spaced at
equal distances from the nucleus, and the radius of each shell
increases rapidly as the square of n. Increasing numbers of
electrons can fit into these orbital shells according to the for-
mula 2n2, The first shell can hold up to two electrons, the sec-
ond shell (n = 2) up to eight electrons, and the third shell
(n=3) upto 18 electrons. Subshells or suborbitals (designated
s, p, d, and f) with differing shapes and orientations allow each
element a unique electron configuration.

As electrons move farther away from the nucleus, they
gain potential energy and become less stable. Atoms with elec-
tronsin their lowest energy orbits arein a“ground” state, and
those with electrons jumped to higher energy orbits are in an
“excited” state. Atoms may acquire energy that excites elec-
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trons by random thermal collisions, collisions with subatomic
particles, or by absorbing a photon. Of al the photons (quan-
tum packets of light energy) that an atom can absorb, only
those that have energy equal to the energy difference between
alowed electron orbits are absorbed. Atoms give up excess
internal energy by giving off photons as electrons return to
lower energy (inner) orbits.

The electron quantum leaps between orbits proposed by
the Bohr model accounted for Plank’s observations that atoms
emit or absorb electromagnetic radiation only in certain units
called quanta. Bohr's model also explained many important
properties of the photoelectric effect described by Albert
Einstein.

According to the Bohr model, when an electron is
excited by energy it jumps from its ground state to an excited
state (i.e., a higher energy orbital). The excited atom can then
emit energy only in certain (quantized) amounts as its elec-
trons jump back to lower energy orbits located closer to the
nucleus. This excess energy is emitted in quanta of electro-
magnetic radiation (photons of light) that have exactly the
same energy as the difference in energy between the orbits
jumped by the electron. For hydrogen, when an electron
returns to the second orbital (n = 2) it emits a photon with
energy that corresponds to a particular color or spectral line
found in the Balmer series of lines located in the visible por-
tion of the electromagnetic (light) spectrum. The particular
color in the series depends on the higher orbital from which
the electron jumped. When the electron returns al the way to
the innermost orbital (n = 1), the photon emitted has more
energy and forms a line in the Lyman series found in the
higher energy, ultraviolet portion of the spectrum. When the
electron returns to the third quantum shell (n = 3), it retains
more energy and, therefore, the photon emitted is correspond-
ingly lower in energy and forms a line in the Paschen series
found in the lower energy, infrared portion of the spectrum.

Because electrons are moving charged particles, they
also generate a magnetic field. Just as an ampere is a unit of
electric current, a magneton is a unit of magnetic dipole
moment. The orbital magnetic moment for hydrogen atom is
called the Bohr magneton.

Bohr's work earned a Nobel Prize in 1922.
Subseguently, more mathematically complex models based on
the work of French physicist Louis Victor de Broglie
(1892-1987) and Austrian physicist Erwin Schrédinger
(1887-1961) that depicted the particle and wave nature of
electrons proved more useful to describe atoms with more
than one electron. The standard model incorporating quark
particles further refines the Bohr model. Regardless, Bohr’s
model remains fundamental to the study of chemistry, espe-
cialy the valence shell concept used to predict an element’s
reactive properties.

The Bohr model remains a landmark in scientific
thought that poses profound questions for scientists and
philosophers. The concept that el ectrons make quantum leaps
from one orbit to another, as opposed to simply moving
between orbits, seems counter-intuitive, that is, outside the
human experience with nature. Bohr said, “Anyone who is not
shocked by quantum theory has not understood it.” Like much

76 °

of quantum theory, the proofs of how nature works at the
atomic level are mathematical.

See also Atomic mass and weight; Atomic number; Quantum
electrodynamics (QED); Quantum theory and mechanics

BOHR, NIELS (1885-1962)
Danish physicist

Niels Bohr received the Nobel Prize in physicsin 1922 for the
guantum mechanical model of the atom that he had developed
a decade earlier, the most significant step forward in scientific
understanding of atomic structure since English physicist John
Dalton first proposed the modern atomic theory in 1803. Bohr
founded the Institute for Theoretical Physics at the University
of Copenhagen in 1920, an Institute later renamed for him. For
well over half a century, the Institute was a powerful forcein
the shaping of atomic theory. It was an essentia stopover for
al young physicists who made the tour of Europe’s center of
theoretical physics in the mid-twentieth century. Also during
the 1920s, Bohr thought and wrote about some of the funda-
mental issues raised by modern quantum theory. He devel-
oped two basic concepts, the principles of complementarity
and correspondence, both of which he held must direct al
future work in physics. In the 1930s, Bohr became interested
in problems of the atomic nucleus and contributed to the
development of the liquid-drop model of the nucleus, a model
used in the explanation of nuclear fission.

Niels Henrik David Bohr was born on in Copenhagen,
Denmark, the second of three children of Christian and Ellen
Adler Bohr. Bohr's early upbringing was enriched by a nurtur-
ing and supportive home atmosphere. His mother had come
from a wedlthy Jewish family involved in banking, govern-
ment, and public service. Bohr’sfather was a professor of phys-
iology at the University of Copenhagen. His closest friends met
every Friday night to discuss events, and often, young Nielslis-
tened to the conversations during these gatherings.

Bohr became interested in science at an early age. His
biographer, Ruth Moore, has written in her book Niels Bohr:
The Man, His Science, and the World They Changed that as a
child he “was aready fixing the family clocks and anything
else that needed repair.” Bohr received his primary and sec-
ondary education at the Gammelholm School in Copenhagen.
He did well in his studies, athough he was apparently over-
shadowed by the work of his younger brother Harald, who
later became a mathematician. Both brothers were also excel-
lent soccer players.

On his graduation from high school in 1903, Bohr
entered the University of Copenhagen, where he majored in
physics. He soon distinguished himself with a noteworthy
research project on the surface tension of water as evidenced
in avibrating jet stream. For thiswork, he was awarded agold
medal by the Royal Danish Academy of Science in 1907. In
the same year, he was awarded his bachelor of science degree,
to be followed two years later by a master of science degree.
Bohr then stayed on at Copenhagen to work on his doctorate,
which he gained in 1911. His doctoral thesis dealt with the
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electron theory of metals and confirmed the fact that classical
physical principles were sufficiently accurate to describe the
qualitative properties of metals but failed when applied to
guantitative properties. Probably the main result of this
research was to convince Bohr that classical electromagnetism
could not satisfactorily describe atomic phenomena. The stage
had been set for Bohr’s attack on the most fundamenta ques-
tions of atomic theory.

Bohr decided that the logical place to continue his
research was at the Cavendish Laboratory at Cambridge
University. The director of the laboratory at the time was
English physicist J. J. Thomson, discoverer of the electron.
Only afew months after arriving in England in 1911, however,
Bohr discovered that Thomson had moved on to other topics
and was not especially interested in Bohr’s thesis or ideas.
Fortunately, however, Bohr met English physicist Ernest
Rutherford, then at the University of Manchester, and received
a much more enthusiastic response. As a result, he moved to
Manchester in 1912 and spent the remaining three months of
histime in England working on Rutherford’s nuclear model of
the atom.

On July 24, 1912, Bohr boarded ship for his return to
Copenhagen and a job as assistant professor of physics at the
University of Copenhagen. Also waiting for him was his
bride-to-be Margrethe Ngrlund, whom he married on August
1. The couple later had six sons. One son, Aage, earned ashare
of the 1975 Nobel Prize in physics for his work on the struc-
ture of the atomic nucleus.

Thefield of atomic physics was going through adifficult
phase in 1912. Rutherford had only recently discovered the
atomic nucleus, which had created a profound problem for
theorists. The existence of the nucleus meant that electrons
must have been circling it in orbits somewhat similar to those
traveled by planets in their motion around the sun. According
to classical laws of electrodynamics, however, an electricaly
charged particle would continuously radiate energy as it trav-
eled in such an orbit around the nucleus. Over time, the elec-
tron would spira ever closer to the nucleus and eventually
collide with it. Although electrons clearly must be orbiting the
nucleus, they could not be doing so according to classical laws.

Bohr arrived at a solution to this dilemma in a some-
what roundabout fashion. He began by considering the ques-
tion of atomic spectra. For more than a century, scientists had
known that the heating of an element produces a characteris-
tic line spectrum; that is, the specific pattern of lines produced
is unique for each specific element. Although a great deal of
research had been done on spectral lines, no one had thought
very deeply about what their relationship might be with atoms,
the building blocks of elements.

When Bohr began to attack this question, he decided to
pursue a line of research begun by the German physicist
Johann Balmer in the 1880s. Balmer had found that the lines
in the hydrogen spectrum could be represented by arelatively
simple mathematical formula relating the frequency of a par-
ticular line to two integers whose significance Balmer could
not explain. It was clear that the formula gave very precise
values for line frequencies that corresponded well with those
observed in experiments.

Niels Bohr. Library of Congress.

When Bohr’s attention was first attracted to this for-
mula, he realized at once that he had the solution to the prob-
lem of electron orbits. The solution that Bohr worked out was
both simple and elegant. In a brash display of hypothesizing,
Bohr declared that certain orbits existed within an atom in
which an electron could travel without radiating energy; that
is, classica laws of physics were suspended within these
orbits. The two integers in the Bamer formula, Bohr said,
referred to orbit numbers of the “ permitted” orbits, and the fre-
quency of spectral lines corresponded to the energy released
when an electron moved from one orbit to another.

Bohr’s hypothesis was brash because he had essentially
no theoretical basis for predicting the existence of “allowed”
orbits. To be sure, German physicist Max Planck’s quantum
hypothesis of a decade earlier had provided some hint that
Bohr’s “quantification of space” might make sense, but the
fundamenta argument for accepting the hypothesis was sim-
ply that it worked. When his model was used to calculate a
variety of atomic characteristics, it did so correctly. Although
the hypothesis failed when applied to detailed features of
atomic spectra, it worked well enough to earn the praise of
many colleagues.

Bohr published his theory of the “planetary atom” in
1913. That paper included a section that provided an interest-
ing and decisive addendum to his basic hypothesis. One of the
apparent failures of the Bohr hypothesis was its seeming
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inability to predict a set of spectral lines known as the
Pickering series, linesfor which the two integersin the Balmer
formula required half-integral values. According to Bohr, of
course, no “half-orbits’ could exist that would explain these
values. Bohr’s solution to this problem was to suggest that the
Pickering series did not apply to hydrogen at all, but to helium
atoms that had lost an electron. He rewrote the Balmer for-
mulato reflect this condition.

Within ashort period of time spectroscopistsin England
had studied samples of helium carefully purged of hydrogen
and found Bohr’s hypothesis to be correct. Although a number
of physicists were still debating Bohr’s theory, at least one—
Rutherford—was convinced that the young Danish physicist
was a highly promising researcher. He offered Bohr a post as
lecturer in physics at Manchester, a job that Bohr eagerly
accepted and held from 1914 to 1916. He then returned to the
University of Copenhagen, where a chair of theoretical
physics had been created specifically for him. Within a few
years he was to become involved in the planning for and con-
struction of the University of Copenhagen’s new Institute for
Theoretical Physics, of which he was to serve as director for
the next four decades.

In many ways, Bohr’'s atomic theory marked a sharp
break between classica physics and a revolutionary new
approach to natural phenomena made necessary by quantum
theory and relativity. He was very much concerned about how
scientists could and should now view the physical world, par-
ticularly in view of the conflicts that arose between classical
and modern laws and principles. During the 1920s and 1930s,
Bohr wrote extensively about this issue, proposing along the
way two concepts that he considered to be fundamenta to the
“new physics.” Thefirst was the principle of complementarity
that says, in effect, that there may be more than one true and
accurate way to view natural phenomena. The best exampl e of
this situation is the wave-particle duality discovered in the
1930s, when particles were found to have wavelike character-
istics and waves to have particle-like properties. Bohr argued
that the two parts of a duality may appear to be inconsistent or
even in conflict and that one can use only one viewpoint at a
time, but he pointed out that both are necessary to obtain a
complete view of particles and waves.

The second principle, the correspondence principle, was
intended to show how the laws of classical physics could be
preserved in light of the new quantum physics. We may know
that quantum mechanics and relativity are essential to an
understanding of phenomena on the atomic scale, Bohr said,
but any conclusion drawn from these principles must not con-
flict with observations of the real world that can be made on a
macroscopic scale. That is, the conclusions drawn from theo-
retical studies must correspond to the world described by the
laws of classical physics.

In the decade following the publication of his atomic
theory, Bohr continued to work on the application of that the-
ory to atoms with more than one electron. The original theory
had dealt only with the simplest of al atoms, hydrogen, but it
was clearly of some interest to see how that theory could be
extended to higher elements. In March, 1922, Bohr published
a summary of his conclusions in a paper entitted “The
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Structure of the Atoms and the Physical and Chemical
Properties of the Elements.” Eight months later, Bohr learned
that he had been awarded the Nobel Prize in physics for his
theory of atomic structure, by that time universally accepted
among physicists.

During the 1930s, Bohr turned to a new, but related,
topic: the composition of the atomic nucleus. By 1934, scien-
tists had found that the nucleus consists of two kinds of parti-
cles, protons and neutrons, but they had relatively little idea
how those particles are arranged within the nucleus and what
its general shape was. Bohr theorized that the nucleus could be
compared to a liquid drop. The forces that operate between
protons and neutrons could be compared in some ways, he
said, to the forces that operate between the molecules that
make up a drop of liquid. In this respect, the nucleus is no
more static than a droplet of water. Instead, Bohr suggested,
the nucleus should be considered to be constantly oscillating
and changing shape in response to its internal forces. The
greatest success of the Bohr liquid-drop model was its later
ability to explain the process of nuclear fission discovered by
German chemist Otto Hahn, German chemist Fritz
Strassmann, and Austrian physicist Lise Meitner in 1938.

Bohr continued to work at his Institute during the early
years of World War 11, devoting considerable effort to helping
his colleagues escape from the dangers of Nazi Germany.
When he received word in September 1943 that his own life
was in danger, Bohr decided that he and hisfamily would have
to leave Denmark. The Bohrs were smuggled out of the coun-
try to Sweden aboard a fishing boat and then, a month later,
flown to England in the empty bomb bay of a Mosquito
bomber. The Bohrs then made their way to the United States,
where both Bohr and his son became engaged in work on the
Manhattan Project to build the world's first atomic bombs.

After the War, Bohr, like many other Manhattan Project
researchers, became active in efforts to keep control of atomic
weapons out of the hands of the military and under close civil-
ian supervision. For his long-term efforts on behalf of the
peaceful uses of atomic energy, Bohr received the first Atoms
for Peace Award given by the Ford Foundation in 1957.
Meanwhile, Bohr had returned to his Institute for Theoretical
Physics and become involved in the creation of the European
Center for Nuclear Research (CERN). He also took part in the
founding of the Nordic Institute for Theoretical Atomic
Physics (Nordita) in Copenhagen. Nordita was formed to fur-
ther cooperation among and provide support for physicists
from Norway, Sweden, Finland, Denmark, and |celand.

Bohr reached the mandatory retirement age of seventy
in 1955 and was required to leave his position as professor of
physics at the University of Copenhagen. He continued to
serve as director of the Institute for Theoretical Physics until
his death in Copenhagen at the age of 77.

Bohr was held in enormous respect and esteem by his
colleagues in the scientific community. American physicist
Albert Einstein, for example, credited him with having a “rare
blend of boldness and caution; seldom has anyone possessed
such an intuitive grasp of hidden things combined with such a
strong critical sense.” Among the many awards Bohr received
werethe Max Planck Medal of the German Physical Society in




WORLD OF EARTH SCIENCE

Brahe, Tycho

1930, the Hughes (1921) and Copley (1938) medals of the
Roya Society, the Franklin Meda of the Franklin Institute in
1926, and the Faraday Meda of the Chemical Society of
London in 1930. He was elected to more than twenty scientific
academies around the world and was awarded honorary doc-
torates by a dozen universities, including Cambridge, Oxford,
Manchester, Edinburgh, the Sorbonne, Harvard, and Princeton.

See also Bohr Model

BORA - see SeasonaL winbs

BOULDER - see Rock

BOWEN’S REACTION SERIES

Bowen's reaction series describes the formation of minerals as
magma cools. Rocks formed from magma are igneous rocks,
and minerals crystallize as magma cools. The temperature of
the magma and the rate of cooling determine which minerals
are stable (i.e., which minerals can form) and the size of the
mineral crystals formed (i.e., texture). The slower a magma
cools, the larger crystals can grow.

Named after geologist Norman L. Bowen (1887-1956),
Bowen's reaction series allows geologists to predict chemical
composition and texture based upon the temperature of a cool-
ing magma.

Bowen's reaction series is usually diagramed asa “Y”
with horizontal lines drawn across the “Y.” The first horizon-
tal line—usually placed just above the top of the “Y”—repre-
sents a temperature of 3,272°F (1,800°C). The next horizontal
line, represents a temperature of 2,012°F (1,100°C) and is
located one-third of the way between the top of the “Y” and
the point where the two arms join the base. A third line repre-
senting atemperature of 1,652°F (900°C) islocated two-thirds
of the way from the top of the “Y” to juncture of the upper
arms. A fourth horizontal line—representing a temperature of
1,112deg;F (600°C)—intersects the triple point junction
where the upper arms of the “Y” meet the base portion.

The horizontal temperature lines divide the “Y” into
four compositional sections. Mineral formation is not possible
above 3,272°F (1,800°C). Between 2,012°F (1,100°C) and
3,272°F (1,800°C), rocks are ultramafic in composition.
Between 1,652°F (900°C) and 2,012°F (1,100°C), rocks are
mafic in composition. Between 1,112°F (600°C) and 1,652°F
(900°C), rocks are intermediate in composition. Below
1,112°F (600°C), felsic rocks form.

The upper arms of the “Y” represent two different for-
mation pathways. By convention, the left upper arm represents
the discontinuous arm or pathway. The upper right arm repre-
sents the continuous arm or continuous path of formation. The
discontinuous arm represents mineral formations rich in iron
and magnesium. The first mineral to form is olivine—it is the
only mineral stable at or just below 3,272°F (1,800°C). Asthe
temperature decreases, pyroxene becomes stable. The general

chemical compositional formula—used throughout this article
and not to be confused with a balanced molecular or empirical
chemical formula—at the highest temperatures includes iron,
magnesium, silicon, and oxygen (FeMgSIO, but no quartz). At
approximately 2,012°F (1,100°C), calcium containing miner-
a's (CaFeMgSiO) become stable. Asthe temperature lowersto
1,652°F (900°C), amphibole (CaFeMgSiOOH) forms. As the
magmas cools to 1,112°F (600°C), biotite (KFeMgSiOOH)
formation is stable.

The continuous arm of Bowen's reaction series repre-
sents the formation of feldspar (plagioclase) in a continuous
and gradual series that starts with calcium rich feldspar (Ca-
feldspar, CaAlISiO) and continues with a gradual increase in
the formation of sodium containing feldspar (Ca-Na-feldspar,
CaNaAISIO) until an equilibrium is established at approxi-
mately 1,652°F (900°C). As the magmas cool and the calcium
ions are depleted, the feldspar formation becomes predomi-
nantly sodium feldspar (Na-feldspar, NaAlSIO). At 1,112°F
(600°C), the feldspar formation is nearly 100% sodium
feldspar (Na-feldspar, NaAISIO).

At or just below 1,112°F (600°C), the upper arms of the
“Y” join the base. At this point in the magma cooling, K-
feldspar or orthoclase (KAISIO) forms and as the temperature
begins to cool further, muscovite (KAISIOOH) becomes sta-
ble. Just above the base of the “Y,” the temperature is just
above the point where the magma completely solidifies. At
these coolest depicted temperatures (just above 392°F
[200°C]), quartz (SiO) forms.

The time that the magma is allowed to cool will then
determine whether the rock will be pegmatite (produced by
extremely slow cooling producing very large crystals),
phaneritic (produced by slow cooling that produces visible
crystals), aphanitic (intermediate cooling times that produce
microscopic crystals), or glassy in texture (a product of rapid
cooling without crystal formation). When magmas experience
differential cooling conditions, they produce porphyritic rock,
a mixture of crystal sizes and exhibit either a phaneritic or
aphanitic groundmass.

Although the above temperature and percentage compo-
sition data are approximate, simplified (e.g., the formation of
hornblende has been omitted), and idealized, Bowen's reac-
tion series alows the prediction of mineral content in rock
and, by examination of rock, alows the reverse determination
of the conditions under which the magma cooled and igneous
rock formed.

See also Chemical bonds and physical properties; Crystals and
crystallography; Magmachamber; Mineralogy; Rate factorsin
geologic processes, Temperature and temperature scales

BRAHE, TYCHO (1546-1601)

Danish astronomer

Tycho Brahe was one of the most colorful astronomersin his-
tory. Born in Denmark, Brahe was “adopted” (some say kid-

napped) by his childless uncle at the age of one. Either way,
his father, a Swedish nobleman, did not pursue the matter
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Tycho Brahe. New York Public Library Picture Collection.

(Brahe's given name was “ Tyge,” but the Latinized version is
more common.)

Brahe received an excellent education. At the age of 13
he entered the University of Copenhagen, where he studied
rhetoric and philosophy. He was well on his way toward a
career in politics when he witnessed an eclipse of the Sun on
August 21, 1560. Brahe spent the next two years studying
mathematics and astronomy. He moved on to the University
of Leipzigin 1562 where atutor tried to influence him to study
law, but Brahe refused to be diverted.

In August 1563, he made his first recorded observation,
a close grouping between Jupiter and Saturn. (It was not until
many years that Galileo first used a telescope to make astro-
nomical observations; Brahe's precise work was done with the
naked eye.) This was the turning point of his career. He was
perturbed to note that this event occurred a month before its
predicted date, and he began to buy astronomical instruments
that would allow him to make very precise measurements so
he could produce more accurate tables of data. He also devel-
oped interests in alchemy and astrology (which he considered
a science) and began to cast horoscopes that, if nothing else,
generated some income.

In November 1572, a supernova burst into view in the
congtellation of Cassiopeia, and Brahe was enthralled. The
new star became brighter than Venus and was visible for eight-
een months. He described it (along with its astrological “sig-
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nificance”) with such detail in a book, the new star became
known as “Tycho's star.”

The book did three things: the title De Nova Stella
(Concerning the new star) linked the name novato al explod-
ing stars. In addition, Brahe had been unable to make a paral-
lax measurement for the nova. That indicated that it was much
more distant than the Moon, which was a crushing blow to
Aristotle’s teachings that the heavens were perfect and
unchanging. The third accomplishment was in establishing
Brahe's reputation as an astronomer. The book was almost not
produced. Initialy, Brahe felt it was beneath his dignity as a
nobleman to publish, but he was soon convinced otherwise.

Brahe's arrogance was legendary. At the age of nine-
teen, hewasinvolved in aduel over amathematical point, dur-
ing which helost his nose. He spent the rest of hislife wearing
aprosthesis. Fortunately, one of the few individuals not alien-
ated by Brahe was Frederick 11, the king of Denmark. In 1576,
this patron of science gave Brahe asmall island called Hveen,
subsidized the building of an observatory there, and endowed
Brahe with an annual payment. This became the first real
astronomical observatory in history, and Brahe, aways mind-
ful of his noble background, saw to it that no expense was
spared. The principal building, Uraniborg (Castle of the heav-
ens), was the main residence; next to it was built the main
observatory, Stjerneborg (Castle of the stars).

In 1577, abright comet was visible, and Brahe observed
it with great care. Measurements showed that it, too, was fur-
ther than the moon and could not be atmospheric phenomena
as Aristotle taught. Worse, Brahe reluctantly came to the con-
clusion that the path of the comet was not circular but elon-
gated. This meant it would have to pass through the “ spheres’
that carried the planets around the sky, which would be impos-
sible unless the spheres did not exist.

This concept troubled Brahe, who rejected the Sun-cen-
tered theory of Nicholas Copernicus because it not only vio-
lated scripture, it contradicted the teachings of Ptolemy. Brahe
also reasoned that if Copernican theory was correct, he should
have been able to detect stellar parallax as the year passed, but
he could not.

Brahe tried to reconcile his beliefs with his observations
by proposing a solar system in which all the planets orbited
around the Sun, but the Sun orbited around the earth (to
account for ayear), and the celestial sphere made asingle rota-
tion each day. This would follow Copernicus's theory, do
away with the Greeks planetary spheres, and still keep the
earth at its preeminent position. The Tychonic Theory was
almost entirely ignored.

Brahe spent 20 years at Hveen, making exceptionally
accurate observations. He used devices such as a huge quadrant
with aradius of 6 feet (1.83 m), sextants, a bipartite arc, astro-
labes, and various armillae. His measurements were the most
precise that could be made without the aid of a telescope. He
made corrections for nearly every known astronomical meas-
urement and made Pope Gregory’s calendar reformin 1582 pos-
sible. (Brahe himself did not adopt the new calendar until 1599.)

Frederick Il died in 1588. His son, Christian 1V, was
only 11, so the country was ruled by regents, who left Brahe
to his own devices. When Christian came of age in 1596, he
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quickly lost patience with the expensive, haughty astronomer,
and Brahe was relieved of hisroyal duties the following year.

Brahe moved to Prague, where he resumed observing.
As an assistant he employed a young German named
Johannes Kepler, to whom he gave al his observations on
Mars and the task of preparing tables of planetary motion.
This would turn out to be the most significant decision of his
life, as Kepler used the data to determine the elliptical nature
of planetary motion.

BRAUN, WERNHER VON (1912-1977)

German-born American aerospace engineer

Wernher von Braun was the most famous rocket engineer of
his time, noted promoter of space flight. Teams under his
direction designed the V-2, Redstone, Jupiter, and Pershing
missiles, as well as the Jupiter C, Juno, and Saturn launch
vehicles that carried most of the early U.S. satellites and
spacecraft beyond the earth’s atmosphere and ultimately to the
moon. He became both a celebrity and a national hero in the
United States, winning numerous awards, including the first
Robert H. Goddard Memorial Trophy in 1958, the
Distinguished Federal Civilian Service Award (presented by
President Dwight D. Eisenhower) in 1959, and the National
Medal of Sciencein 1977. As President immy Carter stated at
the time of his death: “To millions of Americans, [his] name
was inextricably linked to our exploration of space and to the
creative application of technology. He was not only a skillful
engineer but also a man of bold vision; his inspirational |ead-
ership helped mobilize and maintain the effort we needed to
reach the Moon and beyond.”

The second of three children (all male), Wernher
Magnus Maximilian von Braun was born in the east German
town of Wirsitz (later, Wyrzysk, Poland). He was the son of
Baron Magnus Alexander Maximilian von Braun—then the
principal magistrate (Landrat) of the governmental district
and later (1932—early 1933) the minister of nutrition and agri-
culture in the last two governments of the Weimar Republic
before Hitler rose to power in Germany—and of Emmy (von
Quistorp) von Braun, a well-educated woman from the
Swedish-German aristocracy with a strong interest in biology
and astronomy. She inspired her son’s interest in space flight
by supplying him with the science fiction works of Jules
Verne and H. G. Wells and by giving him atelescope as a gift
upon his confirmation into the Lutheran church in his early
teens, instead of the customary watch or camera. Despite
these influences, the young von Braun was initially a weak
student and was held back one year in secondary school
because of hisinability in math and physics. Due to hisinter-
est in astronomy and rockets, he obtained a copy of space pio-
neer Hermann Oberth’'s book Die Rakete zu den
Planetrdumen (“Rockets to planetary space’) in 1925.
Appalled that he could not understand its complicated mathe-
matical formulas, he determined to master his two weakest
subjects. Upon completion of secondary school, von Braun

Wernher von Braun. Library of Congress.

entered the Berlin-Charlottenburg Institute of Technology,
where he earned a bachelor of science in mechanical engi-
neering and aircraft construction in 1932.

In the spring of 1930, von Braun found time to work as
part of the German Society for Space Travel, a group founded
in part by Hermann Oberth which experimented with small,
liquid-fueled rockets. Although Oberth returned to a teaching
position in his native Romania, von Braun continued working
with the society. When the group ran short of funds during the
Depression, von Braun, then twenty, reluctantly accepted the
sponsorship of the German military. In 1932 he went to work
for the German army’s ordnance department at Kummersdorf
near Berlin, continuing to develop liquid-fueled rockets.
Entering the University of Berlin about this same time, he
used his work at Kummersdorf as the basis for his doctoral
dissertation and received his Ph.D. in physicsin 1934.

Von Braun's staff at Kummersdorf eventually grew to
some eighty people, and in early 1937, the group moved to
Peenemiinde, a town on the Baltic coast where the German
army together with the air force had constructed new facilities.
Before the move, engineers at Kummersdorf had begun devel-
oping ever-larger rockets, and in 1936 they completed the pre-
liminary design for the A—4, better known as the V-2. This
was an exceptionally ambitious undertaking, since the missile
was to be 45 feet long, deliver a 1-ton warhead to a target
some 160 miles distant, and employ a rocket motor that could
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deliver a 25-ton thrust for 60 seconds, compared to the 1.5
tons of thrust supplied by the largest liquid-fueled rocket
motors then available. Von Braun’s team encountered numer-
ous difficulties—perfecting the injection system for the pro-
pellants, mastering the aerodynamic properties of the missile,
and especially in developing its guidance and control system.
Thus, even with the assistance of private industry and univer-
sities, the first successful launch of the A—4 did not occur at
Peenemiinde until October 3, 1942. Despite this success,
failed launches continued to plague the project, and as aresult
thefirst fully operational V—2s were not fired until September
1944. Between then and the end of the war, approximately
6,000 rockets were manufactured at an underground produc-
tion site named Mittelwerk, using the slave labor of concen-
tration camp inmates and prisoners of war. Although several
thousand V—2s struck London, Antwerp, and other allied tar-
gets, they were not strategically significant in the German war
effort. Their importance lies in the technological advances
they brought to the development of rocketry.

Asthewar drew to aclosein Europe in the early months
of 1945, von Braun organized the move of hundreds of people
from Peenemiinde to Bavaria so they could surrender to the
Americans rather than the Soviets. Subsequently, about 120 of
them went to Fort Bliss near El Paso, Texas, as part of amili-
tary operation called Project Paperclip. They worked on rocket
development and employed captured V—2s for high atitude
research at the nearby White Sands Proving Ground in New
Mexico. In the midst of these efforts, von Braun returned to
Germany to marry, returning with his wife to Texas after the
wedding. In 1950, the von Braun team transferred to the
Redstone Arsenal near Huntsville, Alabama, where between
April 1950 and February 1956, it developed the Redstone
medium-range ballistic missile under his technical direction.
Deployed in 1958, the Redstone was basically an offshoot of
the V-2 but featured severa modifications including an
improved inertial guidance system. The Redstone also served
as a launch vehicle, placing Alan B. Shephard and Virgil I.
“Gus’ Grissom in suborbital flight in May and July 1961,
respectively. Meanwhile, in February 1956, von Braun
became the director of the development operations division of
the newly established Army Ballistic Missile Agency
(ABMA) in Huntsville. While located there, he and his wife
raised three children. Von Braun himself becameaU.S. citizen
on April 14, 1955.

Undoubtedly the greatest claim to fame of von Braun
and histeam was the powerful Saturn family of rockets, which
propelled Americans into lunar orbit and landed 12 of them on
the moon between July 1969 and January 1971. Development
of these launch vehicles began under ABMA and was com-
pleted during the decade after July 1, 1960, when von Braun
and over 4,000 ABMA personnel transferred to the National
Aeronautics and Space Administration (NASA), forming the
George C. Marshall Space Flight Center, which von Braun
directed until February 1970. The Saturn | and Ib were devel-
opmental rockets leading to the massive Saturn V that actually
launched the astronauts of the Apollo program. Propelled by
liquid oxygen and keroseneinitsfirst stage, liquid oxygen and
liquid hydrogen for the two upper stages, the Saturn V stood

363 feet high, six stories above the level of the Statue of
Liberty. Its first stage constituted the largest aluminum cylin-
der ever produced; its valves were as large as barrels, its fuel
pumps larger than refrigerators.

As von Braun repeatedly insisted, he and his team were
not alone responsible for the success of the Saturn and Apollo
programs. In fact, the engineers at Marshall often urged more
conservative solutions to problems occurring in both programs
than NASA ultimately adopted. To von Braun's credit, he
invariably accepted and supported the more radical approaches
once he was convinced they were right. One example involved
the debate over all-up versus step-by-step testing of Saturn V.
Having experienced numerous rocket system failures going
back to the V-2 and beyond, the German engineers favored
testing each stage of the complicated rocket. At NASA head-
quarters, however, administrator George Mueller preferred the
Air Force approach, which relied much more heavily on
ground testing. He therefore insisted upon testing Saturn V all
at oncein order to meet President John F. Kennedy’s ambitious
goal of landing an American on the moon before the end of the
decade. Ever cautious, von Braun hesitated but finally con-
curred in the ultimately successful procedure.

Beyond his role as an engineer, scientist, and project
manager, von Braun was also an important advocate for space
flight, publishing numerous books and magazine articles,
serving as a consultant for television programs and films as
well as testifying before Congress. Perhaps most important in
this regard were his contributions, with others, to a series of
Collier’s articles from 1952 to 1953 and to a Walt Disney tel-
evision series produced by Ward Kimball from 1955 to 1957.
Both series were enormously influential and, along with the
fears aroused by the Soviet space program, galvanized
American efforts to conquer space.

See also History of manned space exploration; Spacecraft,
manned

BRECCIA

Breccias are rocks composed of angular clasts (fragments). In
monomictic breccias, clasts have the same composition,
whereas polymictic breccias contain clasts of different com-
positions. Sedimentary breccias comprise more than 30%
gravel-size (>2mm) angular clasts produced by mechanical
weathering or brittle deformation of nearby rocks. Their angu-
lar shape implies minimal transport. Sedimentary breccias
develop at the base of talus slopes or in proximity to active
faults. Karst brecciaforms during erosion, dissolution and col-
lapse of limestone. Pressure solution due to high local stresses
at contacts between angular fragments of limestone, marble, or
chert can result ininterpenetration of clasts. Breccias can form
during the emplacement of igneous bodies by explosive exso-
lution of volatile phases and/or explosive interaction of
magma With groundwater. Intrusive breccias (such as associ-
ated with kimberlite pipes) often contain fragments of both
intrusive and host rocks. Igneous breccia dykes may contain a
wide range of rock fragments sampled during magma ascent
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and thus, provide information about the composition of rocks
at deeper levels. Vol canic breccias containing lithic (rock) and
vitric (glass and pumice) fragments form near subaerial vol-
canic vents.

Fault brecciation (or tectonic comminution) can occur
due to the development and linkage of a network of fractures
during faulting in the upper crust. The size of breccia frag-
ments is highly variable. Milling or wear abrasion during dis-
placement on faults may result in further brecciation and size
reduction. Fracturing occurs when the applied stress exceeds
the brittle resistance of the material or by transient el evation of
fluid pressure (hydraulic or fluid-assisted brecciation). The
interaction of hydrothermal fluids with tectonically brecciated
rock produces hydrothermal breccias common in ore deposits.
Brecciation may also occur due to implosion of avein result-
ing from a sudden decrease in pressure (critical fracturing) in
response to a sudden opening of space generated by rapid slip
or intersection between different veins. When fault dlip is
extremely rapid, melt generated by frictional heating is
injected along fractures to produce veins of black glass
(pseudotachylite) surrounding angular fragments of the sur-
rounding rock.

Impact melt-breccias form by the fracturing and fusion
of rocks under extreme pressures and temperatures rapidly
induced during meteorite impacts. Impact melt-breccias con-
tain partialy or completely melted clasts of basement rocks
within a cryptocrystalline glass, feldspar and calcium-pyrox-
ene-rich matrix. Impact-melt breccias containing clastic debris
and glass fragments produced by meteorite bombardment
have been collected from the surface of the Moon during
Apollo missions.

BUFFON, GEORGES-LOUIS LECLERC,
COMTE DE (1707-1788)

French naturalist

Georges Louis Leclerc, Comte de Buffon was an eighteenth
century naturalist who advocated the idea that natural forces
worked to shape Earth in a gradual and ongoing process. By
rejecting the widely-held notion of his time that Earth was
shaped by catastrophic divine acts, Buffon inspired later geol-
ogists and naturalists to investigate and define the process of
natural evolution.

Buffon was born to an aristocratic family in Montbard,
France. His affluent background allowed him to travel exten-
sively and pursue a number of fields before he developed a
passionate interest in natural history. After studying at the
Jesuit College in Dijon, France, Buffon obtained a law degree
in 1726. The intellectua life of Dijon was active but not ori-
ented toward science, so Buffon went off to Angers, a city in
northwestern France, to study medicine, mathematics, botany,
and astronomy. The threat of a duel forced him to leave

Angersin 1730, but he seized the opportunity to travel through
France, England, and Italy. While he was traveling, Buffon's
mother died and left him a sizable fortune.

Buffon had been so impressed with the upsurge of sci-
ence in England that he dedicated the next couple of years to
scientific endeavors. His first project, a the request of the
French navy, was to write about the tensile strength of timber
so that the government could improve the construction of war
vessels. Next, he undertook a study of probability theory,
Mémoire sur lejeu du franc-carreau, a project that contributed
to his election to the Royal Society in 1730 and his admission
to the Académie Royale des Sciencesin 1734.

Buffon began to take an interest in botany and forestry.
He wrote numerous dissertations and translated several works
into French, including Stephen Hales' works on plants,
Vegetable Satiks, and Isaac Newton’s work on calculus. By
this time, his work in the sciences began to elevate his stand-
ing, and he was advanced and transferred from the mechanical
to the botanical section of the Académie Royale.

Nevertheless, Buffon's interest in natural history
remained casua until he was appointed to the prestigious
position of keeper of the Jardin du Roi, the French botanical
gardens. This opportunity enabled him, for the next 50 years,
to spend summers at the estate and return to Paris for the win-
ters. During this time, he published 44 volumes of his
Historie Naturelle (Natural history), famous as the first mod-
ern work that attempted to treat nature as a whole. It was
essentialy the first encyclopediaon natural history to encom-
pass both plant and anima kingdoms. Assisted by several
eminent naturalists of the time, Buffon organized the often-
confusing wealth of material into a coherent form. Moreover,
in the work, he included suggestions on how the earth might
have originated, and he challenged the then-popular belief
that the earth was only 6,000 years old. Besides proposing
that the earth might be much older, he also suggested that the
fact that animals retain parts that serve no known purpose to
them is evidence that animals have evolved.

Buffon's popularity increased dramatically due to this
work, and he remained a well-known scientific figure until his
deathin 1788. His prestige earned him an invitation to become
a member of many academic societies, including those in
Berlin, Germany, and St. Petersburg, Russia. Members of the
aristocracy bestowed gifts upon Buffon and King Louis XV
made him a count, commissioning a famous sculptor to create
abust of him.

See also Evolution, evidence of; Evolutionary mechanisms

BUTTE - see Lanororvis

BUTTERFLY EFFECT - see CHAOS THEORY (METE-
OROLOGICAL ASPECTS)
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CALCAREOUS OOZE

Calcareous ooze is the general term for layers of muddy, cal-
cium carbonate (CaCO;) bearing soft rock sediment on the
seafloor. Of al the distinct types of veneers covering the
Earth’s crust—be it soil, sediment, snow, or ice—none are
more widespread than red-clay and calcareous ooze. Only a
small proportion of calcareous ooze is precipitated inorgani-
cally. For the most part, calcareous ooze comprises the fossil
hard parts of planktic (Greek planktos = floating around) and
benthic (Greek benthos = the deep) single-celled marine
organisms whose calcium carbonate skeletons are discarded
upon death or reproduction. Calcareous ooze is distinguished
by its main biogenic component into foraminiferal ooze, coc-
colithophore ooze, or pteropod ooze, respectively. However,
coccolithophorids and planktic foraminifera form the largest
part of the pelagic calcareous ooze with less contribution due
to pteropods, calcareous dinoflagellates, and lithothamnium.
Foraminiferal ooze contains foraminifera (in Latin,
foramen = hole; ferre = bearing), large, mainly marine proto-
zoans that bear a shell perforated with small holes through
which temporary cytoplasmic protrusions (pseudopodia) proj-
ect. Foraminifera are divided into planktic and benthic
foraminifera that inhabit the upper few hundred meters or the
bottom of the world oceans, respectively. Their global distri-
bution through passive transport by ocean currents, coupled
with their prolific productivity and sensitivity to environmen-
tal variations, has led to their utilization for interpreting
marine sediments. Despite their low number of modern
species, their vast quantities produce a sediment cover that
occupies roughly one third of the entire earth’s surface.
Coccolithophorid ooze contains coccolithophorids (in
Greek, kokkos = grain; lithos = stone; phoros = bearing),
belong to marine nanno-phytoplankton (algae) whose cells
(the so-called coccospheres) are covered by calcite platelets
(the so-called coccoliths). However, the ratio of coccoliths per
cell varies for different species. Coccolithophorids live in all
oceans and depending on geographical zonation, species dom-

inance is changing. Ecological strategies are likely to enable
certain species to adapt to different temperature, nutrient,
light, or energy regimes. Once dead, coccolithophorids disin-
tegrate into single coccoliths that lastly are preserved as coc-
colith (ophorid) ooze. Coccolithophorids (and even more their
coccoliths) may be small in size, but they occur in huge num-
bersin the sediment.

Pteropod ooze contains pteropods (in Greek pteron =
wing; pod = foot), marine gastropod mollusks adapted to
pelagic life that have a foot with wing-shaped lobes used as
swimming organs. They are abundant in all oceans, although
most species seem to prefer the circum-global tropical and
subtropical regions. Distribution of pteropods is limited by
water depth, temperature, salinity, oxygen content, and nutri-
ent supply. They form very thin and fragile shells that hardly
preserve under biochemical (e.g., dissolution) or physical
(e.q., ingestion) attack. For this reason, preservation of ptero-
pod ooze is mostly restricted to shallow parts of the oceans,
i.e., continental shelf, slopes, ridges and rises.

Calcium carbonate consists of calcium (Caz+), inorganic
carbon (C#), and oxygen (O2) ions. Calcium ions are derived
from weathering of continental calcareous hard rocks and are
available in excess. In marine geochemistry, carbonate is
expressed as total dissolved inorganic carbon and carbonate
akalinity. However, bicarbonate (HCO;-) and carbonate
(CO42) ions are the predominant forms of dissolved CO, in
sea water. The simplified calcification reaction:

2 HCO; + Ca2+ = CaCO; + CO, + H,0
shows that dissolved inorganic carbon (and carbonate alkalin-
ity) lower while, in turn, CO, is released to the atmosphere.
Consequently, CaCO; precipitation by marine organisms acts
as one source for CO,. Depending on the mineral structure,
CaCO, is called calcite (trigonal structure) or aragonite
(rhombic structure).

Due to a complex carbonate chemistry, calcareous ooze
begins to dissolve below the calcium carbonate lysocline in
the water column. Below the calcium carbonate compensation
depth (ccD) calcareous ooze is completely dissolved.
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CaCOsg-bearing hard parts carry unique geochemical
signals, namely the naturally fractionated isotopes of the ele-
ments oxygen (i.e., 160, 180) and carbon (i.e., 12C, 13C, 14C). In
carbonated water, oxygen and carbon in the dissolved CO, and
in the surrounding water exchange until there are set amounts
of each isotope (260:180 and 12C:13C:14C, respectively) in CO,
and H,0. These amounts are determined by the bonding prop-
erties of each molecule type for each isotope, and are a func-
tion of temperature. The 160:180 ratio gets higher the colder
the water is from which it precipitates. Since marine organ-
isms use ambient HCO4;- and CO42- ions to build their hard
parts, we have knowledge of the isotopic composition of total
CO, in seawater by measuring CO, in calcium carbonate pre-
cipitates.

The discovery of calcareous ooze in the deep-sea during
the H.M.S. Challenger expedition (1872—76) stimulated cru-
cial modern climate research. Calcareous ooze became areli-
able recorder of past environmental conditions on Earth
containing information on ancient biosphere, hydrosphere,
and atmosphere properties. Among them are abundance and
distribution patterns of organism assemblages, oxygen and
carbon isotope signatures of calcareous hard parts, bulk sedi-
ment properties, etc. (the so-called proxy parameters). Past
ocean characteristics (temperature, productivity, etc.) can
therefore be deduced by determining the different proxies for
any chosen sample. A set of consecutively dated samples (e.g.,
chronostratigraphy by means of 4C, Rb/Sr, K/Ar) conse-
quently yields time series of fossil records that can be trans-
formed into successions of environmental conditions.

Investigating calcareous ooze of modern (i.e,
Holocene) and ancient (e.g., Pleistocene) oceans meansto elu-
cidate the role that oceanic processes play in global climate
change during various geologic time intervals and at different
levels of precision. Among them, the global carbon cycle is
one of the topics that many scientific disciplines have turned
their attention to, since short and long term variations of CO,
in the atmosphere can be attributed—at |east partially—to fos-
sil fuel emissions and other human activities.

These calcareous sediment records also contain infor-
mation relating to the history of adjacent land masses, provid-
ing insight into the history of climate and vegetation cover on
the continents.

See also Dating methods; Limestone

CALDERA

A calderais alarge, usualy circular depression at the summit
of avolcano. Most calderas are formed by subsidence or sink-
ing of the central part of the volcano; arare few are excavated
by violent explosions.

Craters and calderas are distinct structures. Both are cir-
cular depressions at the tops of volcanoes, but a crater is much
smaller than a caldera and is formed by the building up of
material around a vent rather than by the subsidence of mate-
rial below a cone.

A volcano’s summit may subside in two ways. First,
eruptions of large volumes of pumice or magma, or subter-
ranean drainage of the latter to other areas, may empty a
chamber beneath the volcano into which a portion of the cone
collapses. Second, the summit of the volcano may act asathin
roof over a large magma chamber that breaks under its own
weight and sinks, partly or wholly, into the magma beneath.
The term cauldron is sometimes reserved for calderas formed
by the foundering of a cone summit in underlying magma.

Thelargest volcanic structuresin the world are resurgent
calderas. Resurgent calderas form following intense volcanic
eruptions comparable in violence to asteroid impacts. (None
has occurred during historical times.) During such an eruption,
vast gections of volcanic material—in some cases, thousands
of cubic miles of pumice and ash—excavate very wide under-
ground chambers, much wider than the volcano itself. Large
calderas, up to hundreds of square miles in extent, collapse
into these chambers. After settling, the caldera floor resurges
or bulges up again, lifted by the refilling magma chamber
below. Isin the case of the 22 mile (35 km) wide Cerro Galan
caldera in Argentina, which is visible as a whole only from
orbit, resurgence has raised the center of the calderato almost
amile (1500 m) above the point of lowest subsidence.

Caldera complexes—overlapping calderas, some swal-
lowing parts of others—are sometimes formed by repeated
episodes of partial subsidence. Calderas and caldera com-
plexes are common not only on Earth but on other bodies in
the Solar System where volcanoes have erupted in the past or
are presently erupting, including Mars, Venus, and lo.

See also Silicic

CALICHE

Cdliche and calcrete are obsolete terms for well-developed
calcic horizons that are common to soilsin arid and semi-arid
areas, and which are now known to soil scientists and geo-
morphologists as Bk or K horizons. Caliche is also a collo-
quia term that has many different uses among miners in
Spanish speaking countries.

Calcic horizonsform by the gradual precipitation of cal-
cium carbonate (CaCO;) and, to a lesser extent, magnesium
carbonate (MgCOj;) within the B horizon of a soil and follow
several well-documented stages of development ranging from
| toVI. Stage | calcic soil horizons consist of partia carbonate
coatings over the bottoms of gravel particlesin the B horizons
of coarse grained soils and thin carbonate filaments in the B
horizons of fine grained soils. By stage |11, carbonate is con-
tinuous throughout the zone of accumulation, and the zone of
carbonate accumulation is known as the K horizon. Stages IV
through VI are characterized be complete carbonate cementa-
tion of the former soil and, ultimately, brecciation. These most
highly developed calcic horizons are sometimes referred to as
petrocalcic because of their rock-like nature, and often form
cap rocks atop bluffs and escarpments in arid to semi-arid
regions such as the southwestern United States.
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Cambrian Period

The primary source of carbonatein calcic soilsisamos-
pheric, both as carbonate rich dust and rainwater that perco-
lates through the soils carrying dissolved bicarbonate ions. In
rare cases, calcic horizons can be formed by other processes
such as the upward wicking of carbonate-rich water from shal-
low water tables. Gypsic or halic soilsare formed in arid envi-
ronments when gypsum (CaSO, - H,O) or halite (NaCL) are
precipitated instead of carbonates.

Rates of soil development are controlled by many fac-
tors, so universal conclusions about the time required to form
calcic soil horizons cannot be drawn. Studiesin southern New
Mexico have shown, however, that Stage | calcic soils can be
hundreds to thousands of years old, State Il calcic soils can be
thousands to tens of thousands of years old, and Stage 111 and
higher calcic soils can be tens to hundreds of thousands of
years old.

See also Breccia; Desert and desertification; Limestone; Soil
and soil horizons

CALIFORNIA CURRENT - see OCEAN CIRCULATION
AND CURRENTS

CALVING OF GLACIERS -+ see GLACIATION

CAMBRIAN PERIOD

Cambrian is the name given to a period of time in Earth’s his-
tory (i.e., Cambrian Period), which spanned 570-510 million
years ago. The proper name Cambrian is also given to al the
rocks that formed during that time (i.e., Cambrian System). In
other words, the Cambrian System is the rock record of events
that occurred—and organisms that lived—during an interval
of geological time called Cambrian Period. Cambrian is the
initial period of the Paleozoic Era.

Cambrian is a name derived from the Roman name for
Wales, which was Cambria. Wales wasthe original study loca-
tion for sedimentary rock formed during thisinterval of Earth
history. The term Cambrian was first used in 1835 by
Professor Adam Sedgwick (1785-1873) of Cambridge
University, who was studying the lower part of what was then
called Transition strata (the oldest known sedimentary rocks)
in Wales. Sedgwick was working in the same general area as
another prominent stratigrapher of the day, Roderick
Merchison (1792-1871), whose focus was upon the overlying
Silurian System. Merchison eventually showed that there was
some overlap in the original concept of Sedgwick’s Cambrian
System and his own Silurian System, and ultimately advo-
cated (c. 1852) that the Cambrian System was in fact part of
the Silurian. It was not until a comprehensive study of the
Cambrian-Silurian overlap problem produced the intervening
Ordovician System (1879), that the Cambrian System was
fully accepted by all geologists. Since their recognition and
definition during the nineteenth century, Cambrian strata have
been mapped on all the world’s continents.

During Cambrian, the breakup of the supercontinent of
Gondwana began with the separation of some landmasses
including part of Asia and the ancient continents called Baltica
and Laurentia (i.e., proto-North America). During its separa-
tion from the main Gondwana land mass, Laurentia had a col-
lision with the southern end of what is now South America
(specifically western Argentina), which resulted in some
crustal deformation and mountain building. At this time, there
was essentially a single world ocean, which is referred to as
Panthal assa.

During most of Cambrian, global sealevels were at rel-
atively high elevations as compared with most of the balance
of Earth’'s history. The world's continents were mainly low-
lying deserts and aluvia plains, and the rising Cambrian
sea—in what is known as the Sauk transgression—encroached
upon these areas, thus forming vast epicontinental seas. For
example, during most of Cambrian, sealevel was so high that
an epicontinental sea covered North America except for a
series of low islands running southwest-northeast along the
elevated middle part of the continent (i.e., the Transcontinental
Arch) and some parts of the low-lying Canadian cratonic
shield region.

Cambrian was a time of rising global temperatures and
Cambrian globa climate ultimately became warmer than
today. During Cambrian, there were essentially no polar or
high-altitude glaciers. Further, there were no continents
located at polar positions. The Cambrian Earth likely had
more equitable climates than present because of the large
amount of surficial seawater (approximately 85% or more,
compared to approximately 70 % at present) and lack of sig-
nificant topographic relief. Winds were likely confined to
rather well-defined belts, and there is good evidence of per-
sistent trade winds preserved in vast cross-bedded Cambrian
sandstones.

Cambrian life in the oceans was very plentiful, but
rather primitive by modern standards. The transition of pre-
Cambrian life forms (mainly soft-body impressionsin rock) to
Cambrian life (shell-bearing fossils and other fossilswith hard
parts) has been referred to as the “Cambrian explosion.” This
explosion is more apparent than real, as the main change was
the advent of preservable hard parts and shells, which seem to
suddenly appear at a level near the onset of Cambrian sedi-
mentation. Cambrian faunas include some very unusual crea-
tures that may represent extinct phyla of organisms or
organisms so primitive that they are not easily assigned to
extant phyla. The most famous of fossil localities with such
Cambrian fossils is at Mount Wapta, British Columbia,
Canada (i.e., Burgess Shale outcrops). In these strata, the ear-
liest known chordate (spinal cord-bearing animal), Pikaia,
was first found. Other marine creatures of Cambrian seas
included the archaeocyathids and stromatoporoids (two
extinct, sponge-like organisms that formed reefs), primitive
sponges and cora's, simple pelecypods and brachiopods (two
kinds of bivalves), simple molluscs, primitive echinoderms
and jawless fishes, nautiloids, and a diverse group of early
arthropods (including many species of trilobites). Trilobites
were particularly abundant and diverse, and over 600 genera
of Cambrian trilobites are known. Some species of trilobites
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were the first organisms to develop complex eye structures.
Numerous Cambrian reefs, patch reefs, and shallow-water
mounds were formed by stromatolites, a layered mass of sed-
iment formed by the daily trapping and binding action of a
symbiotic growth of blue-green agae and bacteria.

Cambrian life on land was probably quite limited. There
is evidence that stromatolitic growth of blue-green algae and
bacteria covered rocks and formed sediment layers at or near
oceanic shorelines and lake margins. However, complex life
forms are not found in Cambrian terrestrial sediments. It is
possible that some arthropods may have lived partialy or
entirely upon land at this time, but this is speculative in the
absence of fossil evidence. There were no land plants at this
time, and thus Cambrian landscapes were at the mercy of wind
and water erosion without any protection from vegetation. The
minimal level of photosynthetic activity before and during
Cambrian raised oxygen levels in Earth’s atmosphere to
approximately 10% of that found in the modern atmosphere.

The end of Cambrian came gradually with falling sea
levels and the onset of dslightly cooler global temperatures.
During Late Cambrian, trilobite species became the first
organisms known to experience widespread mass extinction.
In several events during Late Cambrian, trilobite faunas were
wiped out over vast areas for causes that are not completely
understood. Reasons proposed for the mass extinctions
include competition with other organisms and rapid shifts in
global temperature and/or sea-level changes. Trilobites per-
sisted into Late Paleozoic, but not as prominently as they did
in Cambrian seas. Ordovician succeeded Cambrian life and
conditions. During Ordovician, plant and animal life contin-
ued to diversify, tectonic activity began to be more extensive,
and global climate change became more intensive.

See also Stratigraphy; Supercontinents

CANNON, ANNIE JUMP (1863-1941)

American astronomer

Annie Jump Cannon developed a stellar classification system
that is considered by many astronomers to be the foundation
of stellar spectroscopy. The science of stellar spectroscopy
analyzes the photographic spectrum of a star. The spectrum, a
series of colors that can range from violet to red depending on
the star’ stemperature, is produced by using atelescope to col-
lect a star’s light and to pass it through a spectroscope. The
same effect occurs when sunlight passes through raindrops to
produce arainbow. The spectroscope also produces a series of
narrow dark lines within the spectrum known as spectral lines.
These lines give further cluesto a star’s temperature aswell as
composition, motion, and other information. Because the posi-
tion of the spectral lines on the spectrum may vary greatly
from one star to another, scientists sometimes refer to this
spectrographic data as the fingerprint of a star and consider
this information crucial to al stellar theories.

In devising her classification system, Cannon recog-
nized the atmospheric temperature of a star as the most impor-
tant of the various factors that determine the intensity of a

star’s spectral lines. Her method classified stars from hottest to
coolest using capital letters to designate each major type of
star. The letters O, B, A, F, G, K, and M represent the seven
major categories. Cannon identified further distinctions within
amajor category by placing a number from zero to nine after
each letter. For example, the Sun isa G-2 star.

Born in Dover, Delaware, Annie Jump Cannon was
encouraged by her mother in the study of astronomy from an
early age. Later, under the tutelage of two American
astronomers, Wellesley professor Sarah Frances Whiting
(1846-1927) and the Harvard College Observatory director
Edward C. Pickering (1846—1919), Cannon became an expert
in the relatively new field of astronomical spectroscopy.

It was Pickering who hired Cannon, along with a num-
ber of other women astronomers, to collect and catalog spec-
trographic data about the stars. Before attempting this
enormous project, the astronomers needed a system by which
hundreds of thousands of stars could be easily classified. Prior
to Cannon’'s arrival at Harvard two other American
astronomers, Wilamina Fleming (1857-1911) and Antonia
Maury (1866—1952), had joined Pickering in devising two dif-
ferent classification systems. However, Pickering deemed
both systems to be too complex or theoretical. Cannon bor-
rowed from these earlier attempts in developing her own
unique system of classification. Using her system, Cannon and
her colleagues were able to classify the spectrum of over
300,000 stars. This information was published in the Henry
Draper Catalog (1918-1924) and its extension (1925-1936).
The catalog is considered to be a standard for stellar
Spectroscopy.

Cannon’'s 43-year career did not go unrewarded. In
addition to receiving credit for the Draper catalogs, she aso
received recognition for discovering over 300 variable stars
(which she incorporated into a catalog) and five novae.
Cannon was the first woman to receive a doctor of astronomy
degree from Groningen University (1921) and an honorary
doctorate from Oxford University (1925). She was aso the
first woman to hold an office in the American Astronomical
Society and to receive the Draper Award from the National
Academy of Sciences (1931).

Scientists have used the work of Cannon and her suc-
cessors to derive such information about stars as their motion,
composition, brightness, and temperature. In turn, this infor-
mation has led to theories about stellar life cycles. Modern
astronomers, equipped with superior spectroscopes and com-
puters have improved upon Cannon’s work and are now able
to sort stars into several hundred spectrographic categories.
Evolving theories based upon such data are the legacy of
Annie Jump Cannon’s pioneering work in astronomy.

See also Stellar life cycle

CANYON

A canyon is a narrow, steep-walled, and deep valley with or
without a perennial stream at the bottom. It is larger than, but
otherwise similar to, a gorge. Canyon walls are commonly

88 °



WORLD OF EARTH SCIENCE

Carbon

composed of bedrock with little or no regolith and those with
nearly vertical walls, particularly in the southwestern United
States, are often referred to as slot canyons.

Canyons are characteristic of high plateaus and moun-
tainous regions that have experienced rapid tectonic uplift, for
example the Colorado Plateau physiographic province of the
southwestern United States. As a region is raised due to tec-
tonic activity, streams will adjust themselves to the change by
cutting deeper valleys. Rising or falling sealevels, particularly
during glacial periods, can a so affect stream incision rates and
valley shapes although generally not to the same degree astec-
tonic activity.

Canyon formation is common in arid and semi-arid cli-
mates because bedrock weathers slowly in the absence of
water. Therefore, canyon-forming streams are able to cut ver-
tically much more rapidly than their valleys can be widened by
mass wasting or other erosional processes. A canyon eroded
into relatively uniform bedrock, for example the Grand
Canyon of the Yellowstone River or the Black Canyon of the
Gunnison River, will have a generally uniform valley wall
profile with no abrupt changes in slope. Canyons eroded into
layered rocks with differing degrees of resistance to erosion,
however, will have irregular or stair-stepped valley wall pro-
files. Thisis the case in the Grand Canyon in Arizona, where
hard sandstone and limestone layers, as well as the metamor-
phic rocks of the inner gorge, form steep cliffs whereas softer
shale layers form gentle slopes or benches.

Rivers running through canyons are unable to develop
broad floodplains because they are not free to migrate laterally
and deposit aluvium. Stream terraces, where they do occur,
are likely to be highly localized and discontinuous. Most of
the sediment delivered to canyon bottoms arrives by mass
wasting processes such as rockfall or by debris flows when
rockfall debris along side channels is mobilized during rain-
storms. Rockfall accumulationsand aluvial fansformed when
debris flows enter the main canyon can in turn restrict stream
flow and create the alternating pools and rapids characteristic
of many canyons.

See also Alluvial system; Bedrock; Channel patterns;
Drainage basins and drainage patterns; Landscape evolution;
Rapids and waterfalls; Rivers; Stream valleys, channels, and
floodplains

CARBON

Carbon is the non-metallic chemical element of atomic num-
ber 6 in Group 14 of the periodic table, symbol C, atomic
weight 12.01, specific gravity as graphite 2.25, as diamond
3.51. Itsstableisotopes are 12C (98.90%) and 13C (1.10%). The
weight of the 12C atom is the international standard on which
atomic weights are based. It is defined as weighing exactly
12.00000 atomic mass units.

Carbon has been known since prehistoric times. It gets
its name from carbo, the Latin word for charcoal, which is
amost pure carbon. In various forms, carbon is found not only
on Earth, but in the atmospheres of other planets, in the Sun
and stars, in comets and in some meteorites.

On Earth, carbon can be considered the most important
of al the chemical elements, because it is the essential ee-
ment in practically all of the chemical compounds in living
things. Carbon compounds are what make the processes of life
work. Beyond Earth, carbon-atom nuclei are an essential part
of the nuclear fusion reactions that produce the energy of the
Sun and of many other stars. Without carbon, the Sun would
be cold and dark.

In the form of chemical compounds, carbon is distrib-
uted throughout the world as carbon dioxide gas, CO,, in the
atmosphere and dissolved in al the rivers, lakes and oceans.
In the form of carbonates, mostly calcium carbonate (CaCO,),
it occurs as huge rocky masses of limestone, marble and chalk.
In the form of hydrocarbons, it occurs as great deposits of nat-
ural gas, petroleum and coal. Coal is important not only as a
fuel, but because it is the source of the carbon that is dissolved
in molten iron to make steel.

All plants and animals on Earth contain a substantial
proportion of carbon. After hydrogen and oxygen, carbon is
the most abundant element in the human body, making up
10.7% of al the body’s atoms.

Carbon is found as the free (uncombined) element in
three different allotropic forms-different geometrical arrange-
ments of the atoms in the solid. The two crystaline forms
(forms containing very definite atomic arrangements) are
graphite and diamond. Graphite is one of the softest known
materials, while diamond is one of the hardest.

Thereis aso a shapeless, or amorphous, form of carbon
in which the atoms have no particular geometric arrangement.
Carbon black, a form of amorphous carbon obtained from
smoky flames, is used to make rubber tires and inks black.
Charcoal—wood or other plant materia that has been heated
in the absence of enough air to actually burn—is mostly amor-
phous carbon, but it retains some of the microscopic structure
of the plant cells in the wood from which it was made.
Activated charcoal is charcoal that has been steam-purified of
al the gummy wood-decomposition products, leaving porous
grains of pure carbon that have an enormous microscopic sur-
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face area. It is estimated that one cubic inch of activated char-
coal contains 200,000 ft2 (18,580 m2) of microscopic surface.
This huge surface has a stickiness, called adsorption, for mol-
ecules of gases and solids; activated charcod is therefore used
to remove impurities from water and air, such as in home
water purifiers and in gas masks.

Graphiteisasoft, shiny, dark gray or black, greasy-feel-
ing mineral that isfound in large masses throughout the world,
including the United States, Brazil, England, western Europe,
Siberia, and Sri Lanka. Itisagood conductor of electricity and
resists temperatures up to about 6,332°F (3,500°C), which
makes it useful as brushes (conductors that slide along rotat-
ing parts) in electric motors and generators, and as electrodes
in high-temperature electrolysiscells. Because of its dlipperi-
ness, it isused as alubricant. For example, powdered graphite
is used to lubricate locks, where oil might be too viscous. The
“lead” in pencils is actually a mixture of graphite, clay, and
wax. Itiscalled “lead” because the metallic element lead (Pb)
leaves gray marks on paper and was used for writing in ancient
times. When graphite-based pencils came into use, they were
called “lead pencils.”

The reason for graphite’s slipperiness is its unusual
crystalline structure. It consists of a stack of one-atom-thick
sheets of carbon atoms, bonded tightly together into a hexag-
onal pattern in each sheet, but with only very weak attrac-
tions—much weaker than actual chemical bonds—holding the
sheets together. The sheets of carbon atoms can therefore slide
easily over one another; graphite is slippery in the same way
as layers of wet leaves on a sidewalk.

Diamond, the other crystalline form of pure carbon, is
the world’s hardest natural material, and is used in industry as
an abrasive and in drill tips for drilling through rock in ail
fields and human teeth in dentists' offices. On a hardness scale
of one to ten, which mineralogists refer to as the Mohs scale
of hardness, diamond is awarded a perfect ten. But that’s not
why diamonds are so expensive. They are the most expensive
of al gems, and are kept that way by supply and demand. The
supply is largely controlled by the De Beers Consolidated
Mines, Inc. in South Africa, where most of the world’s dia
monds are mined, and the demand is kept high by the impor-
tance that is widely attributed to diamonds.

A diamond can be considered to be a single huge mole-
cule consisting of nothing but carbon atoms that are strongly
bonded to each other by covalent bonds, just as in other mol-
ecules. A one-carat diamond “molecule” contains 1022 carbon
atoms.

The beauty of gem-quality diamonds comes from their
crystal clarity, their high refractivity (ability to bend light rays)
and their high dispersion—their ability to spread light of dif-
ferent colors apart, which makes the diamond’s rainbow
“fire.” Skillful chipping of the gems into facets (flat faces) at
carefully calculated angles makes the most of their sparkle.
Even though diamonds are hard, meaning that they can’'t be
scratched by other materials, they are brittle—they can be
cracked.

Carbon is unique among the elements because its atoms
can form an endless variety of molecules with an endless vari-
ety of sizes, shapes and chemical properties. No other element
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can do that to anywhere near the degree that carbon can. In the
evolution of life on Earth, nature has aways been able to
“find” just the right carbon compound out of the millions
available, to servejust about any required function in the com-
plicated chemistry of living things.

Carbon-containing compounds are called organic com-
pounds, and the study of their properties and reactions is
caled organic chemistry. The name organic was originaly
given to those substances that are found in living organisms—
plants and animals. Almost all of the chemical substances in
living things are carbon compounds (water and minerals are
the obvious exceptions), and the name organic was eventually
applied to the chemistry of all carbon compounds, regardless
of where they come from.

Having the atomic number six, every carbon atom has a
total of six protons. Therefore, all carbon atoms with a neutral
charge also have a total of six electrons. Two are in a com-
pleted inner orbit, while the other four are valence electrons-
outer electrons that are available for forming bonds with other
atoms. An ion is an atom with either a negative or positive
charge has either less or more electrons than the number of
protons (respectively), and is referred to as either an anion
(negatively charged) or a cation (positively charged).

It isimpossible to summarize the properties of carbon’'s
millions of compounds. Organic compounds can be classified
into families that have similar properties, because they have
certain groupings of atoms in common.

See also Carbon dating; Chemical bonds and physical proper-
ties; Chemical elements; Gemstones, Geochemistry;
Historical geology

CARBON DATING

Carbon dating is a technique used to determine the approxi-
mate age of once-living materials. It is based on the decay rate
of the radioactive carbon isotope 14C, a form of carbon taken
in by all living organisms while they are aive.

Before the twentieth century, determining the age of
ancient fossils or artifacts was considered the job of paleon-
tologists or paleontologists, not nuclear physicists. By com-
paring the placement of objects with the age of the rock and
silt layers in which they were found, scientists could usually
make a general estimate of their age. However, many objects
were found in caves, frozen in ice, or in other areas whose
ages were not known; in these cases, it was clear that amethod
for dating the actual object was necessary.

In 1907, the American chemist Bertram Boltwood
(1870-1927) proposed that rocks containing radioactive ura-
nium could be dated by measuring the amount of lead in the
sample. This was because uranium, as it underwent radioac-
tive decay, would transmute into lead over a long span of
time. Thus, the greater the amount of lead, the older the rock.
Boltwood used this method, called radioactive dating, to
obtain a very accurate measurement of the age of Earth.
While the uranium-lead dating method was limited (being
only applicable to samples containing uranium), it was
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proved to scientists that radioactive dating was both possible
and reliable.

Thefirst method for dating organic objects (such asthe
remains of plants and animals) was developed by another
American chemist, Willard Libby (1908-1980). He became
intrigued by carbon-14, a radioactive isotope of carbon.
Carbon has isotopes with atomic weights between 9 and 15.
The most abundant isotope in nature is carbon-12, followed
in abundance by carbon-13. Together carbon—12 and car-
bon-13 make up 99% of al naturaly occurring carbon.
Among the less abundant isotopesis carbon—14, which is pro-
duced in small quantities in the earth’s atmosphere through
interactions involving cosmic rays. In any living organism,
the relative concentration of carbon-14 isthe same asitisin
the atmosphere because of the interchange of this isotope
between the organism and the air. This carbon-14 cycles
through an organism while it is alive, but once it dies, the
organism accumulates no additional carbon-14. Whatever
carbon—14 was present at the time of the organism’s death
begins to decay to nitrogen—14 by emitting radiation in a
process known as beta decay. The difference between the
concentration of carbon-14 in the material to be dated and the
concentration in the atmosphere provides a basis for estimat-
ing the age of a specimen, given that the rate of decay of car-
bon-14 is well known. The length of time required for
one-half of the unstable carbon-14 nuclei to decay (i.e., the
half-life) is 5,730 years.

Libby began testing his carbon-14 dating procedure by
dating objects whose ages were already known, such as sam-
ples from Egyptian tombs. He found that his methods, while
not as accurate as he had hoped, were fairly reliable. He con-
tinued his research and, through improvements in his equip-
ment and procedures, was eventualy able to determine the
age of an object up to 50,000 years old with a precision of
plus-or-minus 10%. Libby’s method, called radiocarbon or
carbon-14 dating, gave new impetus to the science of
radioactive dating. Using the carbon—14 method, scientists
determined the ages of artifacts from many ancient civiliza-
tions. Still, even with the help of laboratories worldwide,
radiocarbon dating was only accurate up to 70,000 years old,
since objects older than this contained far too little carbon-14
for the equipment to detect.

Starting where Boltwood and Libby left off, scientists
began to search for other long-lived isotopes. They devel oped
the uranium-thorium method, the potassium-argon method,
and the rubidium-strontium method, all of which are based on
the transformation of one element into another. They aso
improved the equipment used to detect these elements, and in
1939, scientists first used a cyclotron particle accelerator as a
mass spectrometer. Using the cyclotron, carbon-14 dating
could be used for objects as old as 100,000 years, while sam-
ples containing radioactive beryllium could be dated as far
back as 10-30 million years. A newer method of radioactive
tracing involves the use of a new clock, based on the radioac-
tive decay of 235uranium to 231protactinium.

See also Fossils and fossilization; Geochemistry

CARBON DIOXIDE

Carbon dioxide was thefirst gas to be distinguished from ordi-
nary air, perhaps becauseit is so intimately connected with the
cyclesof plant and animal life. Carbon dioxideisreleased dur-
ing respiration and combustion. When plants store energy in
the form of food, they use up carbon dioxide. Early scientists
were able to observe the effects of carbon dioxide long before
they knew its function.

About 1630, Flemish scientist Jan van Helmont discov-
ered that certain vapors differed from air that was then thought
to be a single substance or element. Van Helmont coined the
term gas to describe these vapors and collected the gas given
off by burning wood, calling it gas sylvestre. Today, it is
known that this gas is carbon dioxide, and van Helmont is
credited with its discovery. In 1756, Joseph Black proved that
carbon dioxide, which he called fixed air, is present in the
atmosphere and that it combines with other chemicals to form
new compounds. Black aso identified carbon dioxide in
exhaled breath, determined that the gasis heavier than air, and
characterized its chemical behavior asthat of aweak acid. The
pioneering work of van Helmont and Black soon led to the dis-
covery of other gases. As a result, scientists began to realize
that gases must be weighed and accounted for in the analysis
of chemical compounds, just like solids and liquids.

In 1783, French physicist Pierre Laplace (1749-1827)
used a guinea pig to demonstrate quantitatively that oxygen
from the air is used to burn carbon stored in the body and pro-
duce carbon dioxide in exhaed breath. Around the same time,
chemists began drawing the connection between carbon diox-
ide and plant life. Like animals, plants breathe using up oxy-
gen and releasing carbon dioxide. Plants, however, also have
the unique ahility to store energy in the form of carbohydrates,
our primary source of food. This energy-storing process,
called photosynthesis, is essentially the reverse of respiration.
It uses up carbon dioxide and releases oxygen in a complex
series of reactions that also require sunlight and chlorophyll
(the green substance that gives plants their color). In the
1770s, Dutch physiologist Jan Ingen Housz established the
principles of photosynthesis.

English chemist John Dalton guessed in 1803 that the
molecule contains one carbon atom and two oxygen atoms
(CO,); thiswas later proved correct. The decay of all organic
materials produces carbon dioxide slowly, and Earth’s atmos-
phere contains a small amount of the gas (about 0.033%).
Spectroscopic analysis has shown that in our solar system, the
planets of Venus and Mars have atmospheres rich in carbon
dioxide. The gas also exists in ocean water, where it plays a
vita rolein marine plant photosynthesis.

In modern life, carbon dioxide has many practical appli-
cations. For example, fire extinguishers use CO, to control
electrical and oil fires that cannot be put out with water.
Because carbon dioxide is heavier than air, it spreads into a
blanket and smothers the flames. Carbon dioxide is al'so an
effective refrigerant. In its solid form, known as dry ice, it is
used to chill perishable food during transport. Many industrial
processes are also cooled by carbon dioxide, which alows
faster production rates. For these commercia purposes, car-
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bon dioxide can be abtained from either natural gas wells, fer-
mentation of organic material, or combustion of fossil fuels.

Recently, carbon dioxide has received negative atten-
tion as a greenhouse gas. When it accumulates in the upper
atmosphere, it traps the Earth’s heat, eventually causing global
warming. Since the beginning of the industria revolution in
the mid 1800s, factories and power plants have significantly
increased the amount of carbon dioxide in the atmosphere by
burning coal and other fossil fuels. This effect was first pre-
dicted by Svante August Arrhenius, a Swedish physicist, inthe
1880s. Then in 1938, British physicist G. S. Calendar sug-
gested that higher CO,levels had caused the warmer tempera-
tures observed in America and Europe since Arrhenius's day.
Modern scientists have confirmed these views and identified
other causes of increasing carbon dioxide levels, such as the
clearing of the world’sforests. Because trees extract CO, from
the air, their depletion has contributed to upsetting the delicate
balance of gasesin the atmosphere.

In rare circumstances, carbon dioxide can endanger life.
In 1986, a huge cloud of the gas exploded from Lake Nyos, a
volcanic lake in northwestern Cameroon, and quickly suffo-
cated more than 1,700 people and 8,000 animals. Scientists
have attempted to control this phenomenon by slowly pump-
ing the gas up from the bottom of the lake.

See also Atmospheric chemistry; Atmospheric composition
and structure; Atmospheric pollution; Forests and deforesta-
tion; Global warming; Greenhouse gases and greenhouse
effect

CARBON MONOXIDE -« see ATMOSPHERIC POLLUTION

CARBONIFEROUS PERIOD -« see Mississiprian
PeriOD

CARMICHAEL STOPES, MARIE
CHARLOTTE (1880-1958)

Scottish geologist, paleobotanist, and soctal reformer

Although best known for her later work on birth control
issues, Marie Stopes began her career as a geologist and pale-
obotantist. Stopes advanced the classification of coal-associ-
ated macerals (microscopic organic portions of coal) through
an identification system. Stopes work on petrography (the
classification of coa and other petroleum related deposits)
contributed to the modern system of identification based upon
color, reflecting ability, and general morphology. Stopes' was
an accomplished expert on the subject of coa balls (roundish
nodules composed of mineral and plant deposits).

Stopes was born in Edinburgh, Scotland to the English
architect, archeologist, and geologist Henry Stopes
(1852—1902) and his feminist wife, Charlotte Carmichagl
(1841-1929), one of the first women to attend a Scottish uni-
versity. Stopes and her younger sister, Winnie, were raised in
London in a curious mixture of socialy progressive scientific
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thought and stern Scottish Protestantism. Her authoritarian
mother trusted the Bible, but supported woman suffrage,
clothing reform, and free thought. Stopes’ father cared mainly
for science. As ayoung girl Stopes met many of her father’s
friends in the British Association for the Advancement of
Science, including Francis Galton (1822-1911), Thomas
Henry Huxley (1825-1895), Norman McColl (1843-1904),
and Charles Edward Sayle (1864—1924). Through them came
Stopes' interest in Charles Darwin, evolution, and eventualy,
eugenics.

Stopes enrolled at University College, London, in 1900
on a science scholarship, graduating with a B.Sc. in 1902 with
honorsin botany and geology. She did graduate work there until
1903, then at the University of Munich, where she received her
Ph.D. in paleobotany in June 1904. In October of the same year,
Stopes became the first woman scientist on the faculty of the
University of Manchester. In 1905, University College made
her the youngest Briton of either gender to earn the D.Sc. She
studied at the Imperia University of Tokyo from 1907 to 1908,
then returned to Manchester in 1909. Stopes married botanist
and geneticist Reginad Ruggles Gates (1882-1962) in 1911,
but obtained an annulment five years later.

Inspired by meeting Margaret Sanger (1879-1966) in
1915, Marie Stopes began crusading for sexua freedom and
birth control. With her second husband, Humphrey Verdon
Roe (1878-1949), she opened the first birth control clinic in
Great Britain, “The Mothers' Clinic” in Holloway, North
London, on 17 March 1921.

Devoted to eugenics, Stopes founded the Society for
Constructive Birth Control and Racial Progress in 1921, and
after 1937 was a Life Fellow of the British Eugenics Society.
Stopes become controversia, in part because she advocated
the involuntary sterilization of anyone she deemed unfit for
parenthood, including the mentally impaired, addicts, subver-
sives, criminals, and those of mixed racial origin. At one time,
Stopes persecuted her son, Harry Stopes Roe (b. 1924), for
marrying a woman with bad eyesight. While Sanger’s main
motivation in promoting birth control was to relieve the mis-
ery of the poor, Stopes campaigned vigorously and often flam-
boyantly for birth control to prevent “inferior” women from
reproducing, and to allow all women to lead sexually fulfilling
lives without fear of pregnancy. Stopes made enemies on all
sides of the issue. Havelock Ellis Sanger (1859-1939), and
other left-leaning rivals within the birth control movement
accused her of anti-Semitism, political conservatism, and ego-
mania. Stopes strongest opposition came from the Roman
Catholic Church, especially because, unlike most other early
advocates of birth control, she did not oppose abortion.

By her own account Stopes had three distinct careers, a
scientist until about 1914, a socia reformer until the late
1930s, and a poet thereafter. Among her books are Married
Love: A New Contribution to the Solution of Sex Difficulties
(1918), Wise Parenthood: A Sequel to “Married Love”: A
Book for Married People (1919), Radiant Motherhood: A
Book for Those who are Creating the Future (1920),
Contraception (Birth Control): Its Theory, History and
Practice (1923), The Human Body (1926), Sex and the Young
(1926), Enduring Passion: Further New Contributions to the
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Solution of Sex Difficulties (1928), Mother England: A
Contemporary History (1929), Roman Catholic Methods of
Birth Control (1933), Birth Control To-Day (1934), Marriage
in my Time (1935), Change of Lifein Men and Women (1936),
and Your Baby's First Year (1939). Stopes died quietly at her
home near Dorking, Surrey, England.

See also Petroleum detection; Petroleum, economic uses of;
Petroleum extraction; Petroleum, history of exploration

CARSON, RACHEL (1907-1964)

American marine biologist

Rachel Carson isbest known for her 1962 book, Slent Spring,
which is often credited with beginning the modern environ-
mental movement in the United States. The book focused on
the uncontrolled and often indiscriminate use of pesticides,
especially dichlorodiphenyltrichloroethane  (commonly
known as DDT), and the irreparable environmental damage
caused by these chemicals. The public outcry Carson gener-
ated by the book motivated the United States Senate to form a
committeeto investigate pesticide use. Her eloquent testimony
before the committee altered the views of many government
officials and helped lead to the creation of the Environmental
Protection Agency (EPA).

Rachel Louise Carson, the youngest of three children,
was born in Springdale, Pennsylvania, a small town twenty
miles north of Pittsburgh. Her parents, Robert Warden and
Maria McLean Carson, lived on 65 acres and kept cows,
chickens, and horses. Although the land was not a true work-
ing farm, it had plenty of woods, animals, and streams, and
here, near the shores of the Allegheny River, Carson learned
about the relationship between the land and animals.

Carson’s mother instilled in Rachel alove of nature, and
taught her the intricacies of music, art, and literature. Carson’s
early life was one of isolation; she had few friends besides her
cats, and she spent most of her time reading and pursuing the
study of nature. She began writing poetry at age eight and pub-
lished her first story, “A Battle in the Clouds,” in . Nicholas
magazine at the age of 10. She later claimed that her profes-
sional writing career began at age 11, when S. Nicholas paid
her alittle over three dollars for one of her essays.

Carson planned to pursue a career as a writer when she
received a scholarship in 1925 from the Pennsylvania College
for Women (now Chatham College) in Pittsburgh. At the col-
lege shefell under the influence of Mary Scott Skinker, whose
freshman biology course altered her career plans. In the mid-
dle of her junior year, Carson switched her major from English
to zoology, and in 1928, she graduated magnum cum laude.
“Biology has given me something to write about,” she wrote
to afriend, as quoted in Carnegie magazine. “I will try in my
writing to make animals in the woods or waters, where they
live, as dive to others as they are to me.”

With Skinker’s help, Carson obtained first a summer
fellowship at the Marine Biology Laboratory at Woods Holein
Massachusetts and then a one-year scholarship from the Johns
Hopkins University in Baltimore. While at Woods Hole over

the summer, she saw the ocean for the first time and encoun-
tered her first exotic sea creatures, including sea anemones
and sea urchins. At Johns Hopkins, she studied zoology and
genetics. Graduate school did not proceed smoothly; she
encountered financial problems and experimental difficulties
but eventually managed to finish her highly detailed master’s
dissertation, “The Development of the Pronephoros during the
Embryonic and Early Larval Life of the Catfish (Inctalurus
punctaltus).” In June 1932, she received her master’s degree.

Before beginning her graduate studies at Johns Hopkins,
Carson had arranged an interview with EImer Higgins, who
was head of the Division of Scientific Inquiry at the U.S.
Bureau of Fisheries. Carson wanted to discuss her job
prospects in marine biology, and Higgins had been encourag-
ing, though he then had little to offer. Carson contacted Higgins
again at thistime, and she discovered that he had an opening at
the Bureau of Fisheries for a part-time science writer to work
on radio scripts. The only obstacle was the civil service exam,
which women were then discouraged from taking. Carson not
only did well on the test, she outscored all other applicants. She
went on to become only the second woman ever hired by the
bureau for a permanent professional post.

At the Bureau of Fisheries, Carson wrote and edited a
variety of government publications—everything from pam-
phlets on how to cook fish to professional scientific journals.
She earned areputation as a ruthless editor who would not tol-
erate inconsistencies, weak prose, or ambiguity. One of her
early radio scripts was rejected by Higgins because he found
it too “literary.” He suggested that she submit the script in
essay form to the Atlantic Monthly, then one of the nation’s
premier literary magazines. To Carson’s amazement, the arti-
cle was accepted and published as “Undersea’ in 1937. Her
jubilation over the article was tempered by persona family
tragedy. Her older sister, Marian, died at age forty that same
year, and Carson had to assume responsibility for Marian’s
children, Marjorie and Virginia Williams.

The Atlantic Monthly article attracted the notice of an
editor at the publishing house of Simon & Schuster, who urged
Carson to expand the four-page essay into book form.
Working diligently in the evenings, she was able to complete
the book in a few years; it was published as Under the Sea-
Wind. Unfortunately, the book appeared in print in 1941, just
one month before the Japanese attacked Pearl Harbor. Despite
favorable, even laudatory reviews, it sold fewer than 1,600
copies after six yearsin print. It did, however, bring Carson to
the attention of anumber of key people, including the influen-
tial science writer William Beebe. Beebe published an excerpt
from Under the Sea-Wind in his 1944 compilation The Book of
Naturalists, including Carson’s work aongside the writings of
Aristotle, Audubon, and Thoreau.

The poor sdes of Under the Sea-Wind compelled
Carson to concentrate on her government job. The Bureau of
Fisheries merged with the Biological Survey in 1940, and was
reborn as the Fish and Wildlife Service. Carson quickly moved
up the professional ranks, eventually reaching the position of
biologist and chief editor after World War 11. One of her post-
war assignments, a booklet about National Wildlife Refuges
called Conservation in Action, took her back into thefield. As
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part of her research, she visited the Florida Everglades, Parker
River in Massachusetts, and Chincoteague Island in the
Chesapeake Bay.

After the war, Carson began work on a new book that
focused on oceanography. She was now at liberty to use pre-
viously classified government research data on oceanography,
which included a number of technical and scientific break-
throughs. As part of her research, she did some undersea div-
ing off the Florida coast during the summer of 1949. She
battled skeptical administrators to arrange a deep-sea cruise to
Georges Bank near Nova Scotia aboard the Fish and Wildlife
Service's research vessel, the Albatross 111.

Entitled The Sea around Us, her book on oceanography
was published on July 2, 1951. It was an unexpected success,
and remained on the New York Times bestseller list for 86
weeks. The book brought Carson numerous awards, including
the National Book Award and the John Burroughs Medal, as
well as honorary doctorates from her alma mater and Oberlin
College. Despite her inherent shyness, Carson became a regu-
lar on the lecture circuit. With financial security no longer the
overriding concern it had been, she retired from government
service and devoted her time to writing.

Carson began work on another book, focusing thistime
on the intricacies of life along the shoreline. She took excur-
sions to the mangrove coasts of Florida and returned to one of
her favorite locations, the rocky shores of Maine. She fell in
love with the Maine coast and in 1953 bought a summer home
in West Southport on the shore of Sheepscot Bay. The Edge of
the Sea was published in 1955 and earned Carson two more
prestigious awards, the Achievement Award of the American
Association of University Women and a citation from the
National Council of Women of the United States. The book
remained on the bestsealler list for 20 weeks, and RKO Studios
bought the rights to it. In Hollywood, the studio sensational-
ized the material and ignored scientific fact. Carson corrected
some of the more egregious errors but still found the film
embarrassing, even after it won an Oscar as the best full-
length documentary of 1953.

From 1955 to 1957, Carson concentrated on smaller
projects, including atelescript, “ Something about the Sky,” for
the Omnibus series. She also contributed a number of articles
to popular magazines. In July 1956, Carson published “Help
Your Child to Wonder” in the Woman's Home Companion. The
article was based on her own real-life experiences, something
rare for Carson. She intended to expand the article into a book
and retell the story of her early life on her parent’s
Pennsylvania farm. After her death, the essay reappeared in
1965 as the book The Sense of Wonder.

In 1956, one of the nieces Carson had raised died at age
36. Marjorie left her son Roger; Carson now cared for him in
addition to her mother. She legally adopted Roger that same
year and began looking for a suitable place to rear the child.
She built anew winter homein Silver Spring, Maryland, on an
uncultivated tract of land, and she began another project
shortly after the home was finished. The luxuriant setting
inspired her to turn her thoughts to nature once again. Carson’'s
next book grew out of along-held concern about the overuse
of pesticides. She had received a letter from Olga Owens
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Huckins, who related how the aeria spraying of DDT had
destroyed her Massachusetts bird sanctuary. Huckins asked
her to petition federal authoritiesto investigate the widespread
use of such pesticides, but Carson thought the most effective
tactic would be to write an article for a popular magazine.
When her initial queries were rejected, Carson attempted to
interest the well-known essayist E. B. White in the subject.
White suggested she write the article herself, in her own style,
and hetold her to contact William Shawn, an editor at the New
Yorker. Eventualy, after numerous discussions with Shawn
and others, she decided to write a book instead.

The international reputation Carson now enjoyed
enabled her to enlist the aid of an array of experts. She con-
sulted with biologists, chemists, entomologists, and patholo-
gists, spending four years gathering data for her book. When
Slent Spring first appeared in serial form in the New Yorker in
June 1962, it drew an aggressive response from the chemical
industry. Carson argued that the environmental conseguences
of pesticide use underscored the futility of humanity’s
attempts to control nature, and she maintained that these
efforts to assume control had upset nature's delicate balance.
Although the message is now largely accepted, the book
caused controversy in some circles, challenging the long-held
belief that humans could master nature. The chemical compa-
nies, in particular, attacked both the book and its author; they
guestioned the data, the interpretation of the data, and the
author’s scientific credentials. One early reviewer referred to
Carson as a “hysterical woman,” and others continued this
sexist line of attack. Some chemical companies attempted to
pressure Houghton Mifflin, the book’s publisher, into sup-
pressing the book, but these attempts failed.

The genera reviews were much kinder and Slent
Soring soon attracted a large, concerned audience, both in
Americaand abroad. A special CBStelevision broadcast, “ The
Silent Spring of Rachel Carson,” which aired on April 3, 1963,
pitted Carson against a chemical company spokesman. Her
cool-headed, commonsense approach won her many followers
and brought national attention to the problem of pesticide use.
The book became a cultural icon and part of everyday house-
hold conversation. Carson received hundreds of invitations to
speak, most of which she declined due to her deteriorating
health. She did find the strength to appear before the Women's
National Press Club, the National Parks Association, and the
Ribicoff Committee—the U.S. Senate committee on environ-
mental hazards.

In 1963, Carson received numerous honors and awards,
including an award from the | zaak Walton L eague of America,
the Audubon Medal, and the Cullen Medal of the American
Geographical Society. That same year, she was elected to the
prestigious American Academy of Arts and Sciences. Carson
died of heart failure at the age of 56. In 1980, President Jimmy
Carter posthumously awarded her the President’'s Medal of
Freedom. A Rachel Carson stamp was issued by the U.S.
Postal Servicein 1981.

See also Environmental pollution
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CARTOGRAPHY

Cartography is the creation, production, and study of maps. It
is considered a subdiscipline of geography, the study of spatial
distribution of various phenomena. Cartographers are often
geographers who particularly enjoy the combination of art,
science, and technology employed in the making and studying
of maps.

A map is a generalized two-dimensional representation
of the spatial distribution of one or more phenomena. For
example, a map may show the location of cities, mountain
ranges, and rivers, or may show the types of rock in a given
region. Maps are flat, making their production, storage, and
handling relatively easy. Maps present their information to the
viewer at areduced scale. They are smaller than the area they
represent, using mathematical relationships to maintain pro-
portionally accurate geographic relationships between various
phenomena. Maps show the location of selected phenomena
by using symbols that are identified in a legend.

There are many different types of maps. A common
classification system divides mapsinto two categories, genera
and thematic. General maps are maps that show spatia rela-
tionships between a variety of geographic features and phe-
nomena, emphasizing their location relative to one another.
Thematic maps illustrate the spatial variations of a single phe-
nomenon, or the spatial relationship between two particular
phenomena, emphasizing the pattern of the distribution.

Many maps can be either general or thematic, depend-
ing on the intent of the cartographer. For example, a cartogra-
pher may produce a vegetation map, one that shows the
distribution of various plant communities. If the cartographer
shows the location of various plant communities in relation to
a number of other geographic features, the map is properly
considered a general map. The map is more likely to be con-
sidered thematic if the cartographer uses it to focus on some-
thing about the relationship of the plant communities to each
other, or to another particular phenomenon or feature, such as
the differences in plant communities associated with changes
in elevation or changes in soil type.

Some examples of general maps include large-scale and
medium-scale topographic maps, planometric maps, and
charts. Topographic maps show all-important physical and
cultural features, including relief. Relief is the difference in
elevation of various parts of the earth’'s surface. Planometric
maps are similar to topographic maps, but omit changesin ele-
vation. Charts are used by the navigators of aircraft and seago-
ing vessels to establish bearings and plot positions and
courses. World maps on a small- or medium-scale showing
physical and cultural features, such asthose in atlases, are also
considered general maps.

Although the subject matter of thematic maps is nearly
infinite, cartographers use common techniques involving
points, lines, and aeria photosto illustrate the structure of spa-
tial distribution. Isarithmic maps use lines to connect points of
equal value; these lines are called isopleths, or isolines.
Isopleths used for a particular phenomenon may have a par-
ticular name; for example, isotherms connect points of equal
temperature, isobars connect points of equal air pressure, and

Cartographer at work. © Christopher Cormack/Corbis. Reproduced by
permission.

isohyets connect points of equal precipitation. Isopleths indi-
cating differences in elevation are called contour lines.
Isopleths are used to show how certain quantities change with
location.

A topographic map is a good example of how isopleths
are used to present information. Topographic maps use iso-
pleths called contour linesto indicate variationsin relief. Each
contour line connects points of the same elevation. Adjacent
lines indicate variations in relief; these variations are called
contour intervals. The contour interval isindicated in the map
legend. A contour interval of 20 ft (6.1 m) means that there is
a 20 ft (6.1 m) difference in elevation between the points con-
nected by one contour line and the points connected by the
adjacent contour line. The closer the lines are to each other, the
more dramatic the change in elevation.

Chloropleth maps are another type of thematic map.
They use areas of graduated gray tones or aseries of gradually
intensifying colors to show spatial variationsin the magnitude
of a phenomenon. Greater magnitudes are symbolized by
either darker gray tones or more intense colors; lesser magni-
tudes are indicated by lighter gray tones or less intense colors.

Cartographers traditionally obtained their information
from navigators and surveyors. Explorations that expanded the
geographical awareness of a map-making culture also resulted
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in increasingly sophisticated and accurate maps. Today, car-
tographers incorporate information from aerial photography
and satellite imagery in the maps they create.

Modern cartographers face three major design chal-
lenges when creating a map. First, they must decide how to
accurately portray that portion of Earth’s surface that the map
will represent; that is, they must figure out how to represent
three-dimensional objects in two dimensions. Second, cartog-
raphers must represent geographic relationships at a reduced
size while maintaining their proportional relationships. Third,
they must select which pieces of information will be included
in the map, and develop a system of generalization, which will
make the information presented by the map useful and acces-
sible to its readers.

When creating aflat map of aportion of the earth’s sur-
face, cartographers first locate their specific area of interest
using latitude and longitude. They then use map projection
techniques to represent the three-dimensional characteristics
of that areain two dimensions. Finaly, a grid, called a rectan-
gular coordinate system, may be superimposed on the map,
making it easier to use.

Distance and direction are used to describe the position
of something in space, itslocation. In conversation, termslike
right and left, up and down, or here and there are used to indi-
cate direction and distance. These terms are useful only if the
location of the speaker is known; in other words, they are rel-
ative. Cartographers, however, need objective terms for
describing location The system of latitude and longitude, a
geographical coordinate system developed by the Greeks, is
used by cartographers for describing location.

Earth is a sphere, rotating around an axis tilted approx-
imately 23.5 degrees off the perpendicular. The two points
where the axis intersects the earth’s surface are called the
poles. The equator is an imaginary circle drawn around the
center of the earth, equidistant from both poles. A plane that
sliced through the earth at the equator would intersect the axis
of the earth at aright angle. Lines drawn around the earth to
the north and south of the equator and at right angles to the
earth’s axis are called parallels. Any point on the earth’s sur-
faceislocated on a parallel.

An arc is established when an angle is drawn from the
equator to the axis and then north or south to a pardlel.
Latitude is the measurement of this arc in degrees. There are
90 degrees from the equator to each pole, and sixty minutesin
each degree. Latitude is used to determine distance and direc-
tion north and south of the equator.

Meridians are lines running from the north pole to the
south pole, dividing the earth’s surface into sections, like
those of an orange. Meridians intersect parallels at right
angles, creating agrid. Just as the equator acts as the line from
which to measure north or south, a particular meridian, called
the prime meridian, acts as the line from which to measure
east or west. There is no meridian that has a natural basis for
being considered the prime meridian. The prime meridian is
established by international agreement; currently, it runs
through the Roya Observatory in Greenwich, England.
Longitude is the measurement in degrees of the arc created by
an angle drawn from the prime meridian to the earth’s axis and
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then east or west to a meridian. There are 180° west of the
prime meridian and 180° east of it. The international date line
lies approximately where the 180th meridian passes through
the Pacific Ocean.

Using the geographical coordinate system of latitude
and longitude, any point on the earth’s surface can be located
with precision. For example, Buenos Aires, the capital of
Argentina, is located 34° 35 minutes south of the equator and
58° 22 minutes west of the prime meridian; Anchorage, the
largest city of the state of Alaska, is located 61° 10 minutes
north of the equator and 149°s 45 minutes west of the prime
meridian.

After locating their area of interest using latitude and
longitude, cartographers must determine how best to represent
that particular portion of the earth’s surface in two dimensions.
They must do thisin such away that minimal amounts of dis-
tortion affect the geographic information the map is designed
to convey.

Cartographers have developed map projections as a
means for trand ating geographic information from a spherical
surface onto a planar surface. A map projection isamethod for
representing a curved surface, such as the surface of the earth,
on aflat surface, such as a piece of paper, so that each point
on the curved surface corresponds to only one point on the flat
surface.

There are many types of map projections. Some of them
are based on geometry, others are based on mathematical for-
mulas. None of them, however, can accurately represent all
aspects of the earth’s surface; inevitably there will be some
distortion in shape, distance, direction or area. Each type of
map projection is intended to reduce the distortion of a partic-
ular spatial element. Some projections reduce directional dis-
tortion, others try to present shapes or areas in as
distortion-free a manner as possible. The cartographer must
decide which of the many projections available will provide
the most distortion-free presentation of the information to be
mapped.

Maps present various pieces of geographical informa-
tion at areduced scale. In order for the information to be use-
ful to the map reader, the relative proportions of geographic
features and spatia relationships must be kept as accurate as
possible. Cartographers use various types of scales to keep
those features and relationships in the correct proportions.

No single map can accurately show every feature on the
earth’s surface. There is simply too much spatial information
at any particular point on the earth’s surface for all of the
information to be presented in a comprehensible, usable for-
mat. In addition, the process of reduction has certain visual
effects on geographic features and spatial relationships.
Because every feature is reduced by the ratio of the reduction,
the distance between features is reduced, crowding them
closer together and lessening the clarity of the image. The
width and length of individual features are also reduced.

See also Earth (planet); Topography and topographic maps;
Westher forecasting methods
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Catastrophic mass movements

CATASTROPHIC MASS MOVEMENTS

Catastrophic mass movements are large and rapid mass wast-
ing events such as landslides, rockslides, and rock avalanches.
Although they are often believed to occur with no warning,
catastrophic mass movements are often preceded by subtle
changes such as rock creep that foreshadow their occurrence.
Because of their speed and size, catastrophic mass movements
are often fatal events.

One of the most notable catastrophic mass movements
to have occurred during recorded times was associated with
the May 18, 1980 eruption of Mount St. Helens. Magma move-
ment produced a bulge on the north side of the volcano that
failed as a series of three large landslides during a magnitude
5.2 earthquake on May 18, and was immediately followed by
the well-known eruption. The volume of the material removed
by the landslides is estimated to have been about 2.3 km3. The
landslides broke apart as they began to move and traveled
downhill asarock avalanche, which isacommon form of cat-
astrophic mass movement.

Other rock avalanches buried the towns of Frank,
Alberta in 1903 and Elm, Switzerland in 1881; both of
these events were triggered by miners undercutting steep
slopes above the towns. In 1963 a large rockslide that trav-
eled into the Vaiont reservoir in Italy produced a wave that
overtopped the dam and killed many downstream residents.
The Vaiont landslide was triggered by changes in the reser-
voir level as it was filled and emptied each year after its
completion in 1960, which affected the groundwater pres-
sure within the adjacent slopes. Earthquakes can also trig-
ger catastrophic landslides without human intervention, but
catastrophic landslides rarely appear to be triggered by
rainfall. A notable example of an earthquake-triggered cat-
astrophic landslide during recent times occurred in 1959,
when a magnitude 7.5 earthquake triggered a landslide that
dammed the Madison River in Montana, killing 26 people
and creating Earthquake Lake. The geologic record con-
tains evidence of even more catastrophic events, including
prehistoric rock avalanches that involved as much as 20
km3 of rock and traveled tens of kilometers from their
points of origin.

One of the most perplexing aspects of catastrophic
rock avalanches is that in many cases they begin as normal
landslides but travel much longer distances than would be
predicted by solving the simple physics problem of rock
sliding along rock. The coefficients of friction necessary for
rock avalanches larger than 106 m3 to have traveled their
observed distances decrease significantly as a function of
the avalanche volume. A typical coefficient of friction for
one piece of rock sliding past another might be about 0.55,
and this is a value calculated for many small rockslides; in
large rock avalanches, however, the coefficient of friction
necessary to explain the travel distance can be as low as
0.05-0.10. In essence, rock avalanches move as though they
are fluids rather than solid masses of rock and often run up
the opposing sides of valleys before coming to rest. One
early explanation of this phenomenon, based upon studies of
the prehistoric Blackhawk landslide in California, was that

Mudslides can hit quickly with devastating results, as seen here. Jim
Sugar. Jim Sugar Photgraphy/Corbis-Bettmann. Reproduced by
permission.

rock avalanches glide atop pockets of air trapped beneath
the rock mass. Other proposed friction reducing mecha-
nisms have included the frictional heating of water to gen-
erate steam that would fluidize the avalanche and the
melting of rock to produce a layer of liquid glass aong the
base of the avalanche. The discovery of rock avalanche
deposits on Mars and the Moon, however, cast doubt on
mechanisms such as air entrapment and steam generation
because neither air nor water would have been available. A
process known as acoustic fluidization has been proposed to
explain the behavior of rock avalanches without requiring
air pockets or steam generation. Acoustic fluidization
occurs when elastic waves travel through a rock avalanche
as it moves downhill, breaks into pieces, and is jostled by
the underlying topography.

Because catastrophic rock avalanches are so rare and
short lived, and because their remnants contain little evidence
of the dynamic processes that occurred during movement, it is
likely that explanations of their unusual mechanical behavior
will always be inferences based largely on theoretical possi-
bilities rather than empirical observations.

See also Catastrophism; Debris flow; Lahar
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In 1908 over Tunguska, Russia, an object that is believed to have been either a comet or a stony meteorite exploded with the force of a nuclear
bomb. If it had happened over an urban area instead of over Siberian wilderness, the loss of life would have been immense. AP/Wide World.

Reproduced by permission.

CATASTROPHISM

Catastrophism is the argument that Earth’s features—includ-
ing mountains, valleys, and lakes—primarily formed and
shaped as aresult of the periodic but sudden forces as opposed
to gradual change that takes place over along period of time.

Although geologists may argue about the extent of cat-
astrophism in shaping the earth, modern geologists interpret
many formations and events as resulting from an interplay cat-
astrophic and uniform forces that result in more slowly evolv-
ing change.

For example, according to strict catastrophe theory, one
might interpret the origins of the Rocky Mountains or the
Alps, as resulting from a huge earthquake that uplifted them
quickly. When viewing the Yosemite Valley in California a
catastrophist might not assert they were carved by glaciers,

but rather the floor of the valley collapsed over 1,000 ft (305
m) to its present position in one giant plunge. Strict cata-
strophic theory also argues for long periods of inactivity fol-
lowing catastrophic events.

In terms of modern geoscience, strict catastrophic the-
ory (e.g., a world shaped by large single floods, or massive
earthquakes) finds little evidence or support. Catastrophism
developed in the seventeenth and eighteenth centuries when,
by tradition and even by law, scientists used the Bible and
other religious documents as a scientific documents.

For example, when a prominent theologian, Irish bibli-
cal scholar Bishop James Ussher in the mid-1600's work,
Annals of the World, counted the ages of people in the Bible
and proclaimed that Earth was created in 4004 B.c. (In fact,
Ussher even pronounced an actual date of creation as the
evening of October 22), geologists tried to work within atime
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Cave

frame that encompassed only around six thousand years.
(Current research estimates Earth at 4.5 billion years old.) In
its original form, catastrophism eventualy fell from grace
with the scientific community as they reasoned more logical
explanations for natura history. A new concept, known as uni-
formitarianism, eventually replaced catastrophism. Uniform-
itarianism is the argument that mountains are uplifted, valleys
carved, and sediments deposited over immense time periods
by the same physical forces and chemical reactions in evi-
dence today.

Modern catastrophism—increasingly popular since the
late 1970s—argues evidence that catastrophic forces can have
a profound influence on shaping Earth. For example, modern
catastrophic theory argues that large objects from space
(Asteroids, Comets, etc.) periodicaly collide with Earth and
that these collisions can have profound effects on both the
geology and biology of Earth. Based on the extrapolation of
experimental data and the observation of large-scale events
(e.g., major volcanic eruptions), scientists speculate that when
these objects strike, they clog the atmosphere with sunlight-
blocking dust and gases, ignite forest fires, and trigger volcan-
ism. One hypothesis advances that a large asteroid impact lead
to the extinction of dinosaurs roughly 65 million years ago.

See also Cambrian Period; Fossil record; Fossils and fos-
silization; Geologic time; Historical geology; Impact crater;
K-T event; Origin of life; Orogeny; Plate tectonics;
Precambrian; Torino scale

CATION -« see CHEMICAL BONDS AND PHYSICAL PROPERTIES

CAVE

A cave is a naturally occurring hollow area inside the earth.
Most caves are formed by some type of erosional process. The
most notable exception is hollow lava tubes such as those
found in the Hawaiian Idands. The formation of caves
depends upon geologic, topographic, and hydrologic factors.
These factors determine where and how caves develop, aswell
astheir structure and shape. The study of cavesis called spele-
ology. Some caves may be small hillside openings, while oth-
ers consist of large chambers and interconnecting tunnels and
mazes. Openings to the surface may be large gaping holes or
small crevices.

Caves hosted in rocks other than limestone are usually
formed by water erosional processes. For example, rivers run-
ning through canyons with steep walls erode the rock at points
where the current is strong. Such caves usualy have large
openings and are not too deep. Caves of this type can be found
in the southwestern United States and were at one time inhab-
ited by prehistoric American Indians known as Cliff Dwellers.
Sea caves are formed by waves continually crashing against
cliffs or steep walls. Often these caves can only be entered at
low tide. Ice caves are also formed in glaciers and icebergs by
meltwater that drains down crevicesin theice.

Lava caves, which are often several miles long, form
when the exterior of alava flow hardens and cools to form a
roof, but lava below the surface flows out, leaving a hollow
tube. wind or aeolian caves usually form in sandstone cliffsas
wind-blown sand abrades the cliff face. They are found in
desert areas, and occur in a bottleneck shape with the entrance
much smaller than the chamber. Talus caves are formed by
boulders that have piled up on mountain slopes. The most
common, largest, and spectacular caves are solution caves.

Solution caves form by chemical weathering of the sur-
rounding bedrock as groundwater moves along fracturesin the
rock. These caves produce a particular type of terrain called
karst. Karst terrain primarily formsin bedrock of calcium car-
bonate, or limestone, but can develop in any soluble sedimen-
tary rock such as dolomite, rock gypsum, or rock salt. The host
rock extends from near the earth’s surface to below the water
table. Several distinctive karst features make this terrain easy
to identify. The most common are sinkholes, circular depres-
sions where the underlying rock has been dissolved away.
Disappearing streams and natural bridges are also common
clues. Entrances to solution caves are not always obvious, and
their discovery is sometimes quite by accident.

Formation of karst involves the chemical interaction of
air, soil, water, and rock. As water flows over and drains into
the earth’s surface, it mixes with carbon dioxide from the air
and soil to form carbonic acid (H,CO;). The groundwater
becomes acidic and dissolves the calcium carbonate in the
bedrock, and seeps or percolates through naturally occurring
fractures in the rock. With continual water drainage, the frac-
tures become established passageways. The passageways
eventually enlarge and often connect, creating an underground
drainage system. Over thousands, perhaps millions of years,
these passages evolve into the caves seen today.

During heavy rain or flooding in a well-established
karst terrain, very little water flows over the surface in stream
channels. Most water drains into the ground through enlarged
fractures and sinkholes. This underground drainage system
sometimes carries large amounts of water, sand, and mud
through the passageways and further erodes the bedrock.
Sometimes ceilings fall and passageways collapse, creating
new spaces and drainage routes.

Not al solution caves form due to dissolution by car-
bonic acid. Some caves form in areas where hydrogen sulfide
gasisreleased from the earth’s crust or from decaying organic
material. Sulfuric acid forms when the hydrogen sulfide
comes in contact with water. It chemically weathers the lime-
stone, similar to acid rain.

The deep cave environment is often completely dark,
has a stable atmosphere, and the temperature is rather con-
stant, varying only a few degrees throughout the year. The
humidity in limestone cavesis usually near 100%. Many caves
contain unique life forms, underground streams and lakes, and
have unusual mineral formations called speleothems.

When groundwater seeps through the bedrock and
reaches a chamber or tunnel, it meets a different atmosphere.
Whatever mineral is in solution reacts with the surrounding
atmosphere, precipitates out, and is deposited in the form of a
crystal on the cave ceiling or walls. Calcite, and to a lesser
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degree, aragonite, are the most common minerals of
spelecthems. The amount of mineral that precipitates out
depends upon how much gas was dissolved in the water. For
example, water that must pass through a thick layer of soil
becomes more saturated with carbon dioxide than water that
passes through a thin layer. This charges the water with more
carbonic acid and causes it to dissolve more limestone from
the bedrock. Later, it will form athicker mineral deposit in the
cave interior as aresult.

Water that makes its way to a cave ceiling hangs as a
drop. When the drop of water gives off carbon dioxide and
reaches chemical equilibrium with the cave atmosphere, cal-
cite starts to precipitate out. Calcite deposited on the walls or
floorsin layersis called flowstone.

Sometimes water runs down the slope of awall, and as
the calcite is deposited, a low ridge is formed. Subsequent
drops of water follow the ridge, adding more calcite. Constant
buildup of calcite in this fashion results in the formation of a
large sheet-like formation, called a curtain, hanging from the
ceiling. Curtain formations often have waves and folds in
them and have streaks of various shades of off-white and
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browns. The streakiness results from variations in the mineral
and iron content of the precipitating solution.

Often, ahanging drop falls directly to the ground. Some
calcite is deposited on the ceiling before the drop falls. When
the drop falls, another takes its place. As with a curtain for-
mation, subsequent drops will follow a raised surface and a
buildup of calcitein the form of ahanging drop develops. This
process results in icicle-shaped speleothems called stalactites.
The water that falls to the floor builds up in the same fashion,
resembling an upside down icicle called a stalagmite.

Of course, there are variations in the shape of
speleothems depending on how much water drips from the
ceiling, the temperature of the cave interior, rates and direc-
tions of air flow in the cave, and how much dissolved lime-
stone the water contains. Speleothems occur as tiered
formations, cylinders, cones, some join together, and occa-
sionally stalactites and stalagmites meet and form a tower.
Sometimes, when a stalactite is forming, the calcite isinitially
deposited in around ring. As calcite builds up on the rim and
water drips through the center, a hollow tube called a straw
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develops. Straws are often transparent or opaque and their
diameter may be only that of a drop of water.

Stalagmites and stal actites occur in most solution caves
and usually, wherever a stalactite forms, there is also a stalag-
mite. In caves where there is a great deal of seepage, water
may drip continuously. Speleothems formed under a steady
drip of water are typically smooth. Those formed in caves
where the water supply is seasonal may revea growth rings
similar to those of a tree trunk. Stalactites and stalagmites
grow by only afraction of an inch or centimeter in ayear, and
since some are many yards or meters long, one can appreciate
the time it takes for these speleothems to develop.

The most bizarre of spelecthems are called helictites.
Helictites are hollow, cylindrical formations that grow and
twist in a number of directions and are not simply oriented
according to the gravitational pull of awater drop. Other influ-
ences such as crystal growth patterns and air currents influ-
ence the direction in which these speleothems grow. Helictites
grow out from the side of other speleothems and rarely grow
larger than 4 in (8.5 cm) in length.

Speleothems called anthodites are usualy made of
aragonite. Calcite and aragonite are both forms of calcium car-
bonate, but crystallize differently. Anthodites grow as radiat-
ing, delicate, needle-like crystals. Pools of seepage water that
drain leave behind round formations caled cave popcorn.
Cave pearls are formed in seepage pools by grains of sand
encrusted with calcite; flowing water moves the grains about
and they gather concentric layers of calcite.

See also Erosion; Stalactites and stalagmites

CAVE MINERALS AND SPELEOTHEMS

Cave minerals are secondary minerals formed inside a cave
resulting from one or several of the following processes:
reprecipitation of the bedrock, supersaturation of solutions,
dehydration, biogenic processes (or human activity),
hydrothermal processes, hypergenic processes (weathering or
metasomatoze), reaction of karst solutions with minerals of
non-karstic bedrock, or by eruptive processes (fumarolic or
magmatic) due to crystallization of volcanic gases or their
reactions with minerals or solutions.

Most speleothems (dripstones, including stalagmites
and stalactites) are formed by hydrocarbonate reprecipitation
of carbonate bedrock. Groundwater saturated with carbonate
dioxide dissolves cal cium carbonate (CaCO, from the bedrock
and reprecipitates it inside the cave when carbonate dioxide
volatilizes. Most caves are developed in limestone or marble,
so CaCO, forms most speleothems. Ninety-five percent of all
speleothems are formed by calcite, 2-3% by aragonite (the
second polymorphic form of CaCO;) and less than 2% are
formed by the rest of about 250 cave minerals, most frequently
gypsum (as some caves are developed in gypsum bedrock).

More than 250 different cave minerals have been iden-
tified so far. Many are found only in caves, and some are
found only in one cave in the world.

Characteristic red luminescence of hydrothermal calcite. © Y. Shopov.
Reproduced by permission.

Air temperature and humidity are exceptionally stablein
deep parts of caves. This alows preservation of highly unsta-
ble minerals and spel eothems, which tend to transform and dis-
integrate within monthsif taken out of the cave. Such minerals
are crystallohydrates with high numbers of water molecules.
These minerals dehydrate at room air temperature and humid-
ity, and their mineral aggregates disintegrate to powder.

Speleothems are the form of appearance (aggregates) of
secondary cave minerals. Aggregates of primary minerals or
detrital materials in caves are not speleothems. Most com-
monly, speleothems grow from the dripping of flowing water.
Stalagmites and stalactites are formed by dripping water.
Flowstones are smooth and sheet-like speleothems, which
form from films of flowing water. Crystal orientation inside
flowstonesis perpendicular to the surface, and usually has dis-
tinctive layers. Shields are oval speleothems consisting of two
parallel spherical plates separated by amedial planar crack and
are formed by water seeping thought the medial crack. Cave
pearls are small spheroidal solid polycrystalline speleothems.
Sometimes they are polished by rotation due to dripping of
water producing turbulent flows in small pools. Thus, they
rotate and polish pearlsin the pool. Cave pearls resemble real
pearls from the sea, but are usually composed of calcite. They
become fractured quickly if removed from the cave.

A variety of spelesthems grow from cave pools and
lakes. Rimstones are deposits that form around the bottom and
walls of a cave pool. Rimstone dams (gours) are secondarily
deposited barriers obstructing flowing of a cave stream or
pool. Shelfstones are flat-ledge or shelf-like deposits around
the edges of a cave pool or a speleothem submerged init. Cave
raftsarethin layers of crystalline material that float on the sur-
face of a cave pool. Cave bubbles are crystalline material
deposited on the surface of a gas bubble in a cave pool.
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Large cave ice skeleton crystal in Crow’s Nest Pass. © Y. Shopov.
Reproduced by permission.

Bubbles are hollow, with diameters less than 1 cm and have
wall thickness of less than 0.2 mm.

Spar is formed by high amounts of water at stable tem-
perature, humidity, and evaporation rate. Spar is a speleothem
consisting of transdlucent crystals with a vitreous luster, and
may be formed by hydrothermal, epithermal or infiltration
waters.

Thin films of water form typically form coralloides and
anthodites. Coralloides (corallites) are the most common type
of speleothem after stalactites, stalagmites, and flowstone.
They are nodular, globular or coral-like in shape. Anthodites
are speleothems composed of radiating, spiky, quill-like crys-
tal clusters. Frostwork anthodites consist of needle-like crys-
tals. They grow from capillary water moving over the surface
of the crystals. Sometimes anthodites are tubular, but never
frostwork. Christmas trees are deposits of frostwork over sta-
lagmites.

Helictites are twisted and worm-like spel eothems grow-
ing via a tiny (0.008-0.5 mm) capillary canal in their center.
Helictites twist in any direction, independently of gravity.
Many helictites resemble a living species. Usualy, helictites
composed of calcite are transparent, while those of aragonite
are composed of bunches of fine crystals, and are opague.

Cave hair (angel hair) is fibrous speleothem composed
of single crystal fibers resembling thin strands of hair. It is
formed by gypsum or by highly soluble sulfate or nitrate min-
erals. Cave hair are very fast growing, but highly unstable
(seasonal speleothems), and can be dissolved by increasing of
the air humidity or by a heavy rain. Cave flowers are
spelecthems with crystal petals that curve radialy outwards
from a common center. They consist of an aggregate of
branching and curving bundles of paralel crystals loosely
packed together. Cave flowers are usually formed by gypsum.
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Phosphorescence of calcite cave pearls. © Y. Shopov. Reproduced by
permission.

All such fibrous speleothems grow from their base extruding
crystals through the pores of the bedrock or clay substrate.

Moonmilk is an aggregate of microcrystalline cave min-
erals precipitated quickly under highly metastable conditions.
Moonmilk resembles cream cheese when wet, but is crumbly
and powdery like chalk when dry. Cave balloons are pearly,
thin-walled, free-hanging speleothems associated with moon-
milk substrate resembling a small, inflated balloon. Usually,
they are composed wholly or partly of hydromagnesite.

One-hundred and two cave minerals are known to form
coatings and crusts, 57 form stalactites and stalagmites, 23
form moonmilk, 15 form anthodites, 14 form helictites, 12
form Angel hair, 7 form coralloides and pearls, and 6 form
cave balloons.

Cave minerals and speleothems are so unique in appear-
ance that they are considered natural heritage objects, and
laws in most countries prohibit their collection, mining and
selling.

See also Stalactites and stalagmites

CCD (CARBONATE COMPENSATION
DEPTH)

In oceanography, the depth where carbonate ions under satu-
ration in the water column or in the sediment pore and the
water interface is large enough so that the rate of calcium car-
bonate (CaCO,) sedimentation is totally compensated for by
the rate of calcium carbonate dissolution, reaches the carbon-
ate compensation depth (CCD). Alternately stated, the CCD is
the depth at which calcareous skeletons of marine animals
accumulate at the same rate at which they dissolve. Depending
on the mineral structure of CaCO,, the CCD is called calcite
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Stalactites in Cueva Nerja Cave, Spain. © Y. Shopov. Reproduced by
permission.

compensation depth (trigonal structure) or aragonite compen-
sation depth (rhombic structure), respectively.

Foraminifera, coccolithophorids, pteropods, and a few
other benthic and planktic organisms build calcium carbonate
shells or skeletons. Upon death or reproduction, the shells are
discarded and sink to the sea-floor. Within the water column,
calcium (Caz+) content varies little, hence the calcium carbon-
ate saturation state (CSS) is controlled by concentration of
carbonate (CO42-) ions, pH, water pressure, temperature, and
salinity:

CSSs = (Caz*) x (COz2) + K’
whereas K’ ¢, is the equilibrium solubility product for the min-
era phase of calcite or aragonite, respectively. It is CSS:
supersaturated > 1 = saturated = 1 > undersaturated with car-
bonate ions. Position and thickness of the saturation horizonin
the water column can be defined as the difference ACO42-
between the concentration of carbonate ions in situ and the
concentration of saturated carbonate ion for the respective
mineral phase. Since the concentration of carbonate ions can-
not be measured directly, it is calculated using the dissociation
constants of carbonic acid (H,CO,), and measurable parame-
ters such as total inorganic carbon dioxide (X CO,) dissolved
in sea water, akalinity, pH, and partia pressure of carbon
dioxide exerted by seawater (pCO,).

The water depth at which the sea water carbonate ion
content and the concentration of carbonate ions in equilibrium
with sea water for calcite or aragonite mineral phase intercept
is caled hydrographic calcite or aragonite lysocline, respec-
tively. Below the lysocline, calcium carbonate dissolution
begins and becomes progressively more intense in proportion
to the fourth power of carbonate ion undersaturation. An
undersaturation of about 10 umol/kg is enough to dissolve
amost all the calcite descending to the sea floor. At the CCD,
the rate of calcium carbonate sedimentation is totally compen-

sated for by the rate of calcium carbonate dissolution. These
deepest parts of the global ocean, the abyssal plains, where
depths exceed about 17,500 feet (4,500 meters), the bottom is
no more covered with calcareous ooze but with alayer of red-
clay that contains no fossils at al.

From the surface water as the place of life-history down
to the sedimentological archive, diversity of calcareous organ-
ism assemblages changes qualitatively and quantitatively due
to carbonate dissolution. Each type of calcium carbonate shell
architecture yields different crash behavior regarding
foraminifera, coccolithophorids, pteropods, and other planktic
and benthic calcium carbonate skeleton bearing organisms.
For example, planktic foraminifer Globigerinoides ruber is
rapidly dismantling into single chambers along sutures
whereas Neogloboquadrina pachyderma is undergoing long
lasting ultrastructural breakdown before the final smash. That
is, calcium carbonate dissolution is a progress affecting indi-
viduals (of any level in Linn€'s system) in different extent.

Disintegration of calcium carbonate skeleton bearing
organisms is a valuable tool to reconstruct modern (i.e.,
Holocene) and ancient (e.g., Pleistocene) deep and bottom
water currents that are traceable through their different CO,
accumulation. CCD is found deepest in the North Atlantic
Ocean (50°N) at about 5,000 m moving upwards continuously
in the water column to 3,000 m in the Atlantic sector of the
Southern Ocean (60°S) and, in turn, CCD is found deepest in
the Pacific sector of the Southern Ocean (60°S) at about 4,500
m moving upwards to 3,000 m in the North Pacific Ocean
(50°N). In more genera terms, the CCD appears to coincide
with the calcium carbonate saturation state of 0.75 in the
Atlantic and 0.65 in the Pacific.

Reconstructing CCD of modern and ancient oceans
means to elucidate the role that oceanic deep-water processes
play in globa climate change during various geologic time
intervals and at different levels of precision. The location of
CCD, lysocline and saturation horizon determine deep water
COg42- concentrations and thus the pCO, of surface waters.
Hence, the ocean’s ability to take up atmospheric pCO, is
influenced by the balance of production and dissolution of
calcium carbonate, and lifting or lowering the CCD hasimpor-
tant consequences on the short and long term variations of
CO, in the atmosphere.

See also Ocean circulation and currents

CELESTIAL SPHERE: THE APPARENT
MOTIONS OF THE SUN, MOON, PLAN-
ETS, AND STARS

The celestial sphere is an imaginary projection of the Sun,
Moon, planets, stars, and al astronomical bodies upon an
imaginary sphere surrounding Earth. The celestial sphereis a
useful mapping and tracking remnant of the geocentric theory
of the ancient Greek astronomers.

Although originally developed as part of the ancient
Greek concept of an Earth-centered universe (i.e., ageocentric
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model of the Universe), the hypothetical celestia sphere pro-
vides an important tool to astronomers for fixing the location
and plotting movements of celestial objects. The celestia
sphere describes an extension of the lines of Iatitude and lon-
gitude, and the plotting of al visible celestial objects on a
hypothetical sphere surrounding the earth.

The ancient Greek astronomers actually envisioned con-
centric crystalline spheres, centered around Earth, upon which
the Sun, Moon, planets, and stars moved. Although heliocen-
tric (Sun-centered) models of the universe were also proposed
by the Greeks, they were disregarded as “counter-intuitive’ to
the apparent motions of celestial bodies across the sky.

Early in the sixteenth century, Polish astronomer
Nicolaus Copernicus (1473-1543) reasserted the heliocentric
theory abandoned by the Ancient Greeks. Although sparking a
revolution in astronomy, Copernicus system was deeply
flawed by the fact that the Sunis certainly not the center of the
universe, and Copernicus insisted that planetary orbits were
circular. Even so, the heliocentric model developed by
Copernicus fit the observed data better than the ancient Greek
concept. For example, the periodic “backward” motion (retro-
grade motion) in the sky of the planets Mars, Jupiter, and
Saturn, and the lack of such motion for Mercury and Venus
was more readily explained by the fact that the former planets
orbitswere outside of Earth’s. Thus, the earth “ overtook” them
as it circled the Sun. Planetary positions could also be pre-
dicted much more accurately using the Copernican model.

Danish astronomer Tycho Brahe's (1546-1601) precise
observations of movements across the “celestial sphere”
allowed German astronomer and mathematician Johannes
Kepler (1571-1630) to formulate his laws of planetary motion
that correctly described the elliptical orbits of the planets.

The modern celestial sphere is an extension of the lati-
tude and longitude coordinate system used to fix terrestrial
location. The concepts of latitude and longitude create a grid
system for the unique expression of any location on Earth’s
surface. Latitudes—also known as parallels—mark and meas-
ure distance north or south from the equator. Earth’s equator is
designated 0° latitude. The north and south geographic poles
respectively measure 90° north (N) and 90° south (S) from the
equator. The angle of latitude is determined as the angle
between a transverse plane cutting through Earth’'s equator
and the right angle (90°) of the polar axis. Longitudes—also
known as meridians—are great circles that run north and
south, and converge at the north and south geographic poles.

On the celestial sphere, projections of lines of latitude
and longitude are transformed into declination and right ascen-
sion. A direct extension of Earth’s equator at 0° latitude is the
celestial equator at 0° declination. Instead of longitude, right
ascension is measured in hours. Corresponding to Earth’s rota-
tion, right ascension is measured from zero hours to 24 hours
around the celestial sphere. Accordingly, one hour represents
15 angular degrees of travel around the 360° celestial sphere.

Declination is further divided into arcminutes and arc-
seconds. In 1° of declination, there are 60 arcminutes (60’)
and in one arcminute there are 60 arcseconds (60"). Right
ascension hours are further subdivided into minutes and sec-
onds of time.
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On Earth’'s surface, the designation of 0° longitude is
arbitrary, an international convention long held since the days of
British sea superiority. It establishes the 0° line of longitude—
also known as the Prime Meridian—as the great circle that
passes through the Royal National Observatory in Greenwich,
England (United Kingdom). On the celestia sphere, zero hrs
(O h) right ascension is aso arbitrarily defined by international
convention astheline of right ascension where the ecliptic—the
apparent movement of the Sun across the celestial sphere estab-
lished by the plane of the earth’s orbit around the Sun—inter-
sects the celestial equator at the vernal equinox.

For any latitude on Earth’s surface, the extended decli-
nation line crosses the observer’'s zenith. The zenith is the
highest point on the celestial sphere directly above the
observer. By international agreement and customary usage,
declinations north of the celestial equator are designated as
positive declinations (+) and declinations south of the celestial
equator are designated as negative declinations () south.

Just as every point on Earth can be expressed with a
unique set of latitude and longitude coordinates, every object
on the celestial sphere can be specified by declination and
right ascension coordinates.

The polar axisis an imaginary line that extends through
the north and south geographic poles. The earth rotates on its
axis asit revolves around the Sun. Earth’s axisistilted approx-
imately 23.5 degrees to the plane of the ecliptic (the plane of
planetary orbits about the Sun or the apparent path of the Sun
across the imaginary celestial sphere). Thetilt of the polar axis
is principally responsible for variations in solar illumination
that result in the cyclic progressions of the seasons. The polar
axis also establishes the principal axis about which the celestia
sphere rotates. The projection of Earth’s geographic poles upon
the celestial sphere creates a north celestial pole and a south
celestia pole. In the Northern Hemisphere, the star Polaris is
currently within approximately one degree (1°) of the north
celestial pole and thus, from the Northern Hemisphere, all stars
and other celestial objects appear to rotate about Polaris and,
depending on the latitude of observation, stars located near
Polaris (circumpolar stars) may never “set.”

For any observer, the angle between the north celestia
pole and the terrestrial horizon equals and varies directly with
latitude north of the equator. For example, at 30° N latitude an
observer views Polaris at +30° declination, at the terrestrial
North Pole (90° N), Polaris would be directly overhead (at the
zenith) at +90° declination.

The celestial meridian is an imaginary arc from the
north point on the terrestrial horizon through the north celes-
tial pole and zenith that terminates on the south point of the
terrestria horizon.

Regardless of location on Earth, an observer’s celestial
equator passes through the east and west points of the terres-
trial horizon. In the Northern Hemisphere, the celestial equa-
tor is displaced southward from the zenith (the point directly
over the observer’s head) by the number of degrees equal to
the observer’s latitude.

Rotation about the polar axis results in a diurnal cycle
of night and day, and causes the apparent motion of the Sun
across the imaginary celestial sphere. The earth rotates about
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the polar axis at approximately 15 angular degrees per hour
and makes a complete rotation in 23.9 hours. This corresponds
to the apparent rotation of the celestial sphere. Because the
earth rotates eastward (from west to east), objects on the celes-
tial sphere usually move along paths from east to west (i.e., the
Sun “rises’ in the east and “sets’ in the west). One complete
rotation of the celestial sphere comprises adiurna cycle.

Asthe earth rotates on its polar axis, it makes a slightly
eliptical orbital revolution about the Sun in 365.26 days.
Earth’s revolution about the Sun also corresponds to the cyclic
and seasonal changes of observable stars and constellations on
the celestial sphere. Although stars grouped in traditional con-
stellations have no proximate spatial relationship to one
another (i.e., they may be billions of light years apart) that do
have an apparent relationship as a two-dimensional pattern of
stars on the celestial sphere. Accordingly, in the modern sense,
constellations establish regional location of stars on the celes-
tial sphere.

A tropical year (i.e., a year of cyclic seasona change),
equals approximately 365.24 mean solar days. During this
time, the Sun appearsto travel completely around the celestial
sphere on the ecliptic and return to the vernal equinox. In con-
trast, one orbital revolution of Earth about the Sun returns the
Sun to the same backdrop of stars—and is measured as a side-
real year. On the celestial sphere, a sidereal day is defined as
the time it takes for the verna equinox—starting from an
observer’s celestial median—to rotate around with the celes-
tial sphere and recross that same celestial median. The sidereal
day isdue to Earth’srotational period. Because of precession,
a sidereal year is approximately 20 minutes and 24 seconds
longer than a tropical year. Although the sidereal year more
accurately measures the time it takes Earth to compl etely orbit
the Sun, the use of the sidereal year would eventually cause
large errors in calendars with regard to seasonal changes. For
this reason the tropical year is the basis for modern Western
calendar systems.

Seasons are tied to the apparent movements of the Sun
and stars across the celestial sphere. In the Northern
Hemisphere, summer begins at the summer solstice (approxi-
mately June 21) when the Sun is reaches its apparent maxi-
mum declination. Winter begins at the winter solstice
(approximately December 21) when the Sun’'s highest point
during the day is its minimum maximum daily declination.
The changes result from a changing orientation of Earth’s
polar axisto the Sun that result in achange in the Sun’s appar-
ent declination. The vernal and autumnal equinox are denoted
as the points where the celestial equator intersects the ecliptic.

The location of sunrise on the eastern horizon, and sun-
set on the western horizon also varies between a northern most
maximum at the summer solstice to a southernmost maximum
at the winter solstice. Only at the vernal and autumnal equinox
does the Sun rise at a point due east or set at a point due west
on the terrestrial horizon.

During the year, the moon and planets appear to move
in arestricted region of the celestial sphere termed the zodiac.
The zodiac is a region extending outward approximately 8°
from each side of the ecliptic (the apparent path of the Sun on
the celestial sphere). The modern celestial sphere is divided

into twelve traditional zodiacal constellation patterns (corre-
sponding to the pseudoscientific astrological zodiacal signs)
through which the Sun appears to travel by successive east-
wards displacements throughout the year.

During revolution about the Sun, the earth’s polar axis
exhibits parallelism to Polaris (also known as the North Star).
Although observing paralelism, the orientation of Earth’'s
polar axis exhibits precession—a circular wobbling exhibited
by gyroscopes—that results in a 28,000-year-long preces-
sional cycle. Currently, Earth’s polar axis points roughly in the
direction of Polaris (the North Star). As aresult of precession,
over the next 11,000 years, Earth’s axiswill precess or wobble
so that it assumes an orientation toward the star Vega.

Precession causes an objects celestial coordinates to
change. Asaresult, celestial coordinates are usually accompa-
nied by a date for which the coordinates are valid.

Corresponding to Earth’s rotation, the celestial sphere
rotates through 1° in about four minutes. Because of this, sun-
rise, sunset, moonrise, and moonset al take approximately two
minutes because both the Sun and Moon have the same appar-
ent size on the celestial sphere (about 0.5°). The Sun is, of
course, much larger, but the Moon is much closer. If measured
at the same time of day, the Sun appears to be displaced east-
ward on the star field of the celestial sphere by approximately
1° per day. Because of this apparent displacement, the stars
appear to “rise” approximately four minutes earlier each
evening and set four minutes later each morning. Alternatively,
the Sun appears to “rise” four minutes earlier each day and
“set” four minutes earlier each day. A change of approximately
four minutes a day corresponds to a 24-hour cycle of “rising”
and “setting” times that comprise an annual cycle.

In contrast, if measured at the same time each day, the
Moon appears to be displaced approximately 13° eastward on
the celestial sphere per day and therefore “rises’ and “sets’
amost one hour earlier each day.

Because the earth is revolving about the Sun, the dis-
placement of the earth along it’s orbital path causesthetime it
takesto complete acycle of lunar phases—a synodic month—
and return the Sun, Earth, and Moon to the same starting align-
ment to be dightly longer than the siderea month. The
synodic month is approximately 29.5 days.

Earth rotates about its axis at approximately 15 angular
degrees per hour. Rotation dictates the length of the diurna
cycle (i.e., the day/night cycle), and creates “time zones’ with
differing local noons. Local noon occurswhen the Sunisat the
highest point during its daily skyward arch from east to west
(i.e., when the Sun is at its zenith on the celestial meridian).
With regard to the solar meridian, the Sun’s location (and ref-
erence to local noon) is described in terms of being ante
meridian (am)—east of the celestial meridian—or post merid-
ian (pm) located west of the celestial meridian.

See also Astrolabe; Geographic and magnetic poles; Latitude
and longitude; Revolution and rotation; Year, length of

CEMENTATION - see LITHIFICATION
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CENOzOIC ERA

In geologic time, the Cenozoic Era, the third era in the
Phanerozoic Eon, follows the Mesozoic Era and spansthetime
between roughly 65 million years ago (mya) and present day.
On the geologic time scale, Earth is currently in the Cenozoic
Era of the Phanerozoic Eon.

The Cenozoic Era contains two geologic time periods,
including the Tertiary Period (65 mya to approximately 1.8
mya) and the current Quaternary Period (1.8 mya to present
day). The Tertiary Period is also sometimes referred to in
terms of a Paleogene Period and a Neogene Period. When
referred to in terms of a Paleogene Period and a Neogene
Period, the Paleogene Period extends from approximately 65
mya to 23 mya and the Neogene Period from 23 mya to 2.6
mya. The Quaternary Period is also termed the Anthropogene
Period. These periods are further subdivided into six different
major epochs, including the Paleocene Epoch, Oligocene
Epoch, Miocene Epoch, and Pliocene Epoch, Pleistocene
Epoch and current Holocene Epoch.

The onset of the Cenozoic Era is marked by the K-T
boundary or K-T event—the mass extinction of non-avian
dinosaurs marking the boundary between the Cretaceous
Period of the Mesozoic Era and the Tertiary Period of the
Cenozoic Era

At the start of the Cenozoic Era, North America and
Europe were separated by a widening ocean basin spreading
along a prominent mid-oceanic ridge. North America and
South America were separated by a confluence of the future
Pacific Ocean and Atlantic Ocean, and extensive flooding sub-
merged much of what are now the eastern and middle portions
of the United States. By start of the Cenozoic Era, water sep-
arated South Americafrom Africa, and seafloor spreading con-
tinued to push the continents apart. The Australian and
Antarctic continents were clearly articulated and the Antarctic
continent had begun a southward migration toward its present
position in the south polar region. At the outset of the
Cenozoic Era, the Indian plate and subcontinent remained far
south of the Eurasian plate and continent.

By 30 mya, the modern continental arrangement was
easily recognizable. Although still separated by water, the land
bridge between North and South America began to reemerge.
Antarctica assumed a polar position and extensive ice accu-
mulation began on the continent. The Indian plate drove rap-
idly northward of the equator to close with the Eurasian plate.
Although still separated by a shallow straight of water, the
impending collision of the plates that would eventually form
the Himalayan mountain chain had begun. The gap between
North America and Europe continued to widen at asite of sea-
floor spreading along aprominent mid-Atlantic ridge. By mid-
Tertiary Period, the mid-Atlantic ridge was apparent in alarge
suture-like extension into the rapidly widening South Atlantic
Ocean that separated South America from Africa.

Well into the Cenozoic Era, by the start of the
Quaternary Period some 2.6 million years ago, Earth’s conti-
nents assumed their modern configuration. The Pacific Ocean
separated Asia and Australia from North America and South
America, the Atlantic Ocean separated North and South

America from Europe (Euro-Asia) and Africa. Separated by
the straits of Indonesia, the Indian Ocean filled the basin
between Africa, India, Asia, and Australia. The Indian plate
driving against and under the Eurasian plate uplifted rapid
mountain building. As aresult of the collision, ancient oceanic
crust bearing marine fossils was uplifted into the Himalayan
chain. The collision between the Indian and Eurasian plate
continues with a resulting slow—but measurable—increase in
the altitude of the highest Himalayan Mountains (e.g., Mt.
Everest) each year. Although glacial sheets advance and
recede in cyclic patterns (i.e., reestablish new terrain atering
ice ages, the basic patterns of glaciation evident today were
established during the Quaternary Period.

Many geologists and pal eontologists assert that the K-T
extinction resulted from a cataclysmic asteroid impact in an
area now located underwater near the Yucatan Peninsula of
Mexico. The impact caused widespread primary damage due
to the blast impact and firestorms. The major damage to
Earth’s ecosystem occurred when the debris and smoke from
the collision and subsequent fires moved into the atmosphere
to block a sufficient amount of light from the Sun that photo-
synthesis was greatly slowed. The resulting climatic changes
and food shortages led to extinction of the largest life forms
(those with the greatest energy needs), including the
dinosaurs.

Although mammals evolved before the Cenozoic Era,
the reduction in predator species allowed land mammals to
dominate and thrive—eventually setting the stage from the
evolution of homo sapiens (humans).

See also Archean; Cambrian Period; Dating methods;
Devonian Period; Eocene Epoch; Evolution, evidence of;
Fossil record; Fossils and fossilization; Geologic time;
Historical geology; Jurassic Period; Mississippian Period;
Ordovician Period; Paleozoic Era; Pennsylvanian Period;
Precambrian; Proterozoic Era; Quaternary Period; Silurian
Period; Supercontinents; Tertiary Period; Triassic Period

CENTIGRADE SCALE - sce TEMPERATURE AND TEM-

PERATURE SCALES

CHALCOPHILES, LITHOPHILES,
SIDEROPHILES, AND ATMOPHILES

Chalcophiles, lithophiles, siderophiles, and atmophiles are
classes of elements based upon similar geochemical properties
and reactive affinities. The classes were originally advanced
by Swiss-born Victor Goldschmidt (1888-1947) and are terms
still widely used by geologists and geochemists. The key fac-
tor in determining an element’s class is the type of chemical
bonds that the element forms.

Chalcophile elements have a high bonding affinity—
usualy in the form of covalent bonds—with sulfur, and are,
accordingly, usually abundant in sulfides. Chalcophiles aso
exhibit a bonding affinity with selenium, tellurium, arsenic,
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and antimony and therefore also exhibit high levels of deriva-
tives of these elements. When sulfur is abundant, chalcophile
elements readily form sulfide minerals as they precipitate
from the magma. This process partially explains the formation
of extensive deposits of iron-nickel-copper sulfides.

Lithophiles have a high bonding affinity with oxygen.
Lithophiles have an affinity to form ionic bonds and are rep-
resented by silicates (silicon and oxygen) in the crust and
mantle. Other lithophile elements include magnesium, alu-
minum, sodium, potassium, iron, and calcium.

Siderophiles exhibit aweak affinity to both oxygen and
sulphur. Siderophiles have an affinity for iron and a distin-
guishing characteristic of siderophilesisthat they exhibit high
solubility in molten iron. Siderophile elements generally have
alow reactivity and exhibit an affinity to form metallic bonds.
As aresult, siderophiles are most often found in their native
state. Not abundant in the core or mantle, most siderophiles
are thought to be richest at Earth’s core. Platinum (Pt) group
metals, including Ruthium (Ru), Rhodium (Rd), Palladium
(Pd), Osmium (Os), and Iridium (Ir), show exhibit a strong
siderophile tendency.

Atmophiles are a related fourth class of elements char-
acterized by their ability to form van der Waals bonds.
Atmophiles are also highly volatile.

Chalcophiles, lithophiles, siderophiles, and atmophiles
have differing densities. Accordingly, after formation from the
molten state, these differential densities tend to separate the
classes. For example, siderophiles have a greater average den-
sity than lithophiles and thus lithophiles would tend to “rise’
in the molten state relative to siderophiles. Although the ele-
ment classes were derived, in part, from an attempt to explain
the distribution of elements, the density differences do not
always result in the expected distribution of classes in the
earth’s core, mantle and crust.

Because geochemical reactivity isafunction of electron
structure—especially the number of electrons available for
bonding—element classes tend to follow groupings or trend as
related to the periodic table. The difference in the classifica-
tion of elements can also be linked to differing valence states.

It is possible for some elements to be assigned to more
than one group. Thereactivity of an element can also be driven
by the relative amounts of elements surrounding it. For exam-
ple, iron, when in an oxygen deprived environment (e.g., at the
earth’s core) acts as a siderophile. In the more oxygen rich
environment of the crust and mantle, iron acts as a lithophile
or chalcophile, and in thisform is commonly found in igneous
rocks. When sulfur is present is found in sulfide deposits.
Siderophiles when surrounded by sulfur, arsenic, and anti-
mony may act as chalcophiles.

See also Chemica bonds and physical properties; Chemical
elements

CHALLENGER EXPEDITION

The British Navy vessel H.M.S. Challenger circumnavigated
the world between December 1872 and May 1876, conducting

history’s first systematic, scientific investigation of the
world's oceans. The Challenger expedition gathered abody of
data that has been matched by few voyages of discovery. The
science of modern oceanography essentialy began with the
Challenger expedition.

The Challenger was a 200 foot (67 m), three-masted,
square-rigged wooden sailing ship equipped with an auxiliary
steam engine. Fifteen of its 17 gun bays were rebuilt as labo-
ratories, workrooms, and storage spaces for scientific equip-
ment. It carried a crew of five scientists, an official artist, 20
officers, and about 200 sailors.

The Challenger began its voyage by crossing the
Atlantic four times, discovering the Mid-Atlantic Ridge in the
process. It then visited Africa, Antarctica, New Zealand, New
Guinea, China, Japan, Hawaii, the South Seas, and the tip of
South America, studying not only the seaitself but the fauna,
flora, and geography of numerous islands. The Challenger
team made 362 regularly-spaced midocean measurements of
depth, temperature, and currents and used specia dredges to
collect samples of life, ooze, and rocks from the ocean floor.
This expedition produced the first global cross-section of the
ocean’s depth profile and identified over 4,700 ocean-dwelling
animal species never before known.

The Challenger returned triumphantly to Europe
freighted with tens of thousands of photographs, drawings,
measurements, and biological and geological samples.
Publication of the results took 20 years and required 50 thick
volumes totaling almost 30,000 pages. Data from the
Challenger expedition are still cited occasionally in modern
scientific literature.

A century after the first Challenger expedition, the
research drillship Glomar Challenger (1968-1983) cruised the
world’'s oceans gathering data that were also to prove revolu-
tionary for Earth sciences. Its deep-sea core samples con-
firmed the theory of continental drift and revealed for the first
time that the oceanic crust is extremely young compared to the
continental crust.

See also Deep sea exploration

CHANNEL PATTERNS

Channel patterns are types of sedimentary deposits formed by
streams and rivers. Collectively, they are called fluvial
deposits. Their shape and sediment characteristics are easily
identified and enormously complex. Understanding of fluvial
deposits is essential to economic geology because many of
these ancient deposits are a good source of petroleum.
Extremely old fluvial deposits are found extensively on land
and often indicate much different environments. For example,
a large river deposit is located outside of Flagstaff, Arizona
where there now exists nothing but high desert. There is no
indication of the source of vast channel cuts, sand bars, point
bars, and cut banks seen captured in the sediments.

In order to understand and identify channel deposits, the
types and natures of streams and rivers must first be learned.
Each river has its own unique settings in which it flowed. No
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Channel pattern of the Niger River, Timbuktu, Mali. © Wolfgang Kaehler. UPI/Corbis-Bettmann. Reproduced by permission.

two rivers have ever been the same. There are some general
characters of rivers, however, that are easily observed. Rivers
that originate and flow down steep slopes are usually straight
and deep compared to a meandering river that flows acrossrel-
atively flat ground. Meanders are wide curves in rivers that
follow the path of least resistance along plains and valleys. In
aerial view, the sinuous curves seem to wander over the topog-
raphy. This wavy appearance gives rise to their name mean-
dering rivers. Braided channels occur where steep rivers meet
flat lying valleys. Their river's sediment load is rapidly
dumped, building a flat surface along which the water, previ-
oudly contained in a single channel, spreads out forming a
series of interlocking shallow channels. The channels cut back
and forth across the flat plain that gains them the name
“braided” channels. The final large type of river group is the
anastomosing river where different channels of the river are
separated by permanent aluvia islands. From the air, the
rivers have many channels that eventually coalesce to form
one large possibly meandering river.

The effect of these variable types of waterways is a
wide variety of sedimentary deposits. All the depositional
types are a result of the increase and decrease of the force of

flowing water. As velocities change, so does the sediment-car-
rying capacity of the water. The stronger the velocity of water,
asin a steep channel, the greater the size and amount of sedi-
ment the river can transport. Large boulders are not often
moved unless storm conditions exist where velocities can
reach dangerous levels. Even cobble-sized stones need
immense water velocities to be moved. However, sand and silt
are much more easily moved along river bottoms. Many stud-
ies on the physics of water and its carrying capacity have pro-
duced information from which geologists can infer the amount
of water in a channel at a particular time in history.

Channel bars are longitudinal deposits of mostly sand
that accumulatesin the centers of rivers. Their development is
constant as new sands accumulate on top of old. The moving
water is constantly rolling sand grains along the bottoms of
rivers and on top of bars. Because the bars have elevation in
the rivers, they act as a sort of brake for the water. When the
water slows down as it moves around the bars, it deposits its
load of sand, increasing the size of the bar and further slowing
the water. To further complicate the picture, the channel bot-
tom acts as a drag on the water column. The rough surface of
the sand creates friction and slows the water immediately
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above it while the surface of the water is not slowed. The
result is that lighter sediments not lying near the bottom
are carried farther and longer in the water column and down
theriver.

Bars are rarely composed of any sediment larger than
sand-sized particles. No type of sand bars is stable. They can
migrate over the bottom surface of the channel with changing
seasons and water flows. The bars can migrate from side to
side in the channel and down the river as the water carries
more sediment over their tops. When covered by additional
sediment, these bars are buried in the channel and remain asa
geological facies (specific identifiable geological pattern).

Meanders in rivers produce a variety of fluvia struc-
tures. As the water flows along in a meander, the point at
which it first hits a turn in the river course receives the most
force from the water. As the water continually strikes this
bank, it erodes the sediments in front of it. A sharp and well-
excavated corner is formed and appropriately called the cut-
bank. As the water turns the corner, most of its force is
absorbed by the cutbank and it loses much of its velocity
around the bend. At this point in the semi-circular water pat-
tern, the water has the least velocity and unloads its sediment.
The result is a build-up of sand called a point bar. Point bars
will often have finer sediments than channel bars because the
water loses so much velocity on the outer edges of the point
bar that it cannot hold anything but the finest grained particles
or clasts.

Because the water now has so little velocity, its course
is easily turned sideways where it regains velocity and begins
another meander. From the air, a meandering river is an
extraordinary view since al the previous channels and turns
can be seen as aresult of this depositional pattern of cutbanks,
channels bars, and point banks. Older and more massive
rivers, such as the Mississippi, have an extensive history that
is easily seen from an airplane.

As ameandering river ages, it develops interesting fea-
tures called oxbow lakes. The cutting of the banks around the
corners continues until one bank nearly touches the other. It
looks something like an omega sign (€2) from the Greek a pha-
bet. Eventually the corners cut enough land away to meet.
When this happens, the flow of the river is stronger where the
channel is straighter. As aresult, the river takes a new course.
The abandoned meander does not receive any new sediment
and the remaining water is sealed by new point bank bars
along the new course. The unique lake that is formed is named
an oxbow lake. Thelakewill eventually fill and die. Trees may
overgrow it and awhole new cycle of river meandering leaves
it stranded until the river cuts its way back.

These sedimentary structures are just afew of the inter-
esting patterns formed by rivers and streams. They are found
in alarge range of size scales and are important to geologists
worldwide.

See also Petroleum, detection; Stream valleys, channels, and
floodplains

CHAOS THEORY (METEOROLOGICAL
ASPECTS)

Chaos theory attemptsto identify, describe, and quantify order
in apparently unpredictable and/or highly complex systems
(i.e., atmospheric dynamics, weather systems, etc.) in which,
out of seemingly random, disordered (e.g., aperiodic)
processes there arise processes that are deterministic and pre-
dictable.

Complex phenomena are those generaly regarded as
having too many variables (or too many possible conditions or
states) to yield to conventional quantitative anaysis. The
motion of molecules in swirling smoke or the turbulent
hydraulics of a river current, for example, are systems that
exhibit such chaotic complexity.

According to the laws of thermodynamics, al natural
processes—when considering both system and surround-
ings—exhibit a tendency toward net movement from the
ordered state to a more the chaotic (disordered) state.
Conversely, according to some chaos theory models, chaotic,
unpredictable, and irreversible processes may, evolve into or
produce ordered states. Entropy is a measure of thermody-
namic equilibrium used to explain irreversibility in physical
and chemical processes. The second law of thermodynamics
specifies that in an isolated system, increasing entropy corre-
sponds to changes in the system over time and that entropy
tends toward (a statistical mechanical concept) maximization.
The second law of thermodynamics dictates that in natura
processes, without work being done on a system, there is a
movement from order to disorder.

Because entropy in natural processes increases over
time, even very straightforward linear-type relationships must
eventually take on a degree of irregularity (i.e., of seemingly
disordered complexity). In accord with the second law of ther-
modynamics, apparently chaotic phenomena arise from ini-
tially ordered (i.e., lower entropy) systems. Thisdual tendency
toward increasing entropy and chaos from an initially stable
state can take place spontaneously. Small perturbationsin ini-
tial conditions intensify these tendencies. Chaos theorists
describe such departures as the butterfly effect.

The study of such mathematical irregularities involving
chaos and order remained a relatively unnoticed corner of
advanced mathematics until the advent of the digital computer.
In 1956, Edward Lorenz, a professor of meteorology at the
Massachusetts Institute of Technology was studying the
numerical solution to a set of three differential equations in
three unknowns, a highly simplified version of the types of
equations meteorologists then in use to describe atmospheric
phenomena. Lorenz came to the conclusion that his set of dif-
ferential equations displayed a sensitive dependence on initial
conditions, a sensitivity of the same type that French mathe-
matician Jules-Henri Poincaré (1854-1912) had discovered
for the Newtonian equations when those equations were
applied to celestial dynamics. Lorenz, however, gave this phe-
nomenon a new and highly appealing name, the butterfly
effect, suggesting that, in the extreme, the flapping of a but-
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terfly’s wings in Kansas might be responsible for a monsoon
in Indiaamonth later.

Along with quantum and relativity theories, chaos the-
ory—with its inclusive concepts of chaos and order—is
widely regarded as one of the great intellectual leaps of the
twentieth century. The modern physical concepts of chaos and
order, however, actually trace their roots to classical mechan-
ical concepts introduced in English physicist Sir Isaac
Newton's (1642-1727) 1686 work, Philosophy Naturalis
Principia Mathematica (Mathematical principles of natural
philosophy). It was Newton, one of the inventors of the calcu-
lus, who revolutionized astronomy and physics by showing
that the behavior of al bodies, celestial and terrestrial, was
governed by the same laws of motion, which could be
expressed as differential equations. These differential equa-
tions relate the rates of change of physical quantities to the
values of those quantities themselves. Such calculated pre-
dictability of physica phenomena led to the concept of a
mechanistic, clockwork universe that operated according to
deterministic laws. Theideathat the universe operated in strict
accord with physical laws was profoundly influential on sci-
ence, philosophy and theol ogy.

Most physical models are devoted to the understanding
of simple systems (e.g., kinetic molecular theories often rely
on concepts related to a ball bouncing in a box). From funda-
mental laws, using easily quantifiable behavior of such smple
systems, theorists often attempt to project the behavior of more
complex systems (e.g., the collision and dynamics of hundreds
of balls bouncing in a box). It was long thought by physicists
that, with regard to these types of models, the complexity of a
system simply veiled an underlying fundamental simplicity.

For example, according to classical deterministic con-
cepts, the accurate analysis and prediction of complex systems
(e.g., the determination of the momentum of a particular ball
among hundreds of other balls bouncing and colliding in a
box) could be calculated only if the initia or starting condi-
tions were accurately known. The fact that it is usually impos-
sible to predict the exact condition or behavior of a system
(especially considering that such interactions or measurements
of a systems must also ater the system itself) is usualy
explained away as the result of alack of knowledge regarding
starting conditions or a lack of calculating vigor (e.g., inade-
guate computing power).

See also Atmospheric circulation; Weather forecasting meth-
ods; Weather forecasting

CHATOYENCY -« see GEMSTONES

CHEMICAL BONDS AND PHYSICAL
PROPERTIES

Chemical bonds are the electrical forces of attraction that hold
atoms or ions together to form molecules. Different types of
chemical bonds and their varying intensity are directly respon-
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sible for some of the physical properties of minerals such as
hardness, melting and boiling points, solubility, and conduc-
tivity. Chemical bonds also influence such other properties as
crysta symmetry and cleavage. Stronger bonds between
atoms make them more difficult to separate and, in general,
stronger chemical bonds result in greater hardness, higher
melting and boiling points, and smaller coefficients of expan-
sion. There are four principal types of chemica bonds found
in minerals; ionic, covalent, metallic, and van der Waals.

Anionic bond is the result of the electrostatic attraction
between two oppositely charged ions. lonic bonds exist
because some elements tend to capture or lose one or more
electrons resulting in a net positive or negative charge. These
are called ions. An ion that bears a positive charge is a cation.
One with a negative charge is an anion. lons may carry asin-
gle charge, such as Na+ and Cl-, or may have multiple charges,
such as Ca2+ or Fe3+. Oppositely charged ions tend to attract
one another because the cation can transfer electrons to the
anion, allowing each ion to achieve better stability. For exam-
ple, Na+ and CI- readily combine to form NaCl, halite (salt).
Most minerals are held together by some form of ionic bond.

In order for an ionically bonded solid to melt, some of
the bonds, but not all of them, must be broken. For boiling to
occur, al of the bonds must be broken. Asaresult, ionic bonds
produce moderate to high melting and boiling points. lonic
bonds are moderate in strength and so result in moderately
hard minerals. The electrical conductivity is generally low and
minerals with ionic bonds tend to dissolve better in water. In
addition, because the charge on ions is evenly distributed
around the surface of the atom, or nondirectional, a cation
tends to evenly distribute as many anions as possible over its
entire surface area. This often yields a high degree of crystal
symmetry in minerals. Halite (salt) and fluorite are two com-
mon ionically bonded minerals.

Covalent bonds are different from ionic bonds in that
electrons are shared between atoms of similar charge as
opposed to electrons being donated by a cation to an anion.
Covaent bonds form when the electron clouds of separate
atoms draw near and overlap, enabling electrons to be shared.
In covalent bonds, each participating atom usually contributes
electrons, resulting in a strong bond. Covalent bonds are com-
mon between atoms and ions of the same element such the
noble gasses.

Minerals with covalent bonds tend to be hard and insol-
uble. Diamond is one example. Covalent bonds produce high
melting and boiling points and low conductivities. The forces
that bind the atoms tend to be localized in the vicinity of the
shared electrons and so are highly directional. This often
yields alower degree of crystal symmetry.

As the name suggests, metallic bonds are found in pure
metallic minerals. Metallic bonds form when an atom of a
metallic element, which usually contains loosely held elec-
trons in the outer shell, shares these electrons with closely
packed atoms of the same element. The shared electrons pass
freely among all the metal atoms. The result may be described
as aweak covaent bond. It is different from the true covalent
bond, however, in that there are too few electrons to be shared
continuously by all atoms simultaneously. The electrons are
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extremely mobile as they roam within the lattice of positive
metal ions. The mobility of the electrons results in the high
thermal and electrical conductivity of metals. The weakness of
the bonds results in the lower hardness, low melting and boil-
ing points, and high ductility so often observed in metallic
minerals such as gold and copper.

Van der Waals bonds arise from very minor charge
polarities that can develop on molecules that are aready
bonded together. For example, the directional characteristic of
covaent bonds can produce a weak negative charge where the
electron clouds overlap with a corresponding weak positive
charge opposite the area of overlap. These dipoles may attract
each other to form a very weak chemical bond known as Van
der Waals. Van der Waals bonds are not common in minerals,
but when present result in low hardness and easily cleaved
zones. Graphite owes its greasy feel to the Van der Waals
forces that link sheets of covalently bonded carbon atoms,
allowing them to easily slip apart.

Most minerals are held together by a combination of
chemical bonds. Often, distinct molecular units, consisting of
strongly bonded atoms, are linked by weaker bonds, as in the
graphite example above. Micas, which cleave perfectly into
sheets, are another example. They are composed of covalent-
bonded silica tetrahedral sheets joined together by ionic
bonds. The ionic bonds tend to break first, separating into the
more robust sheets. A single chemical bond in a mineral may
also display the properties of more than one bond type. A com-
mon example is the silica tetrahedron, which consists of one
silicon atom, Si+4, surrounded by four oxygen atoms, O-2. The
bond that binds silicon and oxygen together arises out of an
ionic attraction, but it also involves overlapping electron
clouds and subsequent sharing of electrons, so it is part cova
lent as well.

See also Atomic structure; Chemical elements; Crystals and
crystallography

CHEMICAL ELEMENTS

By the end of the nineteenth century, the elements and matter
comprising all things could no long be viewed as immutable.
The dramatic rise of scientific methodology and experimenta-
tion during the later half of the eighteenth century set the stage
for the fundamental advances in chemistry and physics made
during the nineteenth century. In less than a century, European
society moved from an understanding of the chemical ele-
ments grounded in mysticism to an understanding of the rela-
tionships between elements found in a modern periodic table.
During the eighteenth century, there was a steady march of
discovery with regard to the chemical elements. Isolations of
hydrogen and oxygen alowed for the formation of water from
its elemental components. Nineteenth century scientists built
experiments on new-found familiarity with elements such as
nitrogen, beryllium, chromium and titanium.

By the mid-nineteenth century, chemistry was in need
of organization. New elements were being discovered at an
increasing pace. Accordingly, the challenge for chemists and

physicists was to find a key to understand the increasing vol-
ume of experimental evidence regarding the properties of the
elements. In 1869, the independent development of the peri-
odic law and tables by the Russian chemist Dmitry Mendeleev
(1834-1907) and German chemist Julius Meyer (1830-95)
brought long sought order and understanding to the elements.

Mendeleev and Meyer did not work in a vacuum.
English chemist JA.R. Newlands (1837-1898) had aready
published several works that ventured relationships among
families of elements, including his “law of octaves’ hypothe-
sis. Mendeleev’s periodic chart of elements, however, spurred
important discoveries and isolation of chemical elements.
Most importantly, Mendel eev’s table provided for the success-
ful prediction of the existence of new elements and these pre-
dictions proved true with the discovery of gallium (1875),
scandium (1879) and germanium (1885).

By the end of the nineteenth century, the organization of
the elements was so complete that British physicists Lord
Rayleigh (born John William Strutt, 1842-1919) and William
Ramsay (1852-1916) were able to expand the periodic table
and to predict the existence and properties of the noble gases
argon and neon.

Nineteenth century advances were, however, not limited
to mere identification and isolation of the elements. By 1845,
German chemist Adolph Kolbe (1818-84) synthesized an
organic compound and, in 1861, another German chemist
Friedrich Kekule(1829-1896) related the properties of mole-
cules to their geometric shape. These advances led to the
development of wholly new materials (e.g., plastics, cellu-
loids) that had a dramatic impact on a society in midst of
industrial revolution.

The most revolutionary development with regard to the
elucidation of the elements during the nineteenth century came
in the waning years of the century. In 1895, Wilhelm Rdntgen
(1845-1923) published a paper titled: “On a New Kind of
Rays.” Rontgen's work offered the first description of x rays
and offered compelling photographs of photographs of a
human hand. The scientific world quickly grasped the impor-
tance of Rontgen’s discovery. At a meeting of the French
Academy of Science, Henri Becquerel (1852—1908) observed
the pictures taken by Réntgen of bones in the hand. Within
months Becquerel presented two important reports concerning
“uranium rays’ back to the Academy. Becquerel, who was ini-
tialy working with phosphorescence, described the phenom-
enathat later came to be understood as radioactivity. Less than
two years later, two other French scientists, Pierre (1859—
1906) and Marie Curie (born in Poland, 1867—1934) announced
the discovery of the radioactive elements polonium and
radium. Marie Curie then set out on a systematic search for
radioactive elements and was able, eventually, to document the
discovery of radioactivity in uranium and thorium minerals.

As the nineteenth century drew to a close, Ernest
Rutherford (1871-1937), using an el ectrometer, identified two
types of radioactivity, which he labeled apha radiation and
beta radiation. Rutherford actually thought he had discovered
a new type of x ray. Subsequently alpha and beta radiation
were understood to be particles. Alpha radiation is composed
of apha particles (the nucleus of helium). Because alpha radi-
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ation is easily stopped, alpha radiation-emitting elements are
usually not dangerous to biological organisms (e.g., humans)
unless the emitting element actually enters the organism. Beta
radiation is composed of a stream of electrons (electrons were
discovered by J. J. Thomson in 1897) or positively charged
particles called positrons.

The impact of the discovery of radioactive elements
produced immediate and dramatic impacts upon society.
Within a few years, high-energy electromagnetic radiation in
the form of x rays, made possible by the discovery of radioac-
tive elements, was used by physicians to diagnose injury.
More importantly, the rapid incorporation of x rays into tech-
nology established a precedent increasingly followed through-
out the twentieth century. Although the composition and
nature of radioactive elements was not fully understood, the
practical benefits to be derived by society outweighed scien-
tific prudence.

Italian scientist Alessandro Volta's (1745-1827) discov-
ery, in 1800, of a battery using discs of silver and zinc gave
rise to the voltaic pile or the first true batteries. Building on
Volta's concepts, English chemist Humphry Davy
(1778-1829) first produced sodium from the electrolysis of
molten sodium hydroxide in 1807. Subsequently, Davy iso-
lated potassium, another alkali metal, from potassium hydrox-
ide in the same year. Lithium was discovered in 1817.

Studies of the spectra of elements and compounds
spawned further discoveries. German chemist Robert
Bunsen’s (1811-1999) invention of the famous laboratory
burner that bears his name alowed for the development of
new methods for the analysis of the elemental structure of
compounds. Working with Russian-born scientist Gustav
Kirchhoff (1824-1887) Bunsen's advances made possible
flame analysis (a technigque now commonly known as atomic
emission spectroscopy [AES]) and established the fundamen-
tal principles and techniques of spectroscopy. Bunsen exam-
ined the spectra (i.e., component colors), emitted when a
substance was subjected to intense flame. Bunsen's keen
observation that flamed elements that emit light only at spe-
cific wavelengths—and that each element produces a charac-
teristic spectra—along with Kirchhoff’s work on black body
radiation set the stage for subsequent development of quantum
theory. Using his own spectroscopic techniques, Bunsen dis-
covered the elements cesium and rubidium.

Using the spectroscopic techniques pioneered by
Bunsen, other nineteenth century scientists began to deduce
the chemical composition of stars. These discoveries were of
profound philosophical importance to society because they
proved that Earth did not lie in a privileged or unique portion
of the universe. Indeed, the elements found on Earth, particu-
larly those associated with life, were found to be common-
place in the cosmos. In 1868, French astronomer PJ.C.
Janssen (1824-1907) and English astronomer, Norman
Lockyer (1836-1920), used spectroscopic anaysis to identify
helium on the sun. For the first time an element was first dis-
covered outside the confines of Earth.

See also Atomic mass and weight; Atomic number; Big Bang
theory; Stellar life cycle

CHEMISTRY

Chemistry deals with the study of the properties and reactions
of atoms and molecules. In particular, chemistry deals with
reaction processes and the energy transition. Major divisions
of chemistry include inorganic chemistry, organic chemistry
(chemistry of carbon based compounds), physical chemistry,
analytical chemistry, and biochemistry. Geochemistry deas
with the reaction unique to geological processes.

The origin of the modern science of chemistry is often
attributed to the work of French physicist and chemist Antoine
Lavoisier (1743-1794). In 1774, Lavoisier demonstrated that
oxygen is a critical component of air needed for combustion.
This observation led into a better understanding of the changes
in composition and structure of matter. Lavoisier’s publication
of thefirst list of elemental substances eventually evolved into
the Periodic table of the elements. Other important contribu-
tions to early chemistry include British chemist and physicist
John Dalton’s (1766-1844) atomic theory; ltalian physicist
and chemist Amedeo Avogadro’s (1776-1856) theory that
molecules are made up of atoms; and Sir Edward Frankland's
(1825-1899) descriptions of chemical reactions. These obser-
vations and theories all led to the portrayal of chemistry asthe
architecture of molecules.

Each discipline of chemistry (e.g., inorganic, analytical,
physical chemistry, etc.) studies a different facet of the struc-
ture and composition of materials and their changes in com-
position and energy. As molecules and scientific problems
become more complex, the traditional areas of chemical inves-
tigation begin to overlap with other physical sciences.

Organic chemistry is the study of compounds that con-
tain carbon atoms. The term organic wasfirst introduced by the
Swedish scientist, Jons Jacob Berzelius (1779-1848) to refer
to substances isolated from living systems. Inorganic com-
pounds, a call predominant in geological processes, are those
isolated from nonliving sources. At the time, it was believed
that a “vital force” only present in living systems was neces-
sary for the preparation of organic compounds. In 1828,
German chemist Friedrich Wohler (1800-1882) first synthe-
sized urea, an organic compound isolated from urine, by evap-
orating a water solution of the inorganic compound
ammonium cyanate. Eventualy, the vital force theories (e.g.,
those based on the idea that life and the chemistry of life
depended upon an undefined vital force peculiar to living
organisms) were discarded and organic chemistry became the
investigation of the over seven million carbon-containing com-
pounds. Today, organic chemists work primarily to synthesize
new molecules to be used in pharmaceuticals, surfactants,
paints, and coatings. They are also involved in scaling reac-
tions from gramsto tonsin industrial research laboratories.

Inorganic compounds, at the time of the vital force the-
ories, were those materials isolated from nonliving sources.
Now, inorganic chemistry is the chemistry of all the elements
except for carbon. This includes the chemistry of transition
metals which coordinate with organic ligands and make up
hemoglobin; the very reactive akali metals used to make
organometallic compounds in the manufacture of pharmaceu-
tical materials; and also, the semi-metallic elements that have
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unusua electronic properties used in solar cells for the con-
version of light into electricity. Inorganic chemists find
employment in the production of glass, ceramics, semi-con-
ductors, and advanced synthetic catalysts.

In 1909, German scientist Wilhelm Ostwald (1853—
1932) was awarded the Nobel Prizein Chemistry for hiswork
with catalysis, a very useful technique in industrial manufac-
turing. Ostwald is often referred to as the father of physical
chemistry, a branch of chemistry devoted to the investigation
of the underlying physical processes responsible for chemical
properties and phenomena. Physical chemistry describes the
influence of temperature, pressure, concentration, and catalyst
used in organic and inorganic reactions. These data give
important insight into the mechanisms of the chemical change
and predict the best experimental methodology for a specific
manufacturing process. Physical chemists are employed in
industrial, academic, and governmental |aboratories to study
and calculate the fundamental properties of elements and
molecular compounds. The application of physical chemistry
is critical to the development of efficient devices, new appli-
cations of chemicals and better methods for measuring chem-
ical phenomena.

Analytical chemistry is the branch of chemistry
involved with the measurement and characterization of mate-
riadls. Chemica analysis is divided into classical and instru-
mental methods. Wet or classical chemical analysis is the
oldest form of analytical chemistry and involves the use of
chemical reactions utilizing gravimetric and volumetric
methodology to analyze material compositions. The use of
instrumental methods for analytical analysis provides compre-
hensive information about chemical structure. Instrumental
techniques include methods for measuring molecular spec-
troscopy such asinfrared spectroscopy (IR), nuclear magnetic
resonance spectroscopy (NMR), mass spectroscopy (MS), and
x-ray crystallography. Gas chromatography, liquid chromatog-
raphy, and el ectrophoresis are exampl es of separation methods
used by analytical chemists. There is a need for analytical
chemists in governmental, industrial, and academic research
organizations to characterize new materials and determine the
chemical composition of materials.

Chemists often work with geologists and geophysicists,
in an effort to identify specific geologic reactions or to help
characterize a specific geologic formation.

See also Atmospheric chemistry; Bowen's reaction series;
Dating methods; Petroleum detection; Petroleum, economic
uses of; Petroleum extraction; Weathering and westhering
series

CHEMOAUTOTROPHIC. AND
CHEMOLITHOTROPHIC BACTERIA AS
WEATHERING AGENTS

The inorganic processes associated with chemoautotrophic
and chemolithotrophic bacteria may make these bacteria one

of the most important sources of weathering and erosion of
rocks on Earth.

Autotrophic bacteria obtain the carbon that they need to
sustain survival and growth from carbon dioxide (CO,). To
process this carbon source, the bacteria require energy.
Chemoautotrophic bacteria and chemolithotrophic bacteria
obtain their energy from the oxidation of inorganic (non-car-
bon) compounds. That is, they derive their energy from the
energy aready stored in chemical compounds. By oxidizing
the compounds, the energy stored in chemical bonds can be
utilized in cellular processes. Examples of inorganic com-
pounds that are used by these types of bacteria are sulfur,
ammonium ion (NH4+), and ferrous iron (Fe2*).

The designation autotroph means “self nourishing.”
Indeed, both chemoautotrophs and chemolithotrophs are able
to grow on medium that is free of carbon. The designation
lithotrophic means “rock eating,” further attesting to the abil-
ity of these bacteria to grow in seemingly inhospitable envi-
ronments.

Most bacteria are chemotrophic. If the energy source
consists of large chemicals that are complex in structure, asis
the case when the chemicals are derived from once-living
organisms, then it is the chemoautotrophic bacteria that utilize
the source. If the molecules are small, as with the elements
listed above, they can be utilized by chemoalithotrophs.

Only bacteria are chemolithotrophs. Chemoautotrophs
include bacteria, fungi, animals, and protozoa.

There are several common groups of chemoautotrophic
bacteria. The first group is the colorless sulfur bacteria. These
bacteria are distinct from the sulfur bacteria that utilize sun-
light. The latter contain the compound chlorophyll, and so
appear colored. Colorless sulfur bacteria oxidize hydrogen
sulfide (H,S) by accepting an electron from the compound.
The acceptance of an electron by an oxygen atom creates
water and sulfur. The energy from this reaction is then used to
reduce carbon dioxide to create carbohydrates. An example of
acolorless sulfur bacteriais the genus Thiothrix.

Another type of chemoautotroph is the “iron” bacteria
These bacteria are most commonly encountered as the rusty
colored and slimy layer that builds up on the inside of toilet
tanks. In a series of chemical reactions that is similar to those
of the sulfur bacteria, iron bacteria oxidize iron compounds
and use the energy gained from this reaction to drive the for-
mation of carbohydrates. Examples of iron bacteria are
Thiobacillus ferrooxidans and Thiobacillus thiooxidans.
These bacteria are common in the runoff from coal mines. The
water is very acidic and contains ferrous iron. Chemo-
autotrophs thrive in such an environment.

A third type of chemoautotrophic bacteria includes the
nitrifying bacteria. These chemoautotrophs oxidize ammonia
(NHS,) to nitrate (NO;). Plants can use the nitrate as a nutrient
source. These nitrifying bacteria are important in the operation
of the global nitrogen cycle. Examples of chemoautotrophic
nitrifying bacteria include Nitrosomonas and Nitrobacter.

The evolution of bacteriato exist as chemoautotrophs or
chemolithotrophs has allowed them to occupy niches that
would otherwise be devoid of bacterial life. For example, in
recent years scientists have studied a cave near Lovell,
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Wyoming. The groundwater running through the cave con-
tainsastrong sulfuric acid. Moreover, thereisno sunlight. The
only source of life for the thriving bacterial populations that
adhere to the rocks are the rocks and the chemistry of the
groundwater.

The energy yield from the use of inorganic compounds
is not nearly as great as the energy that can be obtained by
other types of bacteria. Regardless, chemoautotrophs and
chemolithotrophs do not usually face competition from other
microorganisms, so the energy they are able to obtain is suffi-
cient to sustain their existence.

The ability of chemoautotrophic and chemolithotrophic
bacteria to thrive through the energy gained by inorganic
processes is the basis for the metabolic activities of the so-
called extremophiles. These are bacteria that live in extremes
of pH, temperature, or pressure, as three examples. Moreover,
it has been suggested that the metabolic capabilities of
extremophiles could be duplicated on extraterrestrial planetary
bodies.

See also Erosion; Geochemistry; Weathering and weathering
series

CHERT

Chert, or cryptocrystalline quartz, isamicrocrystaline variety
of the mineral quartz (SiO,) that is chemically or biochemi-
cally precipitated from seawater. Chert isjust one of the many
types, or polymorphs, of quartz, aminera composed of three-
dimensionally bonded silicate tetrahedra. Chert is very fine-
grained, so it does not occur as the 6-sided, prismatic crystals
typical of such coarsely crystalline varieties of quartz as rock
crystal, amethyst, smoky quartz and citrine. It does, however,
have the mineral properties of quartz. It has a glassy, or vitre-
ous, luster, it is number seven on the Moh's scale of hardness,
and it breaks along uneven, shell-shaped planes, a property
called conchoidal fracture. Other microcrystalline varieties of
quartz include chalcedony, agate, onyx and jasper. Dark grey,
unbanded chert is better known asflint. Early hunters and war-
riors exploited chert’s characteristic hardness and conchoidal
fracture to create sharp-edged, durable tools and weapons;
they also discovered that the hard, smooth surface of a flint
nodule or shard can be used to strike a spark.

Silica is mainly extracted from seawater by the bio-
chemica actions of marine organisms. Microscopic aquatic
plants, caled diatoms, take in silicate (SiO4) ions from sea-
water and use them to create siliceous hard parts, or frustules.
When the plants die, the frustules fall to the seafloor, creating
layers of uncrystallized siliceous “ooze.” Compaction and
cementation of these layers of silica creates chert. Opal issolid
marine silicathat has not yet bonded into arigid crystal frame-
work. Chert usually occurs as bands or nodules in limestone,
amarine sedimentary rock that forms by the same mechanism
of biological mineral precipitation. Organisms like corals and
foraminifera, which contribute their hard parts to limestone
use calcium (Ca?*) and carbonate (CO42-) ions to create their
skeletons and shells. Limestone, accordingly, is composed of
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the mineral calcite (CaCOs) instead of quartz, but like chert, it
is a geological remnant of a biologicaly productive marine
environment.

See also Calcareous Ooze; Sedimentary Rocks

CHICXULUB CRATER -« see K-T EVENT

CHINOOK WINDS -« see SEASONAL WINDS

CHLOROFLUOROCARBON (CFC)

A chlorofluorocarbon (CFC) is an organic compound typically
consisting of chlorine, fluorine, carbon, and hydrogen. Freon,
a trade name, is often used to refer to CFCs, which were
invented in the 1930s and have been used widely as aerosol
propellants, refrigerants, and solvents. Odorless, colorless,
nontoxic, and nonflammable, CFCs are considered valuable
industrial products and have proven an especialy safe and
reliable aid in food preservation. However, the accumulation
of CFCs in the stratosphere that may be linked to ozone
depletion has generated considerable public debate and hasled
to legislation and international agreements (such as the
Montreal Protocol and its amendments, signed by 148 coun-
tries) that banned the production of most CFCs by the year
2000. One of the substitutes developed by industry, the
hydrochlorofluorocarbons (HCFCs), still contain enough
chlorine to interfere with atmospheric ozone chemistry,
although in much lesser amounts than CFCs. The Copenhagen
amendment to the Montreal Protocol calls for the cessation of
HCFC production by 2030. Hydrofluorocarbons (HFCs) are
currently considered a safer substitute due to prevent ozone
loss due to their lack of chlorine and shorter reactive time. As
of 2002, new automobiles in the United States contain HFC
refrigerant products in the air conditioners.

In the late 1920s, researchers had been trying to develop
a coolant that was both nontoxic and nonflammable. At that
time, methyl chloride was used, but if it leaked from the refrig-
erator, it could explode. This danger was demonstrated in one
case when methyl chloride gas escaped, causing a disastrous
explosion in a Cleveland hospital. Sulfur dioxide was some-
times used as an alternative coolant because its unpleasant
odor could be easily noticed in the event of aleak. The prob-
lem was brought to the attention of Thomas Midgley Jr., a
mechanical engineer at the research laboratory of Genera
Motors. He was asked by his superiorsto try to manufacture a
safe, workable coolant. (At that time, General Motors was the
parent company to Frigidaire) Midgley and his associate
chemists thought that fluorine might work because they had
read that carbon tetrafluoride had a boiling point of 5°F
(-15°C). The compound, asit turns out, had accidentally been
referenced. Its actual boiling point is 198°F (92.2°C), not
nearly the level necessary to produce refrigeration.
Nevertheless, the incident proved useful because it prompted
Midgley to look at other carbon compounds containing both
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fluorine and chlorine. Within three days, Midgley’s team dis-
covered the right mix: dichlorodifluoromethane, a compound
whose molecules contain one carbon, two chlorine, and two
fluorine atoms. It is now referred to as CFC-12 or F-12 and
was marketed as Freon—as were a number of other com-
pounds, including trichlorofluoromethane, dichlorotetrafluo-
roethane, and chlorodifluoromethane.

Midgley and his colleagues had been correct in guessing
that CFCs would have the desired thermal properties and boil-
ing pointsto serve as refrigerant gases. Because they remained
unreactive, and therefore safe, CFCs were seen as ideal for
many applications. Through the 1960s, the widespread manu-
facture of CFCs allowed for accelerated production of refrig-
erators and air conditioners. Other applications for CFCs were
discovered as well, including their use as blowing agents in
polystyrene foam. Despite their popularity, CFCs became the
target of growing environmental concern by certain groups of
researchers. In 1972, two scientists from the University of
Cdlifornia, F. Sherwood Rowland and Mario Jose Molino, con-
ducted tests to determine if the persistent characteristics of
CFCs could pose a problem by remaining indefinitely in the
atmosphere. Soon after, their tests confirmed that CFCs do
indeed persist until they gradually ascend into the stratosphere,
break down due to ultraviolet radiation, and release chlorine,
which in turn affects ozone production. Their discovery set the
stage for vehement public debate about the continued use of
CFCs. By the mid-1970s, the United States government
banned the use of CFCs as aerosol propellants but it resisted a
total ban for all industries. Instead, countries and industries
began negotiating the process of phasing out CFCs. As CFC
use is allowed in fewer and fewer applications, a black market
has been growing for the chemical. In 1997, the United States
Environmental Protection Agency and Customs Service, along
with other governmental agencies, initiated enforcement
actions to prevent (CFC) smuggling in the United States.

See also Atmospheric pollution; Globa warming; Greenhouse
gases and greenhouse effect; Ozone layer and hole dynamics;
Ozone layer depletion

CHRONOSTRATIGRAPHY

The term chronostratigraphy refers to that aspect of the field
of stratigraphy dealing with temporal (time) relations and ages
of rock bodies. Chronostratigraphic classification in the field
of stratigraphy organizes rocks on the basis of their age or the
time of their genesis.

Chronostratigraphic units are defined as bodies of
rock—stratified and non-stratified—that formed during a spe-
cific interval of geologic time. Chronostratigraphic units are
thus special rock bodies that are conceptual, as well as being
material. They can be thought of as the subset of rocks formed
during a specified geologic time interval.

For example, the Devonian System is the set of al
rocks (sedimentary as well as igneous and metamorphic),
wherever they occur on Earth, formed during the Devonian
Period. The boundaries of this conceptual set of rocks are

synchronous (i.e., are the same age everywhere) and the
Devonian System is isochronous (i.e., the same age and age
span everywhere). When written with a proper noun, e.g.,
Devonian System, both parts of the name of any chronostrati-
graphic unit are capitalized.

Chronostratigraphic units, like the system, are the basis
for the Phanerozoic time scale. Chronostratigraphic units have
a hierarchy, wherein there are corresponding geochronologic
units. The chronostratigraphic hierarchy (with corresponding
geochronologic term and example proper name) is as follows:

e Erathem—Corresponding geochronologic term: Eon;

Example: Phanerozoic

» Eonothem—Corresponding geochronologic term: Erg;
Example: Paleozoic

e System—Corresponding geochronologic term: Period;
Example: Devonian

e Series—Corresponding geochronologic term: Epoch;
Example: Late Devonian
» Stage—Corresponding geochronologic term: Age;
Example: Frasnian
e Substage—Corresponding geochronologic  term:
Subage
Because chronostratigraphic units are potentialy vast
vertical section of rock, geologists observe the following con-
ventions with regard to reference markers placed at agreed
sites, which represent the best reference examples of the lower
boundaries of chronostratigraphic units. These sites, called
Global Stratotype Sections and Points (GSSPs), help define
chronostratigraphic units. Not all the necessary GSSPs have
been assigned yet, and the work continues under the auspices
of the International Union of Geological Sciences (IUGS).
The system is the fundamental chronostratigraphic unit,
meaning that it is the most commonly used and referenced
chronostratigraphic unit. Further, the system was the original
unit conceived of in early chronostratigraphic classification.
The system is a major subdivision within the hierarchy of
chronostratigraphic units, and the largest system spans
approximately 152 million years of Earth history. However,
most systems span fewer years. Some systems are subdivided
into two subsystems (i.e., Tertiary System is subdivided into
Neogene and Paleogene Subsystems and Carboniferous
System is subdivided into Pennsylvanian and Mississippian
Subsystems). A list of the main Phanerozoic systems (with
approximate age ranges in millions of years) are: Quaternary
(0 to 1.64 millions of years); Tertiary (1.64 to 65 millions of
years); Cretaceous (65 to 145.8 millions of years); Jurassic
(145.8 to 208 millions of years); Triassic (208 to 245 millions
of years); Permian (245 to 290 millions of years);
Carboniferous (290 to 362.5 millions of years); Devonian
(362.5 to 408.5 millions of years); Silurian (408.5 to 439 mil-
lions of years);Ordovician (439 to 505 millions of years);
Cambrian (505 to 570 millions of years).
The boundary ages are determined by radiometric age-
bracketing and biostratigraphic relationships.
Names of systems are of diverse origin arising from
workers of the eighteenth and nineteenth centuries. System
names indicate either (1) chronostratigraphic position (e.g.,
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Tertiary and Quaternary), (2) geologic characteristics, e.g.,
Carboniferous and Cretaceous (Creta is Latin for “chak”), (3)
geographic locations, e.g., Devonian and Permian (named for
the Perm Province of Czarist Russi), and (4) native people’s
tribal names, e.g., Ordovician and Silurian (named for Celtic
tribes of southern England). Proper names of systems have no
common spelling for their endings, despite some attempts in
the past to standardize them. Systems and corresponding peri-
ods have the same proper name.

Names of relatively new and al future series, stages,
and substages come from local geographic features in the
vicinity of their designated stratotype (i.e., the place where the
unit is defined for reference purposes) or their GSSP (i.e., the
place where the base of the unit is defined for reference pur-
poses). However, some older names (pre-1970s) have come
from other sources before the geographic convention was
established. Within some systems, names of series are formed
from the system plus a positional adjective (lower, middle, or
upper). Most names have an “-ian” or “-an” ending. Epochs,
ages, and subages have the same name as the corresponding
chronostratigraphic unit (i.e., series, stage, and substage). The
only exception is where a series bears a positional adjective.
In these instances, the positional adjective for the series is
replaced by a tempora adjective to form the corresponding
epoch. For example, the Lower Devonian Series was formed
during the Early Devonian Epoch, Middle Devonian Series
was formed during the Middle Devonian Epoch, and Upper
Devonian Series was formed during the Late Devonian Epoch.

Names of Erathems and Eonothems reflect major
changes in existing life on Earth. Regarding the Erathems,
Paleozoic means “old life,” Mesozoic means “middle life,”
and Cenozoic means “recent life” For Eonothems,
Phanerozoic (which encompasses Paleozoic, Mesozoic, and
Cenozoic) means “evident life.” Older Eonothems are Hadean
(in reference to the fiery beginning of Earth), Archean (in ref-
erenceto ancient times), and Proterozoic (in referenceto prim-
itive life). Erathems and Eonothems (with their corresponding
approximate ages in millions of years) age span chronostrati-
graphic units; Phanerozoic—Cenozoic (0 to 65 millions of
years), Mesozoic (65to 245 millions of years), and Paleozoic
(245 to 570 millions of years)—Proterozoic (570 to 2450 mil-
lions of years); Archean (2450 to 3800 millions of years) and
Hadean (3800 to 4560 millions of years).

See also Dating methods; Phanerozoic Eon; Stratigraphy

CIRQUE * see ARETES
CIRRIFORM -« see CLOUDS AND CLOUD TYPES
CIRROCUMULOUS -« see CLOUDS AND CLOUD TYPES

CIRRUS - see CLOUDS AND CLOUD TYPES
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CLAY

Clay is a fine-grained (small particle size) sedimentary rock.
Clay is so fine-grained it is rarely possible to see the individ-
ual mineral particles with the naked eye. The definition of
clays describes rocks with particle sizes of less than 4 um in
diameter. Most sedimentary rocks are described using both
mineral content and particle size. While this is aso true for
clays, the particle size description is most reliable and most
often used.

The mgjority of common types of minerals found in
clays are kaolinite (a soapy-feeling and lightweight minera),
talc, pyrophyllite, all types of micas, minerals from the chlo-
rite group, feldspars, and a lesser amount of tectosilicates
(including quartz).

The mineral content of claysis less variable than other
types of sedimentary rock. This is a direct result of the way
clays are formed. water carries the bulk of sediments to their
resting place where they are cemented together. The transport
of sedimentsisdirectly related to the force or vel ocity of water
carrying them. The stronger the velocity of water, the larger
and heavier the particle it can move. Conversely, the weaker
the flow, the smaller the particle that is carried by the water. As
a result, water acts as a winnowing filter for certain types of
minerals. The heavier minerals are not carried as far by water
currents as are the lighter ones. When water finally comes to
rest, it depositsits load of minerals. The last to be released are
the lighter and smaller particles, the clay minerals.

Where rivers meet oceans, the clay mineralsare so light
they are usually carried far out to sea where they fall gently to
the bottom forming a fine-grained sediment. These deposits
cover organic materials and trap them at the edges of deltas
and continental slopes. Over millions of years, the organic
materials convert to petroleum and remain trapped by the
clays. This relationship makes the study of clays extremely
important for petroleum geologists. In addition to this impor-
tant economic consideration, clays provide important eco-
nomic resources for a wide variety of other industries.

See also Petroleum detection; Sedimentation

CLIMATE -« see WEATHER AND CLIMATE

CLOUD SEEDING

Mark Twain once said that everyone talks about the weather,
but no one ever does anything about it. Although he may have
been correct in his day, since the 1940s, researchers have been
a least partialy successful in modifying one aspect of the
weather—precipitation.

After about three years of investigative work at the
General Electric Research Laboratory in Schenectady, New
York, researchers Irving Langmuir and his assistant, Vincent
Joseph Schaefer, created the first human-made rainfall. Their
work had originated as war-influenced research on airplane
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wing icing. On November 13, 1946, Schaefer sprinkled sev-
era pounds of dry ice (frozen carbon dioxide) from an air-
plane into a supercooled cloud, a cloud in which the water
droplets remain liquid in sub-zero temperatures. He then flew
under the cloud to experience a self-induced snowfall. The
snow changed to rain by the time it reached Langmuir, who
was observing the experiment on the ground.

Langmuir and Schaefer selected dry ice as cloud “ seed”
for its quick cooling ability. As the dry ice travels through the
cloud, the water vapor behind it condenses into rain-producing
crystals. As the crystals gain weight, they begin to fal and
grow larger as they collide with other droplets.

Another General Electric (GE) scientist who had
worked with Langmuir and Schaefer, Bernard Vonnegut,
developed adifferent cloud-seeding strategy. The formation of
water droplets requires microscopic nuclei. Under natural con-
ditions, these nuclei can consist of dust, smoke, or sea salt par-
ticles. Instead of using dry ice as a catalyst, Vonnegut decided
to use substitute nuclei around which the water dropletsin the
cloud could condense. He chose silver iodide as this substitute
because the shape of its crystals resembled the shape of theice
crystals he was attempting to create.

The silver iodide was not only successful, it had practi-
cal advantages over dry ice. It could be distributed from the
ground through the use of cannons, smoke generators, and nat-
ural cumulonimbus cloud updrafts. Also, it could be stored
indefinitely at room temperature.

There is general disagreement over the success and
practicality of cloud seeding. Opponents of cloud seeding con-
tend that there is no real proof that the precipitation experi-
enced by the seeders is actually of their own making.
Proponents, on the other hand, declare that the effect of seed-
ing may be more than local.

Over the years, cloud seeding has become an accepted
part of the strategy to combat drought. It may indeed bring
crop-saving relief to adry field or may help reinforce subsur-
face water tables. However, the practice has not begun to elim-
inate deserts or devastating droughts, for researchers have yet
to reproduce the genera ground-soaking effects of a well-
organized natural storm system so necessary for agriculture
and replenishment of water reserves. And today there are envi-
ronmental concerns over any activity that threatens to change
or destroy a bio-community such as the desert.

As researchers collect and analyze more information
about the weather, other attempts to modify it are bound to be
developed.

See also Air masses and fronts; Weather forecasting; Weather
forecasting methods

CLOUDS AND CLOUD TYPES

Clouds are condensations of water and other particles in the
atmosphere. Cloud shapes—and the dynamics of their forma-
tion—are accurate indicators of important atmospheric prop-
erties, including air stability, moisture content, and motion.

Clouds are divided into families of high level, middle
level, low level, and vertically developing clouds, and are
classified again, in accord with their general shape (e.g.,
cumuliform or stratoform)

High level clouds include cirrus, cirrostratus, and cir-
rocumulus clouds that occur at altitudes between 16,000 and
45,000 feet. Middle level clouds include atostratus, altocu-
mulus, and nimbostratus clouds that occur between 6500 and
22,000 feet. Low-level clouds include stratus and stratocumu-
lus clouds that occur between the surface and 6,500 feet.
Vertica development clouds include cumulus and cumu-
lonimbus clouds, and range in their devel opment from the sur-
face to 45,000 feet. The heights of the bases of the clouds used
to designate cloud families can vary with latitude. At extreme
northern or southern latitudes, high atitude family clouds can
be observed at much lower altitudes.

In general, cloud shape is determined by the method of
cooling to reach condensation and the forces of windsthat can
shear or tear the cloud. Cloud opacity (i.e., whether it is light
or dark) is a function of cloud thickness.

Cirrus clouds occur at high levels and are generaly
wispy and elongate in form. Vertically rising air is unstable
and gives rise to cumulus cloud formation. Cumulus clouds
are billowy. Stratus clouds (i.e., stratified clouds) are heavily
layered and often appear in sheet-like formations. With regard
to cloud nomenclature, nimbus clouds (e.g., clouds with the
prefix nimbo or the suffix nimbus) are rain-producing clouds.
The use of “fracto” designates broken cloud formations.

High clouds—cirrus, cirrostratus, and cirrocumulus—
are composed of ice crystals and dust or pollution particles.
The particles often serve as centers of crystallization or con-
densation nuclei. Cirrus clouds often produce “mares’ tails’
that are tail-like wisps of ice crystals. Cirrostratus clouds,
because they are thin and theice crystals act to both reflect and
refract sunlight, are often associated with halos of ice crystals
that appear to encircle the Sun or Moon. Cirrocumulus clouds
often appear as patch-like thin clouds.

Middle level cloudsmdash; altostratus, altocumulus, and
nimbostratus—are composed of water with some ice crystal
formation near cloud tops. Both middle level and low level
clouds may be composed of super-cooled water (water below
freezing) that has not yet crystallized around a condensation
nucleus. Altostratus clouds often present a bluish-layered
appearance. Depending on thickness, altocumulus clouds often
have white or gray layers that appear in washboard or wave-
like formations. Atmospheric instability and convectiveair cur-
rents can result in the formation of altocumulus castellanus
clouds, a form of atocumulus that often appear as isolated
cumulous clouds with billowing tops. Ancther form of atocu-
mulus cloud, a standing lenticular altocumulus clouds, is
formed by turbulent updrafts of air uplifted by terrain barriers
(e.g., mountains, ridges, etc.). Although dynamic, the standing
lenticular altocumulus cloud formations appear static or
“standing” over the terrain feature leading to their formation.
Nimbostratus clouds often appear as heavy, gray, moisture-
laden cloud layers

Low-level stratus clouds are usually gray clouds associ-
ated with precipitation and fog. Stratocumulus clouds present
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the familiar, cotton ball-like cumulus shapes in an elongate
form (a cumulus shape drawn out by shearing winds).

Clouds with extensive vertical development—cumulus
and cumulonimbus clouds—often present a gradient of ice and
water. Rapid updrafts and downdrafts alow ice crystals to
appear at much lower levels than would be expected by atmos-
pheric temperature. Although arising from convective cur-
rents, cumulus clouds often form in fair weather and do not
show extensive vertical development. Cumulus clouds present
flat bases and curved or domed tops. More extensive vertical
development occurs as atmospheric instability increases.
Highly developed cumulus clouds often present mushroomed
or cauliflower-like tops, and can ultimately produce rain.
Under the most unstable of atmospheric conditions, cumu-
lonimbus clouds form. Cumulonimbus clouds are dark clouds
with anvil like tops sheared by very high altitude winds. Heavy
turbulence, violent rains, lightning, and thunder often accom-
pany cumulonimbus clouds. Particularly unstable and violent
clouds can occur in cells capable of spawning tornadoes.

The identification of cloud types is an important skill
for aviators and aviation meteorologists because clouds pres-
ent variableicing hazards. |ce formation can drastically reduce
the effectiveness of airfoils (wings, flaps, rudder, ailerons, ele-
vators) and destroy lift and/or interfere with the ability to con-
trol aircraft.

See also Atmospheric circulation; Atmospheric composition
and structure; Atmospheric inversion layers, Atmospheric
lapse rate; Atmospheric pressure; Phase state changes;
Troposphere and tropopause; Weather forecasting methods;
Weather forecasting; Weather radar; Wind shear

COAL

Cod is a naturally occurring combustible material consisting
primarily of the element carbon, but with low percentages of
solid, liquid, and gaseous hydrocarbons and other materials,
such as compounds of nitrogen and sulfur. Coal is usualy
classified into the sub-groups known as anthracite, bitumi-
nous, lignite, and peat. The physical, chemical, and other
properties of coal vary considerably from sample to sample.

Coal forms primarily from ancient plant material that
accumulated in surface environments where the complete
decay of organic matter was prevented. For example, a plant
that died in a swampy area would quickly be covered with
water, silt, sand, and other sediments. These materials pre-
vented the plant debris from reacting with oxygen and decom-
posing to carbon dioxide and water, as would occur under
normal circumstances. Instead, anaerobic bacteria (bacteria
that do not require oxygen to live) attacked the plant debris
and converted it to simpler forms: primarily pure carbon and
simple compounds of carbon and hydrogen (hydrocarbons).
Because of the way it is formed, coal (along with petroleum
and natural gas) is often referred to as a fossil fuel.

The initial stage of the decay of a dead plant is a soft,
woody material known as peat. In some parts of the world,
peat is still collected from boggy areas and used as afudl. It is
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not a good fuel, however, as it burns poorly and with a great
deal of smoke.

If peat is alowed to remain in the ground for long peri-
ods of time, it eventually becomes compacted as layers of sed-
iment, known as overburden, collect above it. The additional
pressure and heat of the overburden gradually converts peat
into another form of coal known as lignite or brown coal.
Continued compaction by overburden then converts lignite
into bituminous (or soft) coal and finally, anthracite (or hard)
coal. Coal has been formed at many timesin the past, but most
abundantly during the Carboniferous Age (about 300 million
years ago) and again during the Upper Cretaceous Age (about
100 million years ago).

Today, coal formed by these processes is often found in
layers between layers of sedimentary rock. In some cases, the
coal layers may lie a or very near the earth’s surface. In other
cases, they may be buried thousands of feet or meters under
ground. Coal seamsrange from no more than 3-197 ft (1-60 m)
or more in thickness. The location and configuration of a coa
seam determines the method by which the coal will be mined.

Cod is classified according to its heating value and
according to its relative content of elemental carbon. For
example, anthracite contains the highest proportion of pure
carbon (about 86%-98%), and has the highest heat value
(13,500-15,600 Btu/Ib [British thermal units per pound]) of all
forms of coal. Bituminous coal generally has lower concentra-
tions of pure carbon (from 46%-86%) and lower heat values
(8,300-15,600 Btu/Ib). Bituminous coal s are often sub-divided
on the basis of their heat value, and are classified as low,
medium, and high volatile bituminous and sub-bituminous.
Lignite, the poorest of the true coals in terms of heat value
(5,500-8,300 Btu/Ib) generally contains about 46%—60% pure
carbon. All forms of coa aso contain other elements present
in living organisms, such as sulfur and nitrogen, that are very
low in absolute numbers, but that have important environmen-
tal consequences when coals are used as fuels.

By far the most important property of coal is that it
combusts. When the pure carbon and hydrocarbons found in
coal burn completely, only two products are formed, carbon
dioxide and water. During this chemical reaction, arelatively
large amount of energy is released. The release of heat when
coal isburned explains the fact that the material haslong been
used by humans as a source of energy, for the heating of
homes and other buildings, to run ships and trains, and in
many industrial processes.

The complete combustion of carbon and hydrocarbons
described above rarely occurs in nature. If the temperature is
not high enough or sufficient oxygen is not provided to the
fuel, combustion of these materials is usually incomplete.
During the incomplete combustion of carbon and hydrocar-
bons, other products besides carbon dioxide and water are
formed, primarily carbon monoxide, hydrogen, and other
forms of pure carbon, such as soot.

During the combustion of coal, minor constituents are
also oxidized. Sulfur is converted to sulfur dioxide and sulfur
trioxide, and nitrogen compounds are converted to nitrogen
oxides. The incomplete combustion of coa and the combus-
tion of these minor constituents result in a number of environ-
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mental problems. For example, soot formed during incomplete
combustion may settle out of the air and deposit an unattrac-
tive coating on homes, cars, buildings, and other structures.
Carbon monoxide formed during incomplete combustion is a
toxic gas and may cause illness or death in humans and other
animals. Oxides of sulfur and nitrogen react with water vapor
in the atmosphere and then are precipitated out as acid rain.
Acid rain is thought to be responsible for the destruction of
certain forms of plant and animal (especialy fish) life.

In addition to these compounds, coal often contains a
few percent of mineral matter: quartz, calcite, or perhaps clay
minerals. These do not readily combust and so become parts of
the ash. The ash then either escapes into the atmosphere or is
left in the combustion vessel and must be discarded.
Sometimes coal ash also contains significant amounts of lead,
barium, arsenic, or other compounds. Whether air borne or in
bulk, coal ash can therefore be a serious environmental hazard.

Coal is extracted using one of two major techniques,
sub-surface or surface (strip) mining. The former method is
used when seams of coa are located at significant depths
below Earth's surface. The first step in sub-surface mining is
to dig vertical tunnels into the earth until the coal seam is
reached. Horizontal tunnels are then constructed laterally off
the vertical tunnel. In many cases, the preferred method of
mining coal by this method is called room-and-pillar mining.
In this method, vertical columns of coal (the pillars) areleftin
place as coa around them is removed. The pillars hold up the
ceiling of the seam, preventing it from collapsing on miners
working around them. After the mine has been abandoned,
however, those pillars may often collapse, bringing down the
ceiling of the seam and causing subsidence in land above the
old mine.

Surface mining can be used when a coal seam is close
enough to the earth’s surface to allow the overburden to be
removed economically. In such a case, the first step is to strip
off al of the overburden in order to reach the coal itself. The
coal is then scraped out by huge power shovels, some capable
of removing up to 100 cubic meters at atime. Strip mining is
a far safer form of coal mining, but it presents a number of
environmental problems. In most instances, an area that has
been strip-mined is scarred, and restoring the areato its origi-
nal state is a long and expensive procedure. In addition, any
water that comes in contact with the exposed coal or overbur-
den may become polluted and require treatment.

Coal isregarded as a non-renewabl e resource, meaning
that it was formed at times during Earth’s history, but signifi-
cant amounts are no longer forming. Therefore, the amount of
coal that now exists below the earth’s surface is, for all practi-
cal purposes, all the coal that humans have available to them
for the foreseeable future. When this supply of coal isused up,
humans will find it necessary to find some other substitute to
meet their energy needs.

Large supplies of coa are known to exist (proven
reserves) or thought to be available (estimated resources) in
North America, the former Soviet Union, and parts of Asia,
especially Chinaand India. According to the most recent data
available, China produces the largest amount of coa each
year, about 22% of the world's total. Chinais also thought to

have the world’s largest estimated resources of coal, as much
as 46% of al that exists.

For many centuries, coal was burned in small stoves to
produce heat in homes and factories. Today, the most impor-
tant use of coal, both directly and indirectly, is still as afuel.
The largest single consumer of cod as a fud is the electrica
power industry. The combustion of coal in power generating
plants is used to make steam, which in turn, operates turbines
and generators. For a period of more than 40 years, beginning
in 1940, the amount of coal used in the United States for this
purpose doubled in every decade. Coa is no longer widely
used to heat homes and buildings, as was the case a half cen-
tury ago, but it is still used in industries such as paper produc-
tion, cement and ceramic manufacture, iron and steel
production, and chemical manufacture for heating and for
steam generation.

See also Environmental pollution

COBBLE - see Rock

COCCOLITHOPHORIDS - see CALCAREOUS OOZE

COMETS

Comets are objects—relatively small compared to planets—
that are composed of dust and ices of various compounds.
Comets orbit the sun in elongated elliptical (eccentric, elon-
gated circle) or parabolic orbits. Accordingly, these objects
spend the majority of timein the outer regions of the solar sys-
tem, in some cases well beyond the orbits of Neptune and
Pluto. Short-period comets are those with less exaggerated
dliptical orbits that carry them out only as far as the region of
space between the orbits of Jupiter and Neptune. Comets
make periodic, brief, but sometimes-spectacular transits
through the inner solar system as they approach the Sun.
Comet orbits may be prograde, in the same direction as the
planets, or retrograde, in the opposite direction. With the aid
of atelescope, acomet is usually visible from Earth.

The term “comet” derives from the Greek aster kmetes
(trandlated literally as “hairy” or long-haired star)—a refer-
ence to a sometimes-visible comet tail. If a comet’s path takes
it close enough to the Sun, the heating causes melting and
emission of gases (out gassing) and dust that are then swept
behind the comet’s orbital path (away from the Sun) by the
solar wind to form the characteristic tail.

Fascination with objects in the night sky dates to the
dawn of human civilization. Etchings on clay tablets unearthed
in the ancient city of Babylon dating to at least 3000 B.c. and
rock carvings found in prehistoric sites in Scotland dating to
2000 B.c. depict unexplained astronomical phenomena that
may have been comets. Until the Arabic astronomers of the
eleventh century, the Chinese were by far the most astute sky-
watchersin the ancient and medieval world. By 400 B.c., their
intricate cometary classification system included sketches of
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29 comet forms, each associated with a past event and pre-
dicting a future one. Comet type 9 was named Pu-Hui, mean-
ing “Calamity in the state, many deaths.” In fact, until the
seventeenth century when English Astronomer Edmund
Halley (1656-1742) predicted the return of a the comet in
1758 (thereafter known as Halley’s comet) based, in part,
upon calculations derived from English physicist and mathe-
matician Sir Isaac Newton's (1642—1727) work, comets were
widely viewed with superstition, as omens portending human
disasters and terrestrial catastrophes.

Recorded observation of comets is evident in the
records of the Ancient Chinese culture who termed comets
“guest stars,” a general term also applied to other apparent
temporary solar system transients that were later, of course,
identified to be much more distant stellar novae. Chinese
records clearly indicate the transit of a guest star in approxi-
mately 240 B.c. that we now identify as Halley’s comet.

In accord with Anasazi Native American accounts,
Chinese astronomers also noted the difference in what is now
regarded as comets and the 1054 supernova explosion in the
Taurus constellation (i.e., a region of the sky associated with
the Taurus constellation) that created the Crab Nebula.

Of all the Classica Greek and Roman theories on
comets, the most influential, though entirely incorrect, was
that of the Greek philosopher Aristotle (384-322 B.c.). His
geocentric view of the solar system put Earth at the center cir-
cled by the Sun, Moon, and visible planets. Stars were station-
ary and the bodies existed on celestial spheres. Aristotle
argued that comets were fires in the dry, sublunar “fiery
sphere,” a combustible atmosphere “exhaed” from Earth,
which accumulated between Earth and the Moon. Comets
were therefore considered terrestrial—originating from Earth,
rather than celestia—heavenly bodies. Moreover, they were
seen as a portent of future events controlled by the gods.

Aristotle’s writings formed the basis of later Greek-
Alexandrian astronomer Ptolemy’s (a.D. 87-150) model of the
universe that became strongly supported by the Christian
church in Western Europe. Because the Ptolemy’s model pro-
vided accurate results with regard to celestial prediction, it
was the most influential astronomical model until the accept-
ance of the Sun-centered (heliocentric) model put forth by
Polish astronomer Nicolaus Copernicus (1473-1543).

In conjunction with the German astronomer and mathe-
matician Johannes Kepler (1571-1630), Danish astronomer
Tycho Brahe's (1546-1601) observation of the “Great Comet”
of 1577 provided evidence that the comet was at least four
times further away from Earth than the Moon—a crushing
refutation of Aristotle’s sublunar positioning.

The study of the Great Comet by Brahe and his contem-
poraries was the turning point for astronomical science.
Throughout the seventeenth and eighteenth centuries, mathe-
maticians and astronomers refined conflicting ideas on the ori-
gin, formation, movement, shape of orbit, and meaning of
comets. Polish-born scientist Johannes Hevelius (1611-1687),
who suggested comets move on a parabola (U-shape) around
the Sun; and English scientist Robert Hooke (1635-1703),
independent of Newton, introduced the theory of universal
gravitationa influence based, in part on the periodic behavior

of comets. Newton, however, developed an astounding mathe-
matical model for the parabolic motion of comets, published in
his seminal and influential 1687 book, Philosophiae Naturalis
Principia Mathematica (Mathematical principles of natural
philosophy). Until English naturalist Charles Darwin’s
(1809-1882) writings on evolution and German-American
physicist Albert Einstein's (1879-1955) twentieth century
writings on relativity theory, Principia remained the single
most influential scientific work in the history of science.”

By the end of the eighteenth century, comets were
understood to be astronomical bodies, the movement of which
could be calculated using Newton's laws of planetary motion.

The comet Biela, with a periodic orbit of 6.75 years,
split in two during its 1846 appearance. Twin comets reap-
peared in 1852—bhut then failed to appear for its next pass. The
disappearance fostered scientific speculation regarding comet
impacts and their relationships to meteor showers. When
Biela stwin offspring should have returned, the meteor shower
predicted by some astronomers did indeed appear, strengthen-
ing the connection between meteors and dying comets.

Thefirst observation of acomet through atelescope was
made in 1618. Until the twentieth century, comets were dis-
covered and observed with the naked eye or through tele-
scopes. Today, most new discoveries are made from
photographs of our galaxy and electronic detectors, although
many discoveries are still made by amateur astronomers with
apassion for careful observation.

The long focal-length refracting telescope, the primary
astronomical observation tool of the 1800s, worked well for
viewing bright objects but did not collect sufficient light to
allow detailed astronomica photography. In 1858, an English
artist named Usherwood used a short focal-length lens to pro-
duce the first photograph of acomet. In 1864, by using a spec-
troscope, an instrument that separates the wavelengths of light
into spectral bands, Italian astronomer Giovanni Donati
(1826-1873) first identified a chemical component in a
comet’s atmosphere. The first cometary spectrogram (spectral
photograph) was taken by amateur astronomer William
Huggins of London in 1881.

The early twentieth century saw the development of
short focal-length spectrographs that, by the 1950s, allowed
identification of severa different chemical components in a
comet’s tail. Infrared spectrography was introduced in the
1960s and, in 1983, the Infrared Astronomy Satellite (IRAS)
gathered information on cometary dust particles unattainable
from ground-based technology. Observations of comets are
now also made by radio wave detection and ultraviolet spec-
trography.

Spectroscopic evidence indicates that most comets con-
tain a solid nucleus (core) surrounded by a gigantic, glowing
mass (coma). Together, the nucleus and coma comprise the
comet head. It should be noted that although the tail (when
apparent) seems dense with dust and gas, it is till a vacuum
that is far less dense than the interplanetary space near the
earth (e.g., between the earth and Moon).

Perhaps among the most primitive bodies in the solar
system, comets are probably debris from the formation of our
Sun and planets some 4.5 hillion years ago. One hypothesis
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Comet Hale-Bopp. Jack Newton. Archive Photos, Inc. Reproduced by permission.

concerning their origin involves the Oort cloud—named for
Dutch astronomer Jan Van Oort—a dense shell of debris
(dense by interstellar standards) at the frigid, outer edge of the
solar system (i.e., the distance at which our Sun’s gravitational
pull is so weak that beyond this point other stellar bodies exert
agreater net attraction). Occasionaly, disruptive gravitationa
forces (perturbations) hurl a piece of debris from the cloud
into the gravitational pull of one of the large planets, (e.g.
Jupiter or Saturn) that then pull the comet into an elliptical
orbit around the Sun. The Kuiper belt, associated with
Jupiter’s gravitational pull, is more likely the source of the
well-known comets, including Halley’s comet. Regardless,
evidence indicates that comets formed from solar system for-
mation debris.

Short lived comets have orbital durations of less than
200 years. Long-period, having enormous elliptical, nearly
parabolic orbital durations of more than 200 years, often trav-
eling far beyond the outer planets. Of the 710 individual
comets recorded from 1680 to mid-1992, 121 were short-
period comets and 589 were classified as long-period comets.

Two major theories on the composition of the nucleus
have developed over time. The “flying sandbank” model, first
proposed by Richard Proctor in the mid-1800s and again in the
mid-1900s by Raymond Lyttleton, conjectured swarms of tiny
solid particles bound together by mutual gravitational attrac-
tion. In 1950, Fred Whipple introduced the “icy-conglomerate”
model, which described a comet as a solid nucleus of meteoric
rock particles and dust frozen in ice. Observations of Halley’'s
comet by spacecraft in 1986 strongly support this model.

Evidence to date indicates that within the comet head or
nucleus, rocks and dust are held together with ices from water,
methane, ammonia, and carbon monoxide, as well as other
ices containing carbon and sulphur. The 1986 studies of
Halley’'s comet reveaed the nucleus to be peanut or potato-
shaped, 9 mi (15 km) long, and 5.5 mi (8 km) wide. However,
visual observation beneath the comet’s dark, solid surface
proved impossible.

The nuclei of comets are among the smallest bodiesin the
Solar system, too small, in fact, for observation even through a
telescope. Asthey approach the Sun, however, they produce one

o 121




Condensation

WORLD OF EARTH SCIENCE

of the largest, most spectacular sights in the solar system, a
magnificent, glowing coma often visible even to the naked eye.
Comet nuclel have been seen to produce sudden, bright flares
and some even split into two, three, four, or five refions.

As the nucleus of a comet approaches the Sun, begin-
ning at about the distance of the asteroid belt, itsices begin to
vaporize and sublimate (change directly from ice to gas). This
off-gassing rel eases gases of hydrogen, carbon, oxygen, nitro-
gen and other molecules, as well as dust particles. Streaming
away at several hundred meters per second, they create an
enormous coma hundreds of thousands of kilometers long,
completely hiding the nucleus. The Sun’s ultraviolet light
eectrically charges the gaseous molecules, ionizing and excit-
ing them, causing them to fluoresce (emit light) much like a
fluorescent light emits light following electrical stimulation.
Microscopic minera particles in the dust reflect and scatter
the Sun’slight. Only in 1970, during the first spacecraft obser-
vation of a comet, was a gigantic hydrogen cloud discovered
surrounding the Coma. Depending on the size of the nucleus
and its proximity to the Sun, this cloud can be much larger
than the comet itself.

As the comet swings around the Sun on its elliptical
orbit, gas and dust particles stream from the coma to create
two types of tails: the gaseousion tail, or Type I; and the dust
tail, or Type Il. In Type I, ionized gases form a thin, usually
straight tail, sometimes millions of kilometers long. (The tall
of the Great Comet of 1843 stretched out more than 136 mil-
lion mi [220 million km].) In fact, the tails of comets are the
largest measured entities in the solar system. The ion tail,
glowing with incredible brightness, does not trail behind but is
blown away from the head in a direction almost opposite the
Sun by the “solar wind,” a continual flow of magnetized
plasmaemitted by the Sun. The head collides with this plasma,
which wraps around the nucleus, pulling the ionized particles
with it. Depending on its position to the Sun, the tail may even
be traveling aimost ahead of the nucleus. A Type Il tail is usu-
aly shorter and wider, and curves slightly because the heavier
particles are carried away at aslower rate. The Great Comet of
1744 actualy displayed six brilliant tails fanning above the
horizon like peacock feathers.

Comet Hale-Bopp, which streamed across the skies in
1997, boasted a new feature: a third tail composed of electri-
caly neutral sodium atoms. When completely observed using
instruments with spectral filters that eliminated all but the yel-
low light emitted by fluorescing sodium atoms, the tail was
more than 370,000 miles wide (600,000 km) and 31 million
miles long (50 million km), streaming in a direction close but
dightly different to that of the ion tail. Although the exact
mechanism is not understood, the tail is thought to be formed
of sodium atoms released by dust particles in the coma.

Comets may strike planets without leaving an impact
crater. The atmospheric energy released by comet vaporization
in the atmosphere can, however, be more powerful than a
nuclear explosion. The Tunguska event in Siberia in 1908 is
thought to have been the result of a comet or stony meteoroid
explosion above the ground. In 1979, a United States Air Force
space-test satellite took the first photograph of a comet colliding

122 4

with the Sun. Late in 1994, the fragmented comet Shoemaker-
Levy made spectacular seria collisions with Jupiter.

Some scientists argue that molecules released by
comets' vaporized gases may have supplied important mole-
culesin Earth’s early atmosphere. When exposed to the Sun’s
radiation, these molecules began the formation of biochemical
compounds that actually began the process of life on Earth—
or gave a huge “jump-start” to the evolution of biomolcules.
During the recent passage of Hale-Bopp, for example, scien-
tists discovered a variety of complex organic chemicalsin the
comet.

Some aspects of this theory gained evidence from data
gathered by the Polar spacecraft, launched by NASA in 1996.
According to some interpretations of observations by the
probe, comet-like objects up to 3040 ft (9-12 m) in diameter
may be hitting the atmosphere at the astounding rate of up to
43,000 per day. These cosmic snowballs usualy disintegrate
in the upper atmosphere, their content liquids and gases enter-
ing the weather cycle and eventually reaching the terrestrial
surface as precipitation. Other scientists argue that the evi-
dence of “snowballs’ from space is an artifact of instrument
background noise or interference.

In apair of space missions planned for the early part of
the twenty-first century, space probes will rendezvous with a
pair of short-period comets, hopefully to help scientists reach
a better understanding of the physics of comets. In 2004,
NASA’s Stardust mission plans to capture dust from the tail of
Comet Wild 2, returning the samples to Earth for analysis. In
2011, the European Space Agency’s Rosetta mission will ren-
dezvous with Comet Wirtanen on its trip around the Sun. The
Rosetta spacecraft will orbit the comet and send a probe to the
surface.

See also Astronomy; Big Bang theory; Impact crater

COMPACTION -« see LiTHIFICATION

CONDENSATION

Condensation occurs when one of the three states of matter in
which a gaseous (vapor) substance transformsinto aliquid. It
is the reverse of vaporization. As a vapor cools, it gives
off energy in the form of latent heat. The release of heat
causes each vapor molecule to shrink and move more slowly.
Strong intermolecular forces (kinetic-molecular theory of
gases) push the smaller gas molecules together; the bonding
initiates the transformation into a denser, liquid form called
condensate.

Condensation can occur from cooling processes such as
distillation and steam engine production, or by exerting pres-
sure in amanner that reduces the volume of the gas. Evidence
of condensate is often found on a bathroom mirror after a hot
shower, or on the outside of a*“sweating” soda can asit warms
to room temperature. Meteorological phenomena such as
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clouds, fog, and dew are also aresult of condensation. Clouds
form when rising hot air collides with air in cooler elevations.

In chemistry, condensation is defined as a reaction
involving the joining of atoms in the same or different mole-
cules. Chemists often use the process of condensation to elim-
inate simple molecules, such as water or acohal, to form a
heavier, more complex compound.

See also Evaporation; Hydrologic cycle

CONGLOMERATE ROCK -« see Rock

CONSTELLATIONS -« see CELESTIAL SPHERE: THE

APPARENT MOVEMENTS OF THE SUN, MOON, PLANETS, AND STARS
CONTACT AUREOLE -« see METAMORPHISM

CONTACT METAMORPHISM - see

METAMORPHISM

CONTINENTAL CRUST - see CrusT

CONTINENTAL DIVIDE

A continental divide is a topographic feature separating
streams that flow towards opposite sides of a continent. Itisa
continental scale version of the topographic divides that sepa-
rate drainage basins of all scales.

In the conterminous United States and Canada, the con-
tinental divide follows an irregular course from the Basin and
Range and Colorado Plateau physiographic provinces of New
Mexico north through the Rocky Mountains, the Yellowstone
region, and the Canadian Rockies. Water in streamsto the west
of the continental divide flows toward the Pecific Ocean,
whereas that to the east of the continental divide flows toward
the Atlantic Ocean. In Alaska, however, the continental divide
marks the boundary between rivers flowing north and west to
the Arctic Ocean and those flowing south and west into the
Bering Sea.

Continental divides are often associated with mountain-
ous terrain. Elevations along the continental divide through
the conterminous United States, however, range from approx-
imately 1400 meters above sea level in the Basin and Range
topography of southern New Mexico to more than 4000
meters above sea level in the Rocky Mountains of Colorado
and Wyoming.

A common, but inaccurate, notion is that precipitation
falling on different sides of the divide necessarily travels to
different oceans. Some precipitation that falls as snow, how-
ever, may be sublimated. Snowmelt or water that falls asrain
may either evaporate or be transpired by vegetation after per-
colating into the soil. In either of those cases, the water may
not travel to any ocean until it falls again as precipitation. In
the extreme case of internally drained basins common to arid

Aerial view of the continental divide in Colorado. © Dean
Conger/Corbis. Reproduced by permission.

regions such as the American Southwest, virtually all water
flows towards the center of the basins and is removed through
evaporation, transpiration, and infiltration. Water that infil-
trates deep enough to recharge underlying aquifers may ulti-
mately be discharged on the opposite side of the continental
divide because, athough groundwater divides do exist, they
do not necessarily correspond exactly to topographic divides.
Humans can also play a role, most notably by constructing
diversion tunnels through which water is carried from one side
of the continental divide to the other as part of water supply
projects. Therefore, it is best to restrict the usage of the term
continental divide to a topographic divide that separates
streams flowing towards opposite sides of the continent than
to include speculations about the ultimate fate of individual
drops of water.

See also Drainage basins and drainage patterns; Freshwater;
Hydrologic cycle; Landscape evolution; Precipitation; Runoff

CONTINENTAL DRIFT THEORY

Continental drift, in the context of the modern theory of plate
tectonics, is explained by the movement of lithospheric plates
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over the asthenosphere (the molten, ductile, upper portion of
the earth’s mantle). Precisely used, the term continental driftis
actually rooted in antiquated concepts regarding the structure
of the earth. Modern geophyicists and geologists explain the
movement or drift of the continents within the context of plate
tectonic theory. The visible continents, a part of the lithos-
pheric plates upon which they ride, shift slowly over timeasa
result of the forces driving plate tectonics. Moreover, plate
tectonic theory is so robust in its ability to explain and predict
geological processes that it is equivalent in many regards to
the fundamental and unifying principles of evolution in biol-
ogy, and nucleosynthesis in physics and chemistry.

The original theory of continental drift made the
improbable assertion that the continents moved through and
across an underlying oceanic crust much as ice floats and
drifts through water. Eventually multiple lines of evidence
alowed modern tectonic theory to replace continental drift
theory.

Based upon centuries of cartographic depictions that
alowed a good fit between the Western coast of Africa and the
Eastern coast of South America—in 1858, French geographer
Antonio Snider- Pellegrini, published awork asserting that the
two continents had once been part of larger single continent
ruptured by the creation and intervention of the Atlantic
Ocean.

In the 1920s, German geophysicist Alfred Wegener’'s
writings advanced the hypothesis of continental drift depicting
the movement of continents through an underlying oceanic
crust.

Wegener's hypothesis met with wide skepticism but
found support and development in the work and writings of
South African geologist Alexander Du Toit who discovered a
similarity in the fossils found on the coasts of Africaand South
America that were seemingly derived from a common source.
Other scientists also attempted to explain orogeny (mountain
building) as resulting from Wegener’s continental drift.

Wegener’sinitial continental drift assertions were based
upon the geometric fit of the displaced continents and the sim-
ilarity of rock ages and Paleozoic fossils in corresponding
bands or zones in adjacent or corresponding geographic areas.
Wegener also argued that the evidence of Paleozoic glaciation
in South Africa, South America, Indiaand Australia—sites far
removed from estimates of the geographical extent of glacia-
tion—argued strongly for continental drift

The technological advances necessitated by the Second
World War made possible the accumulation of significant evi-
dence regarding Wegener's hypothesis, eventualy refining
and supplanting Wegener’'s theory of continental drift with
modern plate tectonic theory. Although Wegener’'s theory
accounted for much of the then existing geological evidence,
Wegener’'s hypothesis was specificaly unable to provide a
verifiable or satisfying mechanism by which continents—with
al of their bulk and drag—could move over an underlying
mantle that was solid enough in composition to be able to
reflect seismic S- waves.

In his 1960 publication, History of Ocean Basins, geol-
ogist and U.S. Navy Admiral Harry Hess (1906-1969)
asserted that thermal convection currents in the athenosphere
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provided the driving force behind plate tectonics. The degree
with which the earlier geological community resisted accept-
ance of Wegener’stheory of continental drift is clearly demon-
strated by the fact that Hess' s assertion of thermal currents was
drawn from work done by Author Holmes in the 1930s.

See also Earth, interior structure; Hotspots, Sea-floor spread-
ing; Seismology

CONTINENTAL GLACIER -« see GLACIERS

CONTINENTAL SHELF

The continental shelf is a gently sloping and relatively flat
extension of a continent that is covered by the oceans.
Seaward, the shelf ends abruptly at the shelf break, the bound-
ary that separates the shelf from the continental slope.

The shelf occupies only 7% of the total ocean floor. The
average slope of the shelf is about 10 ft per mile (1.9 m per
km). That is, for every one kilometer of distance, the shelf
drops 1.9 min elevation until the shelf break is reached. The
average depth of the shelf break is 440 ft (135 m). The great-
est depth is found off Antarctica (1,150 ft [350 m]), where the
great weight of the ice on the Antarctic continent pushes the
crust downward. The average width of the shelf is 43 mi (70
km) and varies from tens of meters to approximately 800 mi
(2,300 km) depending on location. The widest shelves are in
the Arctic Ocean off the northern coasts of Siberia and North
America. Some of the narrowest shelves are found off the tec-
tonically active western coasts of North and South America.

The shelf’sgentle slope and relatively flat terrain are the
result of erosion and sediment deposition during the periodic
fal and rise of the sea over the shelf in the last 1.6 million
years. The changes in sea level were caused by the advance
and retreat of glaciers on land over the same time period.
During the last glacial period (approximately 18,000 years
ago), sea level was 300400 ft (90-120 m) lower than present
and the shoreline was much farther offshore, exposing the
shelf to the atmosphere. During lowered sea level, land plants
and animals, including humans and their ancestors, lived on
the shelf. Their remains are often found at the bottom of the
ocean. For example, 12,000 year old bones of mastodons,
extinct relatives of the elephant, have been recovered off the
coast of the northeastern United States.

Continental shelves contain valuable resources, such as
oil and gas and minerals. Qil and gas are formed from organic
material that accumulates on the continental shelf. Over time
the material is buried and transformed to oil and gas by heat
and pressure. The oil and gas moves upward and is concen-
trated beneath geologic traps. Oil and gasis found on the con-
tinental shelf off the coasts of California and Louisiana, for
example. Minerals come from rocks on land and are carried to
the ocean by rivers. The minerals were deposited in river
channels and beaches on the exposed continental shelf and
sorted (concentrated) by waves and river currents, due to their
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different densities. Over time as the sealevel rose, these min-
erals were again sorted by waves and ocean currents and
finally deposited. The different colored bands of sand that one
can see on abeach are an example of density sorting by waves.
The concentrated minerals are often in sufficient enough quan-
titiesto be mined. Examples of important minerals on the shelf
are diamonds, chromite (chromium ore), ilmenite (titanium
ore), magnetite (iron ore), platinum, and gold.

See also Glaciation; |ce ages; Sedimentation; Wave motions

CONVECTION (UPDRAFTS AND DOWN-
DRAFTS)

Convection isthe vertical transfer of mass, heat, or other prop-
ertiesin afluid or substance that undergoes fluid-like dynam-
ics. Convection takes place in the atmosphere, in the oceans,
and in Earth’s molten subcrustal asthenosphere. Convective
currents of air in the atmosphere are referred to as updrafts and
downdrafts.

In addition to heat transfer, convention can be driven by
other properties (e.g., salinity, density, etc.).

Convection in the mantle drives motion of the lithos-
pheric plates. This convection is, in part, caused by tempera-
ture differences caused by the radioactive decay of the
naturally radioactive elements uranium, thorium, potassium.

The temperature differences in water cause ocean cur-
rents that vertically mix masses of water at different tempera-
tures. In the atmosphere, convection drives the vertical
transport of air both upward and downward. In both cases,
convection acts toward equilibrium and the lowest energy
state by allowing the properties of the differential air or water
masses to mix.

Thermal convection is one of the major forcesin atmos-
pheric dynamics and greatly contributes to, and directly influ-
ences, the development of clouds and storm systems.
Convective air currents of rising warm and moist air alow a
transfer of sensible and latent heat energy from the surface to
the upper atmosphere.

One meteorologica hypothesis, the convection theory
of cyclones, asserts that convection resulting from very high
levels of surface heating can be so strong that the current of air
can attain cyclonic velocities and rotation.

Convection with the earth’s mantle results from differ-
ential temperatures in mantle materias. In part, these differ-
ences can manifest as hot spots or convective currents where
less dense and warmer mantle materials form slow moving
vertical currents in the plastic (viscous or thick fluid-like)
mantle. Phase change differences in materials also change
their density and buoyancy.

Convective currents in the mantle move slowly (at a
maximum, inches per year), but may last millions of years.

See also Adiabatic heating; Atmospheric circulation;
Atmospheric composition and structure; Atmospheric inver-
sion layers, Atmospheric lapse rate; Atmospheric pressure;
Insolation and total solar irradiation

CONVERGENT PLATE BOUNDARY

In terms of plate tectonics, collision boundaries are sites
where lithospheric plates move together and the resulting
compression causes either subduction (where one or both
lithospheric plates are driven down and destroyed in the
molten mantle) or crustal uplifting that results in orogeny
(mountain building).

Colliding plates create tremendous force. Although
lithospheric plates move very slowly (low velocities of inches
per each), the plates have tremendous mass. Accordingly, at
collision, each lithospheric plate carries tremendous momen-
tum (the mathematical product of velocity and mass) that pro-
vides the energy to cause subduction or uplifting. In addition,
the buoyancy properties of the colliding lithospheric plates
determine the outcome of the particular collision. Oceanic
crust is denser than continental crust and is subductable.
Continental crust, composed of lighter, less dense materials, is
too light to undergo subduction and so overrides oceanic crust
or uplifts.

Earth’s crust is fractured into approximately 20 lithos-
pheric plates. Each lithospheric plateis composed of alayer of
oceanic crust or continental crust superficial to an outer layer
of the mantle. Oceanic crust comprises the outer layer of the
lithosphere lying beneath the oceans. Oceanic crust is com-
posed of high-density rocks, such as olivine and basalt.
Continental crust comprises the outer layer of the lithospheric
plates containing the existing continents and some undersea
features near the continents. Continental crust is composed of
lower density rocks such as granite and andesite. Containing
both crust and the upper region of the mantle, lithospheric
plates are approximately 60 miles (approximately 100 km)
thick. Lithospheric plates may contain various combinations
of oceanic and continental crust in mutually exclusive sections
(i.e., the outermost layer is either continental or oceanic crust,
but not both except at convergent boundaries where subduct-
ing oceanic crust can make material contributions of lighter
crustal materials to the overriding continental crust).
Lithospheric plates move on top of the asthenosphere (the
outer plastically deforming region of Earth’s mantle).

At convergent boundaries, lithospheric plates move
together in collision zones where crust is either destroyed by
subduction or uplifted to form mountain chains. In zones of
convergence, compressional forces (i.e., compression of
lithospheric plate material) dominates.

When oceanic crust collides with oceanic crust, both
subduct to form an oceanic trench (e.g., Marianas trench).
When oceanic crust collides with continental crust, the
oceanic crust subducts under the lighter continental crust and
both pushes the continental crust upward into mountain chains
(e.g., the Andes). The contribution of molten material from the
subduction crust contributes to the volcanic arcs found along
the Pacific Rim. Because continental crust does not subduct,
when continental crust collides with continental crust, there is
auplift of both crusts (e.g., the ongoing collision of Indiawith
Asia that continues to push the Himalayas upward by about a
centimeter a year. Given the expanse of geologic time, even
modest geomorphol ogic changes—measured in inches or cen-
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timeters a year—can result in substantial changes over mil-
lions of years.

At triple points where three plates converge (e.g., where
the Philippine sea plate merges into the North American and
Pacific plate subduction zone), the situation becomes more
complex.

Convergent plate boundaries are, of course, three-
dimensional. Because Earth is an oblate sphere, lithospheric
plates are not flat, but are curved and fractured into curved
sections akin to the peeled sections of an orange. Convergent
movement of lithospheric plates can best be conceptualized by
the movement together of those peeled sections over a curved
surface.

Because Earth's diameter remains constant, there is no
net creation or destruction of lithospheric plates and so the
amount of crust created at divergent boundariesis balanced by
an equal destruction or uplifting of crust at convergent lithos-
pheric plate boundaries.

See also Divergent plate boundary; Earth, interior structure;
Earthquakes; Geologic time; Mohorovicic discontinuity
(Moho); Subduction zone

COOK, JAMES (1728-1779)
English explorer

James Cook was one of the foremost figures of the Age of
Exploration. During his career, Cook circumnavigated the
globe twice, and captained three voyages of discovery for
England. Cook made significant contributions to the fields of
surveying, cartography, advanced mathematics, astronomy,
and navigation. The detailed records of his voyages and con-
tacts with various native peoples are considered the first
anthropological survey of the Pacific idands, Australia, and
New Zealand. Cook’'s voyages sparked European and
American interest in Pacific colonization.

James Cook was born in Marton-in-Cleveland,
Yorkshire, England. As a youth, he received a modest educa-
tion, but was a dedicated self-study of mathematics, survey-
ing, and cartography. Cook was apprenticed to a small shop
owner, but later left his apprenticeship to join a merchant col-
lier fleet at Whitby. Cook earned his mate's certificate, but his
merchant career was cut short by his decision to enlist with the
Royal Navy in 1755 at the outbreak of the Seven Year’s War
(also known as the French and Indian War, 1756-1763).

Cook was sent to Americain 1756 as not only seaman,
but as a cartographer. His first charge was to conduct sound-
ings and draw charts of the St. Lawrence River. Cook’s charts
were later used by British forces for their attack on Quebec.
He was next named surveyor of New Foundland and carried
out that project until 1767. Cook’s maps were so precise that
many were used for a century.

As the Cook gained renown for his cartography, he also
submitted papers to the Royal Academy on astronomical
observation and navigation. His work on determining location
using the moon commanded the attention of not only scholars,
but also the British government. In 1766, Cook was appointed

to command an expedition to the Pacific, the first of three
great voyages. The stated purpose of Cook's Pacific expedi-
tion was to observe and document the transit of Venus across
the Sun during an eclipse on June 3, 1779, as part of a scien-
tific endeavor to calculate the distance from Earth to the Sun.
At the completion of that task, Cook continued to record sig-
nificant discoveries. In the South Pacific, he discovered and
named the Society Islands. Cook then sailed to New Zealand,
which he reported upon favorably as a potential site for British
colonization despite the lack of domesticated animals.
Venturing from New Zealand, Cook sailed to the eastern coast
of Australia and charted the coastline before claiming the land
for Britain. On the return voyage, Cook’s crew was stricken
with disease, a common occurrence at sea then. One-third of
his crew died from malarial fever, scurvy, and dysentery.

Cook was scarcely back in Britain for a year before he
received his next appointment. He was granted two ships, the
Adventure and the Resolution, and sent back to the Pacific to
further complete the exploration of the Southern Hemisphere.
Cook was charged with finding a southern continent, which
was thought to exist in the extreme South Pacific; the myste-
rious continent was supposed to be temperate with fertile land.
Cook left Britain in 1772 and sailed for the extreme southern
Atlantic. Pushing his way through freezing temperatures and
ice flows, cook sailed along the edge of Antarctica. The frozen
Antarctic was certainly not the fabled southern continent.
Cook’s circumnavigation of the southern Pole put an end to
the legend. Cook again stopped in New Zealand, this time
introducing some European plants and domestic animals into
the indigenous landscape. He discovered, charted, and named
several more islands as he finished his journey.

On his second voyage, Cook also made pioneering pro-
visions for his crew. To avoid the scourge of disease that had
plagued the second half of his first voyage, Cook brought an
ample supply of lemons aboard and served sauerkraut to the
crew in an attempt to ward off scurvy and fevers. The experi-
ment worked; Cook lost only one crewman to disease.

Cook embarked on his third and final voyage in 1776.
Instead of returning to the South Pacific, Cook turned his
efforts to the Pacific coast of North America in search of a
northern passage that connected the Atlantic and Pacific
Oceans. He created detailed maps of the Pacific Coast that
were used on later expeditions, including the Lewis and Clark
expedition. However, Cook failed to locate the Columbia
River and thought that Victoria Island was part of the main-
land. Despite these flaws in his cartography, Cook’s expedi-
tion, and his records of contact with various native peoples
who possessed great natural resources, created a new interest
in trade and settlement in the Pacific Northwest.

As Cook ventured to the North American Coast, he dis-
covered present-day Hawaii, which he dubbed the Sandwich
Islands, in March of 1778. Cook enjoyed arecord of very ami-
cable relationships with the native peoples he encountered on
his expeditions. His initial contact with the peoples of the
Sandwich Islands were no exception; after a time however,
Cook felt that relations were beginning to sour so he pulled up
anchor and sailed away. Two days later, the foremast of the
Resolution snapped and Cook returned to the Sandwich
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Islands. The native population grew increasingly hostile and
stole one of Cook’s cutters. In retaliation, Cook took the tribal
chief hostage in order to facilitate an exchange. In the ensuing
commotion, a shot was fired and the natives threw stones,
attacking Cook and his crew. Cook died in the altercation at
the age of 51.

COPERNICUS, NICOLAS (1473-1543)

Polish astronomer and mathematician

Nicolas Copernicus was born into a well-to-do family on
February 19, 1473. His father, a copper merchant, died when
Copernicus was 10, and the boy was taken in by an uncle who
was a prince and bishop.

Copernicus was able to afford an excellent education.
He entered the University of Cracow in 1491 and studied
mathematics and painting. In 1496, he went to Italy for 10
years where he studied medicine and religious law. Two things
happened in the year 1500 that influenced Copernicus; he
attended a conference in Rome dealing with calendar reform
and, on November 6, 1500, he witnessed a lunar eclipse.

The tables of planetary positions that were in use at the
time were complex and inaccurate. Predicting the positions of
the planets over long periods of time was haphazard at best,
and the seasons were out of step with the position of the Sun.
Copernicus realized that tables of planetary positions could be
calculated much more easily, and accurately, if he made the
assumption that the Sun, not Earth, was the center of the solar
system and that the planets, including Earth, orbited the Sun.
He first proposed this theory in 1507.

Copernicus was not the first person to introduce such a
radical concept. Aristarchus had come up with the idea in
ancient Greece long before, but the teachings of Ptolemy had
been dominant for 1,300 years. Ptolemy claimed the earth was
at the center of the universe, and all the planets (including the
Sun and Moon) were attached to invisible celestial spheresthat
rotated around the earth.

Copernicus not only wished to refute Ptolemy’s uni-
verse, he claimed that Earth itself was very small and unim-
portant compared to the vast vault of the stars. This marked the
beginning of the end of the influence of the ancient Greek sci-
entists.

Copernicus made an incorrect assumption about plane-
tary orbits; he decided they were perfectly circular. Because of
this, he found it necessary to use some of Ptolemy’s cumber-
some epicycles (smaler orbits centered on the larger ones) to
reduce the discrepancy between his predicted orbits and those
observed. It wasn't until Johannes Kepler's time that this was
corrected and the true nature of planetary orbits was understood.

Even so, the heliocentric model developed by
Copernicus fit the observed data better than the ancient Greek
concept. For example, the periodic “backward” motion in the
sky of the planets Mars, Jupiter, and Saturn and the lack of
such motion for Mercury and Venus was more readily
explained by the fact that the former planets’ orbits were out-
side of Earth’'s. Thus, the earth “overtook” them as it circled

Nicolas Copernicus. Library of Congress.

the Sun. Planetary positions could also be predicted much
more accurately using Copernicus’ model.

Copernicus was reluctant to make his ideas public. He
realized his theory not only contradicted the Greek scientists,
it went against the teachings of the Church, the consequences
of which could be severe. In 1530, he allowed a summary of
his ideas to circulate among scholars, who received it with
great enthusiasm, but it was not until just shortly before his
death in 1543 that his entire book was published. It took the
efforts of the mathematician Rheticus to convince Copernicus
to grant him permission to print it. Unfortunately, Rheticus
had fallen afoul of official doctrine himself, and found it wise
to leave town. Overseeing the publication for Copernicus's
book was transferred to the hands of a Lutheran minister
named Andreas Osiander (1498-1552).

Osiander now found he was in a tight spot; Martin
Luther (1483-1546) had come out firmly against Copernicus
new theory, and Osiander was obligated to follow him. “This
Fool wants to turn the whole Art of Astronomy upside down,”
Luther had said. Copernicus had dedicated his book to Pope
Paul 111, perhapsto gain favor, but Osiander went one step fur-
ther; he wrote a preface in which he stated the heliocentric the-
ory was not being presented as actual fact, but just as a
concept to alow for better calculations of planetary positions.
He did not sign his name to the preface, making it appear that
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Copernicus had written it and was debunking his own theory.
Copernicus, suffering from a stroke and close to death, could
do nothing to defend himself. It issaid he died only hours after
seeing the first copy of the book. Kepler discovered the truth
about the preface in 1609 and exonerated Copernicus.

The immediate reaction to the book, De Revolutionibus
Orbium Coel estium (Revol ution of the heavenly spheres), was
subdued. This was primarily due to Osiander’s preface, which
weakened Copernicus' reputation. In addition, only a limited
number of books were printed, they were very expensive and,
conseguently, had limited circulation. The book did achieve a
number of converts, but one had to be a mathematician to fully
understand the theories. Still, it was placed on the Roman
Catholic Church’s list of prohibited books where it remained
until 1835.

Almost as significant as proving the heliocentric solar
system was possible, was Copernicus's questioning of the
ancient Greek scientists. Ptolemy had bent the facts to fit his
preconceived theory and his teachings had been accepted,
without question, for centuries. Copernicus, on the other
hand, did his best to develop his theory to match observed
facts, foreshadowing the dawning of modern scientific
method.

CORAL REEFS AND CORALS

Reefs are found in the fossil record and are thought to be
about two billion years old. These reefs were built by calcare-
ous agae and not corals. The first true corals did not appear
until about 300-500 million years ago. They apparently flour-
ished until a devastating extinction occurred killing many
groups of corals. Most of the corals that compose extant (till
living) reefs were found around 65 million years ago. They
are till avital part of the living environment. In addition to
their ecological role as a foundation for a wide variety of life
forms, the cora reefs have become a haven for tourists and
scuba divers.

Corals are animals that belong to the monophyletic
group caled the Cnidaria (formerly called a Phylum). They
are named for specialized stinging structures that emit long,
venomous barbs when stimulated by the presence of prey or
danger. Corals are further classified into asmaller subdivision,
the Anthozoa. For geologists, the most important characteris-
tic of many corals is their ability to remove calcium from the
water and redeposit it as a hardened outer casing in the form
of calcium carbonate. Because many corals species are colo-
nial, the chambers of the animals grow together forming a
larger hardened structure. Over many years, these construc-
tions may merge with others of the same species or with those
of different species. The resulting large and diverse colony
makes an impressive and rigid structure that spreads acrossthe
sea bottom. At this point, it is identified as a reef. Within
the reef, there are hiding places for fish and other marine
organisms. Organic materia is abundant and many species
live their entire lives within the confines of the protection the
reef provides.
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Coral reefs as ecosystems are being endangered by human activities.
© Stephen Frink/Corbis. Reproduced by permission.

Corals are believed to live in a symbiotic relationship
with species of microscopic algae. As aresult, reef corals are
rarely found below the photic zone or about 150 feet (46 m).
The photic zone is a narrow strip of surface water (about 200
feet) through which sunlight permeates. Below this depth par-
ticlesin the water prevent light waves from penetrating.

Corals require clear water to flourish. They need as
much light energy as possible so the algae in their tissues can
thrive. In addition, they prefer areas where wave energy is
high. The waves bring floating organic materials, oxygen, and
nutrients to the corals. Reef-building corals require warm
ocean temperatures (68 to 82°F, or 20 to 28°C). Because of
this requirement, corals are primarily confined to areas within
30°N and 30°S latitudes. This region includes the tropical and
subtropical Western Atlantic and Indo-Pacific Oceans.
Western Atlantic reefs are found in Bermuda, the Bahamas,
the Caribbean Islands, Belize, Florida, and the Gulf of Mexico.
The Indo-Pacific ocean region extends from the Red Sea and
the Persian Gulf through the Indian and Pacific oceans. Reefs
have been found as far as the western coast of Panama. The
rocky outcropsin some areas of the Gulf of Californiaare also
favorable regions for corals. These warm shallow seas pro-
vide ideal conditions where water temperatures and salinity
are high and carbon dioxide concentrations are low. In this
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type of habitat the corals are able to precipitate calcium out of
the water.

The colors of the reefs are impressive and add to their
beauty. The United States National Oceanographic and
Atmospheric Administration describe natural pigments in
coral tissue that produce arange of colorsincluding white, red,
orange, yellow, green, blue, and purple, along with algae that
live within the tissues of some corals that may make the coral
appear brown, green, or orange. Unfortunately, this character-
istic of some corals has made them prized for their usein jew-
elry. Removal of living corals for such uses has put many
species in danger of extinction or severe harm.

The massive structure of somereefsisespecially impor-
tant to geologists because the colonies can reshape coastal
sedimentation and deposition regimes. Barrier islands provide
some of the more spectacular examples of this. As seamounts
grow in warm oceans corals land on the emerging rock shore
and begin their colonies. Over millions of years, the islands
may move and sink because of plate tectonics. The corals con-
tinue to grow on top of one another asthey attempt to stay near
the surface. The reef expands until large areas of coastline are
bordered by the reefs. Waves are slowed by the reefs and any
sediment they carry is dropped on the ocean side of the reef.
The water that flows over the coral and toward the beach has
little energy and is relatively clear. Any sediment it carries is
fine-grained and deposited in a space called alagoon. Lagoons
are warm bodies of water that lie between the reef and shore.
The waters are calm and warm. Numerous species of plants
and animals live in a lagoon. They are favored locations of
tourists for swimming and snorkeling and provide ideal spots
for recreation.

The continuing cycle of growth of the corals and depo-
sition of sediments are well documented in the fossil record.
Reefs sometimes grow to a massive size, and are often identi-
fied in rocks such as those found in the Big Bend National
Park in Texas. The El Capitan Reef is an exceptional example
of such a structure. Thisis one of the types of evidence geol-
ogists use to reconstruct climate in various regions of the
globe.

Coral reefs are disappearing in many places around
Earth. Projects, such as those in Florida where old ships are
sunk to provide new surface area for cora colonies to grow,
are helping save the reefs from destruction by divers and fish-
ing boats. Water pollution and disease still threaten many
species. Without coral reefs, entire marine ecosystems may
vanish, and an ancient geological and biological system might
disappear from Earth.

See also Great Barrier Reef; Oceanography

CORIOLIS EFFECT

The Coriolis effect (sometimes called the Coriolisforce) isthe
apparent deflection of air masses and fluids caused by Earth’s
rotation. Named after the French mathematician Gustave-
Gaspard Coriolis, (1792-1843), who devel oped the concept in
1835, the Coriolis force is a pseudoforce (false force) and

should properly be termed the Coriolis effect. Asaresult of the
Coriolis effect, there is an apparent deflection of al matter in
motion to the right of their path in the Northern Hemisphere,
and to the left in the Southern Hemisphere. In the Northern
Hemisphere, air is deflected counterclockwise (to right of its
established path of motion) as it moves inward toward a low-
pressure area (zone of convergence). In the Northern
Hemisphere, air is deflected clockwise (again, to the right of
its established path of motion) as it moves outward toward a
low-pressure area (zone of convergence). These deflections
and rotations are reversed in the Southern Hemisphere.

The Coriolis effect is a mechanica principle demonstrat-
ing that, on a rotating solid body, an inertial force acts on the
body at right angles to its direction of motion. The Coriolis
effect is based on the classic laws of motion introduced by
English physicist and mathematician Sir Isaac Newton (1642-
1727) in his work, Philosophiae Naturalis Principia
Mathematica (Mathematical principles of natura philosophy).

Within its rotating coordinate system, the object acted
on by the Coriolis effect appears to deflect off of its path of
motion. This deflection is not real. It only appears to happen
because the coordinate system that establishes a frame of ref-
erence for the observer is also rotating. The Coriolis effect is
due to the motion of arotating frame of reference (e.g., Earth’s
rotation).

For example, if a missile is launched northward from
the equator. The missile will land to the right of a directly
northward target because, when launched, the missile moving
along with the ground at the equator moves faster to the east
than its direct northward target. Conversely, if a missile were
fired from the North Pole to adirectly southward target (atar-
get on a great circle that also passed through the South Pole€)
will aso land to the right of itsintended target because during
the missile’s flight the target area has moved farther to the east
faster. In the Southern Hemisphere these deflections are
reversed (i.e., objects are deflected to the |ft).

The Coriolis effect is important to virtually al sciences
that relate to Earth and planetary motions. It is critical to the
dynamics of the atmosphere including the motions of winds
and storms. In oceanography, it helps explains the motions of
oceanic currents. Accounting for the Coriolis effect is critical
in planning the motions of aircraft and the launch and recov-
ery of spacecraft. In astronomy and astrophysics the Coriolis
effect explains the rotation of sunspots.

A popular canard (a popular, widely accepted, but false
premise) is that water in sinks and toilet bowls drains away in
counterclockwise or clockwise motion depending on whether
the drain is located in the northern or Southern Hemisphere.
The fact is that the Coriolis effect acts only on fluids over
great distances or long lengths of time, but is not great enough
to produce these defections. These deflections are caused by
other factors (drain shape, initial water velocity, etc.)

See also Air masses and fronts, Atmospheric circulation;
Ocean circulation and currents; Weather and climate; Wind
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False color imaging of a solar flare. U.S. National Aeronautics and Space Administration (NASA).

CORONAL EJECTIONS AND MAGNETIC
STORMS

Corona mass gjections (CME) are explosive and violent erup-
tions of charged, magnetic field-inducing particles and gas
from the Sun’s outer coronal layer. The gection from the
Sun’s corona can be massive (e.g., estimates of CME mass
often range in the billions of tons. Ejections propel particlesin
specific directions, some directly crossing Earth’s orbital posi-
tion, at velocities up to 1200 miles per second (1,931 km per
second) or 4,320,000 miles per hour in an ionized plasma (also
known as the solar wind). Solar CMEs that are Earth directed
disrupt and distort Earth’s magnetic field and result in geo-
magnetic storms.

Although the solar wind is continuous, CMEs reflect
large-scale increases in wind (i.e., particle) mass and velocity
that are capable of generating geomagnetic storms.

Solar corona ejections and magnetic storms interact
with Earth’s magnetosphere to produce spectacular auroral
displays. Intense storms may interfere with communications
and preclude data transfer from Earth orbiting satellites.

Solar corona g ections and magnetic storms provide the
charged particles that result in the northern and southern
lights—Aurora Borealis and AuroraAustralialis—el ectromag-

netic phenomenathat usually occur near Earth’s polar regions.
The auroras result from the interaction of Earth’s magnetic
field with ionic gas particles, protons, and electrons streaming
outward in the solar wind.

The rate of solar coronal gjectionsis correlated to solar
sunspot activity that cycles between maximum levels of activ-
ity (i.e., the solar maximum) approximately every 11 years.
During solar maximumes, it is not uncommon to observe mul-
tiple coronal gjections per day. At solar minimum, one solar
coronal gection per day is normal.

Earth’s core structure providesit with arelatively strong
internal magnetic field (oriented about 10-12 degrees from the
polar axis). Earth’s magnetosphere protects the earth from
bombardment by Comes by deflecting and modifying the solar
wind. At the interface of Earth’s magentosphere and the solar
wind there is a “bow wave” or magnetic shock wave to form
a magnetosheath protecting the underlying magnetosphere
that extends into Earth’s ionosphere.

Coronal mass gjections (CMES) not only interact with
Earth’'s magnetic field, they also interact with each other.
Stronger or faster gections may subsume prior weaker €ec-
tions directed at the same region of space in a process known
as CME cannibalization. Accordingly, the strength of mag-
netic storms on Earth may not directly correlate to observed
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Skylab image of the Sun showing a solar flare. U.S. National
Aeronautics and Space Administration (NASA).

coronal gections. In addition, CME cannibalization can alter
predicted arrival time of geomagnetic storms because the
interacting CMEs can change the eruption velocity.

See also Atmospheric chemistry; Atmospheric composition and
structure; Atomic theory; Atoms, Bohr model; Chemicd ele-
ments; Electricity and magnetism; Electromagnetic spectrum;
Quantum electrodynamics (QED); Solar sunspot cycles

CORRELATION (GEOLOGY)

In geology, the term correlation refers to the methods by
which the age relationship between various strata of Earth’s
crust is established. Such relationships can be established, in
general, in one of two ways. by comparing the physical char-
acteristics of strata with each other (physical correlation); and
by comparing the type of fossils found in various strata (fos-
sil correlation).

Correlation is an important geological technigue
because it provides information with regard to changes that
have taken place at various times in Earth history. It also pro-
vides clues as to the times at which such changes have
occurred. One result of correlational studies has been the
development of a geologic time scale that separates Earth his-
tory into anumber of discrete time blocks known as eras, peri-
ods, and epochs.

Sedimentary rocks provide information about Earth his-
tory that is generally not available from igneous or metamor-
phic rocks. For example, suppose that for many millions of
years a river has emptied into an ocean, laying down, or

depositing, sediments eroded from the land. During that
period of time, layers of sediments would have collected one
on top of the other at the mouth of the river. These layers of
sediments are likely to be very different from each other,
depending on anumber of factors, such as the course followed
by the river, the climate of the area, the rock types exposed
aong the river course, and many other geological factors in
the region. One of the most obvious differences in layers is
thickness. Layers of sedimentary rock may range in thickness
from less than an inch to many feet.

Sedimentary layers that are identifiably different from
each other are called beds or strata. In many places on Earth’'s
surface, dozens of strata are stacked one on top of each other.
Strata are often separated from each other by relatively well-
defined surfaces known as bedding planes.

In 1669, the Danish physician and theologian Nicolaus
Steno (1638-1686) made a seemingly obvious assertion about
the nature of sedimentary strata. Steno stated that in any
sequence of sedimentary rocks, any one layer (stratum) is
younger than the layer below it and older than the layer above
it. Steno’s discovery is now known asthe law of superposition.

The law of superposition applies only to sedimentary
rocks that have not been overturned by geologic forces.
Igneous rocks, by comparison, may form in any horizontal
sequence whatsoever. A flow of magma may force itself, for
example, underneath, in the middle or, or on top of an existing
rock stratum. It is very difficult to look back millions of years
later, then, and determine the age of the igneous rock com-
pared to rock layers around it.

Using sedimentary rock strata it should be possible, at
least in theory, to write the geological history of the continents
for the last billion or so years. Some important practical prob-
lems, however, prevent the full realization of this goal. For
example, in many areas, erosion has removed much or most of
the sedimentary rock that once existed there. In other places,
strata are not clearly exposed to view but, instead, are buried
hundreds or thousands of feet beneath the thin layer of soil that
covers most of Earth’s surface.

A few remarkable exceptions exist. A familiar example
is the Grand Ccanyon, where the Colorado River has cut
through dozens of strata, exposing them to view and making
them available for study by geologists. Within the Grand
Canyon, a geologist can follow a particular stratum for many
miles, noting changes within the stratum and changes between
that stratum and its neighbors above and below. One of the
characteristics observable in such acase isthat a stratum often
changes in thickness from one edge to another. At the edge
where the thickness approaches zero, the stratum may merge
into another stratum. This phenomenon is understandable
when one considers the way the sediment in the rocks waslaid
down. At the mouth of ariver, for example, the accumulation
of sediments is likely to be greatest at the mouth itself, with
decreasing thickness at greater distances into the lake or
ocean. The principle of lateral continuity describes this phe-
nomenon, namely that strata are three-dimensional features
that extend outward in all directions, merging with adjacent
deposits at their edges.
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Human activity also exposes strata to view. When a
highway is constructed through a mountainous (or hilly) area,
for example, parts of a mountainside may be excavated,
revealing various sedimentary rock strata. These strata can
then be studied to discover the correlation among them and
with strata in other areas.

Another problem is that strata are sometimes disrupted
by earth movements. For example, an earthquake may lift one
block of Earth’s crust over an adjacent block or may shift it
horizontally in comparison to the second block. The correla-
tion between adjacent stratamay then be difficult to determine.

Physical correlation is accomplished by using a number
of criteria. For example, the color, grain size, and type of min-
erals contained within a stratum make it possible for geolo-
gists to classify a particular stratum quite specifically. This
alows them to match up portions of that stratum in regions
that are physically separated from each other. In the American
West, for example, some strata have been found to cover large
parts of two or more states although they are physicaly
exposed in only afew specific regions.

The stratum tends to have one set of characteristics in
one region, which gradually changes into another set of char-
acteristics farther along in the stratum. Those characteristics
also change, at some distance farther aong, into yet another
set of characteristics. Rocks with a particular set of character-
istics are called a facies. Facies changes, changes in the char-
acteristics of a stratum or series of strata, are important clues
to Earth history. If, for example, a geologist finds that the
facies in a particular stratum change from a limestone to a
shale to a sandstone over a distance of afew miles, the geol-
ogist knows that limestoneislaid down on a sea bottom, shale
is formed from compacted mud, and sandstone is formed
when sand is compressed. The limestone to shale to sandstone
facies pattern may allow an astute geologist to reconstruct
what Earth’'s surface looked like when this particular stratum
was formed. For example, knowing these rocks were laid
down in adjacent environments, the geologist might consider
that the limestone was deposited on a coral reef, the shalein a
quiet lagoon or coastal swamp, and the sandstone in a nearby
beach. So facies changes indicate differences in the environ-
ments in which adjacent facies were deposited.

One of the most important discoveries in the science of
correlation was made by the English surveyor william Smith
(1769-1839) in the 1810s. One of Smith's jobs involved the
excavation of land for canals being constructed outside of
London. As sedimentary rocks were exposed during thiswork,
Smith found that any given stratum always contained the same
set of fossils. Even if the stratum were physically separated by
a relatively great distance, the same fossils could always be
found in all parts of the stratum.

In 1815, Smith published a map of England and Wales
showing the geologic history of the region based on his dis-
covery. The map was based on what Smith called his law of
faunal succession. That law says simply that it is possible to
identify the sequence in which strata are laid down by exam-
ining the fossils they contain. The simplest fossils are the old-
est and, therefore, strata that contain simple fossils are older
than strata that contain more complex fossils.

The remarkable feature of Smith’s discovery is that it
appears to be valid over very great distances. That is, suppose
that a geologist discovers a stratum of rock in southwestern
Californiathat contains fossilsA, B, and C. If another stratum
of rock in eastern Texas is also discovered that contains the
same fossils, the geologist can conclude that it is probably the
same stratum—or at least of the same age—as the southwest-
ern California stratum.

The correlationa studies described so far allow scien-
tists to estimate the relative ages of strata. If stratum B lies
above stratum A, B is the younger of the two. However deter-
mining the actual, or absolute, age of strata (for example, 3.5
million years old) is often difficult because the age of afossil
cannot be determined directly. The most useful tool in dating
strata is radiometric dating of materials. A radioactive isotope
such as uranium-238 decays at a very regular and well-known
rate. That rate isknown asits half-life, the time it takes for one-
half of a sample of the isotope to decay. The half-life of ura-
nium-238, for example, is 4.5 billion years. By measuring the
concentration of uranium-238 in comparison with the products
of its decay (especialy lead-206), a scientist can estimate the
age of the rock in which the uranium was found. This kind of
radioactive dating has made it possible to place specific dates
on the ages of strata that have been studied and correlated by
other means.

See also Cross cutting; Dating methods; Field methods in
geology; Landscape evolution; Strike and dip

CORROSION

Corrosion isthe deterioration of amaterial, or of its properties,
as a consequence of reaction with the environment.

In addition to corrosion of metals—the effects of soil,
atmosphere, chemicals, and temperature serve as agents of
corrosion for a number of materials. The need to understand
and control corrosion has given rise to the new sciences of cor-
rosion technology and corrosion control, both of which are
solidly based upon chemistry and geochemistry.

Perhaps the earliest recognition of corrosion was the
effect of seawater and sea atmospheres on ships. Salt water,
continual dampness, and the growth of marine life such as
marine borers, led to the decay of wooden hulls. Because of its
toxicity, copper cladding of the hulls was widely used to dis-
courage marine growth. In 1824, to protect the copper from
deterioration, the team of English scientists Humphrey Davy
(1778-1829) and Michael Faraday (1791-1867) applied zinc
protector platesto the copper sheathing. This was thefirst suc-
cessful application of cathodic protection, in which a more
readily oxidized metal is attached to the metal to be protected.
This procedure was widely used until hulls were replaced by
steel or newer materials.

With the development of the industrial age, and the
increased use of iron, the oxidation of iron, or rust, forced the
development of steels and the search for new metals and metal
coatings to protect surfaces. This gave birth to the science of
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corrosion control that involves measures of material selection,
inhibition, painting, and novel design.

The corrosion of metals is caused by the electrochemical
transfer of electronsfrom one substance (oxygen for example) to
another. This may occur from the surfaces of metals in contact,
or between ametal and another substance when a moist conduc-
tor or electrolyteis present. Depending upon the conditions, var-
ious types of corroson may occur (eg., general corrosion,
intergranular and pitting corrosion, stress corrosion cracking,
corrosion fatigue, galvanic and cavitation corrosion, €etc.)

Throughout the world, the direct and hidden costs of
deterioration due to environmental corrosion amount to bil-
lions of dollars per year.

See also Atmospheric chemistry; Atmospheric pollution;
Chemical bonds and physical properties; Chemical elements;
Weathering and weathering series

COSMIC MICROWAVE BACKGROUND
RADIATION

In 1965, American physicists Arno Penzias (1933-) and
Robert Wilson (1936-) announced the discovery of
microwave radiation, which uniformly filled the sky and had a
blackbody temperature of about 3.5K. The pair had been test-
ing a new radio amplifier that was supposed to be exception-
aly quiet. After many attempts to account for all extraneous
sources of radio noise, they concluded that there was a general
background of radiation at the radio frequency they were
using. After discussions with a group led by Robert Dicke at
nearby Princeton University it became clear that they had in
fact detected remnant radiation from the origin of the universe.

Although neither Dicke's group nor Penzias and Wilson
realized it at the time, they had confirmed a prediction made by
scientists 17 years earlier. Although the temperature that char-
acterized the detected radiation was somewhat different than
predicted, the difference could be accounted for by changes to
the accepted structure of the universe discovered between 1948
and 1965. The detection of this radiation and its subsequent
verification at other frequencies was taken as confirmation of a
central prediction of a cosmology known as the Big Bang.

The interpretation of the red-shifts of spectral lines in
distant galaxies by American astronomer Edwin Hubble
(1889-1953) 40 years earlier suggested a Universe that was
expanding. One interpretation of that expansion was that the
universe had a specific origin in space and time. Such a uni-
verse would have a very different early structure from the
present one.

It was the Russian-American physicist George Gamow
(1904-1968) and colleagues who suggested that the early
phases of the universe would have been hot and dense enough
to sustain nuclear reactions. Following these initial phases, the
expanding universe would eventually cool to the point at which
the dominant material, hydrogen, would become relatively
transparent to light and radio waves. We know that for hydro-
gen, this occurs when the gas reaches a temperature of between

5,000K-10,000K. From that point on in the evolution of the
universe, the light and matter would go their separate ways.

Asevery point in the universe expands away from every
other point, any observer in the universe sees all objects reced-
ing from him or her. The faster moving objects will appear at
greater distances by virtue of their greater speed. Indeed, their
speed will be directly proportional to their distance, which is
what one expects for material ejected from a particular point
in space and time. However, this expansion results from the
expansion of space itself, and should not be viewed simply as
galaxies rushing headlong away from one another through
some absolute space. The space itself expands.

Asit does, light traveling through it is stretched, becom-
ing redder and appearing cooler. If one samples that radiation
at alater date, it will be characteristic of radiation from amuch
cooler source. From the rate of expansion of the universg, it is
possible to predict what that temperature ought to be. Current
values of the expansion rate are completely consistent with the
current measured temperature of about 2.7K. The very exis-
tence of this radiation is strong evidence supporting the
expanding model of the universe championed by Gamow and
colleagues and disparagingly named the “Big Bang” cosmol-
ogy by English astronomer Sir Fred Hoyle (1915-2001).

Since its discovery in 1965, the radiation has been care-
fully studied and found to be a perfect blackbody as expected
from theory. Since this radiation represents fossil radiation
from the initial Big Bang, any additional motion of the earth
around the sun, the Sun around the galactic center, and the
galaxy through space should be reflected in a slight asymme-
try in the background radiation. The net motion of Earth in
some specific direction should be reflected by a slight Doppler
shift of the background radiation coming from that direction
toward shorter wavelengths.

Doppler shift is the same effect that the police use to
ascertain the velocity of approaching vehicles. Of course, there
will beasimilar shift toward longer wavelengths for light com-
ing from the direction from which we are receding. This effect
has been observed indicating a combined peculiar motion of
Earth, the Sun and galaxy on the order of 600 km/sec.

Finaly, small fluctuations in the background radiation
are predicted which eventually led to the formation galaxies
and clusters of galaxies. Such fluctuations have been found by
the CO(smic) B(ackground) E(xplorer) Satellite, launched by
NASA in 1989. COBE detected these fluctuations at about 1
part in 105, which was right near the detection limit of the
satellite. The details of these fluctuations are crucial to decid-
ing between more refined models of the expanding universe.
COBE was decommissioned in 1993, but scientists are still
unraveling the information contained in its data.

It is perhaps not too much of an exaggeration to suggest
that cosmic background radiation has elevated cosmology
from enlightened speculative metaphysicsto an actua science.
We may expect developments of this emerging science to lead
to a definitive description of the evolutionary history of the
universe in the near future.

See also Big Bang theory; Cosmic ray; Solar system
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COSMIC RAY

The term cosmic ray refers to highly-energetic atomic parti-
cles (mostly single protons, some proton-neutron pairs, and
occasionally subatomic particles and electrons) that travel
through space near the speed of light. Physicists divide cos-
mic rays into two categories: primary and secondary. Primary
cosmic rays originate far outside Earth’s atmosphere.
Secondary cosmic rays are particles produced within Earth’s
atmosphere as a result of collisions between primary cosmic
rays and molecules in the atmosphere.

The existence of cosmic radiation was first discovered
in 1912, in experiments performed by the Austrian-American
physicist Victor Hess (1883-1964). His experiments were
sparked by adesire to better understand phenomena of electric
charge. A common instrument of the day for demonstrating
such phenomena was the electroscope. An electroscope con-
tains thin metal leaves or wires that separate from one another
when they become charged, due to the fact that like charges
repel. Eventually the leaves (or wires) lose their charge and
collapse back together. It was known that this loss of charge
had to be due to the attraction by the leaves of charged parti-
cles (ions) in the surrounding air. The leaves would attract
those ions having a charge opposite to that of the leaves, due
to the fact that opposite charges attract; eventually the accu-
mulation of ions in this way would neutralize the charge that
had been acquired by the leaves, and they would cease to repel
each other. Scientists wanted to know where these ions came
from. It was thought that they must be the result of radiation
emanating from Earth’s crust, since it was known that radia-
tion could produceionsin the air. This led scientists to predict
that fewer ions would be present the further one traveled away
from Earth’'s surface. Hess's experiments, in which he took
electroscopes high above Earth’s surface in a balloon, showed
that this was not the case. At high altitudes, the electroscopes
lost their charge even faster than they had on the ground,
showing that there were more ions in the air and thus, that the
radiation responsible for the presence of the ions was stronger
at higher altitudes. Hess concluded that there was a radiation
coming into our atmosphere from outer space.

As physicists became interested in cosmic radiation,
they developed new ways of studying it. The Geiger-Muller
counter consists of a wire attached to an electric circuit and
suspended in a gaseous chamber. The passage of a cosmic ray
through the chamber produces ions in the gas, causing the
counter to discharge an electric pulse. Another instrument, the
cloud chamber, contains a gas that condenses into vapor
droplets around ions when these are produced by the passage
of a cosmic ray. In the decades following Hess's discovery,
physicists used instruments such as these to learn more about
the nature of cosmic radiation.

An atom of a particular element consists of a nucleus
surrounded by a cloud of electrons, which are negatively
charged particles. The nucleus is made up of protons, which
have a positive charge, and neutrons, which have no charge.
These particles can be further broken down into smaller con-
stituents; all of these particles are known as subatomic parti-
cles. Cosmic rays consist of nuclei and of various subatomic

particles. Almost all of the primary cosmic rays are nuclei of
various atoms. The great majority of these are single protons,
which are nuclei of hydrogen atoms. The next most common
primary cosmic ray isthe nucleus of the helium atom, made up
of a proton and a neutron. Hydrogen and helium nuclei make
up about 99% of the primary cosmic radiation. The rest con-
sists of nuclei of other elements and of electrons.

When primary cosmic rays enter Earth’s atmosphere,
they collide with molecules of gases present there. These col-
lisions result in the production of more high-energy subatomic
particles of different types; these are the secondary cosmic
rays. These include photons, neutrinos, electrons, positrons,
and other particles. These particles may in turn collide with
other particles, producing still more secondary radiation. If the
energy of the primary particle that initiates this processis very
high, this cascade of collisions and particle production can
become quite extensive. This is known as a shower, air
shower, or cascade shower.

The energy of cosmic rays is measured in units called
electron volts (abbreviated €V). Primary cosmic raystypically
have energies on the order of billions of electron volts. Some
are vastly more energetic than this; a few particles have been
mesasured at energiesin excess of 1020 eV. Thisisin the neigh-
borhood of the amount of energy required to lift a weight of
2.21b (1 kg) to aheight of 3.3 ft (1 m). Energy islost in colli-
sions with other particles, so secondary cosmic rays are typi-
caly less energetic than primary ones. The showers of
particles described above diminish as the energies of the par-
ticles produced decrease. The energy of cosmic rays was first
determined by measuring their ability to penetrate substances
such as gold or lead.

Because cosmic rays are mostly charged particles (some
secondary rays such as photons have no charge), they are
affected by magnetic fields. The paths of incoming primary
cosmic rays are deflected by the earth’s magnetic field, some-
what in the way that iron filings will arrange themselves along
the lines of force emitted by a magnet. More energetic parti-
cles are deflected less than those having less energy. In the
1930s, it was discovered that more particles come to the earth
from the West than from the East. Because of the nature of
Earth’s magnetic field, thisled scientists to the conclusion that
most of the incoming cosmic radiation consists of positively
charged particles. This was an important step towards the dis-
covery that the primary cosmic rays are mostly bare atomic
nuclei, since atomic nuclei carry a positive charge.

The ultimate origin of cosmic radiation is still not com-
pletely understood. Some of the radiation is thought to have
been produced in the “Big Bang” at the origin of the universe.
Other cosmic rays are produced by the Sun, particularly dur-
ing solar disturbances such as solar flares. Exploding stars,
called supernovas, are also a source of cosmic rays.

The fact that cosmic ray collisions produce smaller sub-
atomic particles has provided a great dea of insight into the
fundamental structure of matter. The construction of experi-
mental equipment such as particle accelerators has been
inspired by a desire to reproduce the conditions under which
high-energy radiation is produced, in order to gain better exper-
imental control of collisions and the production of particles.
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See also Astronomy; Big Bang theory; Cosmic microwave
background radiation; Quantum theory and mechanics

COSMOLOGY

Cosmology is the study of the origin, structure and evolution
of the universe.

The origins of cosmology predate the human written
record. The earliest civilizations constructed elaborate myths
and folk tales to explain the wanderings of the Sun, Moon, and
stars through the heavens. Ancient Egyptians tied their reli-
gious beliefs to celestial objects and Ancient Greek and
Roman philosophers debated the composition and shape of the
Earth and the Cosmos. For more than 13 centuries, until the
Scientific Revolution of the sixteenth and seventeenth cen-
turies, the Greek astronomer Ptolemy’s model of an Earth-cen-
tered Cosmos composed of concentric crystalline spheres
dominated the Western intellectua tradition.

Polish astronomer Nicolaus Copernicus’ (1473-1543)
reassertion of the once discarded heliocentric (Sun-centered)
theory sparked a revival of cosmological thought and work
among the astronomers of the time. The advances in empiri-
cism during the early part of the Scientific Revolution,
embraced and embodied in the careful observations of Danish
astronomer Tycho Brahe (1546-1601), found full expression
in the mathematical genius of the German astronomer
Johannes Kepler (1571-1630) whose laws of planetary
motion swept away the need for the errant but practically use-
ful Ptolemaic models. Finally, the patient observations of the
Italian astronomer and physicist Galileo, in particular his
observations of moons circling Jupiter and of the phases of
Venus, empirically laid to rest cosmologies that placed Earth
at the center of the Cosmos.

English physicist and mathematician Sir Isaac Newton's
(1642-1727), important Philosophiae Naturalis Principia
Mathematica (Mathematical principles of natural philosophy)
quantified the laws of motion and gravity and thereby enabled
cosmologists to envision a clockwork-like universe governed
by knowable and testable natural laws. Within a century of
Newton’'s Principia, the rise of concept of a mechanistic uni-
verse led to the quantification of celestial dynamics, that, in
turn, led to adramatic increase in the observation, cataloging,
and quantification of celestial phenomena. In accordance with
the development of natural theology, scientists and philoso-
phers debated conflicting cosmologies that argued the exis-
tence and need for a supernatural God who acted as “prime
mover” and guiding force behind a clockwork universe. In
particular, French mathematician Pierre Simon de Laplace
(1749-1827) argued for a completely deterministic universe,
without a need for the intervention of God. Most importantly
to the development of modern cosmology, Laplace asserted
explanations for celestial phenomena as the inevitable result
of time and statistical probability.

By the dawn of the twentieth century, advancesin math-
ematics alowed the devel opment of increasingly sophisticated
cosmological models. Many advances in mathematics pointed
toward a universe not necessarily limited to three dimensions

and not necessarily absolute in time. These intriguing ideas
found expression in theintricacies of relativity and theory that,
for the first time, alowed cosmologists a theoretical frame-
work upon which they could attempt to explain the innermost
workings and structure of the universe both on the scale of the
subatomic world and on the grandest of galactic scales.

As direct consequence of German-American physicist
Albert Einstein’s (1879-1955) relativity theory, cosmologists
advanced the concept that space-time was a creation of the uni-
verse itself. This insight set the stage for the development of
modern cosmological theory and provided insight into the evo-
Iutionary stages of stars (e.g., neutron stars, pulsars, black
holes, etc.) that carried with it an understanding of nucle-
osythesis (the formation of elements) that forever linked the
physical composition of matter on Earth to thelives of the stars.

Twentieth-century progress in cosmology has been
marked by corresponding and mutually beneficial advancesin
technology and theory. American astronomer Edwin Hubble's
(1889-1953) discovery that the universe is expanding, Arno
A. Penzias and Robert W. Wilson's observation of cosmic
background radiation, and the detection of the elementary par-
ticles that populated the very early universe al proved impor-
tant confirmations of the Big Bang theory. The Big Bang
theory asserts that all matter and energy in the universe, and
the four dimensions of time and space were created from the
primordial explosion of a singularity of enormous density,
temperature, and pressure.

During the 1940s Russian-born American cosmologist
and nuclear physicist George Gamow (1904-1968) devel oped
the modern version of the big bang model based upon earlier
concepts advanced by Russian physicist Alexander (Aleksandr
Aleksandrovich) Friedmann (also spelled as Fridman,
1888-1925) and Belgian astrophysicist and cosmologist Abbé
Georges Lemaditre (1894-1966). Big bang based models
replaced static models of the universe that described a homo-
geneous universe that was the same in al directions (when
averaged over alarge span of space) and at all times. Big bang
and static cosmological models competed with each other for
scientific and philosophical favor. Although many astrophysi-
cists rejected the steady state model because it would violate
the law of mass-energy conservation, the model had many €lo-
quent and capable defenders. Moreover, the steady model was
interpreted by many to be more compatible with many philo-
sophical, social and religious concepts centered on the concept
of an unchanging universe. The discovery of quasars and of a
permeating cosmic background radiation eventually tilted the
cosmological argument in favor of big bang-based models.

Technology continues to expand the frontiers of cos-
mology. The Hubble Space Telescope has revealed gas clouds
in the cosmic voids and beautiful images of fledgling galaxies
formed when the universe was less than a billion years old.
Analysis of these pictures and advances in the understanding
of the fundamental constituents of nature continue to keep
cosmology a dynamic discipline of physics and the ultimate
fusion of human scientific knowledge and philosophy.

See also Cosmic microwave background radiation; Stellar life
cycle
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COUNTRY ROCK

The term country rock refersto abody of rock that receives or
hosts an intrusion of a viscous geologic material. Intrusions
into country rock are most commonly magmatic, but may also
consist of unconsolidated sediments or salt horizons. Country
rock may consist any other kind of rock that was present
before the intrusion: sedimentary, igneous, or metamorphic.

In most cases, country rock is intruded by an igneous
body of rock that formed when magma was forced upward
through fractures or melted its way up through the overlying
rock. The magma then cooled into solid rock forming a mass
distinct from the enveloping country rock. Occasiondly, a
fragment of country rock will break off and become incorpo-
rated into the intrusion, and is called a xenolith.

The country rock is usually altered by the heat of the
intrusion. The change that takes place in country rock as a
result of an intrusion cooling off is called contact metamor-
phism. The extent and intensity of contact metamorphism
depends on the heat of the magma, the temperature of the
country rock, the amount of fluids present, the permeability of
the country rock, and the depth of intrusion (which determines
to agreat extent, the pressure). The metamorphism is strongest
at the contact of the country rock and the intrusion and dimin-
ishes outward from the intrusion. A discernable hal o of contact
metamorphism that extends into the country rock is often pro-
duced and is called the contact aureole.

When the country rock has been contact metamor-
phosed, it often experiences mineralogical aterations that
result in arock quite different from the original. One common
rock type produced by contact metamorphism is called horn-
fels. It isavery fine-grained rock with little recognizable tex-
ture. Another is called skarn, a rock rich in calc-silicate
minerals and often the product of a limestone or dolomite
country rock.

The other, less common form of intrusion into country
rock consists of geologic material that is able to flow, but is
not molten rock. This material can be unconsolidated sediment
that has sufficient water content to act as a fluid. These are
termed soft sediments and if there is sufficient pressure from
the overlying rocks, they can be forced into fractures into
country rock. The resulting intrusion is called a diatreme.
Another type of material that forms diatremes is salt. Salt has
a lower density than most other rocks and when buried, salt
horizons can become viscous and will flow upward. In both
soft sediment intrusions and salt diatremes, the county rock is
not metamorphosed. However, diatremes do disrupt the coun-
try rock, sometimes producing visible bulges.

See also Intrusive cooling

COUSTEAU, JACQUES-YVES (1910-1997)
French oceanographer
Jacques Cousteau was known as the co-inventor of the

aqualung, along with his television programs, feature-length
films, and books, all of which have showcased his research on

the wonders of the marine world. Cousteau helped demystify
undersea life, documenting its remarkable variety, its interde-
pendence, and its fragility. Through the Cousteau Society,
which he founded, Cousteau led efforts to call attention to
environmental problems and to reduce marine pollution.

Jacques-Yves Cousteau was born in St. André-de-
Cubzac, France, on June 11, 1910 to Elizabeth Duranthon and
Daniel Cousteau. Jacques, for the first seven years of hislife,
suffered from chronic enteritis, a painful intestinal condition.
In 1918, after the Treaty of Versailles, Daniel found work as
legal adviser to Eugene Higgins, awealthy New York expatri-
ate. Higgins traveled extensively throughout Europe, with the
Cousteau family in tow. Cousteau recorded few memories
from his childhood; his earliest impressions, however,
involved water and ships. His health greatly improved around
this time, thanks in part to Higgins, who encouraged young
Cousteau to learn how to swim.

In 1920, the Cousteaus accompanied Higgins to New
York City. Here, Jacques attended Holy Name School in
Manhattan, learning the intricacies of stickball and roller-skat-
ing. He spent his summers at a camp on Vermont's Lake
Harvey, where he first learned to dive underwater. At age 13,
after a trip south of the American border, he authored a hand-
bound book he called “An Adventure in Mexico.” That same
year, he purchased a Pathé movie camera, filmed his cousin’s
marriage, and began making short melodramatic films.

During his teens, Cousteau was expelled from a French
high school for “experimenting” on the school’s windows with
different-sized stones. As punishment, he was sent to a mili-
tary-style academy near the French-German border, where he
became a dedicated student. He graduated in 1929, unsure of
which career path to follow. The military won out over film-
making simply because it offered the opportunity for extended
travel. After passing a rigorous entrance examination, he was
accepted by the Ecole Navale, the French naval academy. His
class embarked on a one-year world cruise, which he docu-
mented, filming everything and everyone—from Douglas
Fairbanks, the famous actor, to the Sultan of Oman. After
graduating second in his class in 1933, he was promoted to
second lieutenant and sent to anaval base in Shanghai, China.
His assigned duty was to survey and map the countryside, but
in his free time he filmed the locals in China and Siberia.

In the mid—1930s, Cousteau returned to France and
entered the aviation academy. Shortly before graduation, in
1936, he wasinvolved in anear-fatal automobile accident that
mangled his left forearm. His doctors recommended amputa-
tion but he steadfastly refused. Instead, he chose rehabilita-
tion, using aregimen of his own design. He began taking daily
swims around Le Mourillon Bay to rehabilitate his injured
arm. Hefell in love with goggle diving, marveling at the vari-
ety and beauty of undersealife. He later wrotein his book The
Slent World: “One Sunday morning...I waded into the
Mediterranean and looked into it through Fernez goggles...|
was astonished by what | saw in the shallow shingle at Le
Mourillon, rocks covered with green, brown and silver forests
of algae and fishes unknown to me, swimming in crystalline
water...Sometimes we are lucky enough to know that our lives
have been changed, to discard the old, embrace the new, and
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run headlong down an immutable course. It happened to me at
Le Mourillon on that summer’s day, when my eyes were
opened on the sea.”

During his convalescence he met 17-year-old Simone
Melchior, a wealthy high-school student who was living in
Paris. After a one-year courtship, the couple married and
moved into a house near Le Mourillon Bay. The Cousteaus
first son, Jean-Michel, was born in March of 1938. A second
son, Philippe, was born in 1939. Around this time, the new
family’s tranquil life on the edge of the sea was threatened by
world events. In 1939, France began preparing for war, and
Cousteau was promoted to gunnery officer aboard the Dupleix.
The war was largely limited to ground action, however, and
Germany quickly overran the ill-prepared French Army.
Living in the unoccupied section of France enabled Cousteau
to continue his experiments and allowed him to spend many
hours with his family. In his free time, he experimented with
underwater photography devices and tried to develop
improved diving apparatuses. German patrols often questioned
Cousteau about his use of diving and photographic equipment.
Although he was able to convince authorities that the equip-
ment was harmless, Cousteau was, in fact, using these devices
on behalf of the French resistance movement. For his efforts,
he was later awarded the Croix de Guerre with palm.

Cousteau regretted the limitations of goggle diving; he
simply could not spend enough time under water. The standard
helmet and heavy suit apparatus had similar limitations; the
diver was helplessly tethered to the ship, and the heavy suit
and helmet made Cousteau feel awkward in his movements. A
number of experiments with other diving equipment followed,
but al the existing systems proved unsatisfactory. He designed
his own “oxygen re-breathing ouitfit,” which was less physi-
cally constrictive but which ultimately proved ineffective and
dangerous. Also during this period he began hisinitial experi-
ments with underwater filmmaking. Working with two col-
leagues, Philippe Talliez, anava officer, and Frédéric Dumas,
a renowned spearfisherman, Cousteau filmed his first under-
water movie, Sxty Feet Down, in 1942. The 18-minute film
reflects the technical limitations of underwater photography
but was quite advanced for its time. Cousteau entered the film
in the Cannes Film Festival, where it received critical praise
and was purchased by afilm distributor.

As pleased as he was with hisinitial efforts at underwa-
ter photography, Cousteau realized that he needed to spend
more time underwater to accurately portray the ocean’s mys-
teries. In 1937, he began collaboration with Emile Gagnan, an
engineer with atalent for solving technical problems. In 1942,
Cousteau again turned to Gagnan for answers. The two spent
approximately three weeks developing an automatic regul ator
that supplied compressed air on demand. This regulator, along
with two tanks of compressed air, a mouthpiece, and hoses,
was the prototype Aqualung, which Gagnan and Cousteau
patented in 1943.

That summer, Cousteau, Talliez, and Dumas tested the
Aqualung off the French Riveria, making as many asfive hun-
dred separate dives. This device was put to use on the group’s
next project, an exploration of the Dalton, a sunken British
steamer. This expedition provided material for Cousteau’s sec-

ond movie, Wkeck. The film deeply impressed French naval
authorities, who recruited Cousteau to assist with the danger-
ous task of clearing minesfrom French harbors. When the war
ended, Cousteau received a commission to continue his
research as part of the Underwater Research Group, which
included both Talliez and Dumas. With increased funding and
ready access to scientists and engineers, the group expanded
its research and developed a number of innovations, including
an underwater sled.

In 1947, Cousteau, using the Aqualung, set a world's
record for free diving, reaching a depth of 300 feet. The fol-
lowing year, Dumas broke the record with a 306-foot dive.
The team developed and perfected many of the techniques of
deep-sea diving, working out rigorous decompression sched-
ules that enabled the body to adjust to pressure changes. This
physically demanding, dangerous work took itstoll; one mem-
ber of the research team was killed during underwater testing.

On July 19, 1950, Cousteau bought Calypso, a con-
verted U.S. minesweeper. The next year, after undergoing sig-
nificant renovations, Calypso sailed for the Red Sea. The
Calypso Red Sea Expedition (1951-52) yielded numerous dis-
coveries, including the identification of previously unknown
plant and animal species and the discovery of volcanic basins
beneath the Red Sea. In February of 1952, Calypso sailed
toward Toulon. On the way home, the crew investigated an
uncharted wreck near the southern coast of Grand Congloué
and discovered a large Roman ship filled with treasures. The
discovery helped spread Cousteau’s fame in France. In 1953,
with the publication of The Slent World, Cousteau achieved
international notice. The book, drawn from Cousteau’'s daily
logs, was written originally in English with the help of U.S.
journalist James Dugan and later trandated into French.
Released in more than 20 languages, The Slent World eventu-
aly sold more than five million copies worldwide.

In 1953, Cousteau began collaborating with Harold
Edgerton, a pioneer in high-speed photography who had
invented the strobe light and other photographic devices.
Edgerton and his son, William, spent several summers aboard
Calypso, outfitting the ship with an innovative camera that
skimmed along the ocean floor, sending back blurry but
intriguing photos of deep-sea creatures. The death of William
Edgerton in an unrelated diving accident effectively ended the
experiments, but Cousteau had already realized the limitations
of such a method of exploring the ocean depths. Instead, he
and his team began work on asmall, easily maneuverable sub-
marine, which he called the diving saucer, or DS-2. The sub
has made more than one thousand dives and has been part of
countless undersea discoveries.

In 1955, Calypso embarked on a 13,800-mile journey
that was recorded by Cousteau for afilm version of The Slent
World. The ninety-minute film premiered at the 1956 Cannes
International Film Festival, where it received the coveted
Palme d’ Or. The following year, the film won an Oscar from
the American Academy of Motion Picture Arts and Sciences.
In 1957, in part due to hisfilm’s success, Cousteau was named
director of the Oceanographic Institute and Museum of
Monaco. He filled the museum’'s aguariums with rare and
unusual species garnered from his ocean expeditions.
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Cousteau addressed the first World Oceanic Congressin
1959, an event that received widespread coverage and led to
his appearance on the cover of Time magazine on March 28,
1960. The highly favorable story painted Cousteau as a poet of
the deep. In April of 1961, Cousteau received the National
Geographic Society’s Gold Medal at a White house ceremony
hosted by President John F. Kennedy. The medal’s inscription
reads. “To earthbound man he gave the key to the silent
world.”

During the early 1960s, Cousteau and his crew partici-
pated in the Conshelf Saturation Dive program, which was
intended to prove the feasibility of extended underwater liv-
ing. The success of the first mission led to Conshelf II, a
month-long project involving five divers. The Conshelf pro-
gram and the DS-2 project provided material for the 53-
minute film World without Sun, which debuted in the United
States in December of 1964.

Cousteau's first hour-long television specia, “The
World of Jacques-Yves Cousteau,” was broadcast in 1966. The
program’s high ratings and critical acclaim helped Cousteau
land a lucrative contract with the American Broadcasting
Company (ABC). The Undersea World of Jacques Cousteau
premiered in 1968, and has since been rebroadcast in hundreds
of countries. The program starred Cousteau and his sons,
Philippe and Jean-Michel. The show ran for eight seasons,
with the last episode airing in May of 1976. In 1977, the
Cousteau Odyssey series premiered on the Public
Broadcasting System. The new show reflected Cousteau’s
growing concern about environmental destruction and tended
not to focus on specific animal species.

In the 1970s, the Cousteau Society, a nonprofit environ-
mental group that also focuses on peace issues, opened its
doors in Bridgeport, Connecticut. By 1975, the society had
more than 120,000 members and had opened branch officesin
Los Angeles, New York, and Norfolk, Virginia. Eventualy,
Cousteau decided to make Norfolk the home base for Calypso.

On June 28, 1979, Philippe Cousteau was killed when
the seaplane he was piloting crashed on the Tagus River near
Lisbon, Portugal. Philippe's death deeply affected Cousteau,
who was to his death unable to talk about the accident or the
loss of his son. Philippe was expected to eventually take com-
mand of his father’'s empire; instead, Jean-Michel was given
increased responsibility for overseeing the Cousteau Society
and his father’s other ventures.

In 1980, Cousteau signed a one-million-dollar contract
with the National Office of Canadian Film to produce two pro-
grams on the greater St. Lawrence waterway. In 1984, the
Cousteau Amazon series premiered on the Turner
Broadcasting System. The four shows were enthusiastically
reviewed, and called attention to the threatened native South
American cultures, Amazon rain forest, and creatures that
lived in one of the world's great rivers. The final show of the
series, “Snowstorm in the Jungle,” explored the frightening
world of cocaine trafficking. In the mid-1980s
“Cousteau/Mississippi: The Reluctant Ally” received an
Emmy award for outstanding informational specia. In all,
Cousteau's television programs have earned more than 40
Emmy nominations.
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In addition to his television programs, Cousteau contin-
ued to produce new inventions. The Sea Spider, amany-armed
diagnostic device, was developed to analyze the biochemistry
of the ocean’s surface. In 1980, Cousteau and his team began
work on the Turbosail, which uses high-tech wind sails to cut
fuel consumption in large, ocean-going vessels. In spring of
1985, he launched a new wind ship, the Alcyone, which was
outfitted with two 33-foot-high Turbosails.

In honor of his achievements, Cousteau received the
Grand Croix dans |’ Ordre National du Mérite from the French
government in 1985. That same year, he also received the U.S.
Presidential Medal of Freedom. In November of 1987, he was
inducted into the Television Academy’s Hall of Fame and later
received the founder’saward from the International Council of
the National Academy of Television Arts and Sciences. In
1988, the National Geographic Society honored him with its
Centennial Award for “special contributions to mankind
throughout the years.”

While some critics challenged his scientific credentials,
Cousteau never claimed “expert” statusin any discipline. His
talents appeared as poetic as scientific; his films and books—
which include the eight-volume Undersea Discovery series
and the 21-volume Ocean World encyclopedia series—have a
lyrical quality that conveys the captain’s great love of nature.
This optimism was tempered by his concerns about the envi-
ronment. He emphatically demonstrated, perhaps to a greater
degree than any of his contemporaries, how the quality of both
the land and sea is deteriorating and how such environmental
destruction isirreversible.

Cousteau continued to speak publicly about environ-
mental issues until he was well into his eighties, although he
had given up diving in cold water. In the years before his
death, he had been planning for the construction of the
Calypso 2 to replace the original Calypso, which had sunk in
a Singapore shipyard in 1994. The $20 million vessel was to
be powered by solar energy and include equipment for atele-
vision studio, marine laboratory, and satellite transmission
facility. The oceanographer died of a heart attack in 1997, at
his home in Paris, after suffering from a respiratory ailment.
He was 87.

COVALENT BONDS -« see CHEMICAL BONDS AND

PHYSICAL PROPERTIES

CRATER, VOLCANIC

A crater is a steep-sided roughly circular to elliptical depres-
sion in the earth caused either by volcanic activity or by the
impact of an extraterrestrial body. Volcanic craters are formed
by explosive events, and/or by the collapse of part of a vol-
cano following withdrawal of magma. Impact craters are the
result of collisions between Earth and extraterrestrial bodies
such as meteors or comets.

Large volcanic craters are known as calderas among
vulcanologists. There are two often-complementary processes
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involved in their formation; violent eruptions of ash and
magma, and/or the collapse of a volcanic surface following
withdrawal of alarge body of magma from the subsurface. An
example of the first type may be Crater Lake in Oregon,
thought to have been produced by a violent explosion that
destroyed a volcano the size of Mount St. Helens. The caldera
at Kilauea, in contrast, is thought to be the result of magma
drainage from beneath the summit. There is still significant
discussion about whether volcanic calderas are formed
directly by explosion, indirectly by collapse of the surface fol-
lowing magma ejection or withdrawal, or by both.

Impact craters are the result of collisions of extraterres-
trial bodies with the earth. Only recently have scientists begun
to understand the importance of impact processes in shaping
the planet and life on it. Exploration of our solar system has
revealed that essentially all planetary bodies are cratered. The
density of craters on the older surfaces of the Moon indicates
an intense bombardment from approximately 4.6 to 3.9 billion
years ago. The Moon itself islikely the result of a collision of
aMars size object with a young Earth. The earth experienced
the same bombardment as the other planetary bodies. In fact,
Earth is subject to about twice as many impacts as the moon
because of the difference in gravity. This is not obvious
because tectonic and erosion activity on the earth have
removed evidence of most of the impacts that have occurred.
Nevertheless, approximately 150 craters have been identified,
with more recognized every year.

Perhaps the most well-known impact crater on Earth is
Chicxulub, aburied crater in the Yucatan, Mexico, that is 110
miles (180 kilometers) in diameter. Most geoscientists now
believe that this impact event was responsible for the great
mass extinction of the dinosaurs and many other species at the
Cretaceous/Tertiary (K-T) boundary, 65 million years ago.
Impacts this size occur infrequently, on the order of one every
100 million years. However, impacts that could cause damage
similar to a nuclear winter, occur at time scales estimated as
two or three every million years. This estimate is significant
because the most recent known event, Zhamanshin in
Kazaksthan, occurred about a million years ago.

See also Meteoroids and meteorites; Volcanic eruptions

CRATON

Cratons are large regions of continental crust that have
remained tectonically stable for a prolonged period of time,
often a billion years or more. Precambrian cratons are com-
monly cored by Archaean granite-greenstone terrains and may
be partly covered by sedimentary platform sequences. The
North American Craton, Laurentia, which constitutes much of
North America, formed by the assembly of smaller cratons in
the Archean and Paleoproterozoic. Cratons are surrounded by
orogenic (mountain building) or mobile belts, within which
deformation has been localized. For example, cratons com-
prised of Archean granite-greenstone terrains and Paleopro-
terozoic sedimentary sequences in Africa, central India and
Western Australia are rimmed by Mesoproterozoic and

Neoproterozoic orogenic belts, many of which have been sub-
sequently reactivated during rifting and the formation of
Paleozoic sedimentary basins. Only minor reactivation of
older structural weaknesses occurs in craton interiors during
deformation on their margins.

Cratons have thick lithospheric roots or keels.
Lithospheric thicknesses for Archean cratons show a bimodal
distribution, with thicknesses of approximately 137 mi (220
km) and 218 mi (350 km) predominating. Larger cratons gen-
eraly have thicker lithospheres. In contrast, post-Archean lith-
osphere is generaly 62-124 mi (100-200 km) thick. The
physical and/or chemical properties of the deep roots of cratons
enable them to resist recycling into the underlying asthenopsh-
eric mantle. This may be responsible for the stability of cratons.
Isotopic signatures obtained from mantle lithosphere-derived,
peridotite xenoliths and inclusions in diamonds imply that
roots to Precambrian cratons have been isolated from the con-
vecting mantle for billions of years. Archean subcontinental
lithospheric mantle is buoyant relative to the underlying
asthenosphere. It is therefore not easily delaminated and
assmilated into the asthenosphere and will tend to be pre-
served. Geochemical changes may also impart stability to cra-
tonic roots. Mantle plumes are generally unable to break and
induce rifting of thick, cratonic lithosphere and may be
deflected around cratons. Despite their buoyancy, the margins
of cratons can be deformed at subduction zones, however, due
to the development of detachments at the interface between
crust and mantle lithospheric root. Numerical modeling sug-
geststhat the dominant stabilizing factor for the preservation of
cratons is the relatively high brittle yield stress of cratonic lith-
osphere. As the strength of the continental lithosphere resides
primarily within the crust, the physical properties of the crust
may also play arolein the longevity of cratonic lithosphere.

Favorable pressures and temperatures for the formation
and preservation of diamond are found beneath cratons.
Diamond crystallizes from liquid carbon between 1652°—
2192°F (900-1200°C ) at pressures above 50 kbar. At this
pressure, equating to a depth of 93 mi (150 km) or more, tem-
peratures are generally too high for the formation of diamond
except in the roots beneath cratons. Most of the world’s dia-
monds come from deep, mantle-sourced intrusive bodies such
as kimberlites or lamproites that intrude Archaean cratons.
Kimberlite and lamproite magmas intrude extremely rapidly
up deep fractures and may bring diamonds to shallow levelsin
the crust. Near the earth’s surface, they erupt explosively due
to their high gas pressures, creating breccia pipes (called dia
tremes) and craters.

See also Plate tectonics

CREEP

The slow, often imperceptible downslope movement of soil or
other debrisis called creep. Because creep moves materials so
dlowly, it is difficult to discern directly. Observation of the
effects of creep, such as bent trees, tilted fences, and cracked
walls, usually leads to identification of the problem.
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Creep is caused by the interaction of multiple factors,
but heaving is likely the most important process. Heaving
involves the expansion and contraction of rock fragments, and
occurs during cycles of wetting and drying, aswell as freezing
and thawing. As expansion occurs, particles move outward,
perpendicular to the hillside. During contraction, the particles
move back toward the hillside, vertically, and end up dightly
downslope of where they began. The repeated motion of indi-
vidual particles results in net downslope movement of the
material. Areas that undergo wet/dry or freeze/thaw cycles are
most susceptible to creep.

Solifluction is aspecia type of creep that occursin cold
regions underlain by permafrost. During the winter, the
ground freezes right up to the surface. When the surface layer
thaws, during the spring and early summer, the meltwater can-
not percolate downward into the frozen layers beneath. This
causes the surface layer of soil to become waterlogged, facili-
tating downslope movement as the layer becomes saturated. In
this case the surface layer flows, riding above the frozen
ground beneath. Although most common in permafrost areas,
solifluction can occur anywhere that the surface soil layer
becomes saturated.

Although movement associated with creep is slow, it
causes significant economic damage because it is a wide-
spread phenomenon that is probably occurring to some extent
on virtually al soil-covered slopes. Some of the problem
relates to the difficulty of detection. Unless trees, walls, or
other built structures are deformed, it is difficult to impossible
to determine whether or not creep is occurring. Unfortunately,
where creep has been identified, it is also difficult to control.
The best response to the problem is to avoid building in areas
undergoing creep. Where construction is necessary, buildings
should be anchored to bedrock beneath the creeping soil and
debris layer.

See also Mass wasting; Regolith; Weathering and weathering
series

CRETACEOUS PERIOD

Cretaceousisthe name given to aperiod of timein Earth’shis-
tory (i.e., Cretaceous Period) from 145.6 to 65 million years
ago. Also, al the rocks that formed during that time have the
same proper name of Cretaceous (i.e., they are referred to as
the Cretaceous System). Said differently, the Cretaceous
System is the rock record of events that occurred—and organ-
ismsthat lived—during a span of geological timethat iscalled
Cretaceous Period. Cretaceous was the third and final period
of the Mesozoic Era.

Cretaceous is a name derived from the Latin word for
chalk, creta. Chalk is a common type of sedimentary rock
formed during this interval of Earth history. The term
Cretaceous was first used in 1822 by d'Omalius d'Halloy
(1707-1789), a Belgian geologist who was engaged in pio-
neering efforts at geological mapping of parts of France. He
mapped the Terrain Cretac (Cretaceous System) within the
Paris Basin and later in Belgium. D’ Halloy’s strata were eas-

ily correlated with chalks mapped earlier, but not formaly
named, by William Smith (1769-1839) on his revolutionary
1815 geological map. Other geologists of the day rapidly cor-
related the Cretaceous System with chalks they found in
northern France, Holland, Denmark, northern Germany,
Poland, and Sweden. Since their recognition and definition
during the nineteenth century, Cretaceous strata have been
mapped on al the world’s continents.

During Cretaceous, the breakup of the supercontinent of
Pangaea became nearly complete. The Atlantic Ocean opened
sufficiently so that a substantial body of water existed between
North America and Europe and South America and Africa were
widely separated. While the Atlantic was opening, the Pacific
Ocean continued to close rapidly and an episode of major tec-
tonic change occurred as a result in western North and South
America. Specifically, a major subduction zone developed
along the western coast of the Americas and substantial tectonic
uplift and volcanic activity occurred aong this western margin.

During most of Cretaceous, globa sea levels were at
some of their highest elevations in the last 500 million years
of Earth history. Much of the low-lying areas of the world’s
continents were covered by shallow seas, also known as epi-
continental seas. During part of Late Cretaceous, sealevel was
so high (approximately 275 m above present level) that an epi-
continental sea (i.e., Western Interior Seaway) connected the
Gulf of Mexico with the Arctic Ocean through the center of
North America. (The Rocky Mountains were not formed at
this time, and thus this area was rather low-lying and flat).

Cretaceous was a time of elevated global temperatures
and there were essentially no polar or high-altitude glaciers.
This contributed to elevated sea levels as did the vast devel-
opment of volcanic activity along Earth’s mid-ocean ridges.
Such volcanic activity and accompanying swelling of these
undersea ridges displaced a considerable volume of seawater
(strongly exacerbating sea-level rise). Also, there was rapid
sea-floor spreading during Cretaceous. Further, effusive vol-
canism from mantle hot spots caused flood basalts to erupt on
land, the most noteworthy of these produced the massive
Deccan Traps of India

Cretaceous life in the oceans was very plentiful, with
numerous species of fish, sharks, rays, ammonites, turtles,
mosasaurs, plesiosaurs, and other creatures plying ocean
waters. Numerous massive reef systems developed, including
one rimming the Gulf of Mexico during Early Cretaceous,
which was dominated by a specialized type of large clams
caled rudists. Large oysters were common at this time. The
main plankon, the golden-brown alga, produced massive
amounts of calcareous platelets that settled to the sea floor
along with abundant foraminifers thus forming an ooze that
eventually became the famous Cretaceous chalk (as seen at the
White Cliffs of Dover, England, and many other areas).

Cretaceous life on land was dominated by the reptiles,
which dwelt for the most part in heavily vegetated terrains.
Lush Cretaceous cycad-ginko-conifer forests and swamps are
well preserved in vast tracts of coal and lignite deposits of this
age. Late Cretaceous was the time of development of flowing
plants and co-evolution of a very diverse insect population.
Land animals such as snakes, lizards, crocodiles, dinosaurs,
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pterosaurs, birds, and small mammals were common. Among
the dinosaurs, Cretaceous ecosystems saw the rise of many
diverse types, which were indigenous to the rapidly separating
continental land masses. The rising groups of dinosaurs during
this time included pachycephalosarus, ceratopsians, iguan-
odonts, hadrosaurs, coelurosaurs, and carnosaurs (e.g., tyran-
nosaurids).

The end of Cretaceous came abruptly with global
ecosystem collapse and mass extinction. The end-Cretaceous
catastrophe resulted in rapid death of nearly 50% of all living
species of organisms. Known since the nineteenth century as
an inexplicable sudden mass death marker, the Cretaceous-
Tertiary (K-T) boundary has attracted considerable interest
from researchers in recent years because the boundary clay
layer contains a substantial enrichment in certain chemical ele-
ments (e.g., iridium), which are much more common in aster-
oids and comets than on Earth. Discovery in the 1980s of a
180-km diameter impact crater in the state of Yucatan, Mexico,
which has the same age asthe K-T boundary, indicates astrong
connection between the mass death and cosmic impact at this
time in Earth history. Subsequent studies have shown that
impact of a 10-km diameter asteroid at Yucatan could have
resulted in such a global ecosystem collapse and accompany-
ing mass death. The impact crater is known as Chicxulub,
which is a Mayan word meaning “tail of the Devil.”

See also Chronostratigraphy; K-T event; Impact crater;
Mesozoic Era; Stratigraphy; Supercontinents

CRETACEOUS-TERTIARY MASS
EXTINCTION EVENT -« see K-T EVENT

CROSS BEDDING - see BeppinG

CROSS CUTTING

Cross-cutting relationships among geological features have
been recognized for many years as one of the fundamental
ways of determining relative age relationships between adja-
cent geological features. The principle of cross-cutting rela-
tionships, explained by James Hutton (1726-1797) in Theory
of the Earth (1795) and embellished upon by Charles Lyell
(1797-1875) in his Principles of Geology (1830), holds that
the geological feature which cuts another is the younger of the
two features. For example, in the instance of an igneous dike
cutting through a layer of sandstone, the dike must be
younger than the sandstone.

Cross-cutting relationships are of severa basic types.
There are structural cross-cutting relationships wherein a fault
or fracture cuts through older rock. Stratigraphic cross-cutting
relationships occur where an erosional surface (or unconfor-
mity) cuts across older rock layers, geological structures, or
other geological features. Sedimentologic cross-cutting rela-
tionships occur where currents have eroded or scoured older
sediment in a local area to produce, for example, a channel

filled with sand. Paleontologic cross-cutting relationships
occur where animal activity or plant growth produce trunca-
tion. This happens, for example, where animal burrows pene-
trate into pre-existing sedimentary deposits. Geomorphic
cross-cutting relationships occur where a surficial feature,
such asariver, flowsthrough agap in aridge of rock. Inasim-
ilar example, an impact crater excavates into a subsurface
layer of rock.

Cross-cutting relationships may be seen cartographi-
cally, megascopically, and microscopicaly. In other words,
these relationships have various scales. A cartographic cross-
cutting relationship might look like, for example, alarge fault
dissecting the landscape on a large map. Megascopic cross-
cutting relationships are features like igneous dikes, as men-
tioned above, which would be seen on an outcrop or in a
limited geographic area. Microscopic cross-cutting relation-
ships are those that require study by magnification or other
close scrutiny. For example, penetration of afossil shell by the
drilling action of a boring organism is an example of such a
relationship.

Cross-cutting relationships may be compound in nature.
For example, if afault were truncated by an unconformity, and
that unconformity cut by a dike, we can say, based upon com-
pound cross-cutting relationships that the fault is older than
the unconformity and that the unconformity is older than the
dike. Using such rationale, the sequence of geological events
can be better understood.

Cross-cutting relationships can aso be used in conjunc-
tion with radiometric age dating to effect an age bracket for
geological materialsthat cannot be directly dated by radiomet-
ric techniques. For example, if alayer of sediment containing
afossil of interest is bounded on the top and bottom by uncon-
formities, where the lower unconformity truncates dike A and
the upper unconformity truncates dike B (which penetrates the
layer in question), this method can be used. A radiometric age
date from crystals in dike A will give the maximum age date
for the layer in question and likewise, crystals from dike B will
give us the minimum age date. This provides an age bracket,
or range of possible ages, for the layer in question.

The principle of cross-cutting relationships, like the
principles of superposition and inclusions, is one of the most
basic tools used by geologists to understand relative age rela-
tionships on Earth and on planetary and satellite surfaces in
our solar system.

CRUST

Earth’'s mass is divided into an inner core, outer core, mantle,
and crust. The crust is outermost layer of the earth, 3-44 miles
(5-70 km) thick and representing less than 1% of the earth’s
total volume. Thin compared Earth’s diameter, the outermost
crustal layer is further subdivided into two basic types of
crust—each unigque in composition, origin and fate. Although
the earth is dynamic, with new crust constantly being created
and destroyed, the fact that size of the earth remains constant
argues that there is no net creation or destruction of force and
that these two processes are in equilibrium.
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Although there are thousands of minerals, about 40
minerals represent more than 99% of the mass of Earth’s crust.
In terms of percentage of Earth’s crust by weight, oxygen and
silicon account for nearly 75% of Earth’s crust. Oxygen is the
most abundant element (approximately 46.5% followed by sil-
icon, approximately 28%). In order of percentage by weight,
other important elements include aluminum, iron, calcium,
sodium, potassium, and magnesium. All other elements (e.g.,
gold, silver, copper, etc.) compose the remaining one to two
percent of the crust.

Crust is classified as oceanic crust or continental crust.

Oceanic crust is thin (34.3 mi [5-7 km]), basdtic
(<50% SiO,) and dense. Compositional chemical studies also
establish that oceanic crust is substantially younger than the
continental crust. No rock specimen dated to more than 250
million years old have ever been identified in oceanic crust.

Continental crust is thick (18.6-40 mi [30-65 km]),
granitic (>60% SiO,), light, and old (250-3,700 million years
old).

The outer crust is further subdivided into lithospheric
plates, that contain varying sections of oceanic and continen-
tal crust.

At the deepest crustal border there exists a composi-
tional change from crust material to mantle pyriditite called
the Mohorovicic discontinuity, and the lithospheric plates car-
rying both oceanic and continental crust move on top of man-
tle's asthenosphere.

See also Dating methods; Earth, interior structure; Geologic
time; Hawaiian Island formation; Isostasy; Lithospheric plates,
Mid-ocean ridges and rifts; Mohorovicic discontinuity (Moho);
Ocean trenches; Plate tectonics; Rifting and rift valleys, Soil
and soil horizons; Subduction zone

CRUTZEN, PAUL J. (1933- )

Dutch meteorologist

Paul Crutzen is one of the world's leading researchersin map-
ping the chemical mechanisms that affect the ozone layer. He
has pioneered research on the formation and depletion of the
ozone layer and the potential threats placed upon it by indus-
trial society. Crutzen has discovered, for example, that nitro-
gen oxides accelerate the rate of ozone depletion. He has also
found that chemicals released by bacteriain the soil affect the
thickness of the ozone layer. For these discoveries, he has
received the 1995 Nobel Prize in Chemistry, along with Mario
Molina and Sherwood Rowland for their separate discoveries
related to ozone and how chlorofluorocarbons (CFCs) deplete
the ozone layer. According to Royal Swedish Academy of
Science, “by explaining the chemical mechanisms that affect
the thickness of the ozone layer, the three researchers have
contributed to our salvation from aglobal environmental prob-
lem that could have catastrophic consequences.”

Paul Josef Crutzen was born December 3, 1933, to Josef
C. Crutzen and Anna Gurek in Amsterdam. Despite growing
up in a poor family in Nazi-occupied Holland during
1940-1945, he was nominated to attend high school at atime

when not all children were accepted into high school. He liked
to play soccer in the warm months and ice skate 50-60 miles
(80-97 km) a day in the winter. Because he was unable to
afford an education at a university, he attended a two-year col-
lege in Amsterdam. After graduating with a civil engineering
degree in 1954, he designed bridges and homes.

Crutzen met his wife, Tertu Soininen, while on vacation
in Switzerland in 1954. They later moved to Sweden where he
worked as a computer programmer for the Institute of
Meteorology and the University of Stockholm. He started to
focus on atmospheric chemistry rather than mathematics
because he had lost interest in math and did not want to spend
long hours in alab, especially after the birth of his two daugh-
ters. Despite his busy schedule, Crutzen obtained his doctoral
degreein Meteorology at Stockholm University at the age of 35.

Crutzen's main research focused on ozone, abluish, irri-
tating gas with a strong odor. Ozone is a molecule made up of
three oxygen atoms (O;) and is formed naturally in the atmos-
phere by a photochemical reaction. The ozone layer begins
approximately 10 miles (16 km) above Earth’s surface, reach-
ing 20-30 miles (32—48 km) in height, and acts as a protective
layer that absorbs high-energy ultraviolet radiation given off
by the sun.

In 1970, Crutzen found that soil microbes were excret-
ing nitrous oxide gas, which rises to the stratosphere and is
converted by sunlight to nitric oxide and nitrogen dioxide. He
determined that these two gases were part of what caused the
depletion of the ozone. This discovery revolutionized the
study of ozone and encouraged a surge of research on global
biogeochemical cycles.

In 1977, while he was the director of the National
Center for Atmospheric Research (NCAR) in Boulder,
Colorado, Crutzen studied the effects of the mass burning of
trees and brush in the fields of Brazil. The theory at the time
was that this burning caused more carbon compounds—trace
gases and carbon monoxide—to enter the atmosphere. These
gases were assumed to cause the greenhouse effect, or a
warming of the atmosphere. Crutzen collected and examined
thissmoke in Brazil and discovered that the complete opposite
was occurring. He stated in Discover magazine, “Before the
industry got started, the tropical burning was actually decreas-
ing the amount of carbon dioxide in the atmosphere.” The
study of smoke in Brazil led Crutzen to further examine what
effects larger amounts of different kinds of smoke might have
on the environment, such as smoke from a nuclear war.

The journal Ambio commissioned Crutzen and John
Birks, his colleague from the University of Colorado, to inves-
tigate what effects nuclear war might have on the planet.
Crutzen and Birks studied a simulated worldwide nuclear war.
They theorized that the black carbon soot from the raging fires
would absorb as much as 99% of the sunlight. This lack of
sunlight, coined “nuclear winter,” would be devastating to all
forms of life. For this theory Crutzen was named “ Scientist of
the Year” by Discover magazine in 1984, and awarded the
prestigious Tyler Award four years later.

Because of the discoveries by Crutzen and other envi-
ronmental scientists, a crucial international treaty was estab-
lished in 1987. The Montreal Protocol was negotiated under
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the auspices of the United Nations and signed by 70 countries
to slowly phase out the production of chlorofluorocarbons and
other ozone-damaging chemicals by the year 2000. However,
the United States had ended the production of CFCsfive years
earlier, in 1995. According to the New York Times, “the
National Oceanic and Atmospheric Administration reported in
1994, while ozone over the South Pole is till decreasing, the
depletion appears to be leveling off.” Even though the ban has
been established, existing CFCs will continue to reach the
ozone, so the depletion will continue for some years. The full
recovery of the ozone is not expected for at least 100 years.

From 1977 to 1980, Crutzen was director of the Air
Quality Division, National Center for Atmospheric Research
(NCAR), located in Boulder, Colorado. While at NCAR, he
taught classes at Colorado State University in the department
of Atmospheric Sciences. Since 1980, he has been a member
of the Max Planck Society for the Advancement of Science,
and he is the director of the Atmospheric Chemistry division
at Max Planck Institute for Chemistry. In addition to Crutzen’s
position at the ingtitute, he is a part-time professor at Scripps
Institution of Oceanography at the University of California. In
1995, he was the recipient of the United Nations
Environmental Ozone Award for outstanding contribution to
the protection of the ozone layer. Crutzen has co-authored and
edited several books, as well as having published several hun-
dred articles in specialized publications.

See also Global warming; Greenhouse gases and greenhouse
effect; Ozone layer and hole dynamics; Ozone layer depletion

CRYSTALS AND CRYSTALLOGRAPHY

A crystd is a patterned three-dimensional assembly of atoms
that is a repetitive (periodic) array of atoms. Crystals contain
repeating arrays or atoms arranged in unit cells.
Crystallography is the study of the formation processes that
produce crystals, and of the structural and identifying details
of crystals.

In the ancient and medieval world, crystals were con-
sidered a strange union of the animal and mineral kingdoms,
growing into predetermined shapes like living things but
seemingly without life. Many mineralogists hypothesized that
their growth was the result of astrological forces. It was not
until Robert Boyle and Robert Hooke began experimenting
with microscopes that the true nature of crystals began to be
understood. During the course of the last three centuries an
entire field of study, crystallography, developed to further the
understanding of crystals.

All solid matter is either amorphous (without definite
shape) or crystalline (from the Greek word for clear ice).
Crystals are defined by a regular, well-ordered molecular
structure called alattice, consisting of stacked planes of mol-
ecules. Because the molecules of the crystal fit together and
contain strong electrical attractions between the atoms, acrys-
tal istypically very strong.

There are many shapes in which crystals may be found,
depending upon the type of atomic bond that is most dominant

Microscopic view of granite porphyry crystals. © Lester V.
Bergman/Corbis. Reproduced by permission.

within their molecules (e.g., ionic, covalent, or metdlic).
Crystals high inionic bonds are often cubic; these include salt
and sugar, as well as iron pyrite. Covalent bonds are very
strong, producing an extremely durable crystal such as a dia-
mond. Metallic bonds are typified by a cloud of free-roaming
electrons, giving the compound’s shape less definition but
alowing for great electrical and thermal conductivity; most
metals are technically crystals very high in metallic bonds.
All crystals are formed from tiny atomic building blocks
called unit cells. By changing the way the unit cells are
stacked together, seven different crystal structures can be
formed: triclinic, monoclinic, orthorhombic, trigonal, tetrago-
nal, hexagonal, and cubic. In addition to their structure, crys-
tals are classified by their symmetry—that is, the ability of the
crystal to look the same when rotated. Some crystals are sym-
metrical along two axes, some aong three axes, and some
along four axes; some display no symmetry at all.
Throughout history, many crystalline materials, includ-
ing most gemstones, have been prized for their ability to be
cut along flat planes caled cleavage faces. This is accom-
plished by separating one lattice plane from the next, produc-
ing a surface that is aimost perfectly flat. However, not al
crystals allow such clean cuts. Many substances such as metal,
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stone, and brick behave like crystals but are very difficult to
cut along a cleavage face.

Because of the many industrial and scientific applica-
tions of crystals, the demand for clear, perfectly formed sam-
plesis very high. Unfortunately, nature rarely produces such
crystals; more often the crystal has faults or impurities; and it
is for this reason that large, perfect gemstones are valued so
highly. In order to meet the demand for pure crystals, scientists
have devel oped methods for “growing” crystals. One common
method is simply to melt a large supply of unrefined crystal
and allow it to reform; while in aliquid state, the molten crys-
tal is often sifted of impurities, in order to yield crystals of
higher quality. Another method for growing crystals is called
seeding. Here, asmall sample of crystal is placed in avapor or
solution; materia is alowed to accumulate on the seed until
the system reaches equilibrium. Often in crystal seeding aseed
of adifferent materia than that of the crystal is used. Thisis
the case in the natural crystal formation called cloud seeding,
wherein seeds of silver iodide are dropped into clouds; the sil-
ver iodide accumulatesice crystalswhich eventualy fall in the
form of rain or snow.

Scientists began to investigate the nature of crystals as
early as the seventeenth century, when the Danish geologist
Nicolaus Steno (1638-1686) began his experiments with com-
mon crystals. He found that all crystals of a certain compound
have characteristic angles at which the faces will meet. This
means that every piece of salt will be cubic in shape, and that
smashing a piece of salt will yield smaller and smaller cubes.
Thus began the science of crystallography, and Steno’s obser-
vation became its first law.

The next great crystallographer was the French mineral -
ogist René-Just Haily (1743-1822), who became involved in
the science quite accidentally. While browsing through a
friend’s mineral collection, he dropped a large sample of cal-
cite. He was surprised to note that the sample shattered along
straight planes. Although Steno had pointed this out more than
acentury before, it was Haily who hypothesized the existence
of unit cells, showing how basic cells could be combined to
create the different crystal shapes.

By the early 1800s many physicists were experimenting
with crystals; in particular, they were fascinated by their abil-
ity to bend light and separate it into its component colors.
Because of their varying molecular structures, different crys-
tal types would affect light differently. Among the most influ-
ential member of the emerging field of optical mineralogy was
the British scientist David Brewster; by 1819, Brewster had
succeeded in classifying most known crystals according to
their optical properties.

During the mid-1800s the preeminent French chemist
Louis Pasteur examined tartrate crystals under a microscope;
these crystals were known to twist the path of light sometimes
one direction and sometimes the opposite. He found that the
tartrate crystals were not all identical and that some were mir-
ror images of the others. When combined, the two shapes
within the whole tartrate would bend light in two possible
directions. By using tweezers, Pasteur painstakingly separated
the crystals into two piles, which were melted and then
reformed into two distinct crystals. Once separated, each new
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crystal would twist light in only one direction, one clockwise,
the other counterclockwise.

Pasteur’s work became the foundation for crysta
polarimetry, a method by which light is polarized, or aligned
to a single plane. It was soon discovered that other crystals
were also capable of polarizing light. Today, crystal polarime-
try is used extensively in physics and optics.

Another phenomenon displayed by certain crystals is
piezoelectricity. From a Greek work meaning “to press,”
piezoelectricity is the creation of an electrical potentia by
sgueezing certain crystals. This strange effect was first dis-
covered by Pierre Curie and his brother, Jacques, in 1880, who
were surprised to detect a voltage across the face of com-
pressed Rochelle salt.

The piezoelectric effect also works in reverse: when an
electrical current is applied to a crystal such as quartz, it will
contract; if the direction of the current is reversed, the crystal
will expand. If an alternating current is used, the piezoelectric
crystal will expand and contract rapidly, producing a vibration
whose frequency can be regulated. Because of their precise
vibrations, piezoelectric crystals are used in radio transmitters
and quartz timepieces.

Perhaps the most important application of crystalsisin
the science of x-ray crystallography. Experimentsin this field
were first conducted by the German physicist Max von Laue.
While an instructor at the University of Munich, Laue had
done extensive work with diffraction gratings (metal meshes
used to separate light into its component colors). His goal was
to apply these gratings to the study of x-ray radiation because,
at this time the true nature of x rays was yet to be fully under-
stood. However, the wavelengths of x rays were far too short
for diffraction gratings to be used, the x rays would pass
through the holes unaffected. What was needed was a grating
with microscopically tiny holes; unfortunately, the technology
did not exist to construct such a grating.

In 1912, Laue perceived that the regular stacked-plane
structure of a crystal would act like a very small diffraction
grating; this hypothesis was successfully tested with a crystal
of zinc sulfide, and x-ray crystallography was born. Using a
crystal, scientists could now measure the wavelength of any x
ray aslong asthey knew the internal structure of their crystal.
Also, if an x ray of aknown wavelength was used, the molec-
ular structure of unknown crystals could be determined.

X-ray crystallography was perfected just a few years
later by the father-son team of William Henry Bragg
(1862-1942) and William Lawrence Bragg (1890-1971), who
were awarded the 1915 Nobel Prize in physics for their work.
Since that time, x-ray crystallography has been used to exam-
ine the molecular structure of thousands of crystalline sub-
stances and was instrumental in the analysis of DNA.
Crystallography remains an important branch of earth science
because the analysis and study of crystals often yields impor-
tant information concerning the type and rate of geological
processes.

See also Atomic theory; Cave minerals and speleothems;
Chemical bonds and physical properties; Minerals;
Mineralogy
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Curie, Marie

CUMULIFORM CLOUD -« see CLOUDS AND CLOUD
TYPES

CUMULONIMBUS CLOUD - see CLOUDS AND

CLOUD TYPES

CUMULUS CLOUD - see CLOUDS AND CLOUD TYPES

CURIE, MARIE (1867-1934)
Polish-born French physicist

Marie Curie was the first woman to win a Nobel Prize, and
one of very few scientists ever to win that award twice. In col-
laboration with her physicist-husband Pierre Curie, Marie
Curie developed and introduced the concept of radioactivity to
the world. Working in primitive laboratory conditions, Curie
investigated the nature of high-energy rays spontaneously pro-
duced by certain elements, and isolated two new radioactive
elements, polonium and radium. Her scientific efforts also
included the application of x rays and radioactivity to medical
treatments.

Curie was born to her two-schoolteacher parents in
Warsaw, Poland. Christened Maria Sklodowska, she was the
fourth daughter and fifth child in the family. By the age of
five, she had already begun to suffer deprivation. Her mother
Bronislawa had contracted tuberculosis and assiduously
avoided kissing or even touching her children. By the time
Curiewas 11, both her mother and her eldest sister Zosiadied,
leaving Marie an avowed atheist. Curie was also an avowed
nationalist (like the other members in her family), and when
she completed her elementary schooling, she entered
Warsaw’s “Floating University,” an underground, revolution-
ary Polish school that prepared young Polish students to
become teachers.

Curie left Warsaw at the age of 17, not for her own sake
but for that of her older sister Bronya. Both sisters desired to
acquire additiona education abroad, but the family could not
afford to send either of them, so Marie took a job as a gov-
erness to fund her sister’s medical education in Paris. At first,
she accepted a post near her home in Warsaw, then signed on
with the Zorawskis, a family who lived some distance from
Warsaw. Curie supplemented her formal teaching duties there
with the organization of a free school for the local peasant
children. Casimir Zorawski, the family’s eldest son, eventually
fell in love with Curie and she agreed to marry him, but his
parents objected vehemently. Stunned by her employers
rejection, Curie finished her term with the Zorawskis and
sought another position. She spent ayear in athird governess
job before her sister Bronya finished medical school and sum-
moned her to Paris.

In 1891, at the age of 24, Curie enrolled at the Sorbonne
and became one of the few women in attendance at the uni-
versity. Although Bronya and her family back home were
helping Curie pay for her studies, living in Paris was quite
expensive. Too proud to ask for additional assistance, she sub-

Marie Curie. AP/Wide World. Reproduced by permission.

sisted on a diet of buttered bread and tea, which she aug-
mented sometimes with fruit or an egg. Because she often
went without heat, she would study at a nearby library until it
closed. Not surprisingly, on this regimen she became anemic
and on at least one occasion fainted during class.

In 1893, Curie received a degree in physics, finishing
first in her class. The following year, she received a master’s
degree, thistime graduating second in her class. Shortly there-
after, she discovered she had received the Alexandrovitch
Scholarship, which enabled her to continue her education free
of monetary worries. Many years later, Curie became the first
recipient ever to pay back the prize. She reasoned that with
that money, yet another student might be given the same
opportunities she had.

Friends introduced Marie to Pierre Curie in 1894. The
son and grandson of doctors, Pierre had studied physics at the
Sorbonne; at the time he met Marie, he was the director of the
Ecole Municipale de Physique et Chimie Industrielles. The
two became friends, and eventually she accepted Pierre's pro-
posal of marriage. Their Paris home was scantily furnished, as
neither had much interest in housekeeping. Rather, they con-
centrated on their work. Pierre Curie accepted a job at the
School of Industria Physics and Chemistry of the City of
Paris, known as the EPCI. Given |ab space there, Marie Curie
spent eight hours aday on her investigationsinto the magnetic
qualities of steel until she became pregnant with her first child,
Irene, who was born in 1897.
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Curie then began work in earnest on her doctorate. Like
many scientists, she was fascinated by French physicist
Antoine-Henri Becquerel’s discovery that the element ura-
nium emitted rays that contained vast amounts of energy.
Unlike Wilhelm Rdntgen’s x rays, which resulted from the
excitation of atoms from an outside energy source, the
“Becquerel rays’ seemed to be a naturaly occurring part of
the uranium ore. Using the piezoelectric quartz electrometer
developed by Pierre and his brother Jacques, Marie tested all
the elements then known to see if any of them, like uranium,
caused the nearby air to conduct electricity. In the first year of
her research, Curie coined the term “radioactivity” to describe
this mysterious force. She later concluded that only thorium
and uranium and their compounds were radioactive.

While other scientists had also investigated the radioac-
tive properties of uranium and thorium, Curie noted that the
minerals pitchblende and chalcolite emitted more rays than
could be accounted for by either element. Curie concluded that
some other radioactive element must be causing the greater
radioactivity. To separate this element, however, would
require a great deal of effort, progressively separating pitch-
blende by chemical analysis and then measuring the radioac-
tivity of the separate components. In July, 1898, she and Pierre
successfully extracted an element from this ore that was even
more radioactive than uranium; they called it polonium in
honor of Marie’s homeland. Six months later, the pair discov-
ered another radioactive substance—radium—embedded in
the pitchblende.

Although the Curies had speculated that these elements
existed, to prove their existence they still needed to describe
them fully and calculate their atomic weight. In order to do so,
Curie needed an abundant supply of pitchblende and a better
laboratory. She arranged to get hundreds of kilograms of waste
scraps from a pitchblende mining firm in her native Poland,
and Pierre Curie's EPCI supervisor offered the couple the use
of alaboratory space. The couple worked together, with Marie
performing the physically arduous job of chemically separat-
ing the pitchblende and Pierre analyzing the physical proper-
ties of the substances that Marie's separations produced. In
1902, the Curies announced that they had succeeded in prepar-
ing a decigram of pure radium chloride and had made an ini-
tial determination of radium’s atomic weight. They had proven
the chemical individuality of radium.

Pierre Curi€e's father had moved in with the family and
assumed the care of their daughter, Irene, so the couple could
devote more than eight hours a day to their work. Pierre
Curi€'s salary, however, was not enough to support the family,
S0 Marie took a position as a lecturer in physics at the Ecole
Normal Supérieure; she was the first woman to teach there. In
the years between 1900 and 1903, Curie published more than
she had or would in any other three-year period, with much of
this work being co-authored by Pierre Curie. In 1903, Curie
became the first woman to complete her doctorate in France,
summa cum laude.

The year Curie received her doctorate was also the year
she and her husband began to achieve international recogni-
tion for their research. In November, the couple received
England’s prestigious Humphry Davy Medal, and the follow-
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ing month Marie and Pierre Curie—aong with Becquerel—
received the Nobel Prizein physicsfor their effortsin expand-
ing scientific knowledge about radioactivity. Although Curie
was the first woman ever to receive the prize, she and Pierre
declined to attend the award ceremonies, pleading they were
too tired to travel to Stockholm. The prize money from the
Nobel, combined with that of the Daniel Osiris Prize—which
she received soon after—allowed the couple to expand their
research efforts. In addition, the Nobel bestowed upon the
couple an international reputation that furthered their aca-
demic success. The year after he received the Nobel, Pierre
Curie was named professor of physics of the Faculty of
Sciences at the Sorbonne. Along with his post came funds for
three paid workers, two laboratory assistants and a laboratory
chief, stipulated to be Marie. This was Mari€'s first paid
research position.

In 1904, Marie gave birth to another daughter. Despite
the fact that both Pierre and Marie frequently suffered adverse
effects from the radioactive materials with which they were in
constant contact, their infant daughter was born healthy. The
Curies continued their work regimen, taking sporadic vaca-
tions in the French countryside with their two children. They
had just returned from one such vacation when in April 1906,
tragedy struck; while walking in the congested street traffic of
Paris, Pierre was run over by a heavy wagon and killed.

A month after the accident, the University of Paris
invited Curie to take over her husband’s teaching position.
Upon acceptance she became the first woman to ever receive
a post in higher education in France, athough she was not
named to a full professorship for two more years. During this
time, Curie came to accept the theory of English physicists
Ernest Rutherford and Frederick Soddy that radioactivity was
caused by atomic nuclei losing particles, and that these disin-
tegrations caused the transmutation of an atomic nucleus into
adifferent element. It was Curie, in fact, who coined the terms
disintegration and transmutation.

In 1909, Curie received an academic reward that she
had greatly desired: the University of Paris drew up plans for
an Institut du Radium that would consist of two branches, a
laboratory to study radioactivity—which Curie would run—
and a laboratory for biological research on radium therapy, to
be overseen by a physician. It took five years for the plansto
come to fruition. In 1910, however, with her assistant André
Debierne, Curie finally achieved the isolation of pure radium
metal, and later prepared thefirst international standard of that
element.

Curie was awarded the Nobel Prize again in 1911, this
time “for her services to the advancement of chemistry by the
discovery of the elements radium and polonium,” according to
the award committee. The first scientist to win the Nobel
twice, Curie devoted most of the money to her scientific stud-
ies. During World War I, Curie volunteered at the National Aid
Society, then brought her technology to the war front and
instructed army medical personnel in the practical applications
of radiology. With the installation of radiological equipment in
ambulances, for instance, wounded soldiers would not have to
be transported far to be x-rayed. When the war ended, Curie
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returned to research and devoted much of her time to her
work.

By the 1920s, Curie was an international figure; the
Curie Foundation had been established in 1920 to accept pri-
vate donations for research, and two years later the scientist
was invited to participate on the League of Nations
International Commission for Intellectual Cooperation. Her
health was failing, however, and she was troubled by fatigue
and cataracts. Despite her discomfort, Curie made a highly
publicized tour of the United States in 1921. The previous
year, she had met Missy Meloney, editor of the Delineator, a
woman's magazine. Horrified at the conditionsin which Curie
lived and worked (the Curies had made no money from their
process for producing radium, having refused to patent it),
Meloney proposed that a national subscription be held to
finance a gram of radium for the institute to use in research.
The tour proved grueling for Curie; by the end of her stay in
New York, she had her right arm in a dling, the result of too
many too strong handshakes. However, with Meloney’s assis-
tance, Curie left America with a valuable gram of radium.

Curie continued her work in the laboratory throughout
the decade, joined by her daughter, Irene Joliot-Curie, who
was pursuing adoctoral degree just as her mother had done. In
1925, Irene successfully defended her doctoral thesis on alpha
rays of polonium, although Curie did not attend the defense
lest her presence detract from her daughter’s performance.
Meanwhile, Curie's health still continued to fail and she was
forced to spend more time away from her work in the labora-
tory. The result of prolonged exposure to radium, Curie con-
tracted leukemia and died in 1934, in a nursing home in the
French Alps. She was buried next to Pierre Curie in Sceaux,
France.

See also History of exploration |11 (Modern era)

CURIE, PIERRE (1859-1906)
French physicist

Pierre Curie was a physicist who became famous for his col-
laboration with hiswife Marie Curie in the study of radioactiv-
ity. Before joining his wife in her research, Pierre Curie was
already widely known and respected in the world of physics.
He discovered (with his brother Jacques) the phenomenon of
piezoelectricity—in which a crystal can become electrically
polarized—and invented the quartz balance. His papers on
crystal symmetry and his findings on the relation between
magnetism and temperature also earned praisein the scientific
community.

Pierre Curie was born in Paris, the son of Sophie-Claire
Depouilly, daughter of a formerly prominent manufacturer,
and Eugeéne Curie, a free-thinking physician who was aso a
physician’s son. Dr. Curie supported the family with his mod-
est medical practice while pursuing hislove for the natural sci-
ences on the side. He was also an idealist and an ardent
republican who set up a hospital for the wounded during the
Commune of 1871. Pierre was a dreamer whose style of learn-
ing was not well adapted to formal schooling. He received his

Pierre Curie. Library of Congress.

pre-university education entirely at home, taught first by his
mother and then by his father as well as his older brother,
Jacques. He especially enjoyed excursions into the country-
side to observe and study plants and animals, developing a
love of nature that endured throughout his life and that pro-
vided his only recreation and relief from work during his later
scientific career. At the age of 14, Curie studied with a math-
ematics professor who helped him develop his gift in the sub-
ject, especially spatial concepts. Curie's knowledge of physics
and mathematics earned him his Bachelor of Science degreein
1875 at the age of 16. He then enrolled in the Faculty of
Sciences at the Sorbonne in Paris and earned his licence (the
equivalent of amaster’s degree) in physical sciencesin 1877.

Curie became a laboratory assistant to Paul Desains at
the Sorbonne in 1878, in charge of the physics students’ lab
work. His brother Jacques was working in the mineralogy lab-
oratory at the Sorbonne at that time, and the two began a pro-
ductive five-year scientific collaboration. They investigated
pyroelectricity, the acquisition of electric charges by different
faces of certain types of crystals when heated. Led by their
knowledge of symmetry in crystals, the brothers experimen-
tally discovered the previously unknown phenomenon of
piezoelectricity, an electric polarization caused by force
applied to the crystal. In 1880, the Curies published the first in
a series of papers about their discovery. They then studied the
opposite effect—the compression of a piezoelectric crystal by
an electric field. In order to measure the very small amounts
of electricity involved, the brothers invented a new |aboratory
instrument: a piezoelectric quartz electrometer, or balance.
This device became very useful for electrical researchers and
would prove highly valuable to Marie Curie in her studies of
radioactivity. Much later, piezoelectricity had important prac-
tical applications. Paul Langevin, a student of Pierre Curi€'s,
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found that inverse piezoelectricity causes piezoelectric quartz
in aternating fields to emit high-frequency sound waves,
which were used to detect submarines and explore the ocean’s
floor. Piezoelectric crystals were also used in radio broadcast-
ing and stereo equipment.

In 1882, Pierre Curie was appointed head of the labora-
tory at Paris' new Municipal School of Industrial Physics and
Chemistry, a poorly paid position; he remained at the school
for 22 years, until 1904. In 1883, Jacques Curie left Paris to
become a lecturer in mineralogy at the University of
Montpelier, and the brothers collaboration ended. After
Jacques's departure, Pierre delved into theoretical and experi-
mental research on crystal symmetry, athough the time avail-
able to him for such work was limited by the demands of
organizing the school’s laboratory from scratch and directing
the laboratory work of up to 30 students, with only one assis-
tant. He began publishing works on crystal symmetry in 1884,
including in 1885, atheory on the formation of crystalsand in
1894, an enunciation of the genera principle of symmetry.
Curi€'s writings on symmetry were of fundamental impor-
tance to later crystalographers, and, as Marie Curie later
wrote in Pierre Curie, “he aways retained a passionate inter-
est in the physics of crystals’ even though he turned his atten-
tion to other areas.

From 1890 to 1895, Pierre Curie performed a series of
investigations that formed the basis of his doctoral thesis: a
study of the magnetic properties of substances at different
temperatures. He was, as always, hampered in hiswork by his
obligations to his students, by the lack of funds to support his
experiments, and by the lack of a laboratory or even a room
for his own personal use. His magnetism research was con-
ducted mostly in a corridor. In spite of these limitations,
Curie’'s work on magnetism, like his papers on symmetry, was
of fundamental importance. His expression of the results of his
findings about the relation between temperature and magneti-
zation became known as Curie’'s Law, and the temperature
above which magnetic properties disappear is called the Curie
point. Curie successfully defended his thesis before the
Faculty of Sciences at the University of Paris (the Sorbonne)
in March 1895, thus earning his doctorate. Also during this
period, he constructed a periodic precision balance, with direct
reading, that was a great advance over older balance systems
and was especialy valuable for chemical analysis. Curie was
now becoming well known among physicists; he attracted the
attention and esteem of, among others, the noted Scottish
mathematician and physicist William Thomson (Lord Kelvin).
It was partly due to Kelvin's influence that Curie was named
to a newly created chair of physics at the School of Physics
and Chemistry, which improved his status somewhat but still
did not bring him a laboratory.

In the spring of 1894, at the age of 35, Curie met Maria
(later Marie) Sklodowska, a poor young Polish student who
had received her licencein physics from the Sorbonne and was
then studying for her licence in mathematics. They immedi-
ately formed a rapport, and Curie soon proposed marriage.
Sklodowska returned to Poland that summer, not certain that
she would be willing to separate herself permanently from her
family and her country. Curi€’'s persuasive correspondence
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convinced her to return to Paris that autumn, and the couple
married in July 1895, in a simple civil ceremony. Marie used
a wedding gift of cash to purchase two bicycles, which took
the newlyweds on their honeymoon in the French countryside
and provided their main source of recreation for years to
come. Their daughter Irene was born in 1897, and afew days
later Pierre’'s mother died; Dr. Curie then cameto live with the
young couple and helped care for his granddaughter.

The Curies attention was caught by Henri Becquerdl’s
discovery in 1896 that uranium compounds emit rays. Marie
decided to make a study of this phenomenon the subject of her
doctor’s thesis, and Pierre secured the use of a ground-floor
storeroom/machine shop at the School for her laboratory work.
Using the Curie brothers' piezoelectric quartz electrometer,
Marietested all the elements then known to seeif any of them,
like uranium, emitted “Becquerel rays,” which she christened
“radioactivity.” Only thorium and uranium and their com-
pounds, she found, were radioactive. She was startled to dis-
cover that the ores pitchblende and chal colite had much greater
levels of radioactivity than the amounts of uranium and tho-
rium they contained could account for. She guessed that a new,
highly radioactive element must be responsible and, as she
wrote in Pierre Curie, was seized with “a passionate desire to
verify this hypothesis as rapidly as possible.”

Pierre Curie too saw the significance of his wife's find-
ings and set aside his much-loved work on crystals (only for
the time being, he thought) to join Marie in the search for the
new element. They devised a new method of chemical
research, progressively separating pitchblende by chemical
analysis and then measuring the radioactivity of the separate
congtituents. In July 1898, in a joint paper, they announced
their discovery of a new element they named polonium, in
honor of Marie Curie's native country. In December 1898,
they announced, in a paper issued with their collaborator G.
Bémont, the discovery of another new element, radium. Both
elements were more radioactive than uranium or thorium.

The Curies had discovered radium and polonium, but in
order to prove the existence of these new substances chemi-
cally, they had to isolate the elements so the atomic weight of
each could be determined. This was a daunting task, as they
would have to process two tons of pitchblende ore to obtain a
few centigrams of pure radium. Their laboratory facilities
were woefully inadequate: an abandoned wooden shed in the
School’s yard, with no hoods to carry off the poisonous gases
their work produced. They found the pitchblende at a reason-
able pricein the form of waste from a uranium mine run by the
Austrian government. The Curies now divided their labor.
Marie acted as the chemist, performing the physically arduous
job of chemically separating the pitchblende; the bulkiest part
of thiswork she did in the yard adjoining the shed/laboratory.
Pierre was the physicist, analyzing the physical properties of
the substances that Mari€'s separations produced. In 1902, the
Curies announced that they had succeeded in preparing a deci-
gram of pure radium chloride and had made an initial deter-
mination of radium’s atomic weight. They had proven the
chemical individuality of radium.

The Curies' research also yielded a wealth of informa-
tion about radioactivity, which they shared with theworld in a
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series of papers published between 1898 and 1904. They
announced their discovery of induced radioactivity in 1899.
They wrote about the luminous and chemical effects of
radioactive rays and their electric charge. Pierre studied the
action of a magnetic field on radium rays, he investigated the
persistence of induced radioactivity, and he devel oped a stan-
dard for measuring time on the basis of radioactivity, an
important basis for geologic and archaeological dating tech-
niques. Pierre Curie also used himself as a human guinea pig,
deliberately exposing his arm to radium for several hours and
recording the progressive, slowly healing burn that resulted.
He collaborated with physicians in animal experiments that
led to the use of radium therapy—often called “Curie-thera-
pie” then—to treat cancer and lupus. In 1904, he published a
paper on the liberation of heat by radium salts.

Through al thisintensive research, the Curies struggled
to keep up with their teaching, household, and financia obli-
gations. Pierre Curie was a kind, gentle, and reserved man,
entirely devoted to his work—science conducted purely for the
sake of science. He rejected honorary distinctions; in 1903, he
declined the prestigious decoration of the Legion of Honor. He
also, with hiswife's agreement, refused to patent their radium-
preparation process, which formed the basis of the lucrative
radium industry; instead, they shared al their information
about the process with whoever asked for it. Curie found it
almost impossible to advance professionally within the French
university system; seeking a position was an “ugly necessity”
and “demoralizing” for him (Pierre Curie), so posts he might
have been considered for went instead to others. He was turned
down for the Chair of Physical Chemistry at the Sorbonne in
1898; instead, he was appointed assistant professor at the
Polytechnic School in March 1900, an inferior position.

Appreciated outside France, Curie received an excellent
offer of a professorship at the University of Geneva in the
spring of 1900, but he turned it down so as not to interrupt his
research on radium. Shortly afterward, Curie was appointed to
a physics chair at the Sorbonne, thanks to the efforts of Jules
Henri Poincaré. Still, he did not have a laboratory, and his
teaching load was now doubled, as he still held his post at the
School of Physics and Chemistry. He began to suffer from
extreme fatigue and sharp pains through his body, which he
and his wife attributed to overwork, although the symptoms
were almost certainly a sign of radiation poisoning, an unrec-
ognized illness at that time. In 1902, Curie's candidacy for
election to the French Academy of Sciences failed, and in
1903, his application for the chair of mineralogy at the
Sorbonne was rejected, both of which added to his bitterness
toward the French academic establishment.

Recognition at home finally came for Curie because of
international awards. In 1903, London’s Royal Society con-
ferred the Davy meda on the Curies, and shortly thereafter
they were awarded the 1903 Nobel Prize in physics—along
with Becquerel—for their work on radioactivity. Curie pre-
sciently concluded his Nobel lecture (delivered in 1905
because the Curies were unable to attend the 1903 award cer-
emony) by wondering whether the knowledge of radium and
radioactivity would be harmful for humanity. He added that he
himself felt that more good than harm would result from the

new discoveries. The Nobel award changed the Curies' reclu-
sive work-absorbed life. They were inundated by journalists,
photographers, curiosity-seekers, eminent and little known
visitors, correspondence, and requests for articles and lectures.
Still, the cash from the award was a relief, and the award’s
prestige finally prompted the French parliament to create a
new professorship for Curie at the Sorbonne in 1904. Curie
declared he would remain at the School of Physics unless the
new chair included a fully funded laboratory, complete with
assistants. His demand was met, and Marie was named his
laboratory chief. Late in 1904, the Curies' second daughter
was born. By early 1906, Pierre Curie was poised to begin
work—at last and for the first time—in an adequate labora-
tory, although he was increasingly ill and tired. On April 19,
1906, leaving a lunchtime meeting in Paris with colleagues
from the Sorbonne, Curie dipped in front of a horse-drawn
cart while crossing arain-slicked rue Dauphine. He was killed
instantly when the rear whedl of the cart crushed his skull.
True to the way he had conducted hislife, hewasinterred in a
small suburban cemetery in a simple, private ceremony
attended only by his family and a few close friends. In his
memory, the Faculty of Sciences at the Sorbonne appointed
Curie’'swidow Marie to his chair.

CUTBANKS -+ see CHANNEL PATTERNS

CUVIER, GEORGES (1769-1832)

French naturalist

Georges Léopold Chrétien Frédéric Dagobert, Baron Cuvier
was a French naturalist who is known as the founder of the
field of paleontology, as well as the founder of comparative
anatomy.

Cuvier was born in Montbeliard, near Basdl. Although a
French town, Cuvier’s birthplace at that time belonged to the
Duchy of Wérttemberg. Cuvier was an academically inclined
young man and, because his family lived in near-poverty, he
accepted the offer to study for free at the Karlsschule in
Stuttgart, Germany. He graduated at eighteen, returned home,
and then found employment as a tutor in Normandy. While
working in Normandy, he familiarized himself with the marine
creatures he found on the beach, which he dissected and drew
in detail. While doing so, he referred to Aristotle’s ideas of
comparing different animal structures, Carl Linnaeus's System
of Nature and Buffon’s Natural History of Animals. His
impressive marine animal drawings came to the attention of
Geoffroy Saint-Hilaire, and eventually led to Cuvier’'s
appointment as assistant professor of comparative anatomy at
the Museum of Natural History in Paris. Under Napoleon's
regime, Cuvier became inspector Genera in the Department
of Education and contributed to significant education reform
in France. After Napoleon’s fall, Cuvier retained his position
and became an accepted authority in science and education,
and earned several promotions which include a professorship
at the Collége de France and permanent secretary for the
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Academy of Sciences. Cuvier died in 1832 of cholera, during
the first major epidemic of that disease in Europe.

Prior to Cuvier, anatomists such as Louis Daubenton,
Johann Friedrich Blumenbach, and Petrus Camper posited the
human being as the fundamental form to which all other living
creatures were compared. Cuvier, however, decided to create
an objective system of comparative anatomy based on obser-
vation. His initial field of research was marine animals, par-
ticularly mollusks, worms, and various fishes. Later, he
extended his investigations to vertebrates in general. The con-
ceptual framework of Cuvier's research was a systematic
method of comparative anatomy. According to Cuvier, living
beings exhibit certain distinctive anatomic features that enable
the scientist to place an individual specimen in the larger con-
text of ageneral anatomic system. For example, one can make
significant generalizations by observing individual features
such as dental structure, foot structure, skull shape, etc.
Cuvier's comparative research, which expanded from the
study of vertebratesto include the entire animal kingdom, was
presented in his work The Animal Kingdom, Distributed
According to Its Organization (1817). While Cuvier’'s work
did not contribute any new facts to the science of anatomy, his
method earned him high praise and esteem in the scientific
community.

An important element of Cuvier's methodology is his
correlation theory, which posits the functiona interdepend-
ence of particular organswithin aninindividua organism. For
example, as Cuvier observed, carnivorous animals possess
certain distinctive features that clearly separate them from,
say, herbivores. These features include sharp teeth, a certain
jaw structure, a digestive system adapted to meat, acute eye-
sight, sharp claws, powerful and swift locomotion, etc.

In Paris, which is in a calcareous area, Cuvier applied
his comparative method to study fossils. In his carefully
organized excavations, particular attention was paid to the
specific location, position, and placement of the discovered
fossils. In addition, using his correlation theory, he devel oped
a reconstruction method that enabled researchers to identify
incomplete skeletons. Furthermore, in order to validate a par-
ticular hypothesis concerning the identity of an incomplete
skeleton, Cuvier would compare the extinct animal to its clos-
est living relative, in an effort to complete the puzzle. These
investigations were described in his seminal Investigations on
Fossil Bones (1812), establishing Cuvier as the founder of
modern paleontology. Using his comparative method, with
particular emphasis on dentition and bone structure Cuvier
was able to demonstrate that the two types of elephant, Indian
and African, classified as examples of one species, in reality
congtituted two distinct species. In fact, Cuvier found that the
extinct mammoth is closer to the Indian el ephant than the two
existing elephant species are to each other. Extending his
research on elephants to Pachydermata in general, Cuvier
studied both existing and extinct forms, identifying severa
new genera, including Palaeotherium and Dinotherium. In
addition, he provided the first scientific description of the
American giant sloth and named the pterodacty!.

Cuvier, like many of his colleagues, puzzled over the
seemingly mysterious fact that animal forms changed through

history. However, unlike some his colleagues, who approached
the issue with extreme circumspection, Cuvier decided that
species do not change. “The immutability of species,” wrote
Nordenskidld, “is to Cuvier’s mind an absolute fact.” In order
to explain why certain species were extinct and why fossils of
some extinct creatures were unrecognizable from modern crea-
tures, Cuvier invoked the catastrophism theory, which posits
that a “new” species appear after the extinction, due to a vio-
lent upheaval (such as an earthquake) of its“old” counterpart.
Thus, for example, Cuvier denied the existence of human fos-
sils, asserting that, for example, lion fossils and lions in their
present form represent two distinct species. Realizing the
absurdity of the idea that species emerged out of nothing fol-
lowing a catastrophe, Cuvier attempted the explain the conti-
nuity of life by positing atype of near-extinction, which would
allow the survival of small populations of a particular species,
positing, as Cassirer has remarked, an evolution by analogy,
whereby a particular specieswould be replaced by its new ana-
logue, which to his mind seemed more reasonable than the
notion of gradual evolution.

Cuvier'sviews of classification and evolution were vig-
orously opposed by severa of his prominent contemporaries,
who found his systematic philosophy, particularly his adamant
insistence of four ground-plans, dogmatic. For example,
Geoffroy Saint-Hilaire, who engaged Cuvier in a lengthy
polemic, maintained that, because life manifests itself on the
basis of a fundamental, indivisible impulse, Cuvier's claim
that creatures emerging from different ground plans that can-
not be compared does not reflect the true nature of the animal
world. Accused by his critics for speculative dogmatism,
Cuvier nevertheless, as Cassirer has written, defended his
views on the basis of empirical research. As scholars have
observed, the polemic between Cuvier and Saint-Hilaire was
never resolved owing to the both antagonist defended points
of view, which, while seemingly opposed, contributed, as
complementary views, to the progress of life sciences and
Earth sciences.

See also Evolution, evidence of; Evolutionary mechanisms;
Fossil record; Fossils and fossilization

CYCLOSILICATES

The most abundant rock-forming minerals in the crust of the
Earth are the silicates. They are formed primarily of silicon
and oxygen, together with various metals. The fundamental
unit of these mineralsisthe silicon-oxygen tetrahedron. These
tetrahedra have a pyramidal shape, with a relatively small,
positively charged silicon cation (Si+4) in the center and four
larger, negatively charged oxygen anions (O-2) at the corners,
producing a net charge of —4. Aluminum cations (Al+3) may
substitute for silicon, and various anions such as hydroxyl
(OH-) or fluorine (F) may substitute for oxygen. In order to
form stable minerals, the charges that exist between tetrahedra
must be neutralized. This can be accomplished by the sharing
of oxygen cations between tetrahedra, or by the binding
together adjacent tetrahedra with various metal cations. This
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in turn creates characteristic silicate structures that can be
used to classify silicate minerals into cyclosilicates, inosili-
cates, nesosilicates, phyllosilicates, sorosilicates, and tec-
tosilicates.

In cyclosilicates, the tetrahedra form rings of 3, 4, or 6
tetrahedra. However, most cyclosilicates are formed from a
framework of six tetrahedra, giving them the formula
(SigO19)22, and examples of this type of mineral includes the
gemstones beryl (including the varieties emerald and aqua-
marine, and tourmaline. Beryl, found in granite, pegmatites,
and mica schist, has the chemical formula Be,Al,(SigO,s.

Deposits of beryl that are not of gem quality are an important
ore of the metal beryllium. Minerals in the tourmaline group,
found in granite pegmatites and as accessory minerals in
igneous and metamorphic rocks, can also be present in veins
and as a detrital mineral in sediments and sedimentary rock.
Varieties of tourmaline include schorlite, also called black
tourmaline or iron tourmaline, NaFe;B;Al;(OH) 4(Al;SigO,7);
dravite, also called brown tourmaline or magnesium tourma-
line, NaMg,B;AI;(OH),(Al;SicO,7), and elbaite, a lighter-col-
ored, lithium-bearing variety aso called akali tourmaline,
Na,Li5BeAlo(OH)g(Al5SicO2),.
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DARCEY, HENRY PHILIBERT GASPARD
(1803-1858)

French engineer

Henry Philibert Gaspard Darcy (1803-1858) was an accom-
plished French engineer, researcher, and civil servant, who is
credited with building roads, water systems, and railroads. He
is best known for a number of major contributions and
advances in the understanding of fluid flow in pipes, open
channels, and porous media. Darcy was the first researcher to
suspect the existence of the boundary layer in fluid flow. His
work contributed in the development of the Darcy-Weisbach
equation, recognized as the best empirical relation for pipe
flow resistance. Darcy also made major contributions to open
channel flow research and provided the first quantitative
measurements of artesian well flow. An enduring legacy of his
work, Darcy’s Law for flow in porous media, a cornerstone for
several fields of study including ground-water hydrology, soil
physics, and petroleum engineering remains widely used.
Darcy was born on June 10, 1803 in Dijon, France, the
son of a civil servant. In 1821, he entered L'Ecole
Polytechnique in Paris. In 1823 he was admitted to the presti-
gious L' Ecole des Ponts et Chaussee’s (School of Bridges and
Roads) in Paris, where he graduated with a degree in Civil
Engineering in 1826. After graduation, he took a position with
the Corps of Bridges and Roads in Dijon. There, Darcy began
work on a project to develop a system for a safe and adequate
water supply for the city. That effort eventualy resulted in
completion in 1844 of a model, completely enclosed, gravity
driven system that provided water to major buildings and
street hydrants throughout the city. Darcy’s work was so
advanced that it was 20 years before Paris had similar service.
Despite his impressive achievements, Darcy refused to accept
payment for his work as designer and manager of the water
system project. The amount of money Darcy refused would
translate to over a million dollars at modern exchange rates.

Darcy completed numerous other civil works in and
near Dijon including roadways, bridges, sewers, and a rail-
road, passing through Dijon, linking Paris with Lyon, the
largest industria city to the south. His design for the railroad
included a 2.5-mile-long (4 km) tunnel through the mountains
at atime when tunnels of any significant length were consid-
ered unacceptable. However, Darcy had enlisted the aid of a
geologist and mining engineer for a detailed survey of the site
that indicated ideal conditions for constructing a tunnel. He
had conceived the best engineering solution by rejecting an
old generalization (tunnel length) and analyzed the problem
on a site-specific basis. Because of Darcy’s plan, the railroad
passed through Dijon, ensuring the city’s economic future. In
1844, he was awarded the Legion of Honor.

The St. Pierre Basin Fountain was considered a techno-
logical marvel for thetime. Darcy designed separate valves for
controlling an inner and outer ring of jets that allowed varia-
tions in the height of the fountain display. In an 1856 report,
Darcy provided atheoretical analysis and experimental verifi-
cation of the jet flow in this artesian system as a function of
the height of the water system’s two source reservoirs.

In 1848, Darcy was appointed Chief Director for Water
and Pavements in Paris. There he began his systematic study
of turbulent flow in pipes. He made significant advancesin the
design of the Pitot tube, used to measure the flow velocity in
pipes. Those improvements made possible accurate, detailed
measurements of point velocity distributions in pipes, leading
to advances in pipe hydraulics and to his recognition of the
existence of the boundary layer.

In 1855, Darcy returned to Dijon to carry out hisfamous
sand column experiments that ultimately resulted in Darcy’s
law for flow in porous media. For one-dimensional flow, the
law relates the volumetric flow rate to the cross-sectional area
of a tube or column to the drop in hydraulic head over the
length of the flow path, and introduces a proportionality con-
stant for hydraulic conductivity. Subsegquent to his work, engi-
neers and scientists have demonstrated the theoretical basis
and applicability of Darcy’s law in several fields. The law has
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since been generalized to alow for differential solutions, vec-
tor analysis, and unsaturated and multiphase flow.

Darcy died unexpectedly of pneumonia, on January 3,
1858. Heis buried in Dijon.

See also Hydrogeology; Hydrostatic pressure

DARWIN, CHARLES ROBERT (1809-1882)
English naturalist

Charles Robert Darwin is credited with popularizing the con-
cept of organic evolution by means of natural selection.
Though Darwin was not the first naturalist to propose a model
of biological evolution, his introduction of the mechanism of
the “survival of the fittest” and discussion of the evolution of
humans, marked a revolution in both science and natural phi-
losophy.

Darwin was born in Shrewsbury, England and showed
an early interest in the natural sciences, especialy geology.
His father, Robert Darwin, a wealthy physician, encouraged
Charles to pursue studies in medicine at the University of
Edinburg. Darwin soon tired of the subject, and his father sent
him to Cambridge to prepare for a career in the clergy. At
Cambridge, Darwin rekindled his passion for the natural sci-
ences, often devoting more time to socializing with
Cambridge scientists than to his clerical studies. With guid-
ance from his cousin, entomologist William Darwin Fox
(1805-1880), Darwin became increasingly involved in the
growing circle of natural scientists at Cambridge. Fox intro-
duced Darwin to clergyman and biologist John Stevens
Henslow (1796-1861). Henslow became Darwin’s tutor in
mathematics and theology, as well as his mentor in his per-
sonal studies of botany, geology, and zoology. Henslow pro-
foundly influenced Darwin, and it was he who encouraged
Darwin to delay seeking an appointment in the Church of
England in favor of joining an expedition team and venturing
overseas. After graduation, Darwin agreed to an unpaid posi-
tion as naturalist aboard the H.M.S. Beagle. The expedition
team was initially chartered for a three year voyage and sur-
vey of South America's Pacific coastline, but the ship pursued
other ventures after their work was complete and Darwin
remained part of H.M.S. Beagle's crew for five years.

Darwin used his years aboard The Beagle to further his
study of the natural sciences. In South America, Darwin
became fascinated with geology. He paid close attention to
changes in the land brought about by earthquakes and volca-
noes. His observations led him to reject catastrophism (a the-
ory that land forms are the result of single, catastrophic
events), and instead espoused the geological theories of grad-
ual development proposed by English geologist Charles Lyell
(1797-1875) in his 1830 work, Principles of Geology. Yet,
some of his observations in South America did not fit with
Lyell’s theories. Darwin disagreed with Lyell’s assertion that
coral reefs grew atop oceanic volcanoes and rises, and con-
cluded that coral reefs built upon themselves. When Darwin
returned to England in 1836, he and Lyell became good
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friends. Lyell welcomed Darwin’'s new research on coral reefs,
and encouraged him to publish other studies from hisvoyages.

Darwin was el ected afellow of the Geologica Society in
1836, and became amember of the Royal Society in 1839. That
same year, he published his Journal of Researches into the
Geology and Natural History of the Various Countries Visited
by H.M.S. Beagle. Though his achievementsin geology largely
prompted his welcoming into Britain's scientific community,
his research interests began to diverge from the disciplinein the
early 1840s. Discussions with other naturalists prompted
Darwin's increasing interest in population diversity of fauna,
extinct animals, and the presumed static nature of species.
Again, he turned to notes of his observations and various spec-
imens he gathered while on his prior expedition. The focus of
his new studies was the Galdpagos slands off the Pacific coast
of Ecuador. While there, Darwin was struck by the uniqueness
of the idand’s tortoises and birds. Some neighboring islands
had animal populations that were largely similar to that of the
continent, while others had seemingly different variety of
species. After analyzing finch specimens from the Galapagos,
Darwin concluded that species must have some means of trans-
mutation, or ability of a speciesto ater over time. Darwin thus
proposed that as species modified, and as old species disap-
peared, new varieties could be introduced. Thus, Darwin pro-
posed an evolutionary model of animal populations.
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The idea of organic evolution was not novel. French
naturalist, Georges Buffon (1707-1788) had theorized that
species were prone to development and change. Darwin’s own
grandfather, Erasmus Darwin, also published research regard-
ing the evolution of species. Although the theoretical concept
of evolution was not new, it remained undeveloped prior to
Charles Darwin. Just as he had done with Lyell’s geologica
theory, Darwin set about to further the understanding of evo-
lution not merely as a philosophical concept, but as a practical
scientific model for explaining the diversity of species and
populations. His major contribution to the field was the intro-
duction of a mechanism by which evolution was accom-
plished. Darwin believed that evolution was the product of an
ongoing struggle of species to better adapt to their environ-
ment, with those that were best adapted surviving to reproduce
and replace less-suited individuals. He called this phenome-
non “survival of the fittest,” or natural selection. In this way,
Darwin believed that traits of maximum adaptability were
transferred to future generations of the animal population,
eventually resulting in new species.

Darwin finished an extensive draft of his theories in
1844, but lacked confidence in his abilities to convince others
of the merits of his discoveries. Years later, prompted by
rumors that a colleague was about to publish atheory similar
to his own, Darwin decided to release his research. On the
Origin of Secies by Means of Natural Selection, or The
Preservation of Favoured Races in the Sruggle for Life was
published November 1859, and became an instant bestseller.

A common misconception is that On the Origin of
Secies was the introduction of the concept of human evolu-
tion. In fact, a discussion of human antiquity is relatively
absent from the book. Darwin did not directly addresstherela-
tionship between animal and human evolution until he pub-
lished The Descent of Man, and Selection in Relation to Sex in
1871. Darwin introduced not only a model for the biological
evolution of man, but also attempted to chart the process of
man'’s psychological evolution. He further tried to break down
the barriers between man and animals in 1872, with his work
The Expression of the Emotions in Man and Animals. By
observing facial features and voice sounds, Darwin asserted
that man and non-human animals exhibited signs of emotion
insimilar ways. In the last years of his career, Darwin took the
concept of organic evolution to itslogical end by applying nat-
ural selection and specialization to the plant kingdom.

Darwin’s works on evolution met with both debate from
the scientific societies, and criticism from some members of the
clergy. On the Origin of Species and The Descent of Man were
both published at atime of heightened religious evangelicalism
in England. Though willing to discuss his theories with col-
leagues in the sciences, Darwin refrained from participating in
public debates concerning his research. In the last decade of his
life, Darwin was disturbed about the application of his evolu-
tionary models to socia theory. By most accounts, he consid-
ered the emerging concept of the social and cultura evolution
of men and civilizations, which later became known as Socid
Darwinism, to be a grievous misinterpretation of his works.
Regardless of his opposition, he remained publicly taciturn
about the impact his scientific theories on theology, scientific

methodology, and social theory. Closely guarding his privacy,
Darwin retired to his estate in Down. He died at Down House
in 1882. Though his wishes were to receive an informal burial,
Parliament immediately ordered a state burial for the famous
naturalist at Westminster Abby. By the time of his death, the
scientific community had largely accepted the arguments favor-
ing his theories of evolution. Although the later discoveriesin
genetics and molecular biology radicaly refined and reinter-
preted Darwin’s evolutionary mechanisms, evolutionary theory
isthe key and unifying theory in all biological science.

See also Evolution, evidence of; Evolutionary mechanisms

DATING METHODS

Dating techniques are procedures used by scientists to deter-
mine the age of a specimen. Relative dating methods tell only
if one sample is older or younger than another sample;
absolute dating methods provide a date in years. The latter
have generally been available only since 1947. Many absolute
dating techniques take advantage of radioactive decay,
whereby a radioactive form of an element is converted into
another radioactive isotope or non-radioactive product at a
regular rate. Others, such as amino acid racimization and
cation-ratio dating, are based on chemical changes in the
organic or inorganic composition of a sample. In recent years,
afew of these methods have undergone continual refinement
as scientists strive to develop the most accurate dating tech-
nigques possible.

Relative dating methods determine whether one sample
is older or younger than another. They do not provide an age
in years. Before the advent of absolute dating methods, nearly
al dating was relative. The main relative dating method is
stratigraphy.

Stratigraphy isthe study of layers of rocks or the objects
embedded within those layers. It is based on the assumption
(which, except at unconformities, nearly aways holds true)
that deeper layers were deposited earlier, and thus are older
than more shallow layers. The sequentia layers of rock repre-
sent sequential intervals of time. Although these units may be
sequential, they are not necessarily continuous due to ero-
siona removal of some intervening units. The smallest of
these rock units that can be matched to a specific timeinterval
iscalled abed. Beds that are related are grouped together into
members, and members are grouped into formations.

Seriation is the ordering of objects according to their
age. Itisarelative dating method. In alandmark study, archae-
ologist James Ford used seriation to determine the chronolog-
ical order of American Indian pottery stylesin the Mississippi
Valley. Artifact styles such as pottery types are seriated by ana-
lyzing their abundances through time. This is done by count-
ing the number of pieces of each style of the artifact in each
stratigraphic layer and then graphing the data. A layer with
many pieces of aparticular style will be represented by awide
band on the graph, and a layer with only a few pieces will be
represented by anarrow band. The bands are arranged into bat-
tleship-shaped curves, with each style getting its own curve.
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The curves are then compared with one another, and from this
the relative ages of the styles are determined. A limitation to
this method is that it assumes al differences in artifact styles
aretheresult of different periods of time, and are not due to the
immigration of new cultures into the area of study.

The term faunal dating refersto the use of animal bones
to determine the age of sedimentary layers or objects such as
cultural artifacts embedded within those layers. Scientists can
determine an approximate age for alayer by examining which
species or genera of animals are buried in it. The technique
works best if the animals belonged to species that evolved
quickly, expanded rapidly over alarge area, or suffered a mass
extinction. In addition to providing rough absolute dates for
specimens buried in the same stratigraphic unit as the bones,
faunal analysis can also provide relative ages for objects
buried above or below the fauna-encasing layers.

Each year seed-bearing plants release large numbers of
pollen grains. This process results in a “rain” of pollen that
falls over many types of environments. Pollen that ends up in
lakebeds or peat bogs is the most likely to be preserved, but
pollen may also become fossilized in arid conditionsif the soil
is acidic or cool. Scientists can develop a pollen chronology,
or calendar, by noting which species of pollen were deposited
earlier in time, that is, residue in deeper sediment or rock lay-
ers, than others. A pollen zone is a period of time in which a
particular species is much more abundant than any other
species of thetime. In most cases, this a so reveals much about
the climate of the period, because most plants only thrive in
specific climatic conditions. Changes in pollen zones can also
indicate changes in human activities such as massive defor-
estation or new types of farming. Pastures for grazing live-
stock are distinguishable from fields of grain, so changes in
the use of the land over time are recorded in the pollen history.
The dates when areas of North America were first settled by
immigrants can be determined to within a few years by look-
ing for the introduction of ragweed pollen.

Pollen zones are trandated into absolute dates by the
use of radiocarbon dating. In addition, pollen dating provides
relative dates beyond the limits of radiocarbon (40,000 years),
and can be used in some places where radiocarbon dates are
unobtainable.

Fluorine is found naturally in ground water. This water
comes in contact with skeletal remains under ground. When
this occurs, the fluorine in the water saturates the bone, chang-
ing the mineral composition. Over time, more and more fluo-
rine incorporates itself into the bone. By comparing the
relative amounts of fluorine composition of skeletal remains,
one can determine whether the remains were buried at the
same time. A bone with a higher fluorine composition has
been buried for alonger period of time.

Absolute dating is the term used to describe any dating
technique that tells how old a specimen isin years. These are
generally analytical methods, and are carried out in a labora-
tory. Absolute dates are also relative dates, in that they tell
which specimens are older or younger than others. Absolute
dates must agree with dates from other relative methods in
order to be valid.

This dating technique of amino acid racimization was
first conducted by Hare and Mitterer in 1967, and was popu-
lar in the 1970s. It requires a much smaller sample than radio-
carbon dating, and has a longer range, extending up to a few
hundred thousand years. It has been used to date coprolites
(fossilized feces) as well as fossil bones and shells. These
types of specimens contain proteins embedded in a network of
minerals such as calcium.

Amino acid racimization is based on the principle that
amino acids (except glycine, a very simple amino acid) exist
in two mirror image forms called stereoisomers. Living organ-
isms (with the exception of some microbes) synthesize and
incorporate only the L-form into proteins. This means that the
ratio of the D-form to the L-form is zero (D/L=0). When these
organisms die, the L-amino acids are slowly converted into D-
amino acids in a process called racimization. This occurs
because protons (H+) are removed from the amino acids by
acids or bases present in the buria environment. The protons
are quickly replaced, but will return to either side of the amino
acid, not necessarily to the side from which they came. This
may form a D-amino acid instead of an L— amino acid. The
reversible reaction eventually creates equal amounts of L—and
D-forms (D/L=1.0).

The rate at which the reaction occurs is different for
each amino acid; in addition, it depends upon the moisture,
temperature, and pH of the postmortem conditions. The higher
the temperature, the faster the reaction occurs, so the cooler the
buria environment, the greater the dating range. The burial
conditions are not always known, however, and can be difficult
to estimate. For this reason, and because some of the amino
acid racimization dates have disagreed with dates achieved by
other methods, the technique is no longer widely used.

Cation-ratio dating is used to date rock surfaces such as
stone artifacts and cliff and ground drawings. It can be used to
obtain dates that would be unobtainable by more conventional
methods such as radiocarbon dating. Scientists use cation-ratio
dating to determine how long rock surfaces have been
exposed. They do this by chemically analyzing the varnish
that forms on these surfaces. The varnish contains cations,
which are positively charged atoms or molecules. Different
cations move throughout the environment at different rates, so
the ratio of different cations to each other changes over time.
Cation ratio dating relies on the principle that the cation ratio
(K++Ca2+)/Ti4+ decreases with increasing age of a sample. By
calibrating these ratios with dates obtained from rocks from a
similar microenvironment, a minimum age for the varnish can
be determined. This technique can only be applied to rocks
from desert areas, where the varnish is most stable.

Although cation-ratio dating has been widely used,
recent studies suggest it has potential errors. Many of the dates
obtained with this method are inaccurate due to improper
chemical analyses. In addition, the varnish may not actually be
stable over long periods of time.

Thermoluminescence dating is very useful for determin-
ing the age of pottery. Electrons from quartz and other miner-
asin the pottery clay are bumped out of their normal positions
(ground state) when the clay is exposed to radiation. This radi-
ation may come from radioactive substances such as uranium,
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Scientist using a spectrograph to determine the age of a sample. © Roger Ressmeyer/Corbis. Reproduced by permission.

present in the clay or burial medium, or from cosmic radiation.
When the ceramic is heated to a very high temperature (over
932°F [500°C]), these electrons fall back to the ground state,
emitting light in the process and resetting the “clock” to zero.
The longer the radiation exposure, the more electrons get
bumped into an excited state. With more electrons in an
excited state, more light is emitted upon heating. The process
of displacing electrons begins again after the object cools.
Scientists can determine how many years have passed since a
ceramic was fired by heating it in the laboratory and measur-
ing how much light is given off. Thermoluminescence dating
has the advantage of covering the time interval between radio-
carbon and potassium-argon dating, or 40,000-200,000 years.
In addition, it can be used to date materials that cannot be
dated with these other two methods.

Optically stimulated luminescence (OSL) has only been
used since 1984. It is very similar to thermoluminescence dat-
ing, both of which are considered “clock setting” techniques.
Mineras found in sediments are sensitive to light. Electrons
found in the sediment grains leave the ground state when
exposed to light, called recombination. To determine the age
of sediment, scientists expose grains to a known amount of
light and compare these grains with the unknown sediment.
This technique can be used to determine the age of unheated

sediments less than 500,000 years old. A disadvantage to this
technique is that in order to get accurate results, the sediment
to be tested cannot be exposed to light (which would reset the
“clock™), making sampling difficult.

The absolute dating method utilizing tree ring growth is
known as dendrochronology. It is based on the fact that trees
produce one growth ring each year. Narrow rings grow in cold
and/or dry years, and wide rings grow in warm years with
plenty of moisture. The rings form a distinctive pattern, which
is the same for al members in a given species and geographi-
cal area. The patterns from trees of different ages (including
ancient wood) are overlapped, forming a master pattern that
can be used to date timbers thousands of years old with ares-
olution of one year. Timbers can be used to date buildings and
archaeological sites. In addition, tree rings are used to date
changes in the climate such as sudden cool or dry periods.
Dendrochronology has arange of oneto 10,000 years or more.

As previously mentioned, radioactive decay refersto the
process in which aradioactive form of an element is converted
into a decay product at a regular rate. Radioactive decay dat-
ing is not a single method of absolute dating but instead a
group of related methods for absolute dating of samples.

Potassium-argon dating relies on the fact that when vol-
canic rocks are heated to extremely high temperatures, they
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release any argon gastrapped in them. Asthe rocks cool, argon-
40 (“0Ar) beginsto accumulate. Argon-40 isformed in the rocks
by the radioactive decay of potassium-40 (4°K). The amount of
40Ar formed is proportional to the decay rate (half-life) of 4K,
which is 1.3 billion years. In other words, it takes 1.3 billions
years for haf of the 4K originally present to be converted into
40Ar. This method is generally only applicable to rocks greater
than three million years old, athough with sensitive instru-
ments, rocks several hundred thousand years old may be dated.
The reason such old material is required is that it takes a very
long time to accumul ate enough 4°Ar to be measured accurately.
Potassium-argon dating has been used to date volcanic layers
above and below fossils and artifacts in east Africa.

Radiocarbon dating is used to date charcoal, wood, and
other biological materials. The range of conventional radio-
carbon dating is 30,00040,000 years, but with sensitive
instrumentation, this range can be extended to 70,000 years.
Radiocarbon (14C) isaradioactive form of the element carbon.
It decays spontaneously into nitrogen-14 (4N). Plants get
most of their carbon from the air in the form of carbon diox-
ide, and animals get most of their carbon from plants (or from
animals that eat plants). Relative to their atmospheric propor-
tions, atoms of 4C and of a non-radioactive form of carbon,
12C, are equally likely to be incorporated into living organ-
isms. While aplant or animal isalive, theratio of 4C/12C inits
body will be nearly the same as the 14C/12C ratio in the atmos-
phere. When the organism dies, however, its body stopsincor-
porating new carbon. Theratio will then begin to change asthe
14C in the dead organism decays into 4N. The rate at which
this process occurs is called the haf-life. This is the time
required for half of the 14C to decay into 4N. The haf-life of
14C is 5,730 years. Scientists can estimate how many years
have elapsed since an organism died by comparing the 14C/12C
ratio in the remains with the ratio in the atmosphere. This
allows them to determine how much 4C has formed since the
death of the organism.

One of the most familiar applications of radioactive dat-
ing is determining the age of fossilized remains, such as
dinosaur bones. Radioactive dating is also used to authenticate
the age of rare archaeological artifacts. Because items such as
paper documents and cotton garments are produced from plants,
they can be dated using radiocarbon dating. Without radioactive
dating, a clever forgery might be indistinguishable from a red
artifact. There are some limitations, however, to the use of this
technique. Samples that were heated or irradiated at some time
may yield by radioactive dating an age less than the true age of
the object. Because of this limitation, other dating techniques
are often used along with radioactive dating to ensure accuracy.

Accurate radiocarbon dating is that diagenic (after
death) demands consideration regarding potential contamina-
tion of a specimen and a proper application of changesin the
14C/22C ratio in the atmosphere over time. 14C levels can be
measured in tree rings and used to correct for the 14C/12C ratio
in the atmosphere at the time the organism died, and can even
be used to calibrate some dates directly. Although the magni-
tude of change of the 4C/12C ratio sometimes stirs contro-
versy, with proper calibration and correction, radiocarbon
dating correlates well with other dating techniques and con-
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sistently proves to be an accurate dating technique—espe-
cialy for Pleistocene and Holocene period analysis.

Uranium series dating techniques rely on the fact that
radioactive uranium and thorium isotopes decay into a series
of unstable, radioactive “daughter” isotopes; this process con-
tinues until a stable (non-radioactive) lead isotope is formed.
The daughters have relatively short half-lives ranging from a
few hundred thousand years down to only a few years. The
“parent” isotopes have half-lives of severd billion years. This
provides a dating range for the different uranium series of a
few thousand years to 500,000 years. Uranium series have
been used to date uranium-rich rocks, deep-sea sediments,
shells, bones, and teeth, and to calculate the ages of ancient
lakebeds. The two types of uranium series dating techniques
are daughter deficiency methods and daughter excess methods.

In daughter deficiency situations, the parent radioiso-
tope is initially deposited by itself, without its daughter (the
isotope into which it decays) present. Through time, the parent
decays to the daughter until the two are in equilibrium (equa
amounts of each). The age of the deposit may be determined
by measuring how much of the daughter has formed, provid-
ing that neither isotope has entered or exited the deposit after
itsinitial formation. Carbonates may be dated this way using,
for example, the daughter/parent isotope pair protactinium-
231/uranium-235 (231Pa/235U). Living mollusks and corals will
only take up dissolved compounds such as isotopes of ura-
nium, so they will contain no protactinium, which isinsoluble.
Protactinium-231 begins to accumulate via the decay of 235U
after the organism dies. Scientists can determine the age of the
sample by measuring how much 231Pa is present and cal culat-
ing how long it would have taken that amount to form.

In the case of daughter excess, a larger amount of the
daughter is initially deposited than the parent. Non-uranium
daughters such as protactinium and thorium are insoluble, and
precipitate out on the bottoms of bodies of water, forming
daughter excesses in these sediments. Over time, the excess
daughter disappears asit is converted back into the parent, and
by measuring the extent to which this has occurred, scientists
can date the sample. If the radioactive daughter is an isotope
of uranium, it will dissolve in water, but to a different extent
than the parent; the two are said to have different solubilities.
For example, 234U dissolves more readily in water than its par-
ent, 238U, so lakes and oceans contain an excess of this daugh-
ter isotope. This excess is transferred to organisms such as
mollusks or corals, and is the basis of 234U/238U dating.

Some volcanic minerals and glasses, such as obsidian,
contain uranium-238 (28U). Over time, these substances
become “scratched.” The marks, called tracks, are the damage
caused by the fission (splitting) of the uranium atoms. When
an atom of 238U gplits, two “daughter” atoms rocket away from
each other, leaving in their wake tracks in the material in
which they are embedded. The rate at which this process
occursis proportional to the decay rate of 238U. The decay rate
is measured in terms of the half-life of the element, or the time
it takes for half of the element to split into its daughter atoms.
The half-life of 238U is 4.47x10° years.

When the mineral or glass is heated, the tracks are
erased in much the same way cut marks fade away from hard
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candy that is heated. This process sets the fission track clock
to zero, and the number of tracks that then form are a measure
of the amount of time that has passed since the heating event.
Scientists are able to count the tracks in the sample with the
aid of a powerful microscope. The sample must contain
enough 238U to create enough tracks to be counted, but not
contain too much of the isotope, or there will be a jumble of
tracks that cannot be distinguished for counting. One of the
advantages of fission track dating is that it has an enormous
dating range. Objects heated only a few decades ago may be
dated if they contain relatively high levels of 238U; conversely,
some meteorites have been dated to over a billion years old
with this method.

Although certain dating techniques are accurate only
within certain age ranges, whenever possible, scientists
attempt to use multiple methods to date specimens.
Correlation of dates via different dating methods provides a
highest degree of confidence in dating.

See also Evolution, evidence of; Fossil record; Fossils and
fossilization; Geologic time; Historical geology

DAvis, WILLIAM MORRIS (1850-1934)

American geologist

William Morris Davis was a geographer, meteorologist, and
geologist who devised a relative method of determining the
age of a river system. Davis method of landscape analysis
considered the cyclical nature of erosion and the subsequent
uplift of the surrounding land in order to determine the age of
the river in relation to its surroundings.

Davis was born in Philadelphia, Pennsylvania into the
city’s socia elite. His grandmother was Lucretia Mott, the
famous abolitionist. William Morris Davis bore the name of
his uncle, a congressman. Davis spent many of his childhood
summers in the farmlands of Pennsylvania, which instilled in
him a deep interest in natural history. This interest spurred
Davis to study at the Lawrence Scientific School of Harvard
University. After his graduation in 1869, he pursued amaster’s
degree in mining engineering, also at Harvard. Davis
embarked on a tour of the mining districts of the Lake
Superior region with Raphael Pumpelly during the summer of
18609. Later in the same summer, Davis helped Josiah Dwight
Whitney conduct fieldwork in the Rocky Mountains. In 1870,
Davis accompanied one of his former teachers, Benjamin
Gould, to Argentina for the purpose of organizing an astro-
nomical observatory. Davis remained in Cordoba for two and
a half years assisting Gould with the observatory and under-
taking meteorological work. Davis then returned to
Philadel phia after experiencing differences with Gould.

Davislater became aninstructor at Harvard, but initially
struggled to interest his students. He commenced a lifelong
career in research and writing in 1882. In the 1880s, Davis
received notice for his work in geology and meteorology, but
was internationally known for his research in physical geog-
raphy. Davis turned out many articles on the Triassic forma-
tion of the Connecticut River Valley and on meteorological

topics. In 1889, Davis wrote a paper on “The Rivers and
Valleys of Pennsylvania” In this paper, Davis introduced the
cycle for river system formations that was reiterated in many
more of his works. Davis believed that running water is the
single most important agent in creating landscapes. At the
beginning of his erosion cycle, rivers are small, shalow
streams, the result of imperfect drainage of the surrounding
topography. With time, the streams carve out deeper channels,
widen, and contributing tributaries form. These tributaries, in
turn, bring in more and more water creating larger, more pow-
erful waterways. Waterfalls are caused by the contrast of hard-
ness of the rocks as they are worn back. Side-streams then
form their own valleys and the valley slopes increase as more
soil is carried downstream. At maturity, the river has a system
of headwater branches that gnaw at the uplands, which in turn
widen the rivers. The surrounding mountains then slowly
erode over time. This erosion deposits alarge amount of sedi-
ment into the rivers. This causes the rivers to become increas-
ingly sluggish and the tributaries dwindle as the flow of water
slows. The cycle then begins again when another episode of
uplift rejuvenates the river systems. Davis, who was influ-
enced by the English scientist Charles Darwin’s organic evo-
lutionary theories, determined the relative age of the river
system by discerning its place in the erosion cycle and thus,
proposed a cyclical nature to the evolution of the landscape.

Davis published the textbook, Elementary Meteorology
(1894), which waswidely used in colleges. Other relevant sci-
entific literature published by Davis includes: Elementary
Physical Geography (1902), Geographical Essays (1909), The
Lesser Antilles (1926), and The Coral Reef Problem (19