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FROM THE SERIES EDITOR

 In 1988, when the RiMG series was called the "Reviews in Mineralogy," Volume 
18, Spectroscopic Methods in Mineralogy and Geology, edited by Frank Hawthorne, 
was published. Although there were many texts in the field of spectroscopy at that 
time, very few had a slant toward geological materials and virtually none stressed the 
integrated, multitechnique approach necessary for use in geochemical and geophysical 
problems. Volume 18 provided a timely review of cutting-edge spectroscopic techniques 
beginning to be used in Earth sciences and became an essential resource to many 
scientists and educators for the past two decades.  

 Sixty RiMG volumes later, Grant Henderson, Daniel Neuville, and Bob Downs 
have taken up the task to provide an up-to-date, 21st century perspective of the spectro-
scopic and microscopic techniques that are continuing to be developed and used in the 
Earth and materials sciences. One will find that the now "familiar" techniques intro-
duced in Volume 18 have advanced significantly and are more powerful than ever and 
that there are many new techniques available for probing the secrets of Earth materials. 
Considering how rapidly this field continues to grow, it wouldn't be surprising to see 
another RiMG "Spectroscopic Methods" volume published in 20 years!  

 All supplemental materials associated with this volume can be found at the MSA 
website. Errata will be posted there as well. 

Jodi J. Rosso, Series Editor
Richland, Washington

February 2014

PREFACE

Spectroscopy is the study of the interaction between matter and radiation and spectroscopic 
methods measure this interaction by measuring the radiative energy of the interaction in 
terms of frequency or wavelength or their changes. A variety of spectroscopic methods saw 
their first applications in mineralogical studies in the early 1960s and 1970s and since then 
have flourished where today they are routinely employed to probe both the general nature of 
mineralogical and geochemical processes as well as more atom specific interactions. In 1988, 
a Reviews in Mineralogy volume (Volume 18) was published on Spectroscopic Methods in 
Mineralogy and Geology by Frank Hawthorne (ed). The volume introduced the reader to a 
variety of spectroscopic techniques that, up to that time, were relatively unknown to most of 
the mineralogical and geochemical community. The volume was a great success and resulted 



iv

in many of these techniques becoming main stream research tools. Since 1988, there have 
been many significant advances in both the technological aspects of these techniques and 
their applications to problems in Earth Sciences in general while the range and breadth of the 
techniques currently employed have greatly expanded since those formative years. The current 
volume compliments the original volume and updates many of the techniques. In addition, 
new methods such as X-ray Raman and Brillouin spectroscopy have been added, as well as 
non-spectroscopic chapters such as Transmission Electron Microscopy (TEM) and Atomic 
Force Microscopy (AFM) for completeness.

The first chapter by Lavina et al. introduces the reader to current X-ray diffraction 
methods, while those of Newville and Henderson et al. separately cover the widely used 
techniques of EXAFS and XANES. The new in situ high-pressure technique of X-ray Raman 
is covered in the chapter by Lee et al. There is an emphasis in all these chapters on synchrotron 
based methods which continues in the Luminescence chapter by Waychunas. Chapters on high 
resolution TEM and its associated spectroscopies, and X-ray photoelectron spectroscopy are 
covered by Brydson et al., and Nesbitt and Bancroft, respectively. The study of mineral surfaces 
by Atomic Force Microscopy has been covered by Jupille. UV/Vis and IR spectroscopies 
are described in the chapters by Rossman, Clark et al., Della Ventura et al., and Hofmeister. 
Rossman’s chapter covers the basics of UV/Vis while Clark et al. describes the detection of 
materials in the Solar system utilizing UV and IR methods. Synchrotron-based IR imaging is 
covered by Della Ventura et al. and errors and uncertainties associated with IR and UV/Vis 
data are covered in the chapter by Hofmeister. Photon/phonon interactions such as Raman and 
Brillouin are outlined by Neuville et al. and Speziale et al. The latter technique is relatively 
new outside the fields of condensed matter and mineral physics but is gaining increasing use 
as interest in elastic properties and anomalous behaviors at high pressure continues to grow. 
The chapters by Stebbins and Xue, and Pan and Nilges outline the current status of magnetic 
resonance methods such as NMR and EPR, respectively. Finally the last three chapters have 
been included for completeness and cover the basics of the theoretical simulations that are 
carried out to investigate phases beyond accessible experimental pressure-temperature ranges, 
as well as aiding in the interpretation of experimental spectra (Jahn and Kowalski), the high 
pressure methods that are now commonly employed for many spectroscopic studies (Shen 
and Wang) and finally a chapter on methods used in high-temperature melt and crystallization 
studies (Neuville et al.).

This volume is the cumulative effort of many people whom we gratefully thank, especially 
the authors of the chapters for their contributions and the reviewers for their comments and 
suggestions. We thank the series editor Jodi Rosso for all her work and Joel Dyon for the cover 
image. GSH especially thanks G. Michael Bancroft for his help as the “go to” reviewer when 
a quick turnaround was essential. With 20 different groups of authors from all over the world 
(Canada, England, France, Germany, Italy, Japan, Korea, Netherlands, USA) and with varying 
abilities to adhere to deadlines, it has been a long process and we thank all the authors for their 
patience during this time.

Grant S. Henderson
University of Toronto, Canada

Daniel R. Neuville
IPGP-CNRS, France

Robert T. Downs
University of Arizona, U.S.A.
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INTRODUCTION

A century has passed since the first X-ray diffraction experiment (Friedrich et al. 
1912). During this time, X-ray diffraction has become a commonly used technique for the 
identification and characterization of materials and the field has seen continuous development. 
Advances in the theory of diffraction, in the generation of X-rays, in techniques and data 
analysis tools changed the ways X-ray diffraction is performed, the quality of the data analysis, 
and expanded the range of samples and problems that can be addressed. X-ray diffraction 
was first applied exclusively to crystalline structures idealized as perfect, rigid, space and 
time averaged arrangements of atoms, but now has been extended to virtually any material 
scattering X-rays. Materials of interest in geoscience vary greatly in size from giant crystals 
(meters in size) to nanoparticles (Hochella et al. 2008; Waychunas 2009), from nearly pure 
and perfect to heavily substituted and poorly ordered. As a consequence, a diverse range of 
modern diffraction capabilities is required to properly address the problems posed. The time 
and space resolution of X-ray diffraction now reaches to nanoseconds and tens of nanometers. 
Time resolved studies are used to unravel the mechanism and kinetics of mineral formation 
and transformations. Non-ambient conditions such as extreme pressure and temperature are 
created in the laboratory to investigate the structure and properties of the Earth’s deep interior 
and the processes that shape the planet.

This chapter is not intended to be comprehensive or detailed, because diffraction is such 
a vast subject. We will, however, summarize the principles of diffraction theory under the 
assumption that the reader is familiar with basic concepts of the crystalline state. We will 
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briefly review the basics of diffraction techniques, using laboratory and synchrotron X-ray 
sources and highlight some of their applications in geoscience. For briefness, we will omit the 
discussion of structure solution as most of experiments in the geosciences are performed on 
materials of known structure.

General resources for crystallographers include the International Tables for 
Crystallography (2006), a comprehensive learning and working resource including symmetry 
and properties of crystals, theory and practice of most techniques as well as tables of symmetry 
elements and mathematical, physical and chemical parameters. A thorough presentation of the 
theory of diffraction can be found in Fundamentals of Crystallography (Giacovazzo 2011), 
while other noteworthy books include Boisen and Gibbs (1985), Stout and Jensen (1989), 
Warren (1990), Ladd and Palmer (2003), Blake and Clegg (2009), and Glusker and Trueblood 
(2010). The websites CCP14 and SINCRIS list and link most of the available crystallographic 
software; useful crystallographic tools can be found at the Bilbao Crystallographic server 
(Aroyo et al. 2006a,b). Crystal structure databases of minerals include the open access 
American Mineralogist Crystal Structure Database (Downs and Hall-Wallace 2003), and the 
Crystallographic and Crystallochemical Database for Minerals and their Structural Analogues 
of the Russian Academy of Science (MINCRYST, Chichagov et al. 2001). Resources for 
inorganic crystal structures in general include the Crystallographic Open Database (Gražulis 
et al. 2012), the Inorganic Crystal Structure Database (ICSD) and the Cambridge Structural 
Database (CSD).

GENERAL ASPECTS 

Brief introduction to X-ray diffraction theory

Most X-ray diffraction techniques rely exclusively on the portion of X-rays elastically 
scattered by electrons (Thomson scattering). The diffraction event can be visualized as 
a consequence of the interaction between electromagnetic radiation and electrons. The 
electromagnetic radiation enters the material with a certain frequency and the electrons in 
the material “ride the waves”, oscillating in the direction of the polarization of the incident 
light. Since an accelerating electron in turn creates electromagnetic radiation, the oscillating 
electrons in the material give off light in spherical distributions, all with the frequency of the 
oscillating electrons. The transfer of energy from the incident light into the oscillation of the 
electrons takes place by decreasing the intensity of the incident X-rays. In order for X-rays to 
be diffracted, namely to be spherically scattered and then experience constructive interactions 
in particular directions, they have to interact with a material showing a periodicity in the 
distribution of electrons comparable to the X-ray wavelength (λ). The wavelength of X-rays, 
ranging from 0.1 to 100 Å (equivalent to energies of about 120 to 0.1 keV) is in the range of 
interatomic distances or unit cell sizes, and therefore diffraction can be produced by the elastic 
interaction of X-rays with matter having some degree of ordering.

X-rays are scattered by electrons, and as a consequence the scattering power of an atom 
is correlated to its number of electrons. Due to the interference between scattered waves 
from different portions of the electronic cloud of an atom, the effective scattering intensity, 
or scattering factor, decreases with the scattering angle (Fig. 1). Interference effects are 
greater with increasing distance from the atom center; outer-shell electrons contribution to 
the scattered wave decreases more rapidly in comparison to inner electrons contribution with 
increasing scattering angle. For most applications, the distribution of electrons around nuclei 
is considered spherical, and so is the scattering factor. Tables of the calculated scattering 
factors for neutral atoms ideally at rest can be found in Brown et al. (2006b). Atoms constantly 
vibrate about their equilibrium positions. The amplitudes of vibration have two components, 
there is a quantum effect, known as zero-point motion, due to the uncertainty principle, while 
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above 0 K atoms undergo thermal vibrations around their average positions (Downs 2000). 
Furthermore, different atoms, e.g., Si and Al, may occupy a single crystallographic site but in 
slightly different locations, and this creates a smear in the average electron density known as 
static displacement. Static and dynamic disorders are represented in the description of a crystal 
structure with atomic displacement parameters (ADP). The positional disorder of an atom, 
whether static or dynamic, has the effect of increasing the average volume of the electron 
cloud and therefore decreases the scattering amplitude (Fig. 1). For practical purposes, the 
most important facts related to the scattering factors are: i) the Z dependence of the scattering 
power makes atoms with similar atomic numbers virtually undistinguishable by means of 
X-ray diffraction; ii) the diffracted signal decreases with the scattering angle, therefore X-ray 
diffraction peaks at high scattering angles are on average weak; iii) the latter effect is increased 
by static and dynamic positional disorder.

Bragg’s description of diffraction by a crystal, although not physical, is useful to explain 
X-ray diffraction in an intuitive way and to provide a mathematical method for computing 
diffraction directions. In Bragg’s representation, diffraction is described as the reflection of 
an X-ray beam by crystallographic planes defined by indices hkl. Incident waves reflected by 
equivalent planes with characteristic separation dhkl are in phase if the difference in their travel 
(2∆ in Fig. 2) is equal to an integral number of wavelengths, n:

2 sin (1)hkl hkld nθ = λ

The d-spacing of the set of planes generating a diffraction peak may be easily calculated from 
observed diffraction angles, provided the wavelength is known, using the Bragg equation. The 
minimum d-spacing measured in an experiment defines the resolution. From Bragg equation, it 
appears that if an experiment imposes small maximum 2θ, as is often the case in non-ambient 
experiments, the use of incident radiation with short wavelength improves the resolution.

A very useful representation of the translational symmetry of a crystal is given by the 
reciprocal lattice, which is derived from the direct lattice as the set of vectors with directions 
normal to lattice planes (h k l) and lengths of 1/dhkl. The reciprocal lattice allows a simple 

Figure 1. The atomic scattering factor for an ideal point-like atom is constant. The volume of a real atom, 
however, causes the scattering factor to decrease substantially with the scattering angle (solid curve), an 
effect that is increased for atoms in motion as shown by dotted curves calculated for two values of the 
displacement parameter B.
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visualization of diffraction conditions by the Ewald construction (Ewald 1921) shown in 
Figure 3. The origin of the reciprocal lattice (O) is set at the intersection of a sphere of radius 
1/λ, the Ewald sphere, with the incident beam passing through the center of the sphere (C). It 
is easy to verify that for any reciprocal vector intersecting the Ewald sphere, the angle at the 
vertex of the isosceles triangle OĈR in Figure 3 equals 2θ, and therefore Bragg’s equation, 
i.e., the diffraction condition, is satisfied when a reciprocal lattice node intersects the Ewald 
sphere. Using Ewald’s sphere we can readily notice that the wavelength defines the maximum 
resolution: d*

max = 1/dmin = 2/λ, the sphere of radius 2/λ is indeed called the limiting sphere. 
The value of d*

max = 2/λ is imposed by Equation (1) since the scattering angle cannot exceed 
2θ = 180°.

The intensity of a diffracted beam is a function of the technique (formulation for powder 
and single crystal monochromatic techniques will be given later), instrumental parameters (e.g., 
intensity of the source) and composition and crystal structure of the specimen. As mentioned 
earlier, the objects scattering X-rays are electrons, and so it follows that the intensity of a 
diffracted beam depends on the electron density distribution within the crystal. In ordered (in 

Figure 2. Bragg’s representation of the diffraction condition  
as the reflection of X-rays by lattice planes (h k l).

Figure 3. Ewald representation of the 
diffraction condition. O: origin of the 
reciprocal lattice, C: center of the Ewald 
sphere, R: reciprocal node positional 
vector of length 1/d. Only the nodes 
of the reciprocal space falling within a 
radius 2/d may be placed, upon crystal 
rotation, on the surface of the Ewald 
sphere and be measured.
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a crystalline sense) materials, only the electron density within the asymmetric part of the unit 
cell needs to be considered and it can be represented with a set of atomic positions, scattering 
factors and displacement parameters. The scattering power of a crystal in the direction of a 
diffraction peak is given by the structure factor, Fhkl:

( )2 ( )

1 1

exp 2 (2)
N N

i h r
hkl j j j j j

j j

f e f i hx ky lzπ ⋅

= =

 = = π + + ∑ ∑




F

where hkl are the reflection indices, j indicates an atom in the unit cell with scattering factor 
fj (which includes thermal vibrations), i is the imaginary number, 



h and 


r  are the interplanar 
vector and the positional vectors, and x, y, z are the atomic fractional coordinates. The complex 
term 2πi(hxj +kyj +lzj) may be viewed as the difference in phase between the atomic position 
and the origin of the unit cell. The electron density distribution may be calculated from values 
of the structure factors through Fourier transform. However, because only the amplitude of 
the scattering factors and not their phase can be measured, the electron density map of an 
unknown structure cannot be simply calculated from its diffraction pattern (the phase problem 
in crystallography).

Ideal structures, real structures, liquids

Nature offers many examples of large, nearly pure and perfect gems of astonishing beauty, 
usually grown in rather unique environments over long time periods. The vast majority of 
minerals, however, contain a high concentration and variety of defects that appear wonderful 
to the eye of a geoscientist because of the wealth of information they bear. Defects have 
an important contribution in a crystal energetics; they are typically strongly affected by the 
history of a mineral and, as such, are an important part of the geological record (Putnis 1992; 
Ottonello 1997). Defects strongly affect mineral properties, including color, crystal form, 
reactivity, diffusion, mechanical strength, thermal conductivity and electronic properties. 
Some widespread materials, such as clays and hydroxides, rarely grow in grains large enough 
to produce a “good powder pattern.” Furthermore, interstitial water and cations are typically 
highly variable from particle to particle and within particles, generating variability in site 
occupancies and layer stacking disorders. In contrast, amorphous materials and liquids usually 
display short range ordering where interatomic distances show a spherical distribution that 
rapidly randomizes beyond a few bond lengths. We will show later that these materials can 
also be explored by means of X-ray diffraction.

Common structural defects in minerals include twinning, vacancies and interstitials, 
chemical substitutions, chemical disorder among crystallographic sites, dislocations and 
stacking faults. Recently, natural quasicrystals have been discovered (Bindi et al. 2009; 
Steinhardt and Bindi 2012). Structural defects may be randomly distributed in a crystal or 
may be clustered or periodically distributed with very different effects on diffraction patterns. 
Defects formed in a crystal at high temperature may achieve an ordered distribution upon 
cooling, eventually forming a modulated structure resulting in “extra” peaks in diffraction 
patterns compared to random distributions. Defects can be pictured as disruption of the ideal 
symmetry, therefore, like a distorted or damaged mirror, they cause a reduction in the “phasing 
power” of a lattice, it is therefore intuitive that they have the effect of decreasing or broadening 
the Bragg peaks and produce scattering in between Bragg peaks. Structural defects show a 
different degree of ordering; the lower the degree of ordering, the more diffuse is its associated 
scattering. Defects generate superstructure and satellite reflections, diffuse lines and planes 
and more or less isotropic diffuse scattering. Different diffraction methods are employed to 
investigate defects, which often require high resolution in order to emphasize weak features 
such as the diffuse scattering. The modeling required for the interpretation of defect structures 
and their diffraction effects changes with the degree of ordering. Vacancies, interstitials and 
modulated structures, twins and stacking fault structures can still be described in terms of unit 
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cell parameters and atomic coordinates, in a 4 or higher dimensions space. Consequently, the 
diffraction effects of such defects can be described with the same theory of diffraction used for 
perfect crystals. For amorphous and liquid phases or highly disordered materials such as clays, 
a generalized theory of diffraction is adopted and will be briefly presented later. Among books 
dedicated to the characterization of defect structures we mention Billinge and Thorpe (1998), 
Snyder and Bunge (2000) and Frey et al. (2010).

Information obtained from X-ray diffraction experiments 

Having reviewed the principles of X-ray diffraction, we now summarize the information 
that may be derived from diffraction experiments and how it can relate to geoscience problems. 
If samples of good crystallinity and suitable instruments are available, X-ray diffraction 
can provide structural information of very high precision and accuracy. We recall that the 
information is averaged over the volume of the illuminated sample and is not element-selective 
(with the exception of resonant diffraction techniques). For instance, most X-ray diffraction 
techniques cannot discriminate between a site occupied entirely by silver and a site occupied 
by equal amounts of palladium and cadmium because the total number of electrons is the same 
in both cases. Spectroscopic data, displacement parameters and bond lengths considerations 
are therefore complementary to X-ray diffraction. In contrast, structural parameters from 
diffraction analysis are often indispensable information in the interpretation of spectroscopic 
results.

The combination of diffraction angles and intensities is characteristic of a mineral, and 
therefore constitute a powerful tool for phase identification through search/match routines 
using crystallographic databases. It is also possible to perform an estimation of phase 
abundances through whole profile fitting of powder diffraction data.

From the geometrical distribution of diffraction effects (diffraction angles) the geometry 
of the crystal lattice, its orientation, and the unit cells parameters a, b, c, α, β, γ can be 
determined. Lattice parameters not only represent a fundamental component in the structural 
characterization of a material, but from these a wealth of geologically relevant information 
may be derived. Provided the composition is known, the mineral density may be calculated, a 
parameter essential to the modeling of the Earth’s interior and processes such as the segregation 
of crystals in magma and planetary differentiation. The determination of lattice parameters as 
a function of pressure and temperature provides important thermodynamic parameters such as 
bulk and linear compressibility and thermal expansion. Materials of the Earth may experience 
immense non-hydrostatic stresses (orogenesis, earthquakes, meteorite impacts etc.), resulting 
in lattice deformations that depend on pressure, temperature, grain size, orientation and 
material properties. Strain is measured in situ by producing controlled stress and measuring the 
deformation. Residual strain is measured in natural samples with the purpose of reconstructing 
the history and value of the stress tensor, estimate the size and velocity of an extraterrestrial 
object impacted on Earth, or to determine the origin of a mineral. The lattice preferred 
orientation in a rock (widely studied by electron microscopy except for in situ investigations) 
usually determines the rock anisotropy.

Diffraction intensities, as mentioned earlier, depend on the atomic arrangement and static 
or dynamic displacements of atoms. The structural solution is the process of assigning the 
atomic distribution in the unit cell. Structure refinement produces accurate atomic positions, site 
occupancies and displacement parameters, typically determined through an iterative process 
of least-squares minimization of the differences between observed and calculated structure 
factors. Structure factors are obtained from the intensities of the diffraction peaks, and are 
mathematically related to the structural model. Results of structural refinement can be used to 
interpret bulk properties in terms of atomic structure; for instance, the bulk compressibility of 
a silicate can be understood in terms of differential bond compressibility and bridging Si-O-Si 



Modern X-ray Diffraction Methods 7

angle bending. The determination of the coordination numbers and bond distances is crucial 
in understanding isomorphic substitutions and consequently processes such as differentiation, 
ore formation and so forth. Experimental site occupancies give the intracrystalline atomic 
distribution of binary solid solutions as long as atomic species differ sufficiently in atomic 
number. The systematic characterization of mineral structures leads to the development of 
predictive models of the crystal chemistry of minerals and empirical trends in the behavior of 
minerals (Hazen and Finger 1982).

Some of the main weaknesses of X-ray diffraction are related to the Z-dependency of 
atomic diffraction power. Parameters of light (low atomic number) elements can be difficult to 
determine particularly when the sample also contains heavy elements, because the contribution 
of the stronger scatterers dominates the signal. Furthermore the information derived from 
an X-ray experiment is an average over the illuminated volume, it makes no difference in 
most techniques if substituting elements are clustered in neighbor unit cells or are randomly 
distributed.

X-ray: characteristics, sources, choice

X-ray sources differ substantially in power, energy (wavelength), beam geometry and 
tunability. An X-ray source is described by its intensity (photons/sec), collimation (angular 
divergence), beam size, spectral distributions, and time structure. A quantity commonly used 
to characterize an X-ray source is the brilliance:

(3)
intensity

brilliance
divergence area bandwidth

=
× ×

in which the intensity is usually expressed in photons/seconds, the divergence in mrad2, the 
area in mm2, the bandwidth, describing the spectral distribution, is expressed in 0.1%. Several 
orders of magnitude separate the brilliance of laboratory sources from synchrotrons and these 
from free-electron lasers (Fig. 4).

Laboratory sources include sealed tubes and rotating anodes. In both devices a metal 
target is bombarded with a beam of electrons accelerated by a high electrical potential applied 
between the filament emitting electrons and the target. The interaction between the electron 
beam and the target’s electrons include collision, excitation and de-excitation events that 
generate X-ray emissions composed of a white radiation spectrum and few strong peaks 
of characteristic wavelength dependent on the material used. The wavelength (λ) of the 
characteristic radiation is given by Moseley’s Law:

( )21
Z (4)c= − σ

λ

where c and σ are constants and Z is the atomic number. In most laboratory instruments, 
the inner energy level “Kα” characteristic wavelength is selected using a monochromator. 
Most common target materials are molybdenum and copper with characteristic average Kα 
wavelengths of 0.7107 and 1.5418 Å respectively; other target metals such as Ag and Au are 
used for applications requiring higher energy. X-ray laboratory sources are in continuous 
development; we recommend consulting vendor websites for the latest updates in laboratory 
sources. The performances of laboratory sources differ considerably in flux, and in the 
focusing size from about 1 mm to about 0.05 mm. The radiation is unpolarized and spherically 
divergent.

Large user facilities, storage rings and free electron lasers, provide radiation of very high 
brilliance and properties tunable over a very wide range. Synchrotron radiation is generated 
when charged particles traveling at relativistic speed are accelerated. User-dedicated sources 
of synchrotron radiation are storage rings of diameter up to about 2 km where a small, high 
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energy, pulsed electron beam travels at relativistic speed in a closed path. The energy of a 
storage ring reaches 8 GeV (Spring-8, Japan) in third generation synchrotrons; the beam size is 
of the order of tens to hundreds of mm, the bunch length is of the order of tens of ps. Because of 
relativistic effects, a broad spectrum light is emitted when charged particles traveling at such 
speed are accelerated, in a synchrotron this happens as a result of the magnets used to curve 
the beam trajectory (curved sections of the ring) and in insertion devices (straight sections of 
the ring). Bending magnet sources are characterized by a broad spectrum. Insertion devices 
contain an array of magnets of alternate fields causing the electron beam to oscillate in the 
horizontal direction. In wigglers the oscillations are relatively large and the light produced 
at each oscillation sums up incoherently, the effect is to greatly increase the total power of 
the beam, which still displays a broad spectral range. Undulators are designed to obtain 
coherent interactions between the light emitted at each oscillation, this occurs for a particular 
wavelength and its harmonics only; the emitted beam has reduced angular divergence and is 
composed of a few intense peaks with a much higher brilliance compared to bending magnets 
and wigglers. The characteristic wavelength of an undulator can be tuned by changing the 
intensity of the magnetic field. X-ray optics are used to monochromatize and focus the beam 
to a wide range of sizes. Monochromatization is achievable down to meV and focusing can be 
brought down to tens of nm. A synchrotron hosts a large number of beamlines, equipped with 
different insertion devices and X-ray optics to customize the experimental stations with the 
radiation most suitable for a given technique and type of experiments.

X-ray free-electron lasers (FEL) generate much brighter and shorter pulsed X-rays 
compared to synchrotrons (Fig. 4). A few are under construction; the Linac Coherent Light 
Source (LCLS, Stanford) is the first facility available to the user community. FEL radiation 
sources have the power to “see” single atoms and to resolve in time processes such as the 
bond formation: observations fundamental to the nature of materials that may affect science 
broadly. One of the applications relevant to planetary science is ultrafast diffraction on samples 
under pressures and temperatures of the interior of giant planets in laser generated shock 
events. Useful introductions to synchrotron and FEL radiations and their applications include 
Margaritondo (1988, 2002), Brown et al. (2006a), Sutton (2006), Als-Nielsen and McMorrow 
(2011), and Lee (2011).

Finally, efforts have been made to develop sources for portable diffractometers for field-
work and extraterrestrial exploration (Bochenin 1973; Sarrazin et al. 1998, 2005; Yamashita 
et al. 2009; Hansford 2011) such as the CheMin instrument installed in the 2012 Mars Rover 
(Blake et al. 2009). 

Selecting the proper X-ray source is critical to the success of an experiment. The choice of 
the source depends on materials, techniques, and type of experiment. Laboratory sources are 
routinely used in geoscience for a wide range of experiments, from phase identification to high 
resolution non-ambient studies. Compared to central research facilities such as synchrotrons, 
where time allocated for individual experiments is very limited (typically a few hours to a few 
days), laboratory X-ray diffraction instruments have much less time restrictions, which can be 
used to tune and optimize the data collection conditions. The high brilliance of synchrotron 
radiation is essential to perform experiments on very small samples and weak scatterers, 
for ultra-fast time-resolved studies, where highly focused radiation is required to reduce 
scattering effects from the environmental cell, for high resolution mapping, or when high 
energy or specific wavelengths are necessary. The drawbacks of using synchrotron radiation 
are mostly related to the limited time available, the traveling costs, and less standardized data 
collection and processing procedures compared to laboratory sources. Accurate planning of 
an experiment is critical to its success. In general, there is no cost associated with running the 
experiment, as these costs are usually absorbed by the agency that funds the facility.
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X-RAY DIFFRACTION TECHNIQUES 

Single crystal monochromatic diffraction (SXD)

Single crystal monochromatic diffraction is a very mature technique described in details 
in several books, including Stout and Jensen (1989), Clegg (2001), Ladd and Palmer (2003), 
Dauter and Wilson (2007), Glusker and Trueblood (2010). As shown in Figure 3, for an 
arbitrary orientation of a crystal in a monochromatic X-ray beam, it is highly unlikely that 
more than a few reciprocal space nodes fall on the Ewald sphere and therefore, satisfy the 
reflection condition, and generate Bragg peaks. In order to measure a sufficient portion of 
reciprocal space, a crystal must be rotated to bring more vectors into the diffraction condition. 
If a large area detector and short wavelengths are used, it might be sufficient to rotate the crystal 
along a single axis (rotation method). The output of a typical SXD data collection consists 
of a peak list, including indices, diffraction angles, integrated intensities and their standard 
deviations. If an area detector is used, then the peak positions (directions of diffracted beams) 
are represented by detector pixel coordinates, whereas with a point detector, all diffraction 
events occur in the detector plane (usually horizontal) and the detector angle is sufficient. 
Angles are used to determine unit cell parameters, while intensities are used to determine the 
average atomic arrangement in a crystal.

Measurements. The essential parts of a single crystal diffractometer are a monochromatic 
X-ray source, a goniostat, a detector and computer control. Most laboratory diffractometers 
use Mo Kα radiation (with two spectral components Kα1 and Kα2) which provides sufficient 
resolution. Rotations are realized with Eulerian cradles or kappa goniostats with a variable 
number of circles. The greater the number of circles the greater the flexibility in sample and 
detector positioning, which is particularly useful when environmental cells are used. The 
precision of goniostats is given by the sphere of confusion (SoC): the minimum spherical 
volume covering all possible locations of an infinitely small object at all possible goniometer 
orientations (Davis et al. 1968). High precision goniostats are required when small crystals 
are studied with beams of comparable size. Point (scintillator-based) and area detectors 
(CCD, image plate, etc.) are used in SXD. A point detector can be collimated (narrow slits 
are positioned in front of the detector to block radiation coming from directions other than 
the sample), which is particularly useful in case of high background. Furthermore a point-
detector data collection can be programmed to modify the speed according to peak intensities, 
improving the statistics of weak reflection measurements by increasing I/σ(I). This is an 
important advantage, considering that the range of intensities of SXD peaks typically exceeds 
the linear range of most detectors. Area detectors have the advantages of being fast, and allow 
the whole integrated peak intensity to be recorded in one exposure, while a profile is usually 
measured in step-scan mode with a point detector. Area detectors record whole portions of 
reciprocal space, including off-Bragg intensities. In this way, diffuse scattering or satellite 
peaks, that might be overlooked when point detectors are used, can also be recorded.

Sample choice, peak search and indexing. Sample crystals should be carefully selected 
using a microscope. Crystals without inclusions, of euhedral shape and with sharp extinction 
are more likely to be unstrained single crystals. Depending on sample scattering power 
and source intensity, crystals of roughly 50 to 500 mm in diameter can be measured with 
laboratory instruments while smaller samples, down to below 1 mm in size, are measured using 
synchrotron radiation. The crystal is positioned at the instrument center (intersection of the 
rotation axes) on the beam path. The measurement proceeds with a search for reflections, an 
operation that might require a few hours with a point detector. A first evaluation of the crystal 
quality is based on peak shapes. “Good crystals” show narrow, symmetric peak profiles. If the 
unit cell of the crystal is approximately known, with at least two, but usually not less than 5, 
non-coplanar reciprocal vectors (peaks) a lattice can be defined, and using mathematical tools 
the conventional cell may be derived, this allows the calculation of an orientation matrix and 
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indexing of the peaks. The presence of peaks that cannot be indexed is usually an indication 
of multiple crystals or twins. The initial matrix is used to predict peak positions and define the 
data collection strategy. This consists of sets of reflections with calculated angular positions 
if a point detector is used. With area detectors, a set of rotations/step scans that allow the 
exploration of a large portion of reciprocal space is collected.

Lattice parameters. The accurate determination of lattice parameters is critical in 
mineralogy. Lattice parameters are determined by least-squares refinements against peak 
angles or d-spacings, imposing symmetry constraints when appropriate. The full list of 
measured reflections is used in the least-squares refinement when a 2D area detector is used. 
With point detectors, a short peak list of particularly carefully chosen reflections is used. The 
“8-position centering method” (King and Finger 1979), described in detail by Angel et al. 
(2000), consists of measuring one or more reflections at 8 diffractometer positions at opposite 
diffraction angles to compensate for instrumental and centering errors provides the basis for a 
very precise lattice parameter determination.

Diffraction intensities and data reduction. Peak intensities are measured by swiping 
nodes of the reciprocal space through the Ewald sphere (Fig. 3). Unlike the ideal geometric 
points, nodes of the reciprocal lattice have a volume determined by the crystal shape and 
mosaicity; in order to collect meaningful intensities the entire volume of the nodes must cross 
through the Ewald sphere at constant speed. The expression linking experimental integrated 
intensities with the structure factors assumes the following form in SXD:
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where I0 is the intensity of the incident beam, λ is its wavelength, e, m, c are universal 
constants, Vcell and Vcr are the volume of the unit cell and of the crystal, L, P and T are the 
Lorentz, polarization and transmission factors, E is the extinction coefficient. The process 
of deriving observed structure factors from experimental intensities by estimating the above 
terms is called data reduction. The L, P, T and E factors differ from peak to peak in SXD; the 
proper evaluation of these corrections is essential to obtain high quality structural analysis. 
The Lorentz factor is a technique-dependent parameter that accounts for the time required for 
reflections to cross the Ewald’s sphere. Algorithms for the calculation of the L factor are given 
in the literature (Lipson et al. 2006) and are implemented in most commercial diffractometers. 
The polarization factor is a function of the polarization of the incident beam and the scattering 
angle. For non-polarized beam, in the case of conventional source, P is given by P = (1 + 
cos2 2θ)/2. The fully polarized synchrotron radiation is slightly modified by the X-ray optics, 
algorithms for the calculation of P are given by Kahn et al. (1982); the magnitude of the 
polarization correction at synchrotrons is usually very small.

The transmission factor accounts for the attenuation of the incident and diffracted beam 
due to crystal absorption. For each reflection the paths of the incident and diffracted beam in the 
crystal differ, so does the transmission factor. Due to the systematic trends of X-ray attenuation 
factors with energy and atomic number (Chantler 2000), T is small for light-element samples 
measured with high energy radiation. It is customary to calculate the “mr” product to gauge the 
absorption correction, where m is the X-ray absorption coefficient (Hubbell and Seltzer 2004) 
and r is the average crystal size. The absorption correction is considered negligible in standard 
data collections when mr < 0.1. There are different strategies for calculating the absorption 
correction: i) if the crystal shape is known (either a euhedral shape defined by face indices 
and the distance of the facet from the crystal center of gravity) the absorption correction is 
calculated exactly for every set of diffraction angles; ii) in the semi-empirical correction 
(North et al. 1968) a measurement of the attenuation is obtained by measuring the intensity 
of few peaks at different combinations of two angles (called ψ-scan, this azimuthal scan is 
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equivalent to moving the reciprocal space node on the surface of the Ewald sphere). Carefully 
chosen ψ-scan curves are then used to model the three dimensional absorption correction; iii) 
if the dataset contains a large number of redundant and symmetry equivalent reflections, an 
idealized crystal shape can be calculated through the minimization of the discrepancy among 
equivalent reflections.

Extinction includes the attenuation of the incident beam, as it travels in the crystal due 
to diffraction, and the effect of multiple diffraction within the crystal. E is usually significant 
only in low mosaicity specimens measured with fairly low energy radiation. The correction is 
usually performed within the structural refinement.

The quality of observed structure factors FO is quantified by the ratio between the 
intensities uncertainties and their values:
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and, in the case redundant reflections are measured, by the discrepancy among equivalent 
reflections:
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where OF  is the average intensity of a set of equivalents; the summations are performed over 
all i reflections for which at least one equivalent have been measured.

Structural refinement. Due to instrumental limitations (angular limits determined 
by movement range, collision limits, detector size) and time constraints, only a portion of 
reciprocal space within the resolution limit is usually measured in SXD experiments. Because 
the reciprocal lattice has some degree of symmetry, at least the center of symmetry, it is actually 
not necessary to measure all peaks within Ewald sphere; nonetheless, collecting redundant 
reflections greatly enhances the accuracy and precision of the structural analysis.

Observed structure factors are the input information for structural solution and refinement. 
Popular computer programs include SHELX (Sheldrick 2008) and SIR (Burla et al. 2012). 
A structural refinement consists of minimization of the differences between observed and 
calculated structure factors, for instance:
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where w is a weighting factor, which is related to the confidence of individual measurements. 
FC structure factors are calculated based on a structural model defined through atomic 
parameters (coordinates, occupancies, and displacement parameters) that are the variables in 
the structural refinement. The figures of merit used to assess the quality of a refinement are:
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where n is the number of independent reflections observed and p is the number of refined 
parameters. Detailed discussion of these procedures is beyond the scope of this chapter; 
nonetheless, it is worth recalling that it is crucial to critically evaluate the output of 
crystallographic calculations and to understand whether or not the experimental data can 
constrain structural parameters to the desired accuracy. A rule of thumb is to have five or more 
independent reflections per refined parameter; a “solid” refinement will have disagreements 
between observed and calculated parameters that are randomly distributed with respect to 
different sets of reflections (weak and strong, high and low 2θ); it is important to examine 
the correlations between parameters (site occupancies and displacement parameters are, in 
many calculations, highly correlated because similar local electron density distributions can be 
modeled with different combinations of the two parameters). 

Advantages. Commercial instruments and software offer highly automated data collection 
and reduction procedures. Nonetheless, SXD experiments are cumbersome and time consuming 
measurements compared to powder diffraction or Laue techniques. SXD has, however, 
advantages that make the technique irreplaceable in several applications. The advantages 
include: i) symmetry equivalents reflection and reflections having the same d-spacing do not 
overlap, as in powder measurements, reducing the possibility of incorrect interpretations; ii) 
subtle features such as weak diffuse scattering can be more easily identified, as will be shown 
in detail below; iii) high background and broad peaks, while affecting the overall quality of 
the data, do not correlate with structural parameters in the structural analysis; iv) compared 
to polychromatic techniques, the data reduction is rather simple. In summary, monochromatic 
SXD provides the best measurement of reciprocal space; therefore if crystals of suitable size 
are available, then SXD is the method of choice for structural determination of new minerals or 
new synthetic phases (e.g., Britvin et al. 2002; Berlepsch et al. 2003; Bindi et al. 2011; Tait et al. 
2011; Zelenski et al. 2011), for the study of defect structures, the determination of accurate site 
occupancies, atomic displacement parameters (e.g., Nakatsuka et al. 1999) and electron density 
distributions. SXD, however, is not suitable for fast time resolved studies and is particularly 
challenging at non-ambient conditions.

Laue method

The Laue method is the oldest of the X-ray diffraction techniques and it offers the simplest 
setting with minimal instrumental requirements. The technique uses polychromatic radiation. 
The sample, composed of one or few crystals, is stationary and the diffracted pattern is collected 
with an area detector in transmitted or reflected geometry. In the Laue method, the diffraction 
condition is realized for all reciprocal nodes that, for the particular orientation of the crystal, 
fall in the volume included between the Ewald spheres of radii 1/λmax and 1/λmin (Fig. 5). 
Many reflections satisfy the diffraction condition simultaneously; a large, though incomplete, 
sampling of the reciprocal space is realized in a single exposure from a stationary crystal (Fig. 6). 
Because most X-ray area detectors do not discriminate amongst the energies of diffracted 
peaks, for a peak at a given 2θ only the ratio λ/d may be calculated, which makes indexing 
more challenging compared to monochromatic techniques. Furthermore, lattice parameters 
may be determined up to a multiplicative constant (relative lattice parameters). This problem 
can be overcome by collecting also a single monochromatic exposure (at available beamlines) 
so the absolute value of few d-spacing may be measured (Budai et al. 2008). Alternatively, 
in the quasi-Laue technique, multiple diffraction patterns are collected while scanning the 
energy of the beam, so the Laue image is obtained as a series of single variable energy images 



14 Lavina, Dera, Downs

(Wang et al. 2010). If structural refinement is the goal of the experiment, then reciprocal space 
needs to be sampled with sufficient coverage. In this case, patterns are collected at different 
angles by rotations perpendicular to the beam. Compared to monochromatic data collection, 
the data reduction requires additional terms including harmonic deconvolution and intensity 
normalization to account for the energy dependence of the intensity of the incident spectrum, 
the diffraction efficiency, the crystal absorption and the detector efficiency (Srajer et al. 2000). 
For these reasons, Laue diffraction is not commonly the technique of choice for structural 
determinations but yet a viable option (Ren et al. 1996, 1999; Yang et al. 1998; Srajer et al. 
2000). The Laue technique takes advantage of the full energy spectrum of an X-ray source. A 
remarkable advantage of the technique is that the sample can be stationary, unless collecting 

Figure 5. Two dimensional representation of diffraction in the Laue method. The node of the reciprocal 
lattice for a given crystal orientation that fall in the volume enclosed by the 1/λmax and 1/λmin spheres (grey 
area) diffract intermediate energies.

Figure 6. a) Example of a Laue diffraction pattern obtained from a magnetite crystal (squares) embedded 
in plagioclase (circles) and b) strain tensor in polar coordinates for the same sample of magnetite. Unit of 
contour are micro-strain (Wenk et al. 2011).

a b
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intensity data for structural refinement, so there is no need for the sophisticated goniometers 
required in other micro-crystallography techniques. It follows that data collection may be 
extremely fast (orders of magnitude faster than monochromatic data collection) and samples 
may be very small. These two characteristics permit ultrafast time or space resolved studies of 
single crystals. Many synchrotrons have one or more beamlines dedicated to the Laue method 
(Lennie et al. 2007; Nozawa et al. 2007; Budai et al. 2008; Tamura et al. 2009).

The Laue method has several interesting applications in geoscience. It is possible to 
efficiently collect accurate maps of the crystallites size, morphology and mutual orientation of 
the grain distribution in a rock sample in one, two or three dimensions (Ishida et al. 2003; Courtin-
Nomade et al. 2008, 2010; Wenk et al. 2011), or to study the residual stress and orientation of 
the stress tensor in crystals embedded in rocks (Kunz et al. 2009; Chen et al. 2011a,b). In these 
studies, the lattice parameters are known beforehand with good approximation simplifying the 
indexing of the Laue pattern. Compared to electron back scattering techniques, mapping of 
crystal orientation and lattice strain may be determined with greater accuracy and with depth 
resolution in a non-destructive fashion. The Laue method is also useful for the characterization 
of micro-minerals embedded in rocks (Kariuki and Harding 1995), this is particularly valuable 
for extraterrestrial and rare specimens. Laue maps may be overlapped with compositional or 
spectroscopic maps. By using a beam of less than 2 mm, Ivanov et al. (2000) characterized the 
structure of florenskyite, FeTiP, a new phosphide mineral embedded in a meteorite thin section. 
Shock waves can be used to produce conditions of planetary interiors on small samples for a very 
short time; the in situ characterization of these materials must be ultrafast and if the specimen 
is a single crystal monochromatic diffraction cannot be performed. Laue exposures have been 
used to characterize crystals under shock compression with a resolution of nanoseconds in 
pump-and-probe manner (Ichiyanagia et al. 2007; Suggit et al. 2010).

Powder diffraction 

Introduction. X-ray powder diffraction is a crystallographic technique for characterizing 
structure and phase composition of crystalline samples when the sample is prepared in a 
polycrystalline form. Powder diffraction is one of the principal research tools of mineralogists, 
since many minerals are available in polycrystalline form. There is a number of very good 
books and monographs offering a comprehensive and detailed overview of modern powder 
diffraction, in particular Bish and Post (1989), Pecharsky and Zavalij (2009) and Dinnebier 
and Billinge (2008) can be recommended to a reader who would like to develop a more in-
depth understanding of the experimental aspects and theory. 

The principal condition which needs to be fulfilled to assure sufficient quality of 
experimental powder diffraction results is satisfactory particle statistics. Powder diffraction 
experiments typically require as many as 106 micrograins of the sample in the X-ray illuminated 
volume, with random/uniform distribution of grain orientations. 

In single crystal experiments with monochromatic radiation, the crystal needs to be re-
oriented for each diffraction event. However, in the case of powder diffraction, if the particle 
statistics conditions are satisfied, then there are grains that are randomly oriented into all the 
many diffracting conditions, and therefore diffraction from all of the lattice plane families is 
observed simultaneously. Another consequence of powder particle statistics is the shape of the 
diffracted signal. In single crystal diffraction, once diffraction condition is met, a directional 
beam is scattered from the sample along vector hkl

dS


, which can be calculated from the Ewald 
construction: 
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rhkl is the scattering vector, and 


R is goniometer rotation matrix. 
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With powder samples, the different grains that are aligned for scattering of a specific 
diffraction peak have many possible azimuthal orientations around the beam, and the diffracted 
signal assumes a conical shape (Debye-Scherrer cone) centered around the incident beam 
direction. 

Powder diffraction performed with a polychromatic incident beam leads to a continuous 
diffraction signal with smooth intensity variations as a function of angle and no distinct 
spatially resolved peaks. Such signal can only be interpreted if an energy-resolving detector 
is used.

Powder diffraction measurement. A goal of the typical powder diffraction experiment 
is to measure the angles and intensities of observable diffraction peaks. A critical factor 
determining the quality of diffraction data is the resolution, measured as ∆d/d, where d is the 
d-spacing, and ∆d its uncertainty. For high resolution synchrotron powder instruments ∆d/d 
is often in the 10−4 range. High resolution (i.e., low value of ∆d/d) means that peak positions 
are more accurately determined, and peaks at similar d-spacing values can be better resolved. 

Depending on the type of incident radiation used, the powder diffraction experiment can 
be carried out with a polychromatic beam in energy-dispersive mode (EDX) (using a solid 
state detector with energy resolution) or with monochromatic radiation in angular dispersive 
mode (ADX). 

Energy dispersive method. The EDX experiment has the advantage of a stationary 
point detector, which does not require much angular access to the sample. The detector is 
placed at some fixed scattering angle (typically near 10°). This feature is particularly useful in 
experiments with sophisticated sample enclosures such as Large Volume Presses, or Diamond 
Anvil Cells, which significantly obscure access to the sample (Baublitz et al. 1981). The signal 
in the solid state detector is acquired as intensity vs. energy of the diffracted photons. The 
simultaneous accumulation of the signal over a wide range of energies (usually 5-100 keV) 
makes the EDX data acquisition quite fast. The energy scale of the detector is usually calibrated 
using a set of radioactive sources with known values of emission energies. Accurate calibration 
of the detector angle is performed with a diffraction standard. The main disadvantage of the 
polychromatic approach is the limited-energy resolution of the available detectors. Typical Ge-
based solid state detectors have a resolution of about 25 eV. The uncertainty in the diffraction 
peak energy measurement translates into uncertainty in the d-spacing determination as follows:
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As a consequence of the limited energy resolution, EDX diffraction peaks are typically 
quite broad and for more complex or lower symmetry crystal structures resolving peak overlaps 
at higher energies becomes a significant problem. The EDX method was widely used in the 
1980s and 1990s but has become much less popular with the introduction of area detectors for 
monochromatic experiments. In principle, it is possible to use peak intensities recorded in the 
EDX experiment for structure refinement, however, complicated energy-dependent corrections 
(e.g., incident intensity, detector quantum efficiency, sample and sample environment 
absorption, etc.) need to be applied (Yamanaka and Ogata 1991; Neuling et al. 1992). Recently, 
an interesting hybrid modification of the EDX method, named Combined Angle- and Energy-
dispersive Structural Analysis and Refinement (CAESAR) has been proposed (Wang et al. 
2004), which greatly enhances the resolution of the diffraction data while still taking advantage 
of the energy-dispersive detector. However, the data collection process in CAESAR is several 
orders of magnitude more time consuming, compared to the classical EDX. 

Monochromatic method. Two principal ways to detect the diffraction signal scattered 
from the sample in the ADX experiment are either to use a scanning point-detector (e.g., 
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scintillator-based), which measures scattered intensity as a function of scattering angle along 
a single direction at a time, or to use an imaging area detector which can be placed in the 
diffracted signal path and intersects the diffraction cones. Each of these two approaches has 
its benefits and disadvantages and we will briefly review specific applications for which one is 
recommended over the other.

High resolution powder instruments. When using monochromatic incident X-rays in 
the ADX experiment, the spectral purity of both the incident, as well as scattered radiation 
contributes to the error in the d-spacing determination through the ∆E term in Equation (13). 
High resolution instruments feature sophisticated monochromators composed of several 
highest-quality single crystals (typically Si), which remove most of the unwanted energy-
components of the incident beam. The diffraction signal often contains additional energy 
contributions that arise from Compton scattering, X-ray fluorescence, thermal diffuse 
scattering, etc. To filter out these contributions, high resolution instruments are often equipped 
with an additional detector-path monochromator (analyzer) which provides energy-filtering.

The most popular instrument geometry for high resolution powder diffraction is Bragg-
Brentano design, shown in Figure 7, in which the incident beam, defined by a set of slits, 
diverges from a small source towards the sample, and then the diffraction signal, scattered 
from the sample, converges (again defined by a set of slits) towards the point detector. To keep 
the incident and diffracted beam path symmetric, a θ/2θ rotation is typically used, in which 
during the scanning process the sample is rotated by θ, while the detector moves by 2θ with 
each step. Modern synchrotron-based high resolution instruments are equipped with multiple 
analyzer-detector banks which permit simultaneous data collection in several 2θ ranges at the 
same time and significantly shorten the data collection time (Wang et al. 2008). Figure 8 shows 
a comparison of instrumental function (angle-dependence of peak width for a peak profile 
standard) for a high resolution instrument and an instrument employing an area detector.

Powder experiments with area detectors. The two most common types of area detectors 
used for X-ray diffraction include charge coupled devices (CCDs) and image plate (IP) 

X-ray source

slits

slits

sample

analyzer crystal

slits

detector

Figure 7. Bragg-Brentano high resolution diffractometer with analyzer crystal.
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detectors. Burns (1998) presented an overview of many applications of CCD detectors in 
the X-ray diffraction analysis of minerals. CCDs utilize a phosphor screen which converts 
diffracted X-rays into visible light and then use electronic chip of the type used in digital 
photographic cameras to detect the visible light image. IP detectors store the diffraction 
information by utilizing the activation of Eu2+ centers present on the surface of the plate. The 
signal can then be read with the use of photo-stimulated luminescence in a scanner. CCD 
detectors are characterized by much shorter readout time (few seconds) than IPs with on-line 
scanners (few minutes), but have higher background noise and smaller dynamic range.

From the point of view of imperfect particle statistics, the area detector has the advantage 
of sampling multiple points of intersection of the diffraction cone with the detector surface. If 
significant non-uniformity of the intensity of diffracted signal occurs as a function of azimuth 
(along the ring of intersection of Debye-Scherrer cone with the detector surface), then area 
detectors can be used to average the intensity and better model the intensity distribution. A 
scanning point-detector, on the other hand, intersects the Debye-Scherrer cone only at one 
point, and therefore is highly susceptible to the effects of preferred orientation, which may 
result in peak intensity measurement significantly departing from the theoretical structure 
factor amplitudes. These effects can be accounted for by including a preferred orientation 
model in the refinement of the structure, but this always significantly reduces the reliability of 
the structure determination. 

Because of the relatively small size of the CCD chips, CCD detectors often use optical 
taper, which de-magnifies the image created on the phosphor to match the size of the chip. This 
permits a large active area of detection and increases angular coverage for single exposure. 
The taper, however, may introduce an optical distortion to the image and a special distortion 
correction is typically required, which can be calibrated. Most modern CCD detectors apply 
spatial correction immediately after the diffraction pattern is taken, and the bitmap image that 

Figure 8. Comparison of instrumental function for a high-resolution  
instrument and an instrument employing an area detector.
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is saved is already spatially corrected. Another correction needed for CCD detectors is a dark 
current correction, which accounts for the electronic noise contribution. 

Area detectors need to be calibrated prior to use for powder data collection. The 
calibration procedure determines the sample-to-detector distance, point of intersection of the 
incident beam with the detector surface, as well as the detector orientation with respect to 
the incident beam. The incident energy is usually calibrated independently of the detector 
calibration, e.g., using an absorption edge of a metal foil. The detector calibration is carried 
out with a diffraction standard such as LaB6, CeO2 or Si powder. Once a detector calibration 
is constrained, it can be used to integrate a diffraction image into a one-dimensional pattern 
of I(2θ). 

Popular computer programs that can be used to calibrate detector geometry and integrate 
diffraction images include Fit2d (Hammersley et al. 1996), Two2One (Vogel et al. 2002; Vogel 
and Knorr 2005), Powder3d and Powder3d_IP (Hinrichsen et al. 2006) and Datasqueeze 
(Heiney 2005).

A very comprehensive review of all aspects of the use of area detector for X-ray diffraction 
applications can be found in He (2009).

Peak intensity. In the powder diffraction technique, the peak intensity is derived from 
the crystal structure through the structure factor equation in much the same way as in single-
crystal diffraction. The formula for the calculation of the overall intensity contribution of one 
phase p to the diffraction pattern has the following form:

( )
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2
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where SF is the global scale factor (applicable to all phases present in the sample, reflecting the 
volume of the illuminated sample, incident intensity, etc.), fp is the volume fraction of phase p, 
Vp is the unit cell volume of phase p, Lhkl is the combined Lorenz and polarization correction, 
mhkl is the peak multiplicity, Fhkl is the structure factor, ( )i

hklS θ  is the peak profile function, Phkl is 
the preferred orientation correction, Ahkl is the absorption correction, and bkgi is the background 
term. 

The main difference between peak intensity in powder (Eqn. 14) and single crystal diffraction 
(Eqn. 5) is the peak multiplicity, mhkl. In single crystal diffraction experiments, the symmetry-
dependent peaks, which have exactly the same d-spacing, are observed independently, and 
should all have identical intensities. In powder diffraction these peaks overlap with each other 
and their intensities sum together. Depending on the number of symmetry equivalent peaks, 
different numbers of peak intensities are summed, and therefore, in order to compare powder 
and single-crystal peak intensities, the former have to be divided by the peak multiplicity factor. 

The types of intensity corrections that have to be applied to powder diffraction data prior 
to structure analysis (Lhkl, Phkl, and Ahkl) are analogous to corrections used in single crystal 
diffraction.

Peak overlap. One of the principal challenges of powder diffraction is the one-dimensional 
character of the diffraction data and resulting peak overlap. Since all of the Debye-Scherrer 
cones are simultaneously observed and all have the same geometric shape, the cones 
corresponding to reciprocal vectors with the same, or very close, d-spacings overlap with each 
other. If two or more peaks are too close to each other it becomes difficult to reliably fit their 
positions and relative intensities (both of which are necessary for unit cell and crystal structure 
refinement). The peak width and the “density” of peaks increase at higher scattering angles, 
and the problem becomes much more pronounced in this region. Peak overlap is particularly 
dramatic for low symmetry structures, in which many closely spaced peaks occur throughout 
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the whole powder pattern. Problems with excessive peak overlap can be at least partially 
resolved with the use of high resolution powder diffraction instruments, which contribute very 
little instrument-related broadening to the experimental data. For experiments with broader 
peaks and significant peak overlap, refinement methods which constrain the peak positions 
from the unit cell (LeBail, Pawley and Rietveld methods) provide some help, as peak positions 
and intensities are not individually and independently refined, however, the problem with 
reliably constraining the intensity partitioning remains. 

Peak width. In powder diffraction experiments the observed peak width is a convolution of 
sample-related effects and instrument-related effects. Decoupling these two classes of effects 
from each other permits the understanding of potentially important sample characteristics.

Typical instrument-related factors, which affect observed peak width, include divergence 
of the incident beam, spectral purity (energy-width) for monochromatic beams, detector 
acceptance angle (for point detectors) and diffracted signal incidence angle on the detector (for 
area detectors). In general, peak width effects of the instrument vary as a function of scattering 
angle in a regular way. One of the possible equations to account for this factor, which was 
originally derived for neutron diffraction and Gaussian peak shapes, is known as the Caglioti 
law (Caglioti et al. 1958):

2 2tan tan (15)hkl hkl hklH U V W= θ + θ +

where Hhkl is full width at half maximum of the given peak, and U, V and W parameters can 
be calculated according to specification of a particular instrument and source, but are usually 
refined. Caglioti’s law was later generalized for application to synchrotron and laboratory 
X-ray instruments (Sabine 1987; Gozzo et al. 2006).

Scherrer (1918) first observed an empirical rule that the integral breadth of the diffraction 
peak, βhkl defined as the ratio of peak area to peak maximum, is proportional to the average 
particle size of the sample D:

(16)
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where Kβ is a dimensionless particle shape factor, with a typical value of about 0.9, which 
varies with the actual shape of the crystallites. The Scherrer formula is useful for characterizing 
statistical distributions of grain sizes in nanoparticle materials. It has to be emphasized that the 
Scherrer formula is not applicable to grains larger than about 0.1 mm, which precludes those 
observed in most metallographic and ceramic microstructures.

Besides the particle size, the diffraction peak width is also affected by the statistical distri-
bution of the unit cell parameters (strain) of individual micrograins. Real materials often exhibit 
defects, which affect the micrograin unit cell parameters. Fluctuations of these individual unit 
cell parameters, in turn, affect position, size and shape of powder peak profiles. In general, two 
types of strain are considered in relation to powders: macrostrain (macroscopic homogeneous 
strain affecting all grains equally), and microstrain (non-homogenous strain field - on the length 
scale of individual crystallites, which can significantly vary from grain to grain). Macrostrain 
affects mainly peak positions, while microstrain results in peak width changes. Stokes and Wil-
son proposed a simple relation for the estimation of the effect of strain on peak profiles:

1
2 22 tan (17)β = ε θ

where ε is the lattice strain. By combining the size and strain contributions, the following 
relation, originally proposed by Williamson and Hall (1953) is obtained:
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If peak breadths are plotted in y = βcosθ, x = sinθ coordinate system, then a linear 
regression can approximate the average grain size from the line intercept, and the average 
microstrain from the line slope. It should be noted that Equation (18) does not account for 
instrumental broadening, therefore instrumental function should be calibrated with a line 
profile standard (e.g., LaB6 supplied by the National Institutes for Standards in Technology) 
and subtracted from the observed peak breadths prior to the Williamson-Hall analysis.

While very useful for semi-quantitative interpretation of grain size and strain effects, 
the Williamson-Hall method is very approximate. Methods based on Fourier analysis and 
convolution decomposition are recommended when more quantitative results are required 
(e.g., Warren-Averbach method; Warren 1969).

Preferred orientation. With perfect particle statistics the distribution of scattered intensity 
around the diffraction cone should be uniform, except for the incident radiation polarization 
effects. In many real cases, however, the requirement for random distribution of micrograins 
in the powder sample cannot be satisfied e.g., because of highly anisotropic grain shapes, or 
stress-history. Departure from a uniform distribution of grain orientations is known as preferred 
orientation. For example metallurgical samples are essentially polycrystalline powders with 
frozen grain orientations. The processes involved in fabrication of the metal (e.g., rolling, 
drawing, casting) leave a specific record of preferred orientation pattern, which can often 
be traced back to the manufacturing methods using diffraction data. Extensive review of all 
aspects of texture and preferred orientation can be found in Kocks et al. (1998).

The two most popular methods for the inclusion of the effect of preferred orientation in 
structure refinement from powder data are the Dollawse-March model (March 1932; Dollase 
1986) and the spherical harmonics approach (Bunge 1965; Roe 1965). In the Dollase-March 
method, the Phkl correction in Equation (14) is calculated according to the following formula:
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where summation is over the equivalent peaks occurring at the same d-spacing, m is the 
multiplicity factor, αn is the angle between the reciprocal vector corresponding to the n-th 
peak and the vector of preferred orientation, and PMD is the additional parameter included in 
the refinement which accounts for the degree of preferred orientation.

Results of preferred orientation modeling are often represented in a form of graphs, 
known as pole figures, showing the probability of finding certain crystallographic directions 
of polycrystalline grains along different directions in the sample.

Peak and whole pattern fitting 

Individual peak fitting. The simplest approach to retrieving diffraction peak position 
and intensity information from experimental powder pattern is to perform peak fitting with 
appropriate peak shape function for each peak individually. Typical profile functions used in 
powder diffraction analysis include:

Gaussian:

( )( )2
h(2 ) (2 ) exp 0.6931 2 2 (20)hkl hklS G I Kθ = θ = − θ − θ
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Lorenzian:

( )
12

h(2 ) (2 ) 1 2 2 (21)hkl hklS L I K
−

 θ = θ = + θ − θ 

Pseudo-Voigt

[ ]h(2 ) (2 ) (1 ) (2 ) (22)hklS I aL a Gθ = θ + − θ

and Pearson-VII:
1/ 2
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MM

hkl hklS I K
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where K = 4(1 + S)/H2, Ih is peak height, H is FWHM, S is the asymmetry parameter, and M 
is additional exponent parameter used in the Pearson-VII function. In individual peak refine-
ment, the peak position θhkl is usually one of the directly refined parameters, and integrated 
peak intensity is calculated from other refined parameters (intensity at peak maximum, peak 
width, peak asymmetry parameters, etc.) using analytical formulas for the particular peak shape 
function used. In this approach, peak positions are not constrained in any way and the unit cell 
is calculated using least squares optimization, after assigning each of the fitted peaks appro-
priate Miller indices. Integrated peak intensities obtained from individual peak fitting can, in 
principle, be used for structure refinement in the same way as single crystal intensities. A free 
computer program that can be used to perform individual peak fitting is CrystalSleuth (Laetsch 
and Downs 2006).

A popular computer program which can be used to refine unit cell parameters from 
fitted peak positions with assigned indices is Unitcell (Holland and Redfern 1997). Unitcell 
implements several possible statistical weight models that can be assigned to each peak, as 
well as an algorithm which identifies outliers that do not follow general statistical trends (e.g., 
because of errors in fitting closely overlapping peaks).

Individual peak fitting is an acceptable approach for very simple crystal structures with 
high symmetry, in which peak overlap is not significant. For more complex crystal structures 
and lower symmetry cases peak overlap, particularly at high scattering angles, makes fitting of 
individual profiles for groups of closely spaced peaks problematic. 

One case in which individual peak fitting may have advantages over other fitting approaches 
are experiments with significant nonhydrostatic stress. In such cases, the individual powder 
peaks may move at a different rate as a function of stress, depending on the linear modulus 
along the appropriate lattice direction. The fact that the peak positions are not constrained in 
any way during the refinement accounts for this effect. It should be noted that it is possible 
to implement a microstrain model into Rietveld refinement (Daymond et al. 1997, 1999), 
however this approach introduces additional fitting parameters and is quite sophisticated and, 
as a result, not used very often. 

Rietveld refinement. The ultimate tool for structure refinement from powder diffraction 
data is Rietveld refinement (Rietveld 1967, 1969). Conceptually, the idea of Rietveld refinement 
is very simple. The observed diffraction pattern obs

iI  (index i corresponds numbers all measured 
spectral points) is assumed to be a sum of background function bkgi and contributions from all 
individual diffraction peaks ,

obs
i kI

, (24)obs obs
i i i k

k

I bkg I= +∑
where index k refers to individual diffraction peaks. ,

obs
i kI  includes appropriate peak profile 

functions. Once individual observed peak intensities ,
obs
i kI  are extracted, they can be compared 

with calculated peak intensities ,
calc
i kI , obtained from the approximate crystal structure model. 

The refinement involves minimization of a weighted sum of squares WSS, defined as follows:
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while varying the structural parameters (unit cell parameters, fractional atomic coordinates, 
atomic displacement parameters, site occupancy factors) as well as the peak profile and 
background functions to achieve the best match between the observed and calculated 
pattern. In the original papers (Rietveld 1967, 1969) which introduced the method, the 
background was modeled prior to structure refinement, so that the minimization was done 
with a background-subtracted pattern, and the statistical weights were uniform. In the 
modern implementation of the method, the background is fit at the same time as the structure 
is determined. 

The main difference between the Rietveld approach and single-crystal refinement is that 
all the additional parameters need to be refined at the same time as the structural parameters, 
while the number of independent observations is typically much lower than in single-crystal 
case. Due of this deficiency, optimization of all of the refinable parameters at the same time 
can lead to divergence and unrealistic values of the parameters. As a consequence, Rietveld 
refinement is usually carried out in stages in which different classes of parameters are included 
in the optimization individually, while other parameters are fixed. Since Rietveld and Le Bail 
refinement include the same definition of peak profile functions and their angular dependence, 
it is a common practice to first carry out a Le Bail refinement to optimize unit cell parameters, 
peak profiles, and background function independent of the structure, and then use these 
as starting values for a Rietveld refinement in which peak intensities are derived from the 
structure. Because of the overparametrization problem Rietveld refinement is usually carried 
out with isotropic atomic displacement parameters, and often includes constraints or restraints 
based on crystallochemical assumptions.

A review of the principles and examples of Rietveld analysis is presented by Von Dreele 
in Dinnebier and Billinge (2008). For a more in-depth introduction to the method, Bish and 
Post (1989) as well as Young (1993) are recommended.

Most popular computer programs which can be used to carry out Rietveld refinement 
include GSAS (Larson and Von Dreele 2000; Toby 2001), Fullprof (Rodriguez-Carvajal 
1990), Rietan (Young 1993) and MAUD (Lutterotti et al. 1999). 

Pawley and Le Bail whole pattern refinement. Because of the problems with individual 
fitting of closely overlapping peak it is difficult to use that approach to extract reliable peak 
intensities that could be used for solution of unknown crystal structures. To resolve this 
situation, in the 1980’s, a new whole pattern refinement method, which constrains peak 
positions to values determined by unit cell parameters, while allowing individual peak 
intensities to be refined independently, was introduced (LeBail et al. 1988; Pawley 1981). This 
new approach dramatically reduces the number of refined parameters (for N observed peaks 
instead of refining N peak position one uses 6 or less cell parameters) and aids in more reliable 
refinement of intensity partitioning between closely overlapping peaks. In the Pawley method 
(Pawley 1981) peak profile width is constrained by the Caglioti law with the three refinable 
parameters U, V, W as defined in Equation (15).

Constraints are introduced to help provide stability of the refinement of closely overlapped 
peaks. The Pawley method also calculates a co-variance matrix describing how the extracted 
peak intensities correlate with each other and provides reasonable estimates of peak intensity 
standard deviations. The disadvantage of the Pawley method is that the inclusion of all the 
peak intensities as independent parameters in the optimization creates a challenging numerical 
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problem for computer software (very large matrix that has to be inverted) and results in long 
computation times.

To solve this numerical challenge a different approach for determining peak intensities, but 
still taking advantage of constrained peak positions from unit cell parameters was introduced 
by Le Bail et al. (1998). The Le Bail method uses a two-step iterative process in which peak 
intensities are no longer treated as refinable parameters. As a consequence, the least-squares 
matrix is much smaller and the optimization significantly faster than in the Pawley approach. 
In Rietveld refinement, the partitioning of calculated intensity calc

iI  between overlapping peaks 
,
calc
i kI  is determined by the structure model. In order to obtain observed intensities for the same 

peaks, it is then assumed that the obs
iI  partitions in the same way as calc

iI . The caveat of this 
approach is that for overlapping peaks, an inaccurate or wrong model will lead to improper 
estimation of obs

iI . Le Bail peak intensity extraction starts from a uniform partitioning of all 
calculated intensities ,

calc
i kI  = 1. The Rietveld algorithm is then used to extract obs

iI , after which 
the ,

calc
i kI  are reset from the extracted ,

obs
i kI . This approach assures optimal estimates of peak 

intensities in which the intensities of completely overlapped peaks is apportioned according 
to peak multiplicity.

Le Bail refinement is often used to retrieve unit cell parameters and confirm the correctness 
of indexing in cases when the quality of peak intensities is insufficient for structure refinement 
or if the structure of the sample is not known.

Parametric Rietveld refinement. While Rietveld refinement is a very valuable tool for 
retrieving information about the atomic arrangements of the crystalline sample, the reliability 
of the structure models derived from Rietveld analysis often suffers from insufficient number 
of independent observations. In some extreme cases is has even been demonstrated that a 
refinement with a wrong unit cell and essentially wrong structure can yield figures of merit 
that look satisfactory (Buchsbaum and Schmidt 2007). This problem is particularly dramatic 
for experiments at nonambient conditions (e.g., high pressure or high temperature), in which 
the sample environment is complicated by the presence of heaters, high pressure cells, etc. 
that contribute unwanted signal and intensity-affecting effects to the observed pattern. On 
the other hand, when investigating systematic trends, a time, temperature or pressure series 
of diffraction patterns, all collected within the same phase stability field are not completely 
independent from each other (because the structure changes in a continuous way). Based on 
this assumption, Stinton and Evans (2007) proposed an approach to fitting all of these serial 
diffraction patterns at the same time while tying the refined parameters together by means 
of polynomial equations. This method has been demonstrated to yield much more reliable 
and physically reasonable structure models than individual Rietveld refinements (Bish and 
Howard 1988; Agostini et al. 2010; Halasz et al. 2010; Müller et al. 2011). Additional benefit 
of the parametric Rietveld refinement is the fact that it produces a model of the structural 
evolution accompanying the studied process, which can be much easier understood than a 
series of individual models. 

Quantitative analysis of phase mixtures. The powder pattern of a crystalline substance 
is like its fingerprint, and, as can be seen from Equation (14), its overall intensity is dependent 
on the illuminated volume of the sample. For samples composed from multiple crystalline 
phases, each phase contribution is scaled by the volume fraction of the given phase. Powder 
diffraction-based quantitative analysis (QA) provides for the determination of the composition 
of phase mixtures by carrying out a refinement that includes phase volume fractions. The 
most popular type of QA analysis with powder data is carried out using multi-phase Rietveld 
refinement (Bish and Howard 1988). 

In principle, it is possible to carry out powder diffraction based QA even if the structure of 
some or all of the phase mixture components are not known (e.g., in case of poorly crystalline 
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or amorphous phases) (Scarlett and Madsen 2006). In such cases, it is necessary to obtain 
pure-phase samples of each of the components and measure calibration patterns from mixtures 
of these pure components with an internal diffraction standard (a common internal standard 
is Al2O3 corundum), which yields information about relative total scattering power of each 
component. Chipera and Bish (2002) introduced software called FULLPAT for QA if a full set 
of such calibration data is available for all components. 

The atomic pair distribution function technique (PDF)

The atomic pair distribution function technique, introduced in the 1930s for the 
experimental investigation of liquid and crystalline materials (Debye and Menke 1930; 
Warren 1934; Warren and Gingrich 1934), has found renewed interest and has been extended 
to materials with a wide range of ordering, from completely amorphous to nanocrystalline. 
The technique is useful for producing an estimate of the probability distribution of interatomic 
separations. A comprehensive description of the technique can be found in Egami and Billinge 
(2003); and summarized in several review papers (Proffen et al. 2003; Billinge 2004; Billinge 
and Kanatzidis 2004; Page et al. 2004; Proffen 2006). Bragg peaks and diffuse scattered 
radiation are treated as a whole in the PDF analysis. The formalism of the PDF technique is 
general; no assumptions are made on the atomic structure of materials, instead it is concerned 
with the frequency of occurrence of atoms as a function of interatomic distances. The data 
collection procedure is basically the same as for collecting a powder diffraction pattern to 
high Q values (Q = 4πsinθ/λ is the magnitude of the scattering vector or momentum transfer), 
usually obtained using high energy synchrotron radiation (the real space resolution is inversely 
related to the wavelength), but also polychromatic laboratory sources (e.g., Di Marco et al. 
2009). The data collection time varies from several hours to seconds depending on the detector 
type and the sample characteristics. Measurements are carried out to high-Q values in order 
to avoid artificial ripples from the Fourier transformation termination. Particular care must 
be taken in the measurement of the background which is subtracted from the sample data; 
inaccurate background subtraction can produce severe artifacts in the analysis because the full 
pattern is used to constrain structural parameters. From the experimental coherent intensities 
I(Q), expressed as a function of the momentum transfer Q, the total scattering structure 
function is calculated:
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where ci and ƒi are the respective atom concentrations and atomic scattering factors of the 
ith atoms, summed over the scattering volume. The experimental PDF is denoted with the 
function G(r), calculated as the Fourier transform of the total scattering:
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where ρ0 is the average atomic number density and ρ(r) is the atomic pair density. Peculiar to 
the PDF technique is that a plot of the G(r) function is a rather intuitive pattern showing real 
space maxima corresponding to interatomic distances “weighted” by the scattering factor of 
the pairs of atoms and the frequency with which they occur. Highly ordered and symmetric 
materials have well defined interatomic distances for many coordination shells and therefore 
show sharp peaks in the G(r) plots, while disordered materials have a greater spread of 
interatomic distances and therefore they will show broad peaks, particularly at high r. Liquids, 
where the ordering vanishes quickly with distance and so interatomic distance randomize 
rapidly beyond the first coordination shell (short range ordering), show peaks confined to a 
fairly low-r range. The interpretation of a PDF pattern is not necessarily unique. The technique 



26 Lavina, Dera, Downs

is especially suitable for the analysis of elusive structures of complex minerals such as clays 
and weathering products (Gualtieri et al. 2008; Di Marco et al. 2009; Fernandez-Martinez 
et al. 2010; White et al. 2010) where Bragg and diffuse components are equally important. 
The analysis of PDF patterns is a challenging task, but can yield satisfactory results when 
coupled with other experiments (Krayzman et al. 2009) and first principle calculations (White 
et al. 2010; Fernandez- Martinez et al. 2010). The PDF technique is also a useful tool in 
the structural analysis of materials with long range ordering, Billinge and Kanatzidis (2004) 
discuss examples where incorrect structural solutions from single crystal analysis are readily 
verified by means of PDF analysis. Toby and Billinge (2004) present an important analysis of 
the statistics of structural determinations with the PDF technique. In a novel application of the 
technique, Li et al. (2011), studied the effect of arsenate doping in γ-alumina by analyzing the 
differential PDF of untreated and treated samples. 

The Fernandez-Martinez et al. (2010) study of the structure of schwertmannite, 
(Fe8O8(OH)8−x(SO4)x, an important scavenger of As and Se contaminants, offers an instructive 
example of the application of the PDF techniques. Occurring as poorly crystallized nanosize 
material, schwertmannite achieved the status of mineral only recently (Bigham et al. 1994) 
due to the difficulty in defining both its composition and structure. The modeling of the PDF 
pattern is performed starting from the structure of the sulfate-free akaganeite (Post et al. 
2003), a mineral with an arrangement of FeO6 octahedra similar to schwertmannite. Figure 9, 
with simulated partial and total PDFs of sulfate doped akaganeite, shows how single atomic 
pairs sum to give the total G(r). Fe-Fe and Fe-O pairs provide a strong contribution to the 
total scattering and therefore are better resolved. Nonetheless, the short S-O bond results in a 
distinct feature in the simulated and experimental PDFs (Fig. 9). The authors used the intensity 
of the S-O and Fe-O correlations and their weighting factors to estimate the amount of sulfate 
in the sample. The fitting of the PDF data provides evidence of a triclinic distortion of the unit 

Figure 9. Simulated partial and total PDFs of sulfate-doped akaganeite (left) and comparison between 
calculated (upper three) and experimental (bottom three) PDFs of the oxyhydroxysulfates (right) by Fer-
nandez-Martinez et al. (2010).
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peak corresponds to correlations between iron atoms placed on 
opposite sides of the akaganeiteÕs channel (atoms Fe1 and Fe2 
in Fig. 2). However, its intensity is affected by the presence of 
sulfate molecules in the structure, as can be observed in the case 
of sulfate-doped akaganeite, where it has lower intensity. 

Fitting of the PDF data were performed with the aim of ex-
plaining the differences observed between the theoretical PDFs 
of akaganeite and sulfate-doped akaganeite, and the experimental 
PDFs of schwertmannite. The structure of sulfate-doped akaga-
neite was used as initial model in the refinements. The results of 
the refinements are presented in Figure 4. All the fits converged 
yielding a structure where the initial akaganeite unit cell was 
deformed, with values of the  angle around
This deformation was observed in all the fits performed. We 
found a monoclinic unit cell, with three different values for the 
parameters a, b, and c (see lattice parameters in Table 1). The 
unit-cell parameters obtained differ from those proposed by 
Bigham et al. (1994), who proposed a tetragonal unit cell with 
lattice parameters a = c = 10.66 Å and b = 6.04 Å. 

The different values found for the lattice parameters a and c 
provide a partial explanation for the decreasing of the intensity 
of the correlation at r = 7.5 Å. A splitting of this distance into 
several distances in the range between 7.4Ð7.8 Å is found in 
the refined structures. This splitting is reflected in the PDF 
of schwertmannite by a decrease in the peak intensity and a 
broadening of its width. As shown in Figure 3, the presence of 

sulfates in the structure affects the intensity of this peak, too. 
Two different configurations for the iron atoms within the unit 
cell of schwertmannite resulted from the PDF refinements. In 
a first model (Model 1), the distortion of the  angle causes the 
distance between some adjacent iron atoms (Fe1 and Fe2 in Fig. 
5) to become too long to form two corner-sharing iron octahedra 
(d ~ 4.3 Å). This model was obtained after the fitting procedure 
of the PDF of the natural freeze-dried schwertmannite sample. 
In the second model (Model 2), the distance between adjacent 
Fe octahedra (Fe2 and Fe3 in Fig. 6) is also too long (d ~ 4.33 
Å) and the Fe1 octahedron is rotated by 90¡, sharing an edge 
with an iron octahedron from the neighbor frame (Fig. 6). This 
second structure resulted from the fitting of the natural air-dried 
and synthetic freeze-dried schwertmannite samples. The fact that 
the PDFs of the three samples are almost identical and that the 
agreement factors of the three fits lie in the same range (Table 
1) tells us about the non-uniqueness of the result. The two 
models thus cannot be distinguished within the experimental 
resolution of the data. As shown in Table 1, the obtained lattice 
parameters have large errors (in the order of 10  Å) in 
comparison to the values obtained for the crystalline standard 
(~10Ð4 Å). There are two reasons for this: (1) the coherent do-
main size of schwertmannite is about ~3 nm. This implies that 
a coherent domain would be formed, on average, by a 3  
3 supercell. It seems then plausible that such a small particle 
is affected by structural relaxations at the surface, causing that 
the lattice parameters of the unit cells close to the surface have 
large deviations from those of the unit cells in the ÒbulkÓ of 
the nanoparticle. (2) Our approach is limited because we have 
chosen to use a periodic system with a relatively small unit cell 
(in comparison with the size of the nanoparticle) to describe the 
structure of a disordered nanoparticle.

To better understand the origin of the deformation of the 
unit cell, we performed DFT-based geometry optimization of 
the structure of sulfate-doped akaganeite. This structure has two 
sulfate molecules forming bidentate inner-sphere complexes 
(C2  symmetry). The optimized and non-optimized structures 
are shown in Figure 7, and their cell parameters are given in 
Table 4. The simulated PDF of the DFT-optimized model of 
sulfate-doped akaganeite (Fig. 3) compares very well with the 
PDFs from schwertmannite, although most of the peaks are 
displaced towards lower distances. This may be caused by an 
underestimation of the Fe-O distance, with its peak position 

FIGURE 3. Simulated PDFs of akaganeite and of sulfate-doped 
akaganeite before and after DFT optimization, and experimental PDFs 
of schwertmannite samples. The decay in the intensity seen at high r in 
the schwertmannite PDFs has been taken into account in the simulated 
PDFs by using the instrumental dampening factor obtained from the 

6.

TABLE 4. Unit-cell parameters and volume of the optimized and ex-
perimental akaganeite structures (Post et al. 2003) and of the 
optimized sulfate-doped akaganeite structure

Structure )
DFT-optimized   10.45 3.07 10.45 90.00 89.75 89.91 337
  akaganeite
Experimental  10.5876(5) 3.03357(8) 10.5277(6) 90 90.14(2)* 90 338.13(2)
  akaganeite
DFT-optimized   10.55 6.03† 10.59 90.47 92.61 89.40 674
  sulfate-doped
  akaganeite
* Note that our coordinate system differs from that of Post et al. (2003) in that 
we have interchanged the  axis to keep a right-handed system with an 
obtuse β angle.
† The structure of sulfate-doped akaganeite was formed from a supercell 1 
× 1 of akaganeite. This is the reason why the  parameter and the volume are 
almost double than for akaganeite.
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cell of schwertmannite from the monoclinic akaganeite, however it could not discriminate two 
different models for the arrangement of the FeO6 octahedra.
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FERNANDEZ-MARTINEZ ET AL.: THE STRUCTURE OF SCHWERTMANNITE BY PDF AND XRD ANALYSIS

 = 7.5 Å. A splitting of this distance into 
several distances in the range between 7.4Ð7.8 Å is found in 
the refined structures. This splitting is reflected in the PDF 
of schwertmannite by a decrease in the peak intensity and a 
broadening of its width. As shown in Figure 3, the presence of 

sulfates in the structure affects the intensity of this peak, too. 
Two different configurations for the iron atoms within the unit 
cell of schwertmannite resulted from the PDF refinements. In 
a first model (Model 1), the distortion of the  angle causes the 
distance between some adjacent iron atoms (Fe1 and Fe2 in Fig. 
5) to become too long to form two corner-sharing iron octahedra 
(d ~ 4.3 Å). This model was obtained after the fitting procedure 
of the PDF of the natural freeze-dried schwertmannite sample. 
In the second model (Model 2), the distance between adjacent 
Fe octahedra (Fe2 and Fe3 in Fig. 6) is also too long (d ~ 4.33 
Å) and the Fe1 octahedron is rotated by 90¡, sharing an edge 
with an iron octahedron from the neighbor frame (Fig. 6). This 
second structure resulted from the fitting of the natural air-dried 
and synthetic freeze-dried schwertmannite samples. The fact that 
the PDFs of the three samples are almost identical and that the 
agreement factors of the three fits lie in the same range (Table 
1) tells us about the non-uniqueness of the result. The two 
models thus cannot be distinguished within the experimental 
resolution of the data. As shown in Table 1, the obtained lattice 
parameters have large errors (in the order of 10Ð2 to 10Ð3 Å) in 
comparison to the values obtained for the crystalline standard 
(~10  Å). There are two reasons for this: (1) the coherent do-
main size of schwertmannite is about ~3 nm. This implies that 
a coherent domain would be formed, on average, by a 3 ! 5 ! 
3 supercell. It seems then plausible that such a small particle 
is affected by structural relaxations at the surface, causing that 
the lattice parameters of the unit cells close to the surface have 
large deviations from those of the unit cells in the ÒbulkÓ of 
the nanoparticle. (2) Our approach is limited because we have 
chosen to use a periodic system with a relatively small unit cell 
(in comparison with the size of the nanoparticle) to describe the 
structure of a disordered nanoparticle.

To better understand the origin of the deformation of the 
unit cell, we performed DFT-based geometry optimization of 
the structure of sulfate-doped akaganeite. This structure has two 
sulfate molecules forming bidentate inner-sphere complexes 
(C  symmetry). The optimized and non-optimized structures 
are shown in Figure 7, and their cell parameters are given in 
Table 4. The simulated PDF of the DFT-optimized model of 
sulfate-doped akaganeite (Fig. 3) compares very well with the 
PDFs from schwertmannite, although most of the peaks are 
displaced towards lower distances. This may be caused by an 
underestimation of the Fe-O distance, with its peak position 

Unit-cell parameters and volume of the optimized and ex-
perimental akaganeite structures (Post et al. 2003) and of the 
optimized sulfate-doped akaganeite structure

a (Å) b (Å) c (Å) α (°) β (°) γ (°) V (Å3)
DFT-optimized   10.45 3.07 10.45 90.00 89.75 89.91 337
  akaganeite
Experimental  10.5876(5) 3.03357(8) 10.5277(6) 90 90.14(2)* 90 338.13(2)
  akaganeite
DFT-optimized   10.55 6.03† 10.59 90.47 92.61 89.40 674
  sulfate-doped
  akaganeite
* Note that our coordinate system differs from that of Post et al. (2003) in that 
we have interchanged the a and c axis to keep a right-handed system with an 
obtuse  angle.
† The structure of sulfate-doped akaganeite was formed from a supercell 1 × 2 
 1 of akaganeite. This is the reason why the b parameter and the volume are 
almost double than for akaganeite.
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The basic physical principles of X-ray Absorption Fine-Structure (XAFS) are presented. 
XAFS is an element-specific spectroscopy in which measurements are made by tuning 
the X-ray energy at and above a selected core-level binding energy of a specified element. 
Although XAFS is a well-established technique providing reliable and useful information 
about the chemical and physical environment of the probe atom, its requirement of an energy-
tunable X-ray source means it is primarily done with synchrotron radiation sources and so 
is somewhat less common than other spectroscopic analytical methods. XAFS spectra are 
especially sensitive to the oxidation state and coordination chemistry of the selected element. 
In addition, the extended oscillations of the XAFS spectra are sensitive to the distances, 
coordination number and species of the atoms immediately surrounding the selected element. 
This Extended X-ray Absorption Fine-Structure (EXAFS) is the main focus of this chapter. As 
it is element-specific, XAFS places few restrictions on the form of the sample, and can be used 
in a variety of systems and bulk physical environments, including crystals, glasses, liquids, 
and heterogeneous mixtures. Additionally, XAFS can often be done on low-concentration 
elements (typically down to a few ppm), and so has applications in a wide range of scientific 
fields, including chemistry, biology, catalysis research, material science, environmental 
science, and geology. Special attention in this chapter is given to the basic concepts used in 
analysis and modeling of EXAFS spectra.

INTRODUCTION

X-ray absorption fine structure (XAFS) is the modulation of an atom’s X-ray absorption 
probability at energies near and above the binding energy of a core-level electron of the 
atom. The XAFS is due to the chemical and physical state of the absorbing atom. XAFS 
spectra are especially sensitive to the formal oxidation state, coordination chemistry, and 
the distances, coordination number and species of the atoms immediately surrounding the 
selected element. Because of this sensitivity, XAFS provides a practical and relatively simple 
way to determine the chemical state and local atomic structure for a selected atomic species, 
and is used routinely in a wide range of scientific fields, including biology, environmental 
science, catalysts research, and material science. Since XAFS is an atomic probe, there are 
few constraints on the form of the samples that can be studied, and it can be used in a variety 
of systems and sample environments.

All atoms have core level electrons, and XAFS spectra can be measured for essentially 
every element on the periodic table. Importantly, crystallinity is not required for XAFS 
measurements, making it one of the few structural probes available for noncrystalline and 
highly disordered materials, including ions dissolved in solutions. Because X-rays are fairly 
penetrating in matter, XAFS is not inherently surface-sensitive, though special measurement 
techniques can be applied to enhance its surface sensitivity. Intense X-ray sources can make 
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very small beams, allowing XAFS to be done on samples as small as a few square microns. 
In addition, many variations on experimental techniques and sample conditions are available 
for XAFS, including in situ chemical processes and extreme conditions of temperature and 
pressure. XAFS measurements can be made on elements of minority and even trace abundance 
in many systems, giving a unique and direct measurement of chemical and physical state of 
dilute species in a variety of systems.

X-ray absorption measurements are relatively straightforward, provided one has an intense 
and energy-tunable source of X-rays. In practice, this usually means the use of synchrotron 
radiation, and the history and development of XAFS closely parallels that of synchrotron 
sources. Since the characteristics of synchrotron sources and experimental station dictate what 
energy ranges, beam sizes, and intensities are available, this often puts practical experimental 
limits on the XAFS measurements that can be done at a particular station, even if there are few 
inherent limits on the XAFS technique itself.

Though XAFS measurements can be straightforward, a complete understanding of XAFS 
involves a wonderful mixture of modern physics and chemistry and a complete mastery of the 
data analysis can be somewhat challenging. Though the basic phenomena is well-understood, 
an accurate theoretical treatment is fairly involved and, in some respects still an area of active 
research. The interpretation and analysis of XAFS is not always straightforward, though 
significant progress has been made in both the theoretical and analytical tools for XAFS in the 
past few decades. Accurate and precise interpretation of XAFS spectra is routine, if not always 
trivial for novice experimentalists.

The X-ray absorption spectrum is typically divided into two regimes: X-ray absorption 
near-edge spectroscopy (XANES) and extended X-ray absorption fine-structure spectroscopy 
(EXAFS). Though the two have the same physical origin, this distinction is convenient for 
the interpretation. XANES is strongly sensitive to formal oxidation state and coordination 
chemistry (e.g., octahedral, tetrahedral coordination) of the absorbing atom, while the EXAFS 
can be used to determine the distances, coordination number, and species of the neighbors of 
the absorbing atom.

XAFS is a mature technique, with a literature spanning many decades and many 
disciplines. As a result, several books (Teo 1986; Koningsberger and Prins 1988; Bunker 2010; 
Calvin 2013) have been written specifically about XAFS, and one book on X-ray physics (Als-
Nielsen and McMorrow 2001) covers XAFS in some detail. There have been many chapters 
and review articles written about XAFS, including early reviews of the fledgling technique 
(Stern and Heald 1983), complete theoretical treatments (Rehr and Albers 2000), and reviews 
focusing on applications in a variety of fields, including mineralogy (Brown et al. 1988) and soil 
science (Kelly et al. 2008). Earlier review articles on applications of synchrotron techniques in 
geochemistry and environmental science (Manceau et al. 2002; Sutton et al. 2002) also contain 
considerable information about XAFS. In addition, several on-line resources (XAFS.ORG 
2003; IXAS 2012) have lengthy tutorials and links to software packages and documentation 
for XAFS. It is not possible or particularly useful to give a full review of the XAFS literature, 
even restricting to a single field such as geochemistry or mineralogy.

In this work, the origins and interpretations of XAFS will be introduced, with a hope 
of aiding the reader to be able to make high-quality XAFS measurements as well as process 
and analyze the data. The emphasis here is particularly on the processing and analysis of the 
extended oscillations of the XAFS spectra, as the near-edge portion of the spectra is covered 
in more detail elsewhere. This chapter will not make one an expert in XAFS, but it should 
provide a firm foundation for a new practitioner of XAFS. The above citations are all strongly 
recommended reading for further insights and different perspectives and emphasis. The reader 
is not expected to have previous experience with XAFS or X-ray measurements, but some 
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familiarity with advanced undergraduate-level chemistry or physics and a knowledge of 
experimental practices and data interpretation will be helpful.

X-RAY ABSORPTION AND FLUORESCENCE

X-rays are light with energies ranging from about 500 eV to 500 keV, or wavelengths 
from about 25 Å to 0.25 Å. In this energy regime, light is absorbed by all matter through the 
photoelectric effect, in which an X-ray photon is absorbed by an electron in a tightly bound 
quantum core level (such as the 1s or 2p level) of an atom, as shown in Figure 1.

In order for a particular electronic core level to absorb the X-ray, its binding energy must be 
less than the energy of the incident X-ray. If the binding energy is greater than the energy of the 
X-ray, the bound electron will not be perturbed from the well-defined quantum state and will not 
absorb the X-ray. If the binding energy of the electron is less than that of the X-ray, the electron 
may be removed from its quantum level. In this case, the X-ray is destroyed (that is, absorbed) 
and any energy in excess of the electronic binding energy is given to a photoelectron that is 
ejected from the atom. This process has been well understood for more than a century (Einstein 
received the Nobel Prize for describing this effect). As we will see, the full implications of this 
process when applied to molecules, liquids, and solids will give rise to XAFS.

When discussing X-ray absorption, we are primarily concerned with the absorption 
coefficient, m which gives the probability that X-rays will be absorbed according to the Beer-
Lambert Law:

0 (1)tI I e−m=

where I0 is the X-ray intensity incident on a sample, t is the sample thickness, and I is the 
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Figure 1. The photoelectric effect, in which an X-ray is absorbed by an atom and a core-level electron is 
promoted out of the atom, creating a photoelectron and leaving behind a hole in the core electron level.
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intensity transmitted through the sample, as shown in Figure 2. For X-rays of sufficiently low 
intensity, the X-ray intensity is proportional to the number of X-ray photons—we will ignore 
any non-linear or strong field effects here, and consider only the case of absorption by an 
otherwise unperturbed atom.

At most X-ray energies, the absorption coefficient m is a smooth function of energy, with 
a value that depends on the sample density ρ, the atomic number Z, atomic mass A, and the 
X-ray energy E roughly as

4

3
(2)

Z

AE

ρ
m ≈

 
The strong dependence of m on both Z and E is a fundamental property of X-rays, and 

is the key to why X-ray absorption is useful for medical and other imaging techniques such 
as X-ray computed tomography. Figure 3 shows the energy-dependence of m/ρ described in 
Equation (2) for O, Fe, Cd, and Pb in the normal X-ray regime of 1 to 100 keV. The values span 
several orders of magnitude, so that good contrast between different materials can be achieved 
for nearly any sample thickness and concentrations by adjusting the X-ray energy.

When the incident X-ray has an energy equal to that of the binding energy of a core-level 
electron, there is a sharp rise in absorption: an absorption edge corresponding to the promotion 
of the core level to the continuum. For XAFS, we are concerned with the energy dependence of 
m at energies near and just above these absorption edges. An XAFS measurement is then simply 
a measure of the energy dependence of mat and above the binding energy of a known core level 
of a known atomic species. Since every atom has core-level electrons with well-defined binding 
energies, we can select the element to probe by tuning the X-ray energy to an appropriate absorp-
tion edge. These absorption edge energies are well-known (usually to within a tenth of percent), 

I0 I

t Figure 2. X-ray absorption and the Beer-Lambert 
law: An incident beam of monochromatic X-rays 
of intensity I0 passes through a sample of thickness 
t, and the transmitted beam has intensity I. The ab-
sorption coefficient μ is given by the Beer-Lambert 
law, I = I0e−mt.

Figure 3. The absorption cross-section μ/ρ for several elements over the X-ray energy range of 1 to 100 
keV. Notice that there are at least 5 orders of magnitude in variation in μ/ρ, and that in addition to the strong 
energy dependence, there are also sharp jumps in cross-section corresponding to the core-level binding 
energies of the atoms.
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and tabulated. The edge energies vary 
with atomic number approximately as 
Z 2, and both K and L levels can be used 
in the hard X-ray regime (in addition, M 
edges can be used for heavy elements 
in the soft X-ray regime), which allows 
most elements to be probed by XAFS 
with X-ray energies between 4 and 35 
keV, as shown in Figure 4. Because a 
particular absorption edge of the ele-
ment of interest is chosen in the experi-
ment, XAFS is element-specific.

Following an absorption event, the 
atom is said to be in an excited state, 
with one of the core electron levels left 
empty (a so-called core hole), and a 
photoelectron emitted from the atom. 
The excited state will eventually decay 
(typically within a few femtoseconds) of the absorption event. Though this decay does not af-
fect the X-ray absorption process, it is important for the discussion below.

There are two main mechanisms for the decay of the excited atomic state following an 
X-ray absorption event, as shown in Figure 5. The first of these is X-ray fluorescence, in which 
a higher energy electron core-level electron fills the deeper core hole, ejecting an X-ray of 
well-defined energy. The fluorescence energies emitted in this way are characteristic of the 
atom, and can be used to identify the atoms in a system, and to quantify their concentrations. 
For example, an L shell electron dropping into the K level gives the Kα fluorescence line.

The second process for de-excitation of the core hole is the Auger effect, in which an 
electron drops from a higher electron level and a second electron is emitted into the continuum 

Figure 4. The energies for the X-ray K and LIII absorption 
edges as a function of atomic number Z.  The energies 
follow E ~ Z 2, and all elements with Z > 20 have an X-ray 
edge above 4 keV.
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Auger e− Figure 5. The excited atomic state 
will decay by either X-ray fluores-
cence or the Auger effect. In either 
case, an electron is moved from 
a less tightly bound orbital to the 
empty core level, and the energy 
difference between these levels is 
given to the emitted particle (X-ray 
or electron). The emission energies 
have precise values that are charac-
teristic for each atom, and can be 
used to identify the absorbing atom. 
Though the probability of whether 
the decay occurs by fluorescence 
or Auger emission depends on the 
atomic number Z and energy-level, 
the probability of emission is di-
rectly proportional to the absorption 
probability, and so can be used to 
measure EXAFS and XANES.
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(and possibly even out of the sample). In either case, a cascade of subsequent emissions will 
fill the newly formed, less tightly bound hole until the atom is fully relaxed. Either of these 
processes can be used to measure the absorption coefficient m, though the use of fluorescence 
is somewhat more common. In the hard X-ray regime (> 10 keV), X-ray fluorescence is more 
likely to occur than Auger emission, but for lower energies Auger emission dominates.

XAFS can be measured in two different modes. In transmission mode, the intensity of an 
X-ray beam is sampled before and after being transmitted through a sample, as shown in Figure 
2. In fluorescence mode, a secondary emission resulting from the absorption of the X-ray is 
measured, such as X-ray fluorescence or Auger electrons just mentioned, or in some cases 
even by monitoring visible light emitted by a sample as part of the cascade of decay events. We 
will return to the details of the measurements later, but for now it is enough to say that we can 
measure the energy dependence of the X-ray absorption coefficient m(E) either in transmission 
mode as

( ) 0ln
I

E
I

 m =  
   

or in fluorescence (or emission) mode as

( )
0

fI
E

I
m ∝

where If is the monitored intensity of a fluorescence line (or electron emission) associated with 
the absorption process.

A typical XAFS spectrum (measured in the transmission geometry for a powder of FeO) 
is shown in Figure 6. The sharp rise in m(E) due to the Fe 1s electron level (near 7112 eV) is 
clearly visible in the spectrum, as are the oscillations in m(E) that continue well past the edge. 
As mentioned in the introduction, the XAFS is generally thought of in two distinct portions: 
the near-edge spectra (XANES)—typically within 30 eV of the main absorption edge, and 
the extended fine-structure (EXAFS), which can continue for a few keV past the edge. As we 
shall see, the basic physical description of these two regimes is the same, but some important 
approximations and limits allow us to interpret the extended portion of the spectrum in a 
simpler and more quantitative way than is currently possible for the near-edge spectra.

Figure 6. XAFS m(E) for the Fe K edge of FeO, showing the near-edge (XANES) region and the extended 
fine structure (EXAFS).
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For the EXAFS, we are interested in the oscillations well above the absorption edge, and 
define the EXAFS fine-structure function χ(E) as a change to m(E), as

( ) ( ) ( )0 1 (3)E E E m = m + χ   
where m(E) is the measured absorption coefficient, m0(E) is a smooth background function 
representing the absorption of an isolated atom. The isolated XAFS is usually written as

( ) ( ) ( )0 (4)
E E

E
m −m

χ =
∆m  

where ∆m is the measured jump in the absorption m(E) at the threshold energy. Note that, 
due primarily to experimental considerations, XAFS is generally normalized by the energy-
independent edge jump rather than an energy-dependent m0(E).

As we will see, EXAFS is best understood in terms of the wave behavior of the 
photoelectron created in the absorption process. Because of this, it is common to convert the 
X-ray energy to k, the wave number of the photoelectron, which has dimensions of 1/distance 
and is defined as

( )0

2
)

2
(5

m E E
k

−
=

  
where E0 is the absorption edge energy, m is the electron mass, and  is Planck’s constant. The 
primary quantity for EXAFS is then χ(k), the isolated variation in absorption coefficient as a 
function of photoelectron wave number, and χ(k) is often referred to simply as “the EXAFS.” 
The EXAFS extracted from the Fe K-edge for FeO is shown in Figure 7 (left). The EXAFS is 
clearly oscillatory, and also decays quickly with k. To emphasize the oscillations, χ(k) is often 
multiplied by a power of k typically k2 or k3 for display, as is done for the plot in Figure 7.

The different frequencies apparent in the oscillations in χ(k) correspond to different near-
neighbor coordination shells. This can be seen most clearly by applying a Fourier transform to 
the data, converting the data from depending on wavenumber k to depending on distance R. As 
seen in the right panel of Figure 7, the oscillations present in the EXAFS χ(k) give rather well-
defined peaks as a function of R. Though these peaks are not at the exact distances from the 
absorbing atom to its near neighbors, they are due to the neighboring atoms being at particular 
distances, and the values for the near neighbor distances can be accurately determined from 
the EXAFS oscillations.

Figure 7. Isolated EXAFS for the Fe K edge of FeO, shown weighted by k2 (left) to emphasize the high-
k portion of the spectrum, and the Fourier transform of the k-weighted XAFS, χ(R) (right), showing the 
contribution from Fe-O and Fe-Fe neighbors.
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A remarkable feature of EXAFS is that the contributions to the EXAFS from scattering 
from different neighboring atoms can be described by a relatively straightforward EXAFS 
Equation, a simplified form of which is

χ δ
σ

k
N f k e

kR
kR kj j

k

j
j j

j

j

( ) = ( )
+ ( ) 

−

∑
2

2

2 2

2sin
 

Here f(k) and δ(k) are scattering properties of the photoelectron emitted in the absorption 
process by the atoms neighboring the excited atom, N is the number of neighboring atoms, 
R is the distance to the neighboring atom, and σ2 is the disorder in the neighbor distance. 
Though slightly complicated, the EXAFS equation is simple enough to enable us to model 
EXAFS data reliably, and so determine N, R, and σ2 once we know the scattering amplitude 
f(k) and phase-shifts δ(k). Furthermore, because these scattering factors depend on the Z of 
the neighboring atom, EXAFS is also sensitive to the atomic species of the neighboring atom.

A SIMPLE THEORETICAL DESCRIPTION OF XAFS

In this section, a simple physical description of the XAFS process and the origin of 
the EXAFS Equation will be given. Other useful treatments on a similar level can be found 
in other places (Stern 1988; Rehr and Albers 2000) as well. As in the previous section, we 
start with the photoelectric effect, now shown in Figure 8, in which an X-ray of energy E is 
absorbed by a core-level electron of a particular atom with binding energy E0. Any energy 
from the X-ray in excess of this binding energy is given to a photoelectron that propagates 
away from the absorbing atom. We will treat the photoelectron as a wave, noting that its 
wavelength is proportional to 01 / E E− . It is most common to describe the photoelectron by 
its wavenumber, k = 2π/λ, given in Equation (5).

The absorption of the X-ray by the particular core electron level requires there to be an 
available quantum state for the ejected photoelectron to go to. If no suitable state is available, 
there will be no absorption from that core level. At X-ray energies below the 1s binding energy 
(for example, below 7.1 keV for iron) the 1s electron could only be promoted to a valence 
electron level below the Fermi level—there is simply not enough energy to put the electron 
into the conduction band. Since all the valence levels are filled, there is no state for the 1s 
electron to fill, and so there is no absorption from that core-level. Of course, a sample is not 
transparent to X-rays with energies below the 1s binding level, as the higher level electrons 
can be promoted into the continuum, but there is a sharp jump in the probability of absorption 
as the X-ray energy is increased above a core level binding energy. In fact, these binding levels 
are often referred to as absorption edges due to this strong increase in absorption probability.

It should be noted that the quantum state that the photoelectron occupies has not only 
the right energy, but also the right angular momentum. For photo-electric absorption, the 
angular momentum number must change by 1, so that an s core-level is excited into a p state, 
while a p core-level can be excited into either an s or d level. This is important for a detailed, 
quantitative description of the XAFS, but is not crucial to basic discussion of XAFS here, as 
we are generally dealing with energies far above the continuum which have large density of 
states. On the other hand, the momentum state can be extremely important when considering 
XANES, the near-edge portion of the spectra, as the available energy states of the unfilled 
anti-bonding orbitals still have well-defined and specific angular momentum states above the 
continuum level.

The picture above described absorption for an isolated atom. When a neighboring atom 
is included (Fig. 9), the photoelectron can scatter from the electrons of this neighboring atom, 
and some part of the scattered photoelectron can return to the absorbing atom. Of course, the 
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simple one-dimensional picture shown above suggests that the probability of scattering the 
photoelectron by the neighboring atom is quite large. In a real, three dimensional sample, 
the photoelectron wavefunction spreads radially out and has a lower probability of scattering 
from the electrons in the neighboring atoms. The important point is that some portion of 
the photoelectron wavefunction is scattered from the neighboring atom, and returns to the 
absorbing atom, all in a single coherent quantum state. Since the absorption coefficient depends 
on whether there is an available, unfilled electronic state at the location of the atom and at the 
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Figure 8. Cartoon of X-ray absorption through the photoelectric process. As the energy of the X-rays is 
increased to just above the energy of a tightly bound core electron level, E0, the probability of absorption 
has a sharp rise—an edge jump. In the absorption process, the tightly bound core-level is destroyed, and a 
photoelectron is created. The photoelectron travels as a wave with wavelength proportional to 1/(E − E0)1/2.
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Figure 9. XAFS occurs because the photoelectron can scatter from a neighboring atom. The scattered pho-
toelectron can return to the absorbing atom, modulating the amplitude of the photoelectron wave-function 
at the absorbing atom. This in turn modulates the absorption coefficient m(E), causing the EXAFS.
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appropriate energy (and momentum), the presence of the photoelectron scattered back from 
the neighboring atom will alter the absorption coefficient: This is the origin of XAFS.

A rough explanation of the EXAFS equation

We’ll now spend some effort developing the standard EXAFS equation using a slightly 
more formal description of this simple physical picture above, but still somewhat less rigorous 
than a full-blown quantum mechanical description. The goal here is to describe enough of the 
basic physics to identify where the different components of the EXAFS equation arise from, 
and so what they mean for use in the analysis of spectra.

Since X-ray absorption is a transition between two quantum states (from an initial state 
with an X-ray, a core electron, and no photoelectron to a final state with no X-ray, a core hole, 
and a photoelectron), we describe m(E) with Fermi’s Golden Rule:

( ) 2
(6)E i H fm ∝

 
where i  represents the initial state (an X-ray, a core electron, and no photoelectron), f   is 
the final state (no X-ray, a core hole, and a photoelectron), and H is the interaction term, which 
we’ll come back to shortly. Since the core-level electron is very tightly bound to the absorbing 
atom, the initial state will not be altered by the presence of the neighboring atom, at least to 
first approximation. The final state, on the other hand, will be affected by the neighboring atom 
because the photoelectron will be able to scatter from it. If we expand f  into two pieces, one 
that is the “bare atom” portion ( 0f ), and one that is the effect of the neighboring atom ( f ) as

0f f f= + ∆
 

We can then expand Equation (6) to

( )
*

2 0
0 2
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1 . .
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 m ∝ + ∆ +
 
   

where C.C. means complex conjugate. We’ve arranged the terms here so that this expression 
resembles Equation (3),

( ) ( ) ( )0 1E E E m = m + χ   
We can now assign m0 = 

2

0i H f  as the “bare atom absorption,” which depends only on the 
absorbing atom—as if the neighboring atom wasn’t even there. We can also see that the fine-
structure χ will be proportional to the term with f :

( )E i H fχ ∝ ∆
 

which indicates that the EXAFS is due to the interaction of the scattered portion of the 
photoelectron and the initial absorbing atom.

We can work out this term for χ as an integral equation fairly easily, if approximately. The 
interaction term H represents the process of changing between two states of given energy and 
momentum. In quantum radiation theory, the interaction term needed is the p·A term, where 
A is the quantized vector potential (there is also an A·A term, but this does not contribute to 
absorption). For the purposes here, this reduces to a term that is proportional to eikr. The initial 
state is a tightly bound core-level, which we can approximate by a delta function (a 1s level for 
atomic number Z extends to around a0/Z, where a0 is the Bohr radius of ≈ 0.529 Å, so this is 
a good approximation for heavy elements, but less good for very light elements). The change 
in final state is just the wave-function of the scattered photoelectron, ψscatter(r). Putting these 
terms together gives a simple expression for the EXAFS:
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( ) ( ) ( ) ( )scatter scatter 0 (7)ikrE dr r e rχ ∝ δ ψ = ψ∫  
In words, this simply states the physical picture shown in Figure 9:

The EXAFS χ(E) is proportional to the amplitude of the 
scattered photoelectron at the absorbing atom.

We can now evaluate the amplitude of the scattered photoelectron at the absorbing atom 
to get the EXAFS equation. Using the simple physical picture from Figure 9, we can describe 
the outgoing photoelectron wave-function (k, r) traveling as a spherical wave,

( ) ( ), 8
ikre

k r
kr

ψ =
 

traveling a distance R to the neighboring atom, then scattering from a neighbor atom, and 
traveling as a spherical wave a distance R back to the absorbing atom. We simply multiply all 
these factors together to get

( ) ( ) ( ) ( )
scatter , 0 2 . .

ikR ikR
i ke e

k k r kf k e C C
kR kR

δ χ ∝ ψ = = +   
where f(k) and δ(k) are scattering properties of the neighboring atom, and C.C. means complex 
conjugate. As mentioned before, these scattering factors depend on the Z of the neighboring 
atom, as illustrated in Figure 10 for a few elements. Combining these terms in and using the 
complex conjugate to make sure we end up with a real function, we get
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which looks much like the standard EXAFS equation. For mathematical convenience, the 
EXAFS Equation is sometimes written with the sin term replaced with the imaginary part of 
an exponential:
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We’ll use this form on occasion.

The treatment to get to Equation (9) was for one pair of absorbing atom and scattering 
atom, but for a real measurement we’ll average over billions of X-ray absorption events and so 
atom pairs. Even for neighboring atoms of the same type, the thermal and static disorder in the 
bond distances will give a range of distances that will affect the XAFS. As a first approximation, 
the bonding environment and disorder will change the XAFS equation from Equation (9) to
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where N is the coordination number and σ2 is the mean-square-displacement in the bond 
distance R. We’ll return to this topic later. 

Of course, real systems usually have more than one type of neighboring atom around 
a particular absorbing atom. This is easily accommodated in the XAFS formalism, as the 
measured XAFS will simply be a sum of the contributions from each scattering atom type or 
coordination shell:
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where j represents the individual coordination shell of identical atoms at approximately the 
same distance from the central atom. In principle there can be many such shells, but as shells 
of similar Z become close enough (say, within a 0.05 Å of each other), they become difficult 
to distinguish from one another.

The explanation so far of what goes into the EXAFS equation gives the most salient 
features of the physical picture for EXAFS but ignores many nuances. In order to be able to 
quantitatively analyze EXAFS in real systems, we’ll need to cover some of these subtleties, 
giving four main points to discuss. These are 1) the finite photoelectron mean free path, 2) the 
relaxation due to the passive (non-core) electrons of the excited atom, 3) multiple-scattering of 
the photoelectron, and 4) a more detailed treatment of structural and thermal disorder.

λ(k): The inelastic mean free path

The most significant approximation we made above was to assert that the outgoing 
photoelectron went out as a spherical wave, as given in Equation (8). In doing so, we neglected 
the fact that the photoelectron can also scatter inelastically from other sources—other 
conduction electrons, phonons, and so on. In order to participate in the XAFS, the photoelectron 
has to scatter from the neighboring atom and return to the absorbing atom elastically (that is, 
at the same energy) as the outgoing photoelectron. In addition, the scattered portion of the 
photoelectron has to make it back to the absorbing atom before the excited state decays (that 
is, before the core hole is filled through the Auger or fluorescence process). To account for both 
the inelastic scattering and the finite core-hole lifetime, we can use a damped spherical wave:
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r kikre e
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for the photoelectron wave-function in place of the spherical wave of Equation (8). Here, λ 
is the mean free path of the photoelectron, representing how far it can typically travel before 
scattering inelastically or before the core hole is filled. The core-hole lifetime is on the order 
of 10−15 s, depending somewhat on the energy of the core-level. The mean free path is typically 
5 to 30 Å and varies with k with a fairly universal dependence on k, shown in Figure 11. 
Including this λ(k), the EXAFS equation becomes
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It is the finite size of λ, as well as the 1/R2 term (which also originates from the wavefunction 

Figure 10. Functional forms for f(k) (left) and δ(k) (right) for O, Fe, and Pb showing the dependence of 
these terms on atomic number Z. The variations in functional form allow Z to be determined (±5 or so) 
from analysis of the EXAFS.
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of the outgoing photoelectron) in the EXAFS equation that shows EXAFS to be a local probe, 
insensitive to atomic structure beyond 10 Å or so.

As an aside, we note that it is possible to treat the losses that are described by λ(k) as a 
complex wavenumber, so that k becomes p = k + i/λ, and the EXAFS Equation can be written 
with p instead of k. This reflects the common usage in the theoretical condensed matter physics 
literature that the photoelectron energy is complex, and so includes the effects of the mean free 
path not only in a e−2R/λ term, but also in the disorder terms, which can be important in some 
analyses. This can be incorporated into quantitative analysis tools, but is beyond the scope of 
the present work, so we will continue to use the form of the EXAFS Equation above, with the 
explicit λ term.

2
0S : intrinsic losses

A second approximation we made in the description above was to ignore the relaxation 
due to the other electrons in the excited atom. That is, our “initial state” and “final state” above 
should have been for the entire atom, but we considered only a single core-level electron. 
Writing 1

0
Z −Φ  for the remaining Z−1 electrons in unexcited atom, and 1Z

f
−Φ  for the Z−1 

electrons in the excited atoms, we end up with a factor of

2
2 1 1
0 0

Z Z
fS − −= Φ Φ

 
that can be placed in front of the EXAFS equation. Though recent research has suggested 
that 2

0S  may have some k dependence, especially at low k, it is usually interpreted simply as a 
constant value, so that the EXAFS equation becomes
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which is the final form of the EXAFS equation that we will use for analysis.
2
0S  is assumed to be constant, and is generally found to be 0.7 < 2

0S  < 1.0. By far the 
biggest consequence of this is that this factor is completely correlated with N in the EXAFS 
equation. This fact, along with the data reduction complication discussed later that the edge 
step Δm in Equation (4) is challenging to determine experimentally, makes absolute values for 
the coordination number N difficult to determine with high accuracy.

Figure 11. The photoelectron mean free path for XAFS, λ(k), representing how far the photoelectron can 
travel and still participate in the XAFS. This term accounts for both the inelastic scattering of the photo-
electron, and the finite lifetime of the core-hole.
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Multiple scattering of the photoelectron

So far the treatment of EXAFS has implied that the photoelectron always scatters from 
one neighboring atom and returns to the absorber. In fact, the photoelectron can scatter from 
more than one neighboring atom, making a more convoluted scattering path than simply to 
one scattering atom and back. Examples of the more important types of multiple scattering 
paths are illustrated in Figure 12.

Multiple scattering paths can give important contributions for EXAFS, especially beyond 
the first coordination shell, and are often important for XANES. In general, most first-shell anal-
ysis of EXAFS is not strongly affected by multiple scattering, but second-shell analysis can be, 
and shells beyond the second are almost always complicated by multiple-scattering paths. For 
highly-ordered crystalline materials, focused linear multiple scattering paths, as shown Figure 
12 can be particularly important, and neglecting them in an analysis can give erroneous results.

Though the details of the calculations are beyond the scope of this work (Rehr and Albers 
2000), accounting for multiple scattering formally in the EXAFS equation is conceptually 
quite easy. We can simply change the meaning of the sum in Equation (10) to be a sum over 
scattering paths, including multiple scattering paths, instead of being a sum over coordination 
shells. We also have to change our interpretation of R from “interatomic distance” to “half 
path length.” In addition, our scattering amplitudes f(k) and phase-shifts δ(k) now need to 
include the contribution from each scattering atom in the path, so that the term in the EXAFS 
equation can be said to be effective scattering amplitudes and phase-shifts. Unfortunately, the 
existence of multiple scattering means that the number of paths needed to properly account for 
an EXAFS spectra grows quickly (exponentially) with path distance. This puts a practical limit 
on our ability to fully interpret EXAFS spectra from completely unknown systems.

Disorder terms and g(R) 

We gave a simple description of disorder above, using 
2 22kNe− σ  in the EXAFS equation, 

where N is the coordination number and σ2 is the mean-square displacement of the set of 

Single Scattering

Triangle Paths

Focused Multiple Scattering

Figure 12. Multiple scattering paths for the photoelectron. While single-scattering paths generally dominate 
most EXAFS spectra, multiple scattering paths can give important contributions, especially in well-ordered 
crystalline materials. Fortunately, these terms can easily be included into the standard EXAFS formalism.
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interatomic distances R sampled by an EXAFS measurement. As noted above, the core-hole 
lifetime is typically in the femtosecond range. Since thermal vibrations are on the picosecond 
time-scale, each X-ray absorbed in an EXAFS measurement gives a “snapshot” of the structure 
around 1 randomly selected absorbing atom in the sample, and the neighboring atoms will be 
essentially frozen in some configuration. Building up a full spectrum will result in a “blurry 
picture” due to the addition of many (often billions) of these snapshots. This has the important 
consequence that a single EXAFS measurement cannot distinguish thermal disorder due to 
atomic vibrations from static disorder.

An EXAFS measurement is then a sampling of the configuration of atoms around the 
average absorbing atom. Ignoring the contributions from multiple-scattering just discussed, 
the configuration of pairs of atoms is given by the Partial Pair Distribution function, g(R), 
which gives the probability that an atom is found a distance R away from an atom of the 
selected type. Pair distribution functions are found from many structural probes (notably 
scattering techniques), but the Partial aspect is unique to EXAFS and other element-specific 
probes. EXAFS is sensitive only to the pairs of atoms that include the absorbing atom. Thus 
while scattering can give very accurate measures of the total pair distribution function, EXAFS 
is particularly useful for looking at low concentration elements in complex systems.

To better account for the sampling of g(R) of any particular single-scattering shell of 
atoms, we should replace our σ2 term with an integral over all absorbing atoms, as with (using 
a simplified form of the EXAFS Equation in exponential notation and recalling that k might be 
replaced by p, the complex wavenumber to account for the mean free path λ(k)):
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where the angle brackets mean averaging over the distribution function:
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There are a few different approaches that can be used for modeling g(R) in EXAFS. First, one 
can ask what the principal moments of g(R) might be. Recognizing that ei2kR term (or sin(2kR) 
term) is the most sensitive part to small changes in R, and pulling out the other terms, we have
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This average of an exponential term can be described by the cumulants of the distribution 
g(R), as
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where the coefficients Cn are the cumulants. The cumulants of a distribution can be related to 
the more familiar moments of the distribution. The lowest order cumulants are
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where r = R − R0 and R0 is the mean R value of the distribution, and 〈rn〉 is the nth moment of 
the distribution. C1 is then simply a shift in centroid, and C2 is the mean-square-displacement, 
σ2. C3 and C4 measure the skewness and kurtosis for the distribution, respectively, and are 0 
for a Gaussian distribution. Because the low order terms in the cumulant expansion represent a 
small modification to the Gaussian approximation and can be readily applied to any spectrum, 
they are included in many analyses codes and discussed widely in the EXAFS literature. In 
particular, the skewness term, C3, is sometimes found to be important in analysis of moderately 
disordered systems.

Another approach to modeling complex disorder is to parameterize g(R) by some 
functional form and use this parameterization in the EXAFS Equation. This can be done either 
analytically by putting in a functional form for g(R) (Filipponi et al. 1995), or by building a 
histogram with weights given by the parameterized g(R). The latter approach can be readily 
done with many existing analysis tools, and can give noticeably better results than the cumulant 
expansion for very high disorder. For some problems, a more sophisticated analysis using a 
Monte Carlo approach of calculating the EXAFS for a large set of atomic clusters can be 
useful. For example, atomic configurations from a series of molecular dynamics simulations 
may be used to predict EXAFS spectra including complex configurations and disorder. Such 
work can be computationally intensive, but can also give additional insight into the interactions 
between atoms and molecules in complex systems. We’ll continue to use N and σ2 as the 
normal form of the EXAFS Equation, but will remember that these more complex descriptions 
of the distribution of atoms are possible and that we are not limited to studying well-behaved 
systems with Gaussian distributions.

Discussion

We’ve used a simple physical picture of photoelectron scattering to develop the EXAFS 
equation (Eqn. 10) that we can use in the quantitative analysis of EXAFS spectra. From 
Equation (10), we can draw a few physical conclusions about XAFS. First, because of the 
λ(k) term and the R−2 term, XAFS is seen to be an inherently local probe, not able to see 
much further than 5 Å or so from the absorbing atom. Second, the XAFS oscillations consist 
of different frequencies that correspond to the different distances of atomic shells. This will 
lead us to use Fourier transforms in the analysis. Finally, in order to extract the distances and 
coordination numbers, we need to have accurate values for the scattering amplitude and phase-
shifts f(k) and δ(k) from the neighboring atoms.

This last point here—the need for accurate scattering amplitude and phase-shifts—has 
been a crucial issue in the field of EXAFS. Though early attempts to calculate the terms were 
qualitatively successful and instructive, they were generally not accurate enough to be used 
in analysis. In the earliest EXAFS analyses, these factors were most often determined from 
experimental spectra in which the near-neighbor distances and species were known. Such 
experimental standards can be quite accurate, but are generally restricted to first neighbor 
shell and to single-scattering. Since the 1990s, calculations of f(k) and δ(k) have become 
more accurate and readily available, and use of experimental standards in EXAFS analysis 
is now somewhat rare, and restricted to studies of small changes in distances of fairly well-
characterized systems. Calculated scattering factors are not without problems, but they have 
been shown numerous times to be accurate enough to be used in real analysis, and in some cases 
are more accurate than experimentally derived scattering factors. The calculated factors are not 
restricted to the first shell, and can easily account for multiple-scattering of the photoelectron. 
We’ll use calculations of f(k) and δ(k) from FEFF to model real data.
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XAFS MEASUREMENTS: TRANSMISSION AND FLUORESCENCE

XAFS requires a very good measure of m(E). Since the XAFS is a fairly small modulation 
of the total absorption, a fairly precise and accurate measurement of m(E)—typically to 10−3—
is required. Statistical errors in m(E) due to insufficient count rates in intensities are rarely the 
limiting factor for most XAFS measurements, and can generally be overcome by counting 
longer. On the other hand, systematic errors in m(E) can degrade or even destroy the XAFS, 
and are more difficult to eliminate. Fortunately, if care is taken in sample preparation, setting 
up the measurement system, and alignment of the sample in the beam, it is usually not too 
difficult to get good XAFS measurements.

A sketch of the basic experimental layout is given in Figure 13, showing a monochromatic 
beam of X-rays striking a sample and the intensities of the incident, transmitted, and emitted 
X-ray beams being measured. From this, it can be seen that the main experimental challenges 
are getting an X-ray source that can be reliably and precisely tuned to select a single X-ray 
energy, and 2) high-quality detectors of X-ray intensity. For most modern experiments, the 
X-ray source is a synchrotron radiation source, which provides a highly collimated beam of 
X-rays with a broad range of energies. A particular energy is selected with a double crystal 
monochromator, which consists of two parallel and nearly perfect crystals, typically silicon. 
The first crystal is centered in the incident X-ray beam from the source and rotated to a 
particular angle so as to reflect a particular energy by X-ray diffraction following Bragg’s law. 
By using near-perfect crystals, the diffracted beam is very sharply defined in angle and so also 
has a very narrow energy range, and the reflectivity is near unity. The second crystal, with 
the same lattice spacing as the first, is rotated together with the first crystal, and positioned to 
intercept the diffracted beam and re-diffract so that it is parallel to the original X-ray beam, 
though typically offset vertically from it. Such a monochromator allows a wide energy range 
of monochromatic X-rays to be selected simply by rotating a single axis, and is widely used at 
synchrotron beamlines, and especially at beamlines designed for XAFS measurements.

The principle characteristics of a monochromator that are important for XAFS are 
the energy resolution, the reproducibility, and the stability of the monochromator. Energy 
resolutions of ≈ 1 eV at 10 keV are readily achieved with silicon monochromators using the 
Si(111) reflection, and are sufficient for most XAFS measurements. Higher resolution can be 
achieved by using a higher order reflection, such as Si(220) or Si(311), but this often comes at 
a significant loss of intensity. In addition, the angular spread of the incident X-ray beam from 
the source can contribute to the energy resolution, and many beamlines employ a reflective 
mirror that can be curved slightly to collimate the beam before the monochromator to improve 
resolution. While poor energy resolution can be detrimental to XAFS measurements, and 
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Figure 13. Sketch of an XAFS Experiment. An X-ray source, typically using synchrotron radiation, pro-
duces a collimated beam of X-rays with a broad energy spectrum. These X-rays are energy-selected by a 
slit and monochromator. The incident X-ray intensity, I0, is sampled. XAFS can be recorded by measuring 
the intensity transmitted through the sample or by measuring the intensity of a secondary emission—typi-
cally X-ray fluorescence or Auger electrons resulting from the X-ray absorption. The X-ray energy is swept 
through and above the electron binding energy for a particular energy level of the element of interest.
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especially for XANES measurements, most existing beamlines have resolution sufficient for 
good XAFS measurements.

Stability and reproducibility of monochromators is sometimes challenging, as the angular 
precisions of monochromators needed for XAFS are typically on the order of 10−4 degrees, so 
that a very small change in Bragg angle corresponds to a substantial energy shift. Very high 
quality rotation stages can essentially eliminate such drifts, but may not be installed at all 
beamlines. In addition, small temperature drifts of the monochromator can cause energy drifts, 
as the lattice constant of the crystal changes. Stabilizing the temperature of the monochromator 
is very important, but can be challenging as the power in the white X-ray beam from a modern 
synchrotron source can easily exceed 1 kW in a few square millimeters. For the most part, 
these issues are ones of beamline and monochromator design and operation, generally solved 
by the beamline, and are not a significant problem at modern beamlines designed for XAFS 
measurements. Still, these issues are worth keeping in mind when assessing XAFS data.

Despite their name, monochromators based on Bragg diffraction do not select only 
one energy (or color) of light, but also certain harmonics (integer multiples) of that energy. 
While these higher energies will be far above the absorption edge, and so not be absorbed 
efficiently by the sample, they can cause subtle problems with the data that can be hard to 
diagnose or correct afterward. These include sharp changes or glitches in intensity at particular 
energies, and unexpectedly large noise in the data. There are two main strategies for removing 
harmonics. The first is to slightly misalign or “de-tune” the two crystals of the monochromator. 
This will reduce the transmitted intensity of the higher-energy harmonics much more than it 
reduces the intensity of the fundamental beam. De-tuning in this way can be done dynamically, 
often by putting a small piezo-electric crystal on the second monochromator crystal to allow 
fine motions to slightly misalign the two crystals. The second method for removing harmonics 
is to put a reflective X-ray mirror in the beam so that it reflects the fundamental beam but not 
the higher energy harmonics. Such a harmonic-rejection mirror is generally more efficient at 
removing the higher harmonics than de-tuning the monochromator crystals. Ideally, both of 
these strategies can be used, but it is generally necessary to use at least one of these methods.

Having linear detectors to measure I0 and I for transmission measurements is important 
for good XAFS measurements, and not especially difficult. A simple ion chamber (a parallel 
plate capacitor filled with an inert gas such nitrogen or argon, and with a high voltage across 
it through which the X-ray beam passes) is generally more than adequate, as these detectors 
themselves are generally very linear over a wide range of X-ray intensities. The currents 
generated from the detectors are quite low (often in the picoampere range, and rarely above 
a few microampere) and so need to be amplified and transmitted to a counting system. Noise 
in transmission lines and linearity of the amplification systems used for ion chambers (and 
other detectors) can cause signal degradation, so keeping cables short and well-grounded is 
important. Typical current amplifiers can have substantial non-linearities at the low and high 
ends of their amplification range, and so have a range of linearity limited to a few decades. 
For this reason, significant dark currents are often set and one must be careful to check for 
saturation of the amplifiers. In addition, one should ensure that the voltage applied across the 
ion chamber plates is sufficiently high so that all the current is collected—simply turning up the 
voltage until the intensity measured for an incident beam of constant intensity is itself constant 
and independent of voltage is generally sufficient. Such checks for detector linearity can be 
particularly important if glitches are detected in a spectrum. For fluorescence measurements, 
several kinds of detectors can be used in addition to ion chambers, and linearity can become an 
important issue and depend on details of the detector.

With a good source of monochromatic X-rays and a good detection system, accurate and 
precise transmission measurements on uniform samples of appropriate thickness, are generally 
easy. Some care is required to make sure the beam is well-aligned on the sample and that 



Fundamentals of XAFS 51

harmonics are not contaminating the beam, but obtaining a noise level of 10−3 of the signal is 
generally easy for transmission measurements. Such a noise level is achievable for fluorescence 
measurements but can be somewhat more challenging, especially for very low concentration 
samples.

Transmission XAFS measurements

For concentrated samples, in which the element of interest is a major component—10% by 
weight or higher is a good rule of thumb—XAFS should be measured in transmission. To do 
this, one needs enough transmission through the sample to get a substantial signal for I. With mt 
= ln(I/I0), we typically adjust the sample thickness t so that mt ≈ 2.5 above the absorption edge 
and/or the edge step Δm(E)t ≈ 1. For Fe metal, this gives t = 7 mm, while for many solid metal-
oxides and pure mineral phases, t is typically in the range of 10 to 25 mm. For concentrated 
solutions, sample thickness may be several millimeter thick, but this can vary substantially. 
If both mt ≈ 2.5 for the total absorption and an edge step Δm(E)t ≈ 1 cannot be achieved, it is 
generally better to have a smaller edge step, and to keep the total absorption below mt ≈ 4, so that 
enough X-rays are transmitted through the sample to measure. Tabulated values for m(E) for the 
elements are widely available, and software such as HEPHAESTUS (Ravel and Newville 2005) 
can assist in these calculations.

In addition to being the appropriate thickness for transmission measurements, the sample 
must be of uniform thickness and free of pinholes. Non-uniformity (that is, variations in 
thickness of 50% or so) and pinholes in the sample can be quite damaging, as m is logarithmic 
in I. Since the portion of the beam going through a small hole in the sample will transmit with 
very high intensity, it will disproportionately contribute to I compared to the parts of the beam 
that actually goes through the sample. For powdered material, the grain size cannot be much 
bigger than an absorption length, or the thickness variation across the particle will lead to non-
linear variations in the beam transmitted through the sample. If these challenging conditions 
can be met, a transmission measurement is very easy to perform and gives excellent data. This 
method is usually appropriate for pure mineral and chemical phases, or for other systems in 
which the absorbing element has a concentrations > 10%.

A few standard methods for making uniform samples for transmission XAFS exist. If one 
can use a solution or has a thin, single slab of the pure material (say, a metal foil, or a sample 
grown in a vacuum chamber), these can make ideal samples. For many cases, however, a powder 
of a reagent grade chemical or mineral phase is the starting material. Because the required total 
thickness is so small, and uniformity is important, grinding and sifting the powder to select the 
finest grains can be very helpful. Using a solvent or other material in the grinding process can 
be useful. In some case, suspending a powder in a solvent to skim off the smallest particles 
held up by surface tension can also be used. Spreading or painting the grains onto sticky tape 
and shaking off any particles that don’t stick can also be used to select the finest particles, and 
can make a fairly uniform sample, with the appropriate thickness built up by stacking multiple 
layers. Ideally, several of these techniques can be used in combination.

Fluorescence and electron yield XAFS measurements

For samples that cannot be made thin enough for transmission or with the element of 
interest at lower concentrations (down to a few ppm level in some cases), monitoring the X-ray 
fluorescence is the preferred technique for measuring the XAFS. In a fluorescence XAFS 
measurement, the X-rays emitted from the sample will include the fluorescence line of interest, 
fluorescence lines from other elements in the sample, and both elastically and inelastically 
(Compton) scattered X-rays. An example fluorescence spectrum is shown in Figure 14. This 
shows Fe Kα and Kβ fluorescence lines along with the elastically scattered peak (unresolvable 
from the Compton scatter), as well as fluorescence lines from Ca, Ti, and V. In many cases 
the scatter or fluorescence lines from other elements will dominate the fluorescence spectrum.
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There are two main considerations for making good fluorescence XAFS measurements: the 
solid angle collected by the detector, and the energy resolution of the detector for distinguishing 
the fluorescence lines. The need for solid angle is easy to understand. The fluorescence is 
emitted isotropically, and we’d like to collect as much of the available signal as possible. 
X-rays that are elastically and inelastically scattered (for example, by the Compton scattering 
process) by the sample are not emitted isotropically because the X-rays from a synchrotron 
are polarized in the plane of the synchrotron, (a fact we’ve neglected up to this point). This 
polarization means that elastic scatter is greatly suppressed at 90° to the incident beam, in the 
horizontal plane. Therefore, fluorescence detectors are normally placed perpendicular to the 
incident beam, and in the horizontal plane.

Energy resolution for a fluorescence detector can be important as it allows discrimination 
of signals based on energy, so that scattered X-rays and fluorescence lines from other elements 
can be suppressed relative to the intensity of the fluorescence lines of interest. This lowers 
the background intensity, and increases the signal-to-noise level. Energy discrimination can 
be accomplished either physically, by filtering out unwanted emission before it gets to the 
detector, or electronically after it is detected, or both.

An example of a commonly used physical filter is to place a Mn-rich material between 
an Fe-bearing sample and the fluorescence detector. Due to the Mn K absorption edge, the 
filter will preferentially absorb the elastic and inelastic scatter peak and pass the Fe Kα line, as 
shown in Figure 15. For most K edges, the element with Z−1 of the element of interest can be 
used to make an appropriate filter, and suitable filters can be found for most of the L-edges. A 
simple filter like this can be used with a detector without any intrinsic energy resolution, such 
as an ion chamber or large PIN diode. To avoid re-radiation from the filter itself, Soller slits, as 
shown in Figure 16, can be used to preferentially collect emission from the sample and block 
most of the signal generated away from the sample from getting into the fluorescence detector, 
including emission from the filter itself. Such an arrangement can be very effective especially 
when the signal is dominated by scatter, as when the concentration of the element of interest is 
in the range of hundreds of ppm or lower, and the matrix is dominated by light elements, with 
few other heavy elements that have fluorescence lines excited by the incident beam.

Energy discrimination can also be done electronically on the measured X-ray emission 
spectrum after it has been collected in the detector. A common example of this approach uses 
a solid-state Si or Ge detector, which can achieve energy resolution of ≈ 200 eV or better 

Figure 14. X-ray fluorescence spectrum from an Fe-rich mineral (a feldspar), showing the Fe Kα and Kβ 
emission lines around 6.4 and 7.0 keV, and the elastically (and nearly-elastically) scattered peak near 8.5 
keV. At lower energies, peaks for Ca, Ti, and V can be seen.
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(approaching 130 eV for modern silicon detectors).  The spectrum shown in Figure 14 was 
collected with such a Ge solid-state detector. These detectors have an impressive advantage 
of being able to measure the full X-ray fluorescence spectrum, which is useful in its own 
right for being able to identify and quantify the concentrations of other elements in the 
sample. Because unwanted portions of the fluorescence spectrum can be completely rejected 
electronically, these detectors can have excellent signal-to-background ratios and be used for 
XAFS measurements with concentrations down to ppm levels. Though solid-state detectors 
have many advantages, they have a few drawbacks:

1. The electronic energy discrimination takes a finite amount of time, which limits the 
total amount of signal that can be processed. These detectors typically saturate at ≈ 105 
Hz of total count rate or so. When these rates are exceeded, the detector is effectively 
unable to count all the fluorescence, and is said to be “dead” for some fraction of the 
time. It is common to use ten or more such detectors in parallel. Even then, the limit 
on total intensity incident for these detectors can limit the quality of the measured 
XAFS.

2. Maintaining, setting up, and using one of these is much more work than using an ion 
chamber. For example, germanium solid-state detectors must be kept at liquid nitrogen 
temperatures. The electronics needed for energy discrimination can be complicated, 
expensive, and delicate.

Figure 15. The effect of a “Z−1” filter on a measured fluorescence spectrum. A filter containing Mn placed 
between sample and detector will absorb most of the scatter peak, while transmitting most of the Fe Kα 
emission. For samples dominated by the scatter peak, such a filter can dramatically improve the signal-to-
noise level.
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Figure 16. The practical use of “Z−1” filter for 
energy discrimination of a fluorescence spectrum. 
The filter placed between sample and detector will 
absorb most of the scatter peak. Because the fil-
ter can itself re-radiate, a set of metal Soller slits 
pointing at the sample will preferentially absorb 
the emission from the filter and prevent it from en-
tering the detector.
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Despite these drawbacks, the use of solid-state detectors is now fairly common practice 
for XAFS, especially for dilute and heterogeneous samples, and the detectors and electronics 
themselves are continually being improved.

Before we leave this section, there are two import effects to discuss for XAFS measurements 
made in fluorescence mode. These are self-absorption or over-absorption from the sample, 
and a more detailed explanation of deadtime effects for measurements made with solid-state 
detectors. If not dealt with properly, these effects can substantially comprise otherwise good 
fluorescence XAFS data, and so it is worth some attention to understand these in more detail.

Self-absorption (or over-absorption) of fluorescence XAFS

The term self-absorption, when referred to fluorescence XAFS, can be somewhat confus-
ing. Certainly, the sample itself can absorb many of the fluoresced X-rays. For example, for a 
dilute element (say, Ca) in a relatively dense matrix (say, iron oxide), the Ca fluorescence will 
be severely attenuated by the sample and the measured fluorescence signal for Ca will be dic-
tated by the escape depth of the emitted X-ray in the matrix. Although this type of absorbtion 
is an important consideration, this is not what is usually meant by the term self-absorption in 
EXAFS. Rather, the term self-absorption for EXAFS usually refers to the situation in which 
the penetration depth into the sample is dominated by the element of interest, and so is one 
special case of the term as used in X-ray fluorescence analysis. In the worst case for self-
absorption (a very thick sample of a pure element), the XAFS simply changes the penetration 
depth into the sample, but essentially all the X-rays are absorbed by the element of interest. 
The escape depth for the fluoresced X-ray is generally much longer than the penetration depth 
(as the fluoresced X-ray is below the edge energy), so that most absorbed X-rays will generate 
a fluoresced X-ray that will escape from the sample. This severely dampens the XAFS oscil-
lations, and for a very concentrated sample, there may be no XAFS oscillations at all. With 
this understanding of the effect, the term over-absorption (Manceau et al. 2002) is probably a 
better description, and should be preferred to self-absorption even though the latter is in more 
common usage.

Earlier we said that for XAFS measured in fluorescence goes as
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This is a slight oversimplification. The probability of fluorescence is proportional to the 
absorption probability but the fluorescence intensity that we measure has to travel back 
through the sample to get to the detector. Since all matter attenuates X-rays, the fluorescence 
intensity, and therefore the XAFS oscillations, can be damped. More correctly, the measured 
fluorescence intensity goes as (see Fig. 17)
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where ε is the fluorescence efficiency, ∆Ω is the solid angle of the detector, Ef is the energy of 
the fluorescence X-ray, θ is the incident angle (between incident X-ray and sample surface), φ 
is the exit angle (between fluoresced X-ray and sample surface), mχ(E) is the absorption from 
the element of interest, and mtot(E) is the total absorption in the sample,

( ) ( ) ( )tot otherE E Eχm = m + m
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and µother(E) is the absorption due to lower energy edges of the element of interest and other 
elements in the sample. Equation (11) has several interesting limits that are common for real 
XAFS measurements. First, there is the thin sample limit, in which µtott << 1. The 1 − e−µt term 
then becomes (by a Taylor series expansion)
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which cancels the denominator, so that
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Alternatively, there is the thick, dilute sample limit, for which mt >> 1 and mχ << mother. Now 
the exponential term goes to 0, so that
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In this case we can also ignore the energy dependence of mtot, leaving
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These two limits (very thin or thick, dilute samples) are the best cases for fluorescence 
measurements.

For relatively thick and concentrated samples, for which mχ ≈ mother, we cannot ignore the 
energy dependence of mtot, and must correct for the oscillations in mtot(E) in Equation (11). As 
said above, for very concentrated samples, mtot(E) ≈ mχ(E), and the XAFS can be completely 
lost. On the other hand, if the self-absorption is not too severe, it can be corrected using the 
above equations (Pfalzer et al. 1999; Booth and Bridges 2005).

Finally, these self-absorption effects can be reduced for thick, concentrated samples by 
rotating the sample so that it is nearly normal to the incident beam. With φ → 0 or the grazing 
exit limit, mtot(Ef)/sinφ >> mtot(E)/sinθ, which gives
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and gets rid of the energy dependence of the denominator.
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Figure 17. Fluorescence XAFS 
measurements, showing inci-
dent angle θ and exit angle ϕ.
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In certain situations, monitoring the intensity of emitted electrons (which includes both 
Auger electrons and lower-energy secondary electrons) can be used to measure the XAFS. The 
escape depth for electrons from materials is generally much less than a micron, making these 
measurements more surface-sensitive than X-ray fluorescence measurements, and essentially 
immune to over-absorption. Because the relative probability for emitting an electron instead 
of an X-ray is higher for low energy edges and electron levels, electron yield measurements 
are much more common and efficient for lower energy edges. Electron yield measurements 
are generally most appropriate for samples that are metallic or semiconducting (that is, electri-
cally conducting enough so that the emitted electrons can be replenished from a connection to 
ground, without the sample becoming charged). In order to collect the electron yield signal, a 
voltage-biased collector needs to be placed very close to the sample surface, typically with a he-
lium atmosphere or vacuum between sample and collector. While electron yield measurements 
can give very good data, for the reasons mentioned here, measuring XAFS in electron yield is 
not very common for X-ray energies above 5 keV, and further details of these measurements 
will be left for further reading.

Deadtime corrections for fluorescence XAFS

For fluorescence XAFS data measured with an energy discriminating fluorescence detec-
tor, such as a solid-state Ge or Si detector, it is often necessary to correct for the so-called 
deadtime effect. This accounts for the fact that a finite amount of time is needed to measure 
the energy of each X-ray detected, and the electronics used to make this measurement can 
only process one X-ray at a time. At high enough incident count rates, the detector electronics 
cannot process any more counts and is said to be saturated. The incident count rate is due to 
all the X-rays in the detector, not just from the fluorescence line used in the XAFS measure-
ments. Saturation effects are particularly important when the absorbing atom is of relatively 
high concentration (above a few percent by weight), because the intensity of the monitored 
fluorescence line is negligible below the edge, and grows dramatically at the absorption edge. 
Such an increase in intensity can cause a non-linear reduction of the fluorescence intensity, giv-
ing a non-linear artifact to the XAFS.

Fortunately, most energy discriminating detector and electronics systems can be character-
ized with a simple parameter τ that relates the incident count rate with the output count rate 
actually processed as

inp

out inp
II I e− τ=

 
where Iinp is the incident count rate to the detector, Iout is the output count rate, giving the inten-
sity reported by the detector, and τ is the deadtime, characteristic of the detector and electron-
ics system. For a realistic value of τ = 2 ms, the relation of input count rate and output count 
rate is shown in Figure 18. For many detector systems, there is some ability to adjust τ and the 
maximum output count rate, that can be achieved, but at the expense of energy resolution of 
the fluorescence spectra. In order to make this correction, one wants to get Iinp given Iout which 
can be complicated near the saturation value for Iinp, as a particular value recorded for Iout could 
come from one of two values for Iinp. For some detector systems, one can simply record Iinp and 
Iout for each measurement as an output of the detector and electronics system. Alternatively, one 
can separately measure τ so that the corrections can be applied easily. Otherwise, a good rule 
of thumb is that spectra can be corrected up to a rate for which Iout is half of Iinp (Iinp around 
350 kHz for the curve shown in Fig. 18). Importantly, for multi-element detector systems, each 
detector element will have its own deadtime, and corrections should be made for each detector 
before summing the signals from multiple detectors.
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XAFS DATA REDUCTION

For all XAFS data, whether measured in transmission or fluorescence (or electron emis-
sion), the data reduction and analysis are essentially the same. First, the measured intensity 
signals are converted to m(E), and then reduced to χ(k). After this data reduction, χ(k) can be 
analyzed and modeled using the XAFS equation. In this section, we’ll go through the steps of 
data reduction, from measured intensities to χ(k), which generally proceeds as:

1. Convert measured intensities to m(E), possibly correcting systematic measurement 
errors such as self-absorption effects and detector deadtime.

2. Identify the threshold energy E0, typically as the energy of the maximum derivative 
of m(E).

3. Subtract a smooth pre-edge function from m(E) to get rid of any instrumental 
background and absorption from other edges.

4. Determine the edge jump, Δm, at the threshold energy, and normalize m(E), so that 
the pre-edge subtracted and normalized m(E) goes from approximately 0 below the 
threshold energy to 1 well above the threshold energy. This represents the absorption 
of a single X-ray, and is useful for XANES analysis.

5. Remove a smooth post-edge background function approximating m0(E), thereby 
isolating the XAFS χ = (m − m0)/Δm.

6. Convert χ from energy E to photoelectron wavenumber 2
02 ( ) /k m E E= −  .

7.  k-weight the XAFS χ(k) and Fourier transform into R-space.

We’ll go through each of these steps in slightly more detail, and show them graphically using 
real XAFS data.

As with many things, the first step is often the most challenging. Here, the differences 
between measurements made in transmission and fluorescence mode are most pronounced. 
For transmission measurements, we rearrange Equation (1), and ignore the sample thickness, 
so that

Figure 18. Typical deadtime curve for a pulse-counting, energy-discriminating detector with a deadtime 
τ of 2 ms. At low input count rates, the output count rate—the rate of successfully processed data—rises 
linearly. As the count rate increases, some of the pulses cannot be processed, so that the output count rate 
is lower than the input count rate. At saturation, the output count rate cannot go any higher, and increas-
ing the input count rate will decrease the output rate. The dashed line shows a line with unity slope, for a 
detector with no deadtime.
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where now I0 and I are the signals measured from the ion chambers. Typically, the signals mea-
sured as I0 and I are actually integrated voltages over some predefined time where the voltages 
are taken from the output of current amplifiers with input currents from ion chambers as input. 
Thus the measurements are not the incident flux in photons per second. Rather, they are scaled 
measures of the flux absorbed in the ion chamber. For the most part, the difference between 
what we think of as I0 (incident X-ray flux, in photons/second) and what we actually measure 
for I0 (scaled, integrated current generated from X-rays absorbed in the ion chamber) is not very 
significant. When we take the ratio between the two ion chamber signals most of the factors 
that distinguish the conceptual intensity from the measured signal will either cancel out, give 
an arbitrary offset, or give a slowly varying monotonic drift with energy. Thus, it is common to 
see experimental values reported for “raw” m(E) in the literature that do not have dimensions 
of inverse length, and which might even have values that are negative. For real values of m(E) 
in inverse length, these measurements would be nonsensical, but for XAFS work this is of no 
importance, as we’ll subtract off a slowly varying background anyway.

For fluorescence or Auger measurements, the situation is similar, except that one uses

( ) fI
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I
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where If is the integrated fluorescence signal of interest. As with the transmission measure-
ments, there is generally no need to worry about getting absolute intensities, and one can simply 
use the ratio of measured intensities. Because the instrumental drifts for a solid-state, energy-
discriminating fluorescence detector may be different than for a gas-filled ion chamber, it is not 
unusual for m(E) for fluorescence XAFS measurements to have an overall upward drift with 
energy, where transmission XAFS tends to drift down with energy.

In addition to the corrections for over-absorption and deadtime effects discussed in the pre-
vious section, other corrections may need to be made to the measured m(E) data. For example, 
sometimes bad glitches appear in the data that are not normalized away by dividing by I0. This 
is often an indication of insufficient voltage in ion chambers, of too much harmonic content in 
the X-ray beam, poorly uniform samples, incomplete deadtime correction, or a combination of 
these. If possible, it is preferred to address these problems during the measurement, but this is 
not always possible. For such glitches, the best approach is simply to remove them from the 
data—asserting that they were not valid measurements of m(E).

Another example of a correction that can be made in the data reduction step is for cases 
where another absorption edge occurs in the spectrum. This could be from the same element 
(as is over the case for measurements made at the LIII edge, where the LII edge will eventually 
be excited, or from a different element in a complex sample. As with a glitch, the appearance of 
another edge means that m(E) is no longer from the edge and element of interest, and it is best 
to simply truncate the data at the other edge.

Pre-edge subtraction and normalization

Once the measurement is converted to m(E), the next step is usually to identify the 
edge energy. Since XANES features can easily move the edge by several eV, and because 
calibrations vary between monochromators and beamlines, it is helpful to be able to do this in 
an automated way that is independent of the spectra. Though clearly a crude approximation, 
the most common approach is to take the maximum of the first derivative of m(E). Though it 
has little theoretical justification, it is easily reproduced, and so can readily be checked and 
verified.
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Instrumental drifts from detector systems can be crudely approximated by a simple linear 
dependence in energy. That is, a linear fit to the pre-edge range of the measured spectrum is 
found, and subtracted. In some cases, a so-called Victoreen pre-edge function (in which one 
fits a line to Enm(E) for some value of n, typically 1, 2 or 3) can do a slightly better job at ap-
proximating the instrumental drifts for most XAFS spectra. This is especially useful for dilute 
data measured in fluorescence with a solid-state detector, where the contribution from elastic 
and Compton-scattered intensity into the energy window of the peak of interest will decrease 
substantially with energy, as the elastic peak moves up in energy.

The next step in the process is to adjust the scale of m(E) to account for the absorption of 
1 photoelectron. By convention, we normalize the spectrum to go from approximately 0 below 
the edge to approximately 1 above the edge. To do this, we find the edge step, Δm, and divide 
m(E) by this value. Typically, a low-order polynomial is fitted to m(E) well above the edge (away 
from the XANES region), and the value of this polynomial is extrapolated to E0 to give the edge 
step. It should be emphasized that this convention is fairly crude and can introduce systematic 
biases in the result for Δm.

Examples of these processing steps (location of E0, subtraction of pre-edge, and normal-
ization to an edge jump of 1) for transmission XAFS data at the Fe K-edge of FeO are shown 
in Figures 19 and 20. For XANES analysis, this amount of data reduction is generally all that 
is needed. For both XANES and EXAFS analysis, the most important part of these steps is the 
normalization to the edge step. For XANES analysis, spectra are generally compared by am-
plitude, so an error in the edge step for any spectra will directly affect the weight given to that 
spectra. For EXAFS, the edge step is used to scale χ(k), and so is directly proportional to coor-
dination number. Errors in the edge step will translate directly to errors in coordination number. 
Getting good normalization (such that m(E) goes to 1 above the edge) is generally not hard, but 
requires some care, and it is important to assess how well and how consistently this normaliza-
tion process actually works for a particular data set. Most existing analysis packages do these 
steps reasonably well, especially in making spectra be normalized consistently, but it is not at 
all unusual for such automated, initial estimates of the edge step to need an adjustment of 10%.

Background subtraction

Perhaps the most confusing and error-prone step in XAFS data reduction is the deter-
mination and removal of the post-edge background function that approximates m0(E). This is 

Figure 19. The XANES portion of the XAFS spectrum (solid with +), and the identification of E0 from the 
maximum of the derivative dm/dE (solid). This selection of E0 is easily reproduced but somewhat arbitrary, 
so we may need to refine this value later in the analysis.
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somewhat unfortunate, as it does not need to be especially difficult. Since m0(E) represents 
the absorption coefficient from the absorbing atom without the presence of the neighboring 
atoms, we cannot actually measure this function separately from the EXAFS. In fact, even if 
possible, measuring m(E) for an element in the gas phases would not really be correct, as m0(E) 
represents the absorbing atom embedded in the molecular or solid environment, just without 
the scattering from the core electrons of the neighboring atoms. Instead of even trying to 
measure an idealized m0(E), we determine it empirically by fitting a spline function to m(E). A 
spline is a piece-polynomial function that is designed to be adjustable enough to smoothly ap-
proximate an arbitrary waveform, while maintaining convenient mathematical properties such 
as continuous first and second derivatives. This is certainly an ad hoc approach, without any 
real physical justification. Still, it is widely used for EXAFS analysis, and has the advantage of 
being able to account for those systematic drifts in our measurement of m(E) that make it differ 
from the true m(E), as long as those drifts vary slowly with energy. The main challenge with 
using an arbitrary mathematical spline to approximate m0(E) is to decide how flexible to allow 
it to be, so as to ensure that it does not follow m(E) closely enough to remove the EXAFS. That 
is, we want m0(E) to remove the slowly varying parts of m(E) while not changing χ(k), the part 
of m(E) that varies more quickly with E.

A simple approach for determining m0(E) that works well for most cases relies on the 
Fourier transform to mathematically express the idea that m0(E) should match the slowly 
varying parts of m(E) while leaving the more quickly varying parts of m(E) to give the EXAFS 
χ. The Fourier transform is critical to EXAFS analysis, and we’ll discuss it in more detail 
shortly, but for now the most important thing to know is that it gives a weight for each frequency 
making up a waveform. For EXAFS, the Fourier transform converts χ from wavenumber k to 
distance R.

For determining the background m0(E), we want a smoothly varying spline function that 
removes the low-R components of χ, while retaining the high-R components. Conveniently, 
we have a physically meaningful measure of what distinguishes “low-R” from “high-R,” in 
that we can usually guess the distance to the nearest neighboring atom, and therefore assert 
that there should be no signal in the EXAFS originating from atoms at shorter R. As a realistic 
rule of thumb, it is rare for atoms to be closer together than about 1.5 Å—this is especially 
true for the heavier elements for which EXAFS is usually applied. Thus, we can assert that a 

Figure 20. XAFS pre-edge subtraction and normalization. A line (or simple, low-order polynomial) is fit 
to the spectrum below the edge, and a separate low-order polynomial is fit to the spectrum well above the 
edge. The edge jump, ∆m0, is approximated as the difference between these two curves at E0. Subtracting 
the pre-edge polynomial from the full spectrum and dividing by the edge jump gives a normalized spec-
trum.
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spline should be chosen for m0(E) that makes the resulting χ have as little weight as possible 
below some distance Rbkg, while ignoring the higher R components of χ. This approach and 
the use of Rbkg, with a typical value around 1 Å, as the cutoff value for R (Newville et al. 
1993), is not always perfect, but can be applied easily to any spectra to give a spline function 
that reasonably approximates m0(E) for most spectra with at least some physically meaningful 
basis. Figure 21 shows a typical background spline found for FeO, using a high-R cutoff Rbkg 
of 1.0 Å. The resulting χ(k) is shown in Figure 22.

The effect of varying Rbkg on the resulting spline for m0(E) and χ in both k- and R-space can 
be seen in Figure 23. Here, m0(E) spectra are shown for the same FeO m(E) using values for Rbkg 
of 0.2, 1.0, and 4.0 Å. A value for Rbkg that is too small (shown with a solid line) results in m0(E) 
that does not vary enough, giving a slow oscillation in χ(k), and spurious peak below 0.5 Å in 
|χ(R)|. On the other hand, setting Rbkg too high (shown with a dashed line) may result in a m0(E) 
that matches all the EXAFS oscillations of interest. Indeed, with Rbkg = 4 Å, both the first and 
second shells of the FeO EXAFS are entirely removed, leaving only the highest R components. 
This is clearly undesirable. In general, it is not too difficult to find a suitable value for Rbkg, with 
1 Å or half the near-neighbor distance being fine default choices. As we can see from Figure 
23, having Rbkg too small is not always a significant problem—the low R peak can simply be 
ignored in the modeling of the spectra, and there is little effect on the spectrum at higher R.

Figure 21. Post-edge background 
subtraction of FeO EXAFS. The 
background m0(E) is a smooth 
spline function that matches the 
low-R components of m(E), in this 
case using 1 Å for Rbkg.

Figure 22. The EXAFS χ(k) (solid) isolated after background subtraction. The EXAFS decays quickly 
with k, and weighting by (dashed) amplifies the oscillations at high k.
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EXAFS Fourier transforms

As mentioned above, the Fourier transform is central for the understanding and modeling 
of EXAFS data. Indeed, the initial understanding of the phenomena was aided greatly by the 

Figure 23. The effect of changing Rbkg on m0(E) and χ. A typical value for Rbkg of 1.0 Å (dots) results in 
a spline for (E) that can follow the low-R variations in m(E) while not removing the EXAFS. A value too 
small (Rbkg = 0.2 Å, solid) gives a spline that is not flexible enough, leaving a low-R artifact, but one that 
will not greatly impact further analysis. On the other hand, too large a value (Rbkg = 4.0 Å, dashed) will give 
a spline flexible enough to completely remove the first and second shells of the EXAFS.
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ability to perform Fourier transforms on measured EXAFS spectra. While there are certainly 
ample resources describing Fourier transforms and their properties, a few important points 
about the use of Fourier transforms for EXAFS will be made here.

The first thing to notice from Figure 24 is that two peaks are clearly visible—these 
correspond to the Fe-O and Fe-Fe distances in FeO. Thus the Fourier transformed XAFS 
can be used to isolate and identify different coordination spheres around the absorbing Fe 
atom. Indeed, |χ(R)| almost looks like a radial distribution function, g(R). While EXAFS does 
depend on the partial pair distribution—the probability of finding an atom at a distance R from 
an atom of the absorbing species—χ(R) is certainly not just a pair distribution function. This 
can be seen from the additional parts to the EXAFS Equation, including the non-smooth k 
dependence of the scattering factor f(k) and phase-shift δ(k).

A very important thing to notice about χ(R) is that the R positions of the peaks are shifted 
to lower R from what g(R) would give. For FeO, the first main peak occurs at 1.6 Å, while the 
FeO distance in FeO is more like 2.1 Å. This is not an error, but is due to the scattering phase-
shift—recall that the EXAFS goes as sin[2kR + δ(k)]. As can be seen from the phase shifts 
shown in Figure 10, δ(k) ~ −k is a decent approximation of a typical phase-shift, which gives 
an apparent shift to the peaks in χ(R) of −0.5 Å or so.

The Fourier Transform results in a complex function for χ(R) even though χ(k) is a strictly 
real function. It is common to display only the magnitude of χ(R) as shown in solid in Figure 
24, but the real (dashed) and imaginary components contain important information that cannot 
be ignored. When we get to the modeling the XAFS, it will be important to keep in mind that 
χ(R) has real and imaginary components, and we will model these, not just the magnitude.

The standard definition for a Fourier transform of a signal f(t) can be written as
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where the symmetric normalization is one of the more common conventions. This gives Fourier 

Figure 24. The Fourier Transformed XAFS, χ(R). The magnitude |χ(R)| (solid) is the most common way 
to view the data, but the Fourier transform makes χ(R) a complex function, with both a real (dashed) and 
imaginary part, and the magnitude hides the important oscillations in the complex χ(R).
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conjugate variables of ω and t, typically representing frequency and time, respectively. Because 
the XAFS equation (Eqn. 10) has χ(k) ∝ sin[2kR + δ(k)], the conjugate variables in XAFS 
are generally taken to be k and 2R. While the normalization for χ(R) and χ(k) is a matter of 
convention, we follow the symmetric case above (with t replaced by k and ω replaced by 2R).

There are a few important modifications to mention for the typical use of Fourier 
transforms in XAFS analysis. First, an XAFS Fourier transform multiplies χ(k) by a power of 
k, typically k2 or k3, as shown in Figure 22. This weighting helps compensate for the strong 
decay with k of χ(k), and allows either emphasizing different portions of the spectra, or giving 
a fairly uniform intensity to the oscillations over the k range of the data. In addition, χ(k) is 
multiplied by a window function Ω(k) which acts to smooth the resulting Fourier transform 
and remove ripple and ringing that would result from a sudden truncation of χ(k) at the ends 
of the data range.

The second important issue is that the continuous Fourier transform described above is 
replaced by a discrete transform. This better matches the discrete sampling of energy and k 
values of the data, and allows Fast Fourier Transform techniques to be used, which greatly 
improves computational performance. Using a discrete transform does change the definitions 
of the transforms used somewhat. First, the χ(k) data must be interpolated onto a uniformly 
spaced set of k values. Typically, a spacing of δk = 0.05 Å−1 is used. Second, the array size for 
χ(k) used in the Fourier transform should be a power of 2, or at least a product of powers of 2, 
3, and 5. Typically, Nfft = 2048 points are used. With the default spacing between k points, this 
would accommodate χ(k) up to k = 102.4 Å−1. Of course, real experimental data doesn’t extend 
that far, so the array to be transformed is zero-padded to the end of the range.

The spacing of points in R is given as δR = π/(Nfftδk). The zero-padding of the extended k 
range will increase the density of points in χ(R) and result in smoothly interpolating the values. 
For Nfft = 2048 and δk = 0.05 Å−1, the spacing in R is approximately δR ≈ 0.0307 Å. For the 
discrete Fourier transforms with samples of χ(k) at the points kn = nδk, and samples of χ(R) at 
the points Rm = mδR, the definitions for the XAFS Fourier transforms become:
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This normalization convention preserves the symmetry properties of the Fourier Transforms 
with conjugate variables k and 2R.

As mentioned above, the window function Ω(k) will smooth the resulting Fourier 
transform and reduce the amount of ripple that would arise from a sharp cut-off χ(k) at the 
ends of the data range. Since Fourier transforms are used widely in many fields of engineering 
and science, there is an extensive literature on such window functions, and a lot of choices and 
parameters available for constructing windows. In general terms, Ω(k) will gradually increases 
from 0 to 1 over the low-k region, and decrease from 1 to 0 over the high-k region, and may 
stay with a value 1 over some central portion. Several functional forms and parameters for 
these windows can be used, and are available in most EXAFS analysis software. Many good 
examples of the shapes, parameters, and effects of these on the resulting χ(R) are available in 
program documentation, and other on-line tutorials.

In many analyses, the inverse Fourier transform is used to select a particular R range and 
transform this back to k space, in effect filtering out most of the spectrum, and leaving only a 
narrow band of R values in the resulting filtered χ(k). Such filtering has the potential advantage 
of being able to isolate the EXAFS signal for a single shell of physical atoms around the 
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absorbing atom, and was how many of the earliest EXAFS analyses were done. This approach 
should be used with caution since, for all but the simplest of systems, it can be surprisingly 
difficult to effectively isolate the EXAFS contribution from an individual scattering atom this 
way. It is almost never possible to isolate a second neighbor coordination sphere in this way. For 
this reason, many modern analyses of EXAFS will use a Fourier transform to convert χ(k) to 
χ(R), and use χ(R) for data modeling, not bothering to try to use a filter to isolate shells of atoms.

XAFS DATA MODELING

In this section, we’ll work through an example of a structural refinement of EXAFS. The 
FeO data shown and reduced in the previous section will be analyzed here. Of course, we know 
the expected results for this system, but it will serve to demonstrate the principles of XAFS 
modeling and allow us to comment on a number of subtleties in data modeling.

FeO has a simple rock salt structure, with Fe surrounded by 6 O, with octahedral 
symmetry, and then 12 Fe atoms in the next shell. Starting with this simple structure, we can 
calculate scattering amplitudes f(k) and phase-shifts, δ(k) theoretically. A complete description 
of this calculation is beyond the scope of this treatment, but a few details will be given below. 
Once we have these theoretical scattering factors, we can use them in the EXAFS equation 
to refine structural parameters from our data. That is, we’ll use the calculated functions f(k) 
and δ(k) (and also λ(k)) in the EXAFS equation to predict the χ(k) and modify the structural 
parameters R, N, and σ2 from Equation (10), and also allow E0 (that is, the energy for which k 
= 0) to change until we get the best-fit to the χ(k) of the data. Because of the availability of the 
Fourier transform, we actually have a choice of doing the refinement with the measured χ(k) or 
with the Fourier transformed data.  Working in R-space allows us to selectively ignore higher 
coordination shells, and we will use this approach in the examples here. When analyzing the 
data this way, the full complex XAFS χ(R), not just the magnitude |χ(R)|, must be used.

The examples shown here are done with the FEFF (Rehr et al. 1991) program to construct 
the theoretical factors, and the IFEFFIT (Newville 2001a) package to do the analysis. Some 
aspects of the analysis shown here may depend on details of these particular programs, but 
similar results would be obtained with any of several other EXAFS analysis tools.

Running and using FEFF for EXAFS calculations

In order to calculate the f(k) and δ(k) needed for the analysis, the FEFF program (Rehr 
et al. 1991) starts with a cluster of atoms, builds atomic potentials from this, and simulates 
a photoelectron with a particular energy being emitted by a particular absorbing atom and 
propagating along a set of scattering paths (Newville 2001b). FEFF represents a substantial 
work of modern theoretical condensed matter physics, and includes many effects that are 
conceptually subtle but quantitatively important, including the finite size of the scattering 
atoms, and many-body effects due to the fact that electrons are indistinguishable particles that 
must satisfy Pauli’s exclusion principle (Rehr and Albers 2000). The details of these effects 
are beyond the scope of this work.

We do not, as may have been inferred from some of the earlier discussion, use FEFF to 
calculate f(k) and δ(k) for the scattering of, say, an oxygen atom, and use that for all scattering 
of oxygen. Instead, we use FEFF to calculate the EXAFS for a particular path, say Fe-O-
Fe taken from a realistic cluster of atoms. This includes the rather complex propagation of 
the photoelectron out of the Fe atom, through the sea of electrons in an iron oxide material, 
scattering from an oxygen atom with finite size, and propagating back to the absorbing Fe 
atom. As a result of this, we use FEFF to calculate the EXAFS for a particular set of paths so 
that we may then refine the path lengths and coordination numbers for those paths.
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Starting with a cluster of atoms (which does not need to be crystalline, but this is often 
easy to use), FEFF determines the important scattering paths, and writes out a separate file 
for the scattering contributions for the EXAFS from each scattering path. Conveniently (and 
though it does not calculate these factors individually), it breaks up the results in a way that can 
be put into the standard form of the EXAFS equation (Eqn. 10), even for multiple-scattering 
paths. This allows analysis procedures to easily refine distances, apply multiplicative factors for 
coordination numbers and 2

0S , and apply disorder terms. Because the outputs are of a uniform 
format, we can readily mix outputs from different runs of the programs, which is important for 
modeling complex structures with multiple coordination environments for the absorbing atom.

First-shell fitting

For an example of modeling EXAFS, we start with FeO, a transition metal oxide with the 
particularly simple rock-salt structure, while still being representative of many systems found in 
nature and studied by EXAFS, in that the first shell is oxygen, and the second shell is a heavier 
metal element. We begin with modeling the first Fe-O shell of FeO, take a brief diversion into 
the meaning and interpretation of the statistical results of the modeling, and then continue on 
to analyze the second shell.

We start with the crystal structure, generate the input format for FEFF, run FEFF, and 
gather the outputs. For the rock-salt structure of FeO with six Fe-O near-neighbors in octahedral 
coordination, and twelve Fe-Fe second neighbors, there will be one file for the six Fe-O 
scattering paths, and one file for the twelve Fe-Fe scattering paths. To model the first shell 
EXAFS, we use the simulation for the Fe-O scattering path, and refine the values for 2

0NS , R, 
and σ2. We set 2

0S   to 0.75. We will also refine a value for E0, the threshold defining where k is 0. 
This is usually necessary because the choice of E0 from the maximum of the first derivative of 
the spectra is ad hoc, and because the choice of energy threshold in the calculation is somewhat 
crude. Even if the refined value for E0 does not change very much, it is strongly correlated with 
R, so that getting both its value and uncertainty from the fit is important.

The results of the initial refinement is shown in Figure 25, with best values and estimated 
uncertainties for the refined parameters given in Table 1. These values are not perfect for 
crystalline FeO, especially in that the distance is contracted from the expected value of 2.14 Å, 
but they are reasonably close for a first analysis.

It is instructive to look at this refinement more closely, and discuss a few of the details. The 
refinement was done on the data in R-space, after a Fourier transform of k2χ(k)Ω(k), where Ω(k) 
represents a Hanning window with a range between k = [2.5,13.5] Å−1, and with a dk parameter 
of 2 Å−1. The refinement used the real and imaginary components of χ(R) between R = [0.9, 2.0] 
Å. k2χ(k) for the data and best-fit model, as well as Ω(k) are shown on the left side of Figure 26.

From Figures 25 and 26, it is evident that the higher frequency components (that is, from 
the second shell of Fe-Fe) dominate k2χ(k). This is a useful reminder of the power of the Fourier 
transform in XAFS analysis: it allows us to concentrate on one shell at a time and ignore the 
others, even if they have larger overall amplitude.

Table 1. Best values and uncertainties (in parentheses) for the refined first shell parameters 
for FeO. The refinement fit the components of χ(R) between R = [0.9,2.0] Å after a Fourier 
transform using k = [2.5,13.5] Å−1, a k-weight of 2, and a Hanning window function. 2

0S  was 
fixed to 0.75.

Shell N R (Å) σ2  (Å2) ∆E0 (eV)

Fe-O 5.5(0.5) 2.10(0.01) 0.015(.002) −3.2(1.0)
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Fit statistics and estimated uncertainties

At this point, we should pause to discuss further details of the fit, including the fit statistics 
and how the best-fit values and uncertainties are determined in the refinement. Because the 
EXAFS equation is complex, and non-linear in the parameters we wish to refine, the refinement 
is done with a non-linear least-squares fit. Such a fit uses the standard statistical definitions for 
chi-square and least-squares to determine the best values for the set of parameters varied as 
those values that give the smallest possible sum of squares of the difference in the model and 
data. The standard definition of the chi-square or χ2 statistic (note the use of χ2 from standard 
statistical treatments—don’t confuse with the EXAFS χ!) that is minimized in a least-squares 
fit is defined as

data data model 2
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where data
iy  is our experimental data, model ( )iy x  is the model which depends on the variable fitting 

parameters x, Ndata is the number of points being fit, and ε is uncertainty in the data. Each of 
these terms deserves more discussion.

Figure 25. First shell fit to the EXAFS of FeO, showing the magnitude of the Fourier transform of the 
EXAFS, |χ(R)|, for data (+) and best fit model (solid).

Figure 26. EXAFS k2χ(k) (left) for data (+) and best-fit model (solid) for the first shell of FeO, and the 
window function, Ω(k), used for the Fourier transform to χ(R). While the solid curve shows the best-fit to 
the 1st shell of the EXAFS, this is not obvious from k2χ(k). On the right, the real and magnitude components 
of χ(R) for the data (+) and best-fit model (solid) show that the model matches the data for the first shell 
very well.
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The set of variable parameters x are the values actually changed in the fit. If we had fixed 
a value (say, for N), it would not be a variable. Below, we will impose relationships between 
parameters in the EXAFS equation, for example, using a single variable to give the value for 
E0 for multiple paths. This counts as one variable in the fit, even though it may influence the 
value of several physical parameters for multiple paths in the model function.

Importantly, the χ2 definition does not actually specify what is meant by the data y. In 
the fit above, we used the real and imaginary components of χ(R), after Fourier transforming 
the data with a particular window function and k-weight. Using different parameters for the 
transform would result in different data (and model) to be fit, and could change the results. We 
could have tried to fit the k2χ(k) data without Fourier transforming, but as can be seen from 
Figure 26, the fit would likely have been substantially worse. But, as we are at liberty to decide 
what is meant by “the data” to be modeled, we can select the portion of the spectra we’re most 
interested in, including changing the weighting parameters and windows. We can also use 
multiple spectra that we wish to model with one set of parameters x as “the data.” Of course, 
any transformation or extensions we make to the data must be applied equally to the model for 
the data. In general, we find that fitting EXAFS data in R-space strikes a good balance between 
not changing the data substantially, and allowing us to select the k and R ranges we wish to 
and are able to model.

The uncertainty in the data is represented by ε in the above definition for χ2. Of course, 
this too must match what we mean by “the data,” and will generally mean the uncertainty in 
χ(R) in the range of the data we’re modeling. There are many general strategies for estimating 
uncertainties in data, usually based on involved statistical treatment of many measurements. 
Such efforts are very useful, but tend to be challenging to apply for every EXAFS spectra. A 
convenient if crude approach is to rely on the fact that EXAFS decays rapidly with R and to 
assert that the data at very high R (say, above 15 Å) reflects the noise level. Applying this to the 
R range of our data assumes that the noise is independent of R (white noise), which is surely 
an approximation. The advantage of the approach is that it can be applied automatically for 
any set of data. Tests have shown that it gives a reasonable estimate for data of low to normal 
quality, and underestimates the noise level for very good data. A simple relationship based on 
Parseval’s theorem and Fourier analysis can be used to relate εR, the noise estimate in χ(R) to 
εk, the noise in χ(k) (Newville et al. 1999).

There are two additional statistics that are particularly useful (Lytle et al. 1989). One of 
these is the reduced chi-square, defined as 2

vχ  = χ2/(Ndata − Nvarys) where Nvarys is the  number of 
variable parameters in the fit. This has the feature of being a measure of goodness-of-fit that 
is takes into account the number of variables used. In principle, for a good fit and data with 
well-characterized uncertainties, ε, this value should approach 1. 2

vχ  is especially useful when 
comparing whether one fit is better than another. In simplest terms, a fit with a lower value for 
χ2 is said to be better than one with a higher value, even if the two fits have different number 
of variables. Of course, there is some statistical uncertainty in this assertion, and confidence 
intervals and F tests can be applied to do a more rigorous analysis. For EXAFS analysis, a 
principle difficulty is that the values of 2

vχ  are often several orders of magnitude worse than 1, 
far worse than can be ascribed to a poor estimate of ε. Partly because of this, another statistic 
is R, or R-factor, defined as
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which gives the size of the misfit relative to the norm of the data. This value is typically found 
to below 0.05 or so for good fits, and is often found to be much better than that.
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Last, and possibly most surprising for the discussion of the pieces in the definition of χ2, 
we come to the problem of identifying Ndata. When measuring m(E) we are free to sample as 
many energy points as we wish, but increasing the number of points in m(E) over a particular 
energy range doesn’t necessarily mean we have a better measure of the first shell EXAFS. 
That is, the EXAFS oscillations are relatively slow in energy, and sampling m(E) at 0.1 eV 
steps over the EXAFS range does not give a better measurement of the first shell EXAFS 
than acquiring for the same total time but sampling at 1 eV steps. In the previous chapter, 
we mentioned that the zero-padding and fine spacing of k data sets the spacing of data in R. 
We should be clear that this can (and usually does) greatly over-sample the data in R space. 
Oversampling is not bad—it generally improves stability—but it must be understood that it is 
not adding new, independent data.

For any waveform or signal, the Nyquist-Shannon sampling theorem tells us that the 
maximum R that can be measured is related to the spacing of sampled data points in k, 
according to (for EXAFS, with conjugate Fourier variables of k and 2R):

max
2

R
k

π
=

δ  
where Rmax is the maximum R value we can detect, and δk is the spacing for the χ(k) data. Using 
δk = 0.05 Å−1 is common in EXAFS, which means we cannot detect EXAFS contributions 
beyond 31.4 Å. As the converse of this, the resolution for an EXAFS spectrum – the separation 
in R below which two peaks can be independently measured—is given as
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where kmax is the maximum measured value of k. In short, what matters most for determining 
how well χ(R) is measured for any particular value of R is how many periods of oscillations 
there are in χ(k).

Related to both Rmax and the resolution δR, and also resulting from basic signal processing 
theory and Fourier analysis, the number of independent measurements in a band-limited 
waveform is
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where Δk and ΔR are the range of useful data in k and R. For completeness, the above equation 
is often given with a “+2” instead of a “+1”(Stern 1993) in the EXAFS literature, though we 
will follow the more conservative estimate, and note that it would give an upper limit on the 
number of variables that could be determined from a set of noise-free data.  No matter whether 
“+1” or “+2” is used, the main point is that number of data points available over a particular 
range of R is given by range of data in k. Making measurements with extremely fine steps in k 
(or energy) will allow data at higher R to be reliably modeled, but it does allow more parameters 
to be determined over a particular range of R below Rmax. In order to be able to fit more param-
eters over a particular range of R, data needs to be collected to higher k.

Thus, we should modify the definition of χ2 (and 2
vχ ) used to reflect the number of truly 

independent data points in the data, as
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where Nind is given by Equation (12) and Ndata is the number of samples used for the data, 
even if this far exceeds Nind. Values of Nind for real EXAFS data are not very large. In the first 
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shell fit to FeO, we used k = [2.5,13.5] Å−1 and R = [0.9,2.0] Å which gives Nind ≈ 8.7, and we 
used 4 variables in the fit—roughly half the maximum. For higher shells and more complicated 
structures, we will have to come up with ways to limit the number of variables in fits in order 
to stay below the number of independent measurements for any particular R range that the data 
actually can support.

Estimates of the uncertainties for variables and correlations between pairs of variables can         
be made by measuring how χ2 changes as variables are moved away from their best-fit values. 
Standard statistical arguments indicate that 1σ error bars (that indicate a 68% confidence in the 
value) should increase χ2 by 1 from its best-fit value. This assumes that 2

vχ  ≈ 1, which is usually 
not true for EXAFS data. As a consequence, it is common in the EXAFS literature to report 
uncertainties for values that increase χ2 by 2

vχ . This is equivalent to asserting that a fit is actually 
good, and scaling ε so that 2

vχ  is 1.

The estimation of uncertainties and correlations between variables can be very fast, as 
the computational algorithms used for minimization compute intermediate values related 
to the correlations between variables (in the form of the covariance matrix) in order to find 
the best values. Uncertainties determined this way include the effect of correlations (that is, 
moving the value for one variable away from its best value may change what the best value 
for another variable would be), but also make some assumptions about how the values of the 
variable interact. More sophisticated approaches, including brute-force exploration of values by 
stepping a variable through a set of values and repeatedly refining the rest of the variables, can 
give better measures of uncertainties, but are more computationally expensive.

Though the aim of a fit is to find the best values for the fitting parameters x, the computational 
techniques used do not guarantee that the “global” minimum of χ2 is found, only that a “local” 
minima is found based on the starting values. This, of course, can cause considerable concern. 
Care should be taken to check that the results found are not too sensitive to the starting values for 
the variables or data manipulation parameters including Fourier transform ranges and weights, 
and background subtraction parameters. Checking for false global minima is somewhat more 
involved. Fortunately, for EXAFS analysis with reasonably well-defined shells, false minima 
usually give obviously non-physical results, such as negative or huge coordination numbers 
or negative values for σ2. Another warning sign for a poor model is an E0 shift away from the 
maximum of the first derivative by 10 eV or more. This can sometimes happen, but it might also 
indicate that the model χ(k) may have “jumped” a half or whole period away from its correct 
position, and that the amplitude parameters may be very far off, as if the Z for the scatterer is 
wrong.

Our diversion into fitting statistics is complete, and we can return to our first shell fit to 
Fe-O before continuing on. The data was estimated to have εR ≈ 5 × 10−3 and εk ≈ 2 × 10−4, which 
is a typical noise level for experimental χ(k) data. With a standard k grid of 0.05 Å−1, and an R 
grid of ≈ 0.0307 Å, the fit had 72 data points, but Nind ≈ 8.7. Scaled to Nind as in Equation (13), 
the fit has χ2 ≈ 243 and 2

vχ  ≈ 51.7 (again with 4 variables), and R ≈ 0.005.

Second-shell fitting

We are now ready to include the second shell in the model for the FeO EXAFS. To do this, 
we simply add the path for Fe-Fe scattering to the sum in the EXAFS equation. We will add 
variables for R, N, and σ2 for the Fe-Fe shell to those for the Fe-O scattering path. We’ll use the 
same value for E0 for both the Fe-O and Fe-Fe path, and keep all parameters the same as for the 
fit above, except that we’ll extend the R range to be R = [0.9,3.1] Å. This will increase Nind to  
≈ 15.7, while we’ve increased the number of variables to 7.

The fit is shown in Figure 27 and values and uncertainties for the fitted variables are 
given in Table 2. The fit gave statistics of χ2 ≈ 837, 2

vχ  ≈ 96, and R ≈ 0.0059. The structural 
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values for distances and coordination number are consistent with the known crystal structure 
of FeO, though the Fe-O distance is a bit shorter than expected, and the Fe-Fe is a bit longer 
than expected, both suggesting that there may be some contamination of a ferric iron phase in 
the sample. The fits are shown in Figure 27, and individual contributions to the total best-fit 
spectrum are shown in both k- and R-space in Figure 28.

An important aspect of using fitting techniques to model experimental data is the ability to 
compare different fits to decide which of two different models is better. We will illustrate this 
by questioning the assumption in the above the model that the E0 parameter should be exactly 
the same for the Fe-O and Fe-Fe scattering path. Changing this model to allow another variable 
parameter and re-running the fit is straightforward. For this data set, the fit results are close 
enough to the previous fit that the graphs of χ(k) and χ(R) are nearly unchanged. The newly 
refined values for the parameter are given in Table 3. Compared to the values in Table 2, the 
results are very similar except for the values of E0 and a slight increase in uncertainties.

The fit statistics for this refinement are χ2 ≈ 811, 2
vχ  ≈ 105, and R ≈ 0.0057. Since both 

χ2 and R have decreased, the model with 2 independent E0 values is clearly a closer match to 
the data. However, we added a variable to the model, so it is reasonable to expect that the fit 
should be better. But is the fit sufficient to justify the additional variable? The simplest approach 
to answering this question is to ask if 2

vχ  has improved. In this case, it has not—it went from 
roughly 96 to 105. Since these statistics all have uncertainties associated with them, a slightly 
more subtle question is: what is the probability that the second fit is better than the first?  A 
standard statistical F-test can be used to give this probability, which turns out to be about 32% 
for these two fits (that is, with Nind = 15.7, χ2 ≈ 837 for 8 variables and χ2 ≈ 811 for 7 variables).

Another way to look at this is to ask if the added variable (E0 for the Fe-Fe shell) found a 
value that was significantly different from the value it would have otherwise had. The two val-
ues for E0 in the “2 E0 model” are noticeably different from one another—approximately at the 
limits of their uncertainties—but both are consistent with the value found in the “1 E0 model.” 

Figure 27. EXAFS |χ(R)| (left) and Re[χ(R)] (right) for FeO data (+) and best-fit model (solid) for the first 
two shells around Fe, including Fe-O and Fe-Fe scattering paths.

Table 2. Best values and uncertainties (in parentheses) for the refined first (Fe-O) and second 
(Fe-Fe) shells for FeO. The refinement fit the components of χ(R) between R = [0.9,3.0] Å 
with all other parameters as in Table 1.

Shell N R (Å) σ2  (Å2) ∆E0 (eV)

Fe-O 5.3(0.5) 2.11(0.01) 0.013(.002) −1.2(0.5)

Fe-Fe 13.4(1.3) 3.08(0.01) 0.015(.001) −1.2(0.5)
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This also leads us to the conclusion that the additional variable E0 is not actually necessary for 
modeling this data.

 We’ve seen that structural refinement of EXAFS data can be somewhat complicated, 
even for a relatively straightforward system such as FeO. Many real systems can be much 
more challenging, but the fundamental principles described here remain the same. The ability 
to alter which of the physical parameters describing the different paths in the EXAFS sum 
are independently varied in the refinement, and test the robustness of these, can be especially 
important for more sophisticated analysis. One way to think about this is that in the first version 
of the above example, we used the value of one variable for two different path variables—E0 for 
the Fe-O and Fe-Fe paths, and then demonstrated that using one value for these two physical 
parameters was robust. This is the simplest type of constraint that can be applied in an EXAFS 
analysis. In this case, it has the noticeable advantage of improving the fit because it uses fewer 
independent variables. For a mixed coordination shell, perhaps a mixture of Fe-O and Fe-S, one 
may want to include paths for Fe-O and Fe-S and ask the model not to simply refine the weight 
of each of these independently but rather to ask what fraction of the Fe atoms are coordinated 
by oxygen. To do this, one would vary the fraction xFeO as a pre-factor to the amplitude term for 
the Fe-O path and constrain the coordination number for the Fe-S path to use 1 − xFeO. More 
complex constraints can be imposed when simultaneously refining data from different edges or 
different temperatures measured on the same sample. In a sense, the use of multiple paths for 
different parts of the R range for χ(R) in the fit above is merely the starting point for thinking 
about how different contributions can be put together to make a model for a set of data.

The basic formalism for modeling EXAFS data has been given, based on the Path 
expansion, theoretical calculations of the contributions for these paths, the Fourier transform, 

Figure 28. Contributions of the first and second shell to the total model fit to the FeO EXAFS. On the 
left, the fit (solid) matches the data (+) much better than in Figure 26. Note that, compared to the Fe-O 
contribution the Fe-Fe contribution has a shorter period corresponding to longer interatomic distance, and 
has magnitude centered at higher k, as predicted by the f(k) function shown in Figure 10. On the right, the 
|χ(R)| of the contributions from the two shells are shown. Though there is a sharp dip at 2 Å between peaks 
for the two shells, there is substantial leakage from one shell to another.

Table 3. Best values and uncertainties (in parentheses) for the refined first (Fe-O) and second 
(Fe-Fe) shells for FeO for a model just like that shown in Table 2 except that the 2 values for 
E0 are allowed to vary independently.

Shell N R (Å) σ2  (Å2) ∆E0 (eV)

Fe-O 5.3(0.6) 2.12(0.01) 0.013(.002) −0.7(1.2)

Fe-Fe 13.3(1.3) 3.08(0.01) 0.015(.001) −1.5(0.8)
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and a statistical understanding of the information present in a real EXAFS spectrum. We 
have illustrated a simple approach to refining a structural model using EXAFS data, and used 
statistical methods to compare two different candidate models. Finally we have outlined the 
route forward to building models for more complex EXAFS data.

Two distinct and essential challenges exist for EXAFS analysis. First, the complexity 
of the theoretical calculations for photoelectron scattering make it difficult to get scattering 
factors f(k) and δ(k) that can match the accuracy of measured EXAFS data. By itself, this has 
proven to not be a serious problem, as the EXAFS literature is full of examples showing the 
accuracy of the results from EXAFS despite the imperfect theoretical calculations. Second, 
the limited information contained in a finite EXAFS spectrum coupled with the number of 
scattering paths needed to model real systems makes building and testing realistic models 
for complex systems challenging. Progress in analysis tools for EXAFS continues to make 
the building and testing of such models easier and more robust, but modeling still requires 
a fair amount of expertise and care. Despite the challenges, EXAFS has been proven to give 
reproducible and reliable measures of the local structure around selected atoms that cannot be 
obtained in any other way, and the number of scientists using EXAFS in both mature and new 
fields of science continues to grow.
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PREFACE

The previous Reviews in Mineralogy volume on spectroscopic methods (Vol. 18 
Spectroscopic Methods in Mineralogy and Geology, Frank C. Hawthorne, ed. 1988), contained 
a single chapter on X-ray absorption spectroscopy which reviewed aspects of both EXAFS 
(Extended X-ray Absorption Fine Structure) and XANES (X-ray Absorption Near-Edge 
Structure) (Brown et al. 1988, Chapter 11) However, since publication of that review there 
have been considerable advances in our understanding of XANES theory and applications. 
Hence EXAFS and XANES have been separated into their own individual chapters in the 
current volume. In this chapter we endeavor to bring the reader up to date with regard to current 
XANES theories, as well as, introducing them to the common applications of the technique in 
mineralogy, geochemistry and materials science. There have been several reviews of XANES 
(cf., Brown et al. 1988, Brown and Parks 1989, Manceau et al. 2002, Brown and Sturchio 
2002, Mottana 2004, Rehr and Ankudinov 2005, de Groot 2001, 2005, and papers therein). 
In this chapter on XANES it is not our intention to provide a comprehensive review of all the 
XANES studies since 1988 but to summarize what X-ray edges are commonly investigated 
and what one can expect to be able to extract from the data. The reader is also advised to 
read the chapters in this volume on analytical transmission electron microscopy by Brydson 
et al. (2014, this volume) where (core level) electron energy loss (EELS) spectroscopy is 
discussed, and by Lee et al. (2014, this volume) on X-ray Raman spectroscopy (XRS), as these 
techniques provide element specific information similar to XANES.

X-ray absorption near-edge structure (XANES) spectroscopy using synchrotron radiation 
is a well-established technique providing information on the electronic, structural and magnetic 
properties of matter. In XANES, a photon is absorbed and an electron is excited from a core 
state to an empty state. To excite an electron in a given core-level, the photon energy has to 
be equal or higher than the binding energy of this core-level. This gives rise to the opening 
of a new absorption channel when the photon energy is scanned. The energy of an absorption 
edge therefore corresponds to the core-level energy, which is characteristic for each element, 
making XANES an element-selective technique. 
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In addition to the XANES region, at higher energies the extended X-ray absorption fine 
structure (EXAFS) region is found. The spectral shape in the near-edge region is determined 
by electronic density of states effects and gives mainly information about the electronic 
properties and the local geometry of the absorbing atom. The EXAFS region is dominated by 
single scattering events of the outgoing electron on the neighboring atoms, providing mainly 
information about the local geometric structure around the absorbing site. In this chapter we 
will focus on XANES.

INTRODUCTION

XANES is an important tool for the characterization of bulk minerals as well as for studies 
of mineral surfaces and adsorbents on mineral surfaces. The particular assets of XANES 
spectroscopy are its element specificity and the possibility to obtain detailed information in 
the absence of long range order. Below, it will be shown that the X-ray absorption spectrum 
in many cases is closely related to the density of unoccupied electronic states of a system. 
As such XANES is able to provide a detailed picture of the local electronic structure of the 
element studied.

Interaction of X-rays with matter

In XANES, the changes in the absorption of X-rays due to the photoelectric effect is 
measured. The XANES spectrum is given by the absorption cross section m. An X-ray photon 
acts on charged particles such as electrons. As X-ray passes an electron, its electric field 
pushes the electron first in one direction, then in the opposite direction, in other words the field 
oscillates in both direction and strength, allowing the electron to capture the energy. The Fermi 
Golden Rule states that the XANES intensity (IXANES) for the transition from a system in its 
initial state Φi to a final state Φf is given by: 

2
ˆXAXES qI e r∝ ε ⋅ ν ρ

where ˆqe r⋅  is the electric dipole operator. The quadrupole transition is more than 100 times 
smaller and often can be neglected. In the case of the pre-edge structures of the metal K-edges, 
the quadrupole transition is important because the 3d density of states is much larger than the 
4p density of states and the quadrupole peaks appear in the pre-edge region where there is no 
4p density of states.

Binding energy

If an assembly of atoms is exposed to X-rays it will absorb some of the incoming photons. 
At a certain energy a sharp rise in the absorption will be observed. This sharp rise in absorption 
is called the absorption edge. The energy of the absorption edge is determined by the binding 
energy of a core level. Exactly at the edge, the photon energy is equal to the binding energy, or 
more precisely the edge identifies transitions from the ground state to the lowest electron-hole 
excited state. 

The core hole binding energy is formally defined in relation to the core electron ionization 
energy, as is measured in an X-ray photoemission experiment. The ionization energy is the 
amount of energy required to remove an electron from an atom, as one would do in an X-ray 
photoemission spectroscopy (XPS) experiment (cf., Nesbitt and Bancroft 2014, this volume). 
In case of a solid, the ionization energy is corrected by the work function, the energy difference 
between the lowest empty state and the vacuum level. The core hole binding energies of all 
metals are tabulated in the X-ray data booklet (Thompson and Vaughan 2011). The XANES 
edge energy is not necessarily exactly the same as the core hole binding energy. The two 
processes are respectively:
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 XPS: Ψ0 > Ψ0c + ε

 XAS: Ψ0 > Ψ0cv

In XPS the ground state (Ψ0) is excited to the ground state plus a core hole (c), where the 
electron (ε) is excited to higher energy, while in XAS the ground state is excited with a core-
to-valence excitation (cv). The XPS binding (EB) is defined as the photon energy (Ω) minus the 
measured kinetic energy of the electron (Ek) and corrected for the work function (φ): 

 EB = Ω – Ek − φ

The work function is the minimal energy to emit an electron from the material. In metals the 
XAS edge energy can be assumed to be equal to the XPS binding energy, because exactly 
at the XPS binding energy a transition is possible to the lowest empty state. Experimentally 
the XAS edge energy can be slightly higher than the XPS binding energy, for example if the 
transition to the lowest empty state is forbidden by selection rules. 

Single electron excitation approximation and selection rules

In first approximation XANES can be described as the excitation of a core electron to an 
empty state. In the Fermi golden rule, the initial state wave function is rewritten as a core wave 
function and the final state wave function (ε) as a valence electron wave function (ν). This 
implicitly assumes that all other electrons do not participate in the X-ray induced transition. In 
this approximation, the Fermi golden rule can be written as:

2
ˆXAXES qI e r∝ ε ⋅ ν ρ

The X-ray absorption selection rules determine that the dipole matrix element is non-zero if 
the orbital quantum number of the final state differs by one from the initial state (∆L = ± 1, 
i.e., s → p, p → s or d, etc.) and the spin is conserved (∆S = 0). In the dipole approximation, 
the shape of the absorption spectrum should look like the partial density of the (∆L = ± 1) 
empty states projected on the absorbing site, convoluted with a Lorentzian. This Lorentzian 
broadening is due to the finite lifetime of the core-hole, leading to an uncertainty in its energy 
according to Heisenberg’s principle. The single electron approximation gives an adequate 
simulation of the XANES spectral shape if the interactions between the electrons in the final 
state are relatively weak. This is the case for all excitations from 1s core states (K-edges).

Calculations of XANES spectra

The dominant method to calculate the density of states is Density Functional Theory 
(DFT) where either band structure, multiple scattering or chemical DFT codes can be used (cf., 
Jahn and Kowalski 2014, this volume). Programs to calculate the X-ray absorption spectral 
shape include FEFF, Wien2k, QuantumEspresso, ADF and ORCA. Depending on the specific 
method used one has to use a number of “technical” parameters such as the number of states 
used, the specific exchange-correlation potential and semi-empirical parameters such as the 
Hubbard U (the two-electron repulsion energy). An overview of the various software packages 
can be presently found at http://www.xafs.org but will move to http://www.ixasportal.net/wiki/
doku.php shortly.

Core hole effects and hole-electron excitations. Following the final state rule (von 
Barth and Grossmann 1982), one has to calculate the distribution of empty states in the final 
state of the absorption process. The final state includes a core hole on the absorbing site. The 
inclusion of the core hole introduces a significantly larger unit cell in case of reciprocal space 
calculations. In case of real-space calculations, the inclusion of a core hole is straightforward 
and only the potential of the central atom is modified. It has been shown for many examples 
that the inclusion of the core hole improves the agreement with experiment (Taillefumier et al. 
2002). It is not well established if the inclusion of a fullcore hole gives the best description of 
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the XANES spectral shape. For example, one can use the exchange core hole (XCH) method, 
or methods that explicitly calculate the creation of hole-electron excitation such as Time-
Dependent DFT (DeBeer-George et al. 2008).

Multiplet effects. The core hole that is part of the XANES final state does not only have an 
influence on the potential, but the core state also has a wave function. In case of a 1s core state, 
this wave function can be neglected. In case of 2s and 3s wave functions the overlap is larger 
but the only effect that plays a role is the spin-up or spin-down character of the core hole. The 
spin-moment of the core hole interacts with the valence electrons (or holes) giving rise to an 
exchange splitting in 2s and 3s XANES. The same exchange interaction plays a role in 2s and 
3s XPS spectra, which are more often studied than their XANES counterparts (L1 and M1 edges, 
Okada et al. 1994). Things become dramatically more complex in those cases where a core hole 
carries an orbital momentum. The core hole spin-orbit coupling that separates the 2p XANES 
spectra into their 2p3/2 (L3) and 2p1/2 (L2) parts. In addition, the 2p wave function can have 
significant overlap with the valence electrons. In case of 3d-systems, the 2p3d electron-electron 
interactions are significant and significantly modify the spectral shape. The term “multiplet 
effect” is used to indicate this core-valence electron-electron interaction (de Groot 1994).

EXPERIMENTAL ASPECTS OF XANES

Doing a XANES experiment at a beamline

Prior to doing experiments one has to select an appropriate beamline at a suitable 
synchrotron radiation facility and it’s a good idea to check on what costs will be involved should 
your experiments be allocated beamtime. Often facilities cover travel and living expenses for 
researchers, but not always. A proposal has to be written and submitted to the facility (online and 
by a set deadline) outlining the type of experiments that will be done, edges to be investigated, 
type of samples, energy resolution required and probable length of time to do the experiments 
(usually in terms of 8 hour shifts), as well as, any special requirements such as use of wet and 
dry labs, high pressure or temperature equipment, etc. These proposals are then peer reviewed 
and beamtime allocated based on competitive review of all the proposals requiring access to the 
experimental beamline and synchrotron radiation facility. If the experiments are approved it is 
allocated a set number of shifts for their experiment. Once at the beamline to run experiments, 
it is important to remember that they must be performed during the limited time allocated, so it 
is important to utilize all available time. This means that experiments will run 24 hours per day 
requiring more than a single person to be present (usually 2-3 people are required). Samples 
must be prioritized in case of problems with the X-ray beam since a variety of unexpected 
disruptions may occur, such as loss of the X-ray beam, computer glitches etc. that may reduce 
available experimental time. It is also advisable to have extra samples available to run in case 
the experiments go quicker and smoother than anticipated (not usually the case!). 

For example, for Fe XANES with an edge energy of ~7110 eV, the beamline must be 
capable of collecting data over the appropriate energy range of interest (from ~20 eV before 
the edge to ~150 eV above the edge for a typical XANES experiment. The theoretical width 
of the peak responsible for the 1s state to higher energy states is ~1.5 eV (Krause and Oliver 
1979) so that the beamline optics must ideally be sufficient to resolve features of this width, 
i.e., energy resolution should be at least 2 times better. In addition, the data need to be 
collected at a step size that will resolve subtle experimental features such as shoulders on 
the pre-edge peaks. Usually the step size in the pre-edge region is set at 0.1 or 0.2 eV and 
slightly larger step sizes (0.5 eV) across the edge itself with an even larger step size for the 
EXAFS region, 1.0 eV close to the edge and up to 5 eV at higher energies. The energy range 
must also be calibrated, for example using metallic reference foils. Furthermore, an internal 
standard should be used if experiments are going to be performed on the same samples and 
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edges at different beamlines as the energy position may change slightly from beamline to 
beamline due to different facility characteristics. In addition, for quantitative measurements 
of iron oxidation states a set of standards must be used with well-known oxidation states, 
preferably determined using another technique such as Mossbauer or wet chemical analysis, 
and the standards must have the Fe in somewhat similar matrices to those of the unknown 
samples. This means that for quantitative Fe redox measurements on glasses, glass standards 
should be used while for minerals mineral standards should be used (cf., e.g., Galoisy et al. 
2001; Berry et al. 2003a; Wilke et al. 2005; Cottrell et al. 2009). Finally it is important that 
the experimental conditions from one experimental run to another be the same, which means 
that a quick energy calibration should be run periodically throughout experimental runs, as 
well as, immediately after restoration of the beam following any beam disruption such as a 
beam dump. Depending upon the resolution, signal-to-noise and time required to collect a 
spectrum, multiple spectra (usually 2 or 3) are collected on the same sample and averaged. It 
is also important to check that the sample is not being affected by the beam (beam damage) so 
some time should be allocated to collecting spectra with and without moving the position of 
the beam on the sample. This is particularly important for redox studies where the beam itself 
may change the redox state of the sample.

Data reduction

Once the data have been collected and individual spectra checked for “glitches,” such as 
random spikes in the data which must be removed, the data need to be reduced to a suitable 
form for analysis and interpretation. XANES data reduction is relatively simple and may be 
done with a variety of available software. Data reduction steps include possible correction for 
self-absorption effects, removal of a pre-edge background (usually a linear fit or a Victoreen 
polynomial) and normalization of the edge jump to one. 

In some publications the background continuum is removed from the XANES spectrum. 
Background continuum removal is important for EXAFS analysis, but for XANES analysis 
it is not obvious what advantage is gained from such continuum removal. In fact, theoretical 
XANES simulations based on DFT calculate the whole XANES spectral shape including the 
background continuum. The background continuum is removed using some sort of arctan 
or error function but correction that has been widely used since the late 80’s is an arctan 
function (cf., Poe et al. 2004; Höche et al. 2011). An example of an arctan fit from Wilke et 
al. (2001) is shown in Figure 1. Outka and Stohr (1988) note that there are several different 
types of continuum steps that can be observed and it is important to account for the step if the 
spectra are going to be modeled using some sort of fitting of the peaks by Gaussian, Lorentzian 
or pseudo-Voigt peak profiles. Unfortunately, the placement and width of the background 
subtraction functions is not well defined. Outka and Stohr’s (1988) prefer an error function 
because the width of the function is related to a known parameter; the instrumental resolution, 
while the width of the arctan is related to the life time of the excited state which may not be 
known. As to the position of the step, Outka and Stohr (1988) suggest it should be placed 1 
to several eV below the core level ionization energy. Regardless of how the continuum step is 
modeled it is important that all the experimental data be treated in a consistent manner with 
background removal fully described and justified. 

Prior to analysis and interpretation of the pre-edge features one further correction needs 
to be applied. The background of the edge under the pre-edge features needs to be removed 
and this is done by fitting a polynomial such as a spline function that smoothly reproduces 
the slope of the data prior to the pre-edge and immediately following the pre-edge peaks. 
For extracting the pre-edge the background may also be described by the tail of a Gaussian 
or Lorentzian function (cf., Farges et al. 2004). One example for background removal by a 
spline function is shown in the inset in Figure 1. The data are now ready to be analyzed and 
interpreted.
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XANES DETECTION MODES

Transmission detection of XANES

A XANES spectrum originates from the fact that the probability of an electron to be 
ejected from a core level is dependent on the energy of the incoming beam. For this reason the 
energy of the X-rays is scanned during an experiment. The X-ray interacts with the sample 
of interest and the intensity after the sample is measured. An important factor of transmission 
detection is the requirement for a homogeneous sample. Variations in the thickness or pinholes 
are reasons for the so-called thickness effect that can significantly affect the spectral shape 
by introducing a non-linear response (Schroeder et al. 1996). Transmission experiments are 
standard for hard X-rays, but due to the attenuation length of less than one micron, soft X-ray 
XANES is usually not measured in transmission mode, except in the case of Transmission 
X-ray Microscopy (TXM) beamlines (de Smit et al. 2008).

Electron yield detection of XANES

The decay of the core hole gives rise to an avalanche of electrons, photons and ions 
escaping from the surface of the substrate. By measuring any of these decay products, it is 
possible to measure samples of arbitrary thickness. An important prerequisite for the use of 
decay channels is that the channels that are measured are linearly proportional to the absorption 
cross section. With the total electron yield method, one detects all electrons that emerge from 
the sample surface, independent of their energy. One can detect the current that flows to the 
sample or detect the emitted electrons. The interaction of electrons with solids is much larger 
than the interaction of X-rays with solids. This implies that the electrons that escape from the 
sample must originate close to the surface. The probing depth of total electron yield (TEY) 
lies in the range between approximately 1 to 10 nm, depending on the edge strength and the 
material studied. A quantitative study on the oxygen K-edge determined an electron escape 
depth of 1.9 nm (Abbate et al. 1992). 

Figure 1. The arctan function and normalization of the pre-edge. The inset shows the background fit for 
the pre-edge region (after Wilke et al. 2001). The pre-edge (A), edge (B) and post-edge (C) regions are 
indicated. The inset shows the background removal under the pre-edge features.
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Fluorescence yield detection of XANES

The fluorescence decay of the core hole can be used as the basis for the absorption 
measurement. The amount of fluorescent decay increases with energy and dominates over 
Auger decay for hard X-ray experiments. The photon created in the fluorescent decay has a 
mean free path of the same order of magnitude as the incoming X-ray, which implies that there 
will be saturation effects if the sample is not dilute. For materials dilute in the studied element 
the background absorption mB dominates the absorption at the specific edge and the measured 
fluorescence intensity (also known as fluorescence yield (FY)) is proportional to the absorption 
coefficient. For less dilute materials the spectral shape is modified and the highest peaks will 
appear compressed with respect to the lower peaks, an effect known as self-absorption or 
saturation. In case of the L-edges of transition metal compounds and the M-edges of rare earths 
the fluorescence decay is strongly energy dependent, which implies that for those systems FY 
detection is not directly proportional to the X-ray absorption spectral shape (de Groot 2012).

Partial Fluorescence Yield detection of XANES

Recently, a range of partial fluorescence yield methods have been developed. We briefly 
discuss two important approaches, respectively inverse partial fluorescence yield (IPFY) and 
high-energy fluorescence detection (HERFD). IPFY measured the integrated fluorescence 
of an element in the system other than the edge element that is measured. It can be shown 
that such an approach effectively yields a fluorescence yield spectrum that is effectively 
not sensitive to saturation effects (Achkar et al. 2011). HERFD uses a high-resolution 
fluorescence detector to scan through a XANES spectrum. HERFD-XANES measurements 
are often performed in connection to resonant inelastic X-ray scattering (RIXS) experiments 
and relate to a constant-emission-energy cross-section through the RIXS plane. Furthermore, 
by extracting the constant-incident cross-section at the position K-edge pre-edge L-edge or 
M-edge-like spectra may be recorded (Caliebe et al. 1998; Glatzel and Bergmann 2005). For 
systems where multiplet effects are important, the HERFD-XANES can be modified from the 
XANES spectral shape (Suljoti et al. 2009). Hämäläinen et al. (1991) showed that HERFD-
XANES effectively removes the lifetime broadening. This largely enhances the accuracy in 
the determination of the pre-edge spectral shapes and their intensities. HERFD detection 
also allows the detection of XANES spectra that are selective to the valence, spin-state or 
site symmetry (de Groot 2001; Glatzel and Bergmann 2005). One can tune the energy of the 
fluorescence detector to the peak position of one valence and vary the energy of the incoming 
X-ray, thereby measuring the X-ray absorption spectrum of that particular valence. 

Electron energy loss spectroscopy and X-ray Raman

It can be shown that electron energy loss spectroscopy (EELS) as detected in an electron 
microscope can measure exactly the same spectral shape as XANES. This is the case under 
the assumptions that the primary electron energy is higher than a few thousand eV and that 
the scattering angle is small. Details on EELS spectroscopy are discussed in the chapter by 
Brydson et al. (2014, this volume).

X-ray Raman spectroscopy is the X-ray analog of optical and UV Raman. A hard X-ray, 
typically with an energy of about 10.000 eV impinges on the sample and the scattered radiation 
is measured at an energy lower than 10.000 eV. Like normal Raman one can study vibrational 
excitations (meV range) and electronic excitations (eV range). In addition, one can study core 
electron excitations that relate to energy losses of several hundred eV. Note that such core level 
X-ray Raman could also be named X-ray energy loss spectroscopy (XELS) and as such is the 
direct X-ray analog of electron energy loss spectroscopy (EELS). As is the case for EELS, 
the core excitation spectra from X-ray Raman spectroscopy can be described in analogy with 
XANES under the assumption of small scattering moments. X-ray Raman has a great potential 
for in situ measurements and it presents a hard X-ray alternative to conventional XANES 
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experiments in the study of systems with light elements, including Li, B, C, N and O (Lee et 
al. 2014, this volume).

XANES microscopy

XANES experiments can be performed with X-ray microscopes. A number of transmission 
X-ray microscopes (TXM) or scanning transmission X-ray microscopes (STXM) exist for the 
soft X-ray range and the hard X-ray range. Typical resolutions that can be obtained are of the 
order of 20 nm. We refer to dedicated reviews for more details on the characteristics of the 
X-ray optics, etc. In the present review we assume that the TXM microscopes essentially allow 
doing XANES spectroscopy with 20 nm spatial resolution. If the sample is rotated in the beam 
the extension to XANES tomography is straightforward (Gonzalez-Jimenez et al. 2012).

XANES ANALYSIS OF METAL K-EDGES

An important set of environmental and mineralogical studies involve the 1s X-ray 
absorption spectra (K-edges) of the 3d-metals. We will discuss respectively the shape, the 
energy position and the white line intensity of the 1s XANES spectra. The 1s edges of the 3d 
transition metals have energies ranging from about 4 to 9 KeV. Cabaret and co-workers have 
carried out DFT calculations for TiO2 (Cabaret et al. 1999). The complete spectral shape of 
TiO2 is reproduced and it can be concluded that the 1s XANES of 3d transition metals does 
correspond to the metal p-projected density of state. In addition, the pre-edge region is found 
to be an addition of dipole and quadrupole transitions. 

In many mineralogical applications, the systems studied are not exactly known. The metal 
1s edges do show fine structure and edge shifts that can be used without the explicit calculation 
of the density of states. For example, the Fe3+ edges are shifted to higher energy with respect to 
the Fe2+ edges. The shift to higher energies with higher valence is a general phenomenon that 
can be used to determine the valence of 3d transition metals in unknown systems.

Special energy positions of X-ray absorption edges

We will define the following special energy positions in the XANES edge structure:

•  The X-ray absorption edge (Eedge)

•  The pre-edge energy (Epre)

•  The transition with the lowest excitation energy (EB)

•  The energy where the escaping electron would have exactly zero energy (E0)

In case of the K-edges of transition metal systems, it is not a trivial task to determine the 
energy position of a XANES edge Eedge. There are, at least, three different methods to define 
the energy of the edge: (a) the inflection point, (b) the energy where the intensity is 50% of the 
edge maximum and (c) the average of the energies at 20% and 80% of the edge maximum. The 
inflection point can be accurately determined from the maximum of the first derivative. In case 
of a single, non-structured edge the methods (a) to (c) all find exactly the same energy. The 
situation becomes more complicated with a spectrum for which a clear shoulder is visible on 
the leading edge. For example, iron metal has an edge on which a clear shoulder is visible. The 
inflection point might lose its value in such a case and, in fact, there can be two inflection points. 
In our opinion there is no clear criterion to decide which procedure should be followed. Much 
depends on the spectral details of the observed spectra. The best procedure would perhaps be 
the use of two or three methods for the edge determination. In case of many 3d-transition metal 
systems, a clear pre-edge is visible due to transitions to 3d-states. The pre-edge energy (Epre), 
defined as the first maximum of the pre-edge can also be used as an experimental indicator.
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We define the transition with the lowest energy as the binding energy, noting that this 
energy is not necessarily the same as in XPS as discussed above. Within a ground state calcula-
tion, the lowest unoccupied state is determined by the Fermi level can be determined from the 
comparison with a simulation of the XANES spectral shape. However, if the final state rule is 
used, the extra core hole potential can shift the edge excitation energy to lower energy, losing 
its direct relation to the ground state Fermi level. In X-ray photoemission experiments, E0 is de-
fined as the vacuum level, i.e., the energy at which the electron would have zero kinetic energy. 
The energy difference between EF and E0 is the work function. 

Despite the variety of special edge energies including several procedures to determine 
them, the use of consistent procedures to determine energy positions can lead to clear trends, for 
example a relation between edge energies and the formal valence of the system. An example is 
the determination of the pre-edge energies and the edge energies of a series of vanadium oxides 
by Wong et al. (1984). They find a linear relation between the edge position and the formal 
oxidation state. In addition, a linear relation was found between the pre-edge energy and the 
formal oxidation state. The slope of the pre-edge and edge energies is different, respectively 
about 2 eV/valence for the edge energy and 0.6 eV/valence for the pre-edge energy. This also 
implies that the energy difference between the pre-edge position and the edge position is linear 
with the formal oxidation state. 

An interesting issue relates to the relative energy position of the edge and pre-edge peak 
position of octahedral and tetrahedral sites. In the case of iron coordination compounds, equiva-
lent energy positions are found (Westre et al. 1997) whereas for example in the case titanium, 
copper and aluminum a systematic shift is observed with the tetrahedral peak shifted by ap-
proximately 1 eV in the case of copper (Yamamoto et al. 2002).

The pre-edge region

The pre-edge region is related to transitions from the 1s core state to the 3d-bands. Both 
direct 1s3d-quadrupole transitions and dipole transitions to 4p-character hybridized with the 
3d-band are possible. For the quadrupole transitions the matrix elements are less than 1% of 
the dipole transition, but on the other hand the amount of 3d-character is by far larger than the 
p-character. This can make, depending on the particular system, the contributions of quadrupole 
and dipole transitions equivalent in intensity in the pre-edge region.

The pre-edge structures in systems with isolated metal ions. First we discuss the pre-edge 
spectra in systems with isolated metal ions in coordination compounds. The general model to 
interpret these pre-edges is to consider them as quadrupole transitions into empty 3d-states. 
Quadrupole transitions have intrinsic transition strengths of approximately 0.1% of the dipole 
transitions, but because of the high density of states for the 3d-band they are visible as small 
peaks with ~1 to 3% intensity in most, octahedral, transition metal systems. If inversion sym-
metry is broken, for example in tetrahedral complexes, the metal 3d and 4p states mix and there 
are direct dipole transitions into the 4p-character of the 3d-band. 

The position and number of peaks are sensitive to the oxidation state and coordination of 
Fe. Their energy separation corresponds to the bound state spectroscopic levels of a Z+1 ion 
(cf., Westre et al. 1997). Because the 1s core hole has no effect on the relative energy posi-
tions, the 3d 5 Fe3+ spectra can be modeled using the ground state orbital configuration of 3d 6 
(Schulman et al. 1976; Calas and Petiau 1983). This is because the core hole generated by the 
promotion of the excited electron to the 3d orbitals, is close enough to the nucleus (Z) that the 
outer orbitals see a configuration similar to the next highest atom on the periodic table (Z+1) 
(cf., Sutton et al. 2000). Consequently, the pre-edge features can thus be interpreted using li-
gand field theory or charge transfer multiplet theory (cf., de Groot 2005; de Groot and Kotani 
2008). Octahedral complexes only have quadrupole transitions and these transitions can be 
simulated from 3d N to 1s13d N+1 multiplet calculations. This approach has been used by Westre 
et al. (1997) to explain the pre-edge structures in iron coordination compounds.
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Tetrahedral transition metal complexes, or in general systems where inversion symmetry 
is broken, have dipole-quadrupole mixing (Westre et al. 1997; DeBeer-George et al. 2005). 
In the case of tetrahedral symmetry, the local dipole-quadrupole mixing only involves the t2-
states, not the e-states. Because inversion symmetry is broken, the metal 3d and metal 4p states 
mix with each other and form a set of combined 3d+4p symmetry states. As such, the dipole 
(D) and quadrupole (Q) transitions reach the same final states, and their peaks are visible at 
the same energy.

The pre-edge structures in systems with 
ligand-bridged metal ions. In case of oxides 
with oxygen-bridged metal ions the spectral 
situation is more complex. In addition to the 
local effects, there can be effects due to non-
local transitions, as has been shown for the 
case of TiO2 (Cabaret et al. 1999). The case of 
TiO2 is described in detail in the next section. 
An example of non-local pre-edge structure 
can be found in the cobalt K-edge XANES of 
LiCoO2. Figure  2 shows the normal K-edge 
XANES spectrum in comparison with the 
HERFD XANES. The peak at 7718 eV is 
related to the main edge, in other words to 
the dipole transitions to the 4p band. The 1s 
XANES spectrum of LiCoO2 contains two 
clearly observable pre-edges A and B. LiCoO2 
is a non-magnetic (S = 0) low-spin oxide and 
its ground state has a filled t2g band and an 
empty eg band. This implies the presence of a 
single 1s3d quadrupole peak, which seems in contrast with the two peaks in experiment. Detailed 
angular dependent experiments showed that the first peak (A) at 7709 eV has quadrupole nature 
and the second peak (B) at 7711 eV has dipole character (Vankó et al. 2008). This second pre-
edge peak of dipole character is absent in low-spin Co(III) complexes such as the Co(acac)3 
complex. Both systems are low-spin trivalent cobalt systems, where CoIII(acac)3 has isolated 
Co ions, while in LiCoO2 there are oxygen mediated Co-Co interactions. These observations 
confirm that the first peak is the local 1s3d quadrupole transition, while the second peak is a 
dipole 1s4p transition to the 4p character of the 3d-band. These non-local pre-edge transitions 
have been observed for the cobalt oxides (Vankó et al. 2008), TiO2 (Cabaret et al. 1999; Shirley 
2004; Uozumi et al. 1992), iron oxides (Caliebe et al. 1998; Glatzel et al. 2008) and MnO2 
(Farges 2005). Shukla et al. (2006) observed very small non-local transitions, alternatively 
called off-site transitions, in La2CuO4. 

The edge region and peaks at higher energies in the XANES region

In addition to the edge shift discussed above, the shape of the edge region can be 
interpreted in relation to reference compounds, for example the XANES edge structure of 
a metal in oxides. Some studies interpret spectral features at higher energies. A well-known 
example is the use of the 1/R2 rule, which relates the energy of a peak in the XANES with the 
distance R between the absorbing atom and its neighbors. This rule effectively uses electron 
scattering, similar as used in the EXAFS region of the spectrum. The scattering vector k is 
proportional to kE . In the chapter on EXAFS it is shown that within the single scattering 
approximation the distance R is inversely proportional to the scattering vector k, yielding as a 
result the 1/R2 rule. The 1/R2 rule has been applied successfully for the determination of bond 
lengths in (adsorbed) small molecules (Stohr 1992) and melts (Wilke et al. 2007).

 
Figure  2. Comparison between XAS spectra re-
corded at the Co K edge using total fluorescence 
yield (dashed line) and using HERFD XANES 
(solid line).
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XANES analysis of metal L-edges

The metal L-edges of the 3d transition metals are dominated by multiplet effects as described 
in the introduction. We will first briefly explain multiplet theory and multiplet analysis. For 
more details we refer to dedicated reviews on the calculations of L-edge spectra (de Groot 
1994, 2001). In this review we focus on the consequences for practical L-edge analysis applied 
to minerals. The multiplet effects are too large to make any sensible connection to the empty 
density of states, as is possible for the K-edges. However the L-edges can be analyzed without 
theoretical simulations, focusing on respectively the spectral shifts, the integrated intensity, the 
branching ratio and XMCD experiments for improved site symmetry analysis.

Multiplet analysis of L-edges

L-edges to transition metal compounds with partly filled 3d states are dominated by 
transitions to the empty 3d states. In first approximation the transition to the 4s states and 
higher states are neglected. They can be subtracted from the experimental spectra by an edge 
jump subtraction procedure (Wasinger et al. 2003). We approximate the ground state as 3dN 
and the final state as 2p53d N+1. A description of the L-edge needs the following interactions for 
the ground state and the final state:

1. An adequate description of the chemical bonds for molecules and band structure for 
solids, which can be approximated with model Hamiltonians, for example crystal 
field theory or charge transfer theory. 

2. The intra-atomic 3d3d multipole interactions described with the F2 and F4 Slater 
integrals that can be reformulated as the Racah B and C parameters. 

3. The 3d spin-orbit coupling

4. The core hole spin-orbit coupling, yielding a distinction between the L3 and L2 edge. 

5. The core hole potential. 

6. The core-valence exchange interaction, the direct spin-spin coupling of the core 
spin and the valence spins, within the multiplet model described with the G1 Slater 
integral. 

7. The higher order term of the core-valence exchange interaction described with the 
G3 Slater integral. 

8. The core hole – valence hole multipole interactions. The 2p and 3p core holes have 
a dipole-dipole interaction with the 3d holes, described with the F2 Slater integral. 

The basis for the crystal-field multiplet and charge-transfer multiplet calculations is the 
observation that the L-edges of many transition metal systems yield quasi-atomic spectra that 
can be described well with the atomic 3d N to 2p53d N+1 transition, where all other effects are 
included into an effective electric field. This implies that the translation symmetry is neglected 
and the hybridization described with an effective field. The local electron-electron interactions 
and the 3d spin-orbit coupling are treated explicitly. All final state effects of the 2p core hole 
are treated explicitly, including the core hole spin-orbit coupling and the atomic multiplet 
interactions. They are calculated for an isolated atom or ion and transferred to a molecule or 
solid. The charge-transfer multiplet (CTM) model has been initially developed by Theo Thole, 
partly in collaboration with Kozo Okada, Hirohiko Ogasawara, Akio Kotani, Gerrit van der 
Laan and George Sawatzky (Thole et al. 1988). The program of Theo Thole, modified by 
Hirohiko Ogasawara, has been incorporated into a user friendly interface CTM4XAS that can 
calculate the XAS, XPS, XES and RIXS spectra of transition metal systems and rare earths 
(Stavitski and de Groot 2010). 
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QUALITATIVE SPECTRAL ANALYSIS OF THE L-EDGES

Energy shifts

It turns out that the L-edge also shifts in energy with valence (cf., Nesbitt and Bancroft 
2014, this volume). The shift is approximately 1.5 eV per formal valence change, as determined 
empirically for a number of elements. Because the L-edge spectral shape is a multi-peaked 
complex structure, it is difficult to assign an energy to a particular peak position. Instead it is 
more customary to determine the center of gravity of the complete L-edge. A complicating 
issue is the edge jump due to continuum states that should be subtracted.

Intensities of the L-edges

According to the optical sum rule of a 2p to 3d transition, the integrated intensity of the 
L-edge yields the number of empty 3d states. To derive this value it is important to normalize the 
experimental spectrum to the edge jump and to subtract the edge jump from the experimental 
spectrum. Because L-edges are often measured with electron yield or fluorescence yield, 
without normalization to the edge jump, no significant number can be determined. 

The branching ratio

An experimental parameter that has been often analyzed is the branching ratio, the 
intensity ratio between the L3 and the L2 edge. The advantage is that this number can be 
determined without normalization to the edge jump but in order to obtain a reliable number the 
edge jumps must be subtracted. The branching ratio is sensitive to the ground state symmetry, 
especially its spin state. This makes the branching ratio also sensitive to the valence (Thole 
and van der Laan 1988).

Polarization dependence and XMCD

Spectral analysis can be refined if polarization dependent spectra can be measured. Linear 
polarization needs an ordered system, for example a crystal with tetragonal symmetry. Systems 
that are ferro(i)magnetic or paramagnetic systems that can be magnetized can be measured with 
X-ray circular magnetic dichroism (XMCD). For example XMCD can be used to determine the 
relative site and valence occupations of mixed spinel systems, as is discussed below. 

XANES ANALYSIS OF LIGAND K-EDGES

The K-edges of the ligands binding to the metal can be calculated with DFT calculations. 
In case of ligand K-edges the comparison with DFT calculations is often very good. The 
most important experimental parameter that can be determined without calculations is the 
edge-normalized intensity of the 3d-band. The integrated intensity of the peaks that overlap 
with 3d states yields the amount of ligand character in the 3d-band. In other words this yields 
the ligand-p – metal-d covalency (Hedman et al. 1990). Another parameter is the position of 
the first peak. While the metal edges shift to higher energy with the metal valence, the ligand 
edges shift to lower energy with increased metal valence, essentially because it costs less 
energy to extract a core electron from a more negatively charged ion.

APPLICATIONS OF XANES IN MINERALOGY AND GEOCHEMISTRY

Transition metals: K-edges

By far the most common application of XANES in Earth sciences has traditionally 
been in investigating the oxidation state and coordination environment of transition metals, 
particularly iron (Fe), in minerals and amorphous materials such as glasses and melts. Below 
we focus on the transition metals that have been most commonly studied in recent years. While 
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they by no means represent the full range of transition metals that have been investigated, 
many of the comments, pitfalls and experimental requirements outlined, are applicable to any 
transition metal K-edge XANES study. We use iron as the main example.

Iron – pre-edge and edge features. Iron is one of the most geologically important 
elements as it is the most abundant element found within the crust (Earth!) that exhibits 
different oxidation and coordination states in minerals and in magmas. Its coordination and 
redox state can strongly influence the physical and chemical behavior of magmas. An important 
method for accurately determining the reduced (Fe2+)-to-oxidized (Fe3+) ratio or Fe3+/Fetotal 
within minerals and solid materials is by Mössbauer spectroscopy. However, Mossbauer 
spectroscopy lacks the sensitivity required for samples with small amounts of iron (<1 wt%). 
The Fe K-edge, measured in fluorescence yield mode, is sensitive to small amounts of iron 
because hard X-rays measure a bulk signal. It is usually collected from ~7100 eV to ~7300 eV1 
but features beyond ~7150 eV are related to the EXAFS and are not considered here. 

As discussed above, the K-edge XANES consists of a pre-edge region, a main peak 
characteristic of the edge jump and secondary features beyond the main edge peak. While the 
main peak and higher energy features may be of use in comparing unknown Fe K-edge XANES 
spectra with spectra from known mineral or glass standards; the so called “fingerprinting” 
technique, it is relatively unused for determining coordination and oxidation states of Fe 
in minerals and amorphous materials. As discussed above in “XANES analysis of metal 
L-edges,” the main TM K-edge peaks shift to higher energy with increasing oxidation state 
(e.g., Schulman et al. 1976; Berry et al. 2003a), in the case of iron by ~5 eV but the principle 
features used for determining oxidation state and coordination are the pre-edge features. 

As described above, the pre-edge peaks are due to 1s → 3d transitions. In a non-
centrosymmetric site (i.e., tetrahedral) the peak intensity is increased due to electric dipole 
contributions as a result of mixing of the 3d with 4p orbitals. Consequently, the intensity 
of the peaks increases with decreasing coordination due to the loss of inversion symmetry 
(Westre et al. 1997). Extracting quantitative numbers for oxidation state and coordination 
environment requires fitting of the peaks with either Gaussian or pseudo-Voigt peak profiles 
(Fig.  3) (Hawthorne and Waychunas 1988) give a discussion of peak fitting methods) and 
determination of the centroid of the fitted peaks. The centroid is the area weighted average 
of the position of the component used in the fit. The number of peaks fit, their positions and 
intensities varies depending upon whether there is Fe2+ and/or Fe3+ and whether the different 
Fe oxidation states are in 4-fold (tetrahedral, [4]Fe), 6-fold (octahedral, [6]Fe), 5-fold (square 
pyramid or trigonal bipyramid, [5]Fe) or higher coordination. 

In minerals with no mixing of Fe2+ and Fe3+, Fe2+ in tetrahedral coordination exhibits 2 
pre-edge features at ~7111 eV and ~7113 eV. However, four peaks are predicted by theory 
(Westre et al. 1997; Arrio et al. 2000). When in octahedral coordination, three features are 
observed in experimental spectra although site distortion may reduce the intensity of the third 
peak (Wilke et al. 2001) and three peaks are predicted by theoretical calculations (Westre et 
al. 1997; Arrio et al. 2000). When Fe2+ is in 5-fold coordination two peaks are observed in the 
experimental spectrum, similar to when in tetrahedral coordination and 3 peaks predicted by 
theory. Finally when in 8-fold coordination, two maxima are observed in the pre-edge region.

Tetrahedral Fe3+ has one pre-edge peak with a centroid at 7113.5 eV. There are two peaks 
predicted but the second peak intensity is too low to be resolved in the experimental data. 
Five coordinated Fe3+ also exhibits a single peak when in trigonal bipyramidal coordination 

1 Note throughout the following sections the energy range shown is the region over which the spectra are 
normally collected. For the precise edge energy the reader should consult the X-ray data booklet compiled by 
Thompson and Vaughan (2011) which can be downloaded from http://xdb.lbl.gov.
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and two peaks when in a square pyramid configuration (2 predicted). Farges (2001) has 
investigated a number of grandidierites where Fe2+ is located in a trigonal bipyramid site. 
The spectra exhibit two pre-edge peaks due to Fe2+ at ~7111.7 eV and minor Fe3+ at ~7113.3, 
respectively. The most intense pre-edge peak, due to Fe2+ in the trigonal bipyramid site, has 
a centroid at ~7112 ± 0.05 eV. [6]Fe3+ compounds have two components whose centroids are 
at 7112.8 eV and 7114.3 eV, in agreement with theoretical predictions (Westre et al. 1997; 
Arrio et al. 2000).

Iron – presence of both oxidation states. In mineral phases that contain both oxidation 
states, analysis and interpretation of the pre-edge becomes more problematic. One approach 
is to use a linear combination of different spectra (see below). In this approach one attempts 
to match the experimental spectrum by summing different percentages of standard spectra of 
phases containing only Fe2+ or Fe3+ (Fig. 4). 

The centroid position is an excellent measure of oxidation state of Fe when a material is 
composed solely of either ferrous or ferric iron, an Fe2+ pre-edge can be observed at a centroid 
position of 7112 eV and for Fe3+ 1.5 eV higher in energy at 7113.5 eV (cf., Wilke et al. 2001, 
2004, 2005, 2009). Note that the edge itself is shifted ~5 eV higher in energy for Fe3+ versus 
Fe2+. For a given coordination state there is a linear response between centroid position and 
integrated pre-edge intensity. However, when there are mixtures of geometries, site distortion, 
and oxidation state, the response becomes non-linear (Wilke et al. 2001). Figure 5 plots the 
integrated pre-edge intensity versus centroid position for binary mixtures of Fe2+ and Fe3+ in 
different coordination states and clearly shows non-linear behavior between the two different 
oxidation states. Analysis of the pre-edge feature then requires some careful thought with 
regard to the intensity of the main peak, its shoulders, if any, as well as the relative intensities 
of the pre-edge features. 

Titanium. Titanium K-edge XANES (~4900-5000 eV) has been primarily used to 
investigate the coordination state of Ti in glasses and melts (cf., Greegor et al. 1983; Yarker 
et al. 1986). However, regardless of the material being studied it is the pre-edge features, like 
that of Fe, that are used to determine the coordination environment of Ti. The pre-edge features 
are again due to quadrupole 1s → 3d transitions similar to the Fe K-edge above (cf., Fig. 1) 
(Grunes 1983; Waychunas 1987; Uozumi et al. 1992). In the case of Ti, however, we do not 

Figure 3. Examples of curve fits for mineral phases containing Fe2+ and Fe3+ (after Wilke et al. 2001). 
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normally have to worry about the presence of a second oxidation state like Ti3+. At least under 
conditions relevant to most mineralogical and geochemical processes, because very strong 
reducing conditions must be present to produce Ti3+.

Figure 4. Fit of experimental spectrum of iron oxide nanoparticles by a linear combination of the spectra 
of maghemite (γ-Fe2O3) and magnetite (Fe3O4) (after Espinosa et al. 2012).

Figure 5. Relationship between centroid position of the pre-edge features, Fe coordination and oxidation 
state, (after Wilke et al. 2001, 2005; Petit et al. 2001) (provided courtesy of M Wilke).



90 Henderson, de Groot, Moulton

Titanium K-edge spectra 
with Ti4+ in 6-fold coordina-
tion ([6]Ti) exhibit from 1-3 
weak intensity pre-edge peaks 
(Fig. 6). These peaks are con-
ventionally labeled A1, A2, 
and A3, (at ~4968, ~4971 and 
~4974 eV) with a shoulder 
observed on the low energy 
side of the A2 peak. However, 
observation of the shoulder 
depends on the spectral reso-
lution of the data and may not 
always be observed. Cabaret 
et al. (1999, 2010) used a full-
potential linearized augmented 
plane wave (LAPW) method 
of calculating the pre-edge di-
polar and quadrupolar transi-
tions. They showed that the A1 peak is due to a 
quadrupolar, t2g, transition (Ti 1s → Ti 3d (t2g)) 
while A3 is entirely dipolar in nature (Ti 1s → 
Ti 4p). However, the A2 peak has contributions 
from both dipolar (Ti 1s → Ti 4p) and quad-
rupolar transitions (Ti 1s → Ti 3d (eg)). In ad-
dition they also concluded that the A2 and A3 
contributions are related to medium range order 
as they are derived from the hybridizations of 
the central Ti-4p orbital with the second shell 
Ti-3d orbitals. 

When Ti is 4-fold ([4]Ti) or 5-fold ([5]Ti) 
coordinated there is an increase in intensity of 
the A2 peak due to increased mixing of the 3d 
quadrupole and 4p dipole states as the polyhe-
dra become less centrosymmetric (cf., Fig. 7) or 
the centrosymmetry is broken by atomic vibra-
tions (Brouder et al. 2010). Farges et al. (1996a) 
have defined three regions characteristic of Ti in 
[4]Ti, [5]Ti, and [6]Ti coordination (Fig. 8) based 
on both the intensity and position of the A2 pre-
edge peak as well as its intensity. The pre-edge 
intensity, determined by comparing the intensity 
of the pre-edge (4850-4950 eV) region and the 
average intensity of the XAFS region (5050-5200 eV) shows a general negative correlation with 
increasing Ti coordination. In addition, the position of the pre-edge peak is at lower energy for 
[4]Ti relative to [6]Ti by ~ 2 eV. The pre-edge peak characteristic of [4]Ti is found at ~4969 eV 
with an intensity 80% or greater of the intensity of the main edge while the pre-edge feature of 
[6]Ti is at ~4971 eV with a relative intensity of ~25% of the main edge. The five-fold ([5]Ti) pre-
edge peak occurs at energies intermediate between [4]Ti and [6]Ti values at~ 4970 eV with a rela-
tive intensity between 40-80% of the main edge. It is important to remember that it is intensity 
and position together that define the coordination. Using only one or the other is insufficient.

Figure  6. Pre-edge features observed in rutile (TiO2) Ti K-edge 
XANES spectrum (after Uozumi et al. 1992).

Figure 7. Ti K-edge spectra for selected crys-
talline phases containing [4]Ti (K2Ti2O7), [5]Ti 
(K2Ti2O5) and [6]Ti (r-TiO2) (after Farges et 
al.1996a, 1997).
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In addition to being useful for determining the Ti coordination, the pre-edge features can 
also be used to estimate particle size. The intensity ratio of A2 to A3 increases as particle size 
decreases (Luca et al. 1998). The Ti K-edge itself consists of three or more features in the region 
of ~4950-5050 eV. These features can be described by multiple scattering effects between the 
ejected X-ray photo electron and the surrounding atoms or to transitions involving Ti 1s → 
Ti 4p orbitals possibly with core hole effects (Poumellec et al. 1991a,b). Spectral features 
can be reproduced quite well using one of the theoretical codes available: either one of the 
multiple scattering or ab inito/first principles band structure codes noted above. In particular, 
the partial (or projected) density of states (p-DOS) is most useful for interpreting XANES 
spectra in general as this provides information on which orbitals are involved in the electronic 
transitions. Unfortunately the p-DOS is often not provided in simulation publications although 
it is commonly calculated during the simulations and a quick E-mail to the principle author 
is often helpful for obtaining it. Furthermore, using a “fingerprint” approach of comparing 
standards containing Ti in different crystal chemical environments one can use the linear 
combination method to help identify unknown Ti phases and different phases in samples 
containing mixtures of Ti-containing minerals etc. 

When Ti4+ is reduced to Ti3+ the XANES spectrum and pre-edge features may still be 
analyzed to determine the Ti coordination state in a similar manner to unreduced samples. How-
ever, both the pre-edge and edge features are shifted to lower energy relative to the energy posi-
tions of features in the unreduced samples containing only Ti4+ (Simon et al. 2007; Ollier et al. 
2008). The magnitude of the energy shift depends upon how much Ti4+ has been reduced to Ti3+.

Other transition metals. Essentially all of the first row transition metal K-edges have been 
investigated in minerals to some extent and a variety of examples are given below.

Titanium(Ti): Grunes 1983; Waychunas 1987; Uozumi et al. 1992; Paris et al. 1993; 
Dingwell et al. 1994; Farges et al. 1996a,b, 1997; Romano et al. 2000; Jiang et al. 
2007; Cormier et al. 2011.

Vanadium (V): Nabavi et al. 1990; Abbate et al. 1993; Giuli et al. 2004; Sutton et al. 2005; 
Simon et al. 2007; Burke et al. 2012; Höche et al. 2013.

Figure 8. Plot of normalized pre-edge intensity versus energy position showing the three areas correspond-
ing to [4]Ti, [5]Ti and [6]Ti (after Farges et al. 1996a, 1997).
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Chromium (Cr): Brigatti et al. 2000; Berry and O’Neil 2004; Berry et al. 2006;Villain 
et al. 2007; Gaudry et al. 2007; Odake et al. 2008; Juhin et al. 2008; Farges 2009; 
Fandeur et al. 2009; Frommer et al. 2009, 2010; Burke et al. 2012.

Manganese (Mn): Manceau et al. 1992; Farges 2005; Alvarez et al. 2007; Fandeur et al. 
2009; Chalmin et al. 2009; Manceau et al. 2012.

Iron (Fe): Waychunas et al. 1983; Galoisy et al. 2001; Petit et al. 2001; Wilke et al. 2001; 
Farquhar et al. 2002; Berry et al. 2003a; Wilke et al. 2001, 2005, 2006; Magnien et 
al. 2008; Cottrell et al. 2009; Berry et al. 2010; Beck et al. 2012; Dyar et al. 2012; 
Rivard et al. 2013.

Cobalt (Co): Manceau et al. 1992; Choy et al. 2001.

Nickel (Ni): Manceau et al. 1992; Galoisy and Calas 1993; Farges et al. 1994; Giuli et al. 
2000; Farges et al. 2001a,b; Fandeur et al. 2009; Curti et al. 2009; Essilfie-Dughan 
et al. 2012.

Copper (Cu): England et al. 1999; Alcacio et al. 2001; Mavrogenes et al. 2002; Berry et 
al. 2006; Cook et al. 2012.

Zinc (Zn): Pattrick et al. 1998; Waychunas et al. 2003.

In most cases, it is the pre-edge features that are used to determine oxidation state and 
coordination environment and, in particular, the position and intensity of the centroid of the 
pre-edge peaks rather than the position of the edge itself (cf., Cabaret et al. 2010). Reviews of 
TM K-edges have been given by de Groot (1993, 2008, 2009). Furthermore, the second and 
third row TMs are being increasingly studied as well with not only K-edges but also with L- M- 
and N-edges. Obtaining XANES spectra from these elements is a little more trying technically 
due to interference affects from the close proximity of other elemental edges.

Transition metals: L-edges

The 3d transition metal L-edges have been less studied, partly because of their large 
surface sensitivity. L-edges are also sensitive to changes in coordination and oxidation state, 
and because of their lower intrinsic broadening contain more information with regards to the 
electronic structure of the transition metal ions (Fister et al. 2007). The theory of XANES 
spectra of transition metal L-edge is described above. In case of Ti4+ oxides the peak splitting 
within each edge is primarily due to the t2g eg symmetry of the d-orbitals in a centrosymmetric 
environment (Oh symmetry for octahedral and 8-fold coordination) and is related (but not equal) 
to the crystal field splitting parameter 10Dq. Further splitting of the higher energy peak within 
the L3 edge has been attributed to distortion of the coordination environment (de Groot et al. 
1992; Crocombette and Jollet 1994), possible second-neighbor interactions (Crocombette and 
Jollet 1994), coupling of electronic and vibrational states due to a dynamic Jahn-Teller effect 
(Brydson et al. 1989) or core hole effects (Crocombette and Jollet 1994). Without multiplet 
effects, the intensity ratio between the L3 and L2 edges is 2:1 and this ratio is observed for 
systems involving 4d electrons but not for 3d systems due to the large multiplet effects (de 
Groot et al. 1994).

L-edge spectra of 3d metals are collected in a similar manner to the K-edges above. 
However, experiments are carried out on what are commonly referred to as “soft X-ray” 
beamlines. These beamlines are usually limited in energy to <10 keV and in most cases require 
vacuum sample chambers. Spectra are collected over an energy range that covers both edges if 
possible with a step size equal to the lifetime broadening of about 0.1 to 0.2 eV. Data reduction 
is similar to that for K-edges with removal of the pre-edge background and fitting of an arctan 
or error function as above. However, with L-edges more than one such function usually must 
be fit to account for the L3- and L2-edge. The positions and heights of the functions are not well 
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known and consequently the fitting of such functions tends to be determined simply on what 
gives the “best fit” to the data. 

In order to use the L-edges for determining coordination environments in minerals and 
glasses it is essential to carefully analyze the subtle changes in relative peak intensities and 
positions (cf., Henderson et al. 2003; Henderson and St-Amour 2004; Cormier et al. 2011). In 
addition, second nearest neighbors may also affect the spectra (Höche et al. 2013) and must 
be taken into account when selecting appropriate mineral standards for comparison or linear 
combination modeling (cf., Fig. 9). 

Titanium L-edges. Some characteristic Ti L-edge spectra (~ 455-475 eV) are shown in 
Figure 10. The spectra are quite distinct for different Ti oxidation states (Ti3+, Ti4+) and for 
different coordination environments ([4]Ti, [5]Ti, [6]Ti). As noted above the lower valence state 
spectrum (Ti3+) is at slightly lower energy relative to the higher valence state (Ti4+). Titanium 
in 4-fold coordination exhibits two peaks in the L3-edge with the higher energy peak being 
somewhat asymmetric with no splitting. This contrasts with [6]Ti where the second peak is 
split and where the relative intensities of the split peaks reverses for anatase versus rutile or 
brookite. Five-fold Ti exhibits a small t2g peak and a sharp eg peak and the splitting between 
the two peaks in the L3-edge is reduced relative to [4]Ti and [6]Ti. At the L2-edge the splitting 
and relative intensities of the t2g and eg peaks decreases from [6]Ti → [4]Ti → [5]Ti. In addition, 
[5]Ti has an additional small peak on the low energy side of the L2-edge which may be due 
to differences between the t2g orbitals. However, caution must be used when determining 
coordination state since numerous factors affect the peak intensities and positions (see above). 
This is particularly important when investigating mineral phases where Ti can occupy more 
than one site (cf., Henderson and Foland 1996) and consequently the L-edge spectra are an 
average of the multiple sites. In all cases it is advantageous to have some sort of theoretical 
calculations available to aid interpretation (see above plus Höche et al. 2013).

Iron L-edges. The Fe2+/Fe3+ ratio is usually given as the fraction Fe3+, Fe3+/ΣFe. Systematic 
studies of the Fe 2p EELS spectra of a series of minerals give a reliable method to determine 
this ratio, based on the determination of the ratio of the Fe3+ and Fe2+ peaks in the L3-edge (van 
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Figure 9. V L2,3 spectra (~515-530 eV) 
for Ba (Ba2VSi2O8) (top), potassium 
(K2VV2O8) and rubidium (Rb2VV2O8) 
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ogical Society of America, from Höche 
et al. 2013, American Mineralogist, 98, 
Fig. 3, p 668).



94 Henderson, de Groot, Moulton

Aken and Liebscher 2002). An important application of the iron L-edges is the determination of 
the occupation of the tetrahedral and octahedral sites and the variation of divalent and trivalent 
ions for Fe in spinel ferrites, including CoFe2O4, MnFe2O4, NiFe2O4, ZnFe2O4 and MgFe2O4. 
The line shape of the Fe 2p XAS spectrum of MnFe2O4 is similar to those of both α-Fe2O3 and 
γ-Fe2O3 indicating that the valence states of Fe ions in MnFe2O4 are mainly trivalent. Pattrick 
et al. (2002) analyzed a series of mixed spinel ferrite systems with 2p XAS and XMCD. By 
comparison with multiplet spectra, the site occupancies of the cations have been determined. It 
turns out that the different mixed (Co, Ni, Zn, Mg) ferrite spinels show considerable variation 
in site occupancies. Incomplete site speciation is found and the preference of Co, Ni and Mg 
for the octahedral site and Zn for the tetrahedral site is confirmed. An overview of the 2p XAS 
and XMCD spectra of spinel ferrites have been given by Pearce et al. (2006). The Fe L-edge 
XANES has recently been reviewed by Miedema and de Groot (2013).

Other transition metal L-edges. Cressey et al. (1993) give a general introduction of the 
use of transition metal L-edges in mineralogy. Charnock et al. (1996) analyzed the L-edges of 
Fe, Co and Ni sulfides, selenides and tellurides. They also discuss the related iron and nickel 
spectra. A recent paper is the determination of the valence of cobalt in carrolite CuCo2S4 by 
Pattrick et al. (2008). Cobalt L-edges of oxides have been published by van Elp et al. (1991), 
de Groot et al. (1993), Mizokawa et al. (2005) and Coker et al. (2008).

Silicon and aluminum K- and L-edges

Silicon K-edge. The Si K-edge (~1830-1890 eV) is the lowest energy soft X-ray edge for 
which EXAFS data can be obtained. Edges occurring at lower energies are not able to provide a 
large enough energy range for EXAFS analysis due to interference from other elemental edges 
for most geochemically relevant materials. The edge itself has been extensively investigated 
both in minerals (cf., Li et al. 1993, 1994, 1995a; Gilbert et al. 2003) and glasses/melts (cf., 
Davoli et al. 1992; Henderson 1995; Henderson and Fleet 1997; Henderson and St-Amour 
2004; de Wispelaere et al. 2004; de Ligny et al. 2009). Furthermore, a significant amount of 
work has been published on this edge using electron energy loss (EELS), parallel electron 

Figure 10. Representative spectra of the Ti L-edge. The L3 and L2 edges are indicated. 
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energy loss (PEELS) or energy loss near edge spectroscopy (ELNES) and this literature can be 
very helpful for interpreting soft X-ray XANES spectra (cf., McComb et al. 1991; Garvie et al. 
1994, 2000; Sharp et al. 1996; Poe et al. 1997; van Aken et al. 1998; Garvie and Buseck 1999).

The spectrum for α-quartz exhibits 5 main peaks labeled A-F in Figure 11a. While there 
have been a number of theoretical studies of the quartz and stishovite Si K-edge that reproduce 
the experimental spectra well (cf., Wu et al. 1998; Soldatov et al. 2000; Mo and Ching 2001; 
Taillefumier et al. 2002) they have not provided a detailed analysis of the p-DOS to enable 
explicit assignment of the peaks in the spectra. Li et al. (1994, 1995a) used previous molecular 
orbital studies and gas phase spectra of tetrahedral analogues to assign the peaks in quartz. They 
assigned the pre-edge peak (peak A) to a dipolar(?) 1s → 3s transition. Peak B representing the 
main edge transition (also called white line or shape resonance in older literature) is due to a 
1s → 3p transition, peaks D and F to 1s → 3d/p states and peaks C and E to multiple scattering 
from the structure beyond the first coordination sphere. Similar peaks and assignments can be 
made for stishovite (Fig. 11b) where Si is in 6-fold coordination ([6]Si). However, the position 
of the edge is shifted to higher energy by ~2.2 eV consistent with other elemental edges when 
there is a change to higher coordination (see above and below). 

The Si K-edge, compared to other soft X-ray edges, is relatively insensitive to structural 
changes, at least for silicate minerals (Fig. 11c). This is mostly a result of the nature of the 
SiO4 tetrahedron, which is fairly well defined in most minerals and does not exhibit a large 
amount of distortion or variation in Si-O bond lengths relative to other polyhedra. Comparison 
of the SiO2 polymorphs (Fig. 11b) shows that the pre-edge peak intensity tends to increase in 
the higher pressure phases, probably due to increased mixing of 3p states with the Si 3s (Li et 
al. 1994). Li et al. (1995a) also noted that there is a general shift in the position of the K-edge 
to higher energy with increasing polymerization (Fig. 11c), a weak correlation with Si-O bond 
length (shift to higher energy with shorter Si-O bond distance) and some dependence of the 
edge position on the nature of the next nearest neighbors ( NNN) In addition, Bender et al. 
(2002) have shown that the position of the edge shifts to lower energy as the Q species (Qn, 
where n is the number of bridging oxygens attached to the silicon) shifts from Q4 to Q0.

In SiO2 glass (Fig.  11a) the K-edge spectrum is more diffuse with peaks C-F being 
suppressed in intensity relative to crystalline SiO2. This is due to the inherent disordered 
nature of glasses, which have a broad range of Si-O-Si angles and Si-O, and Si-Si distances 
compared to crystalline materials. Only four main peaks are observed. The pre-edge peak A 
occurs as a weak broadening at the base of the main edge feature, the main transition (Peak B), 
a weak peak around 1852 eV (Peak C) and a higher energy peak F due to transition of 1s →  
3d/p states, and whose intensity is related to the Si-O-Si angle, becoming more intense as 
this angle decreases (Davoli et al. 1992). The weak feature labeled C may be due to either 
transitions from 1s → 3d/p states or multiple scattering. Unfortunately as noted above, the Si 
K-edge of glasses and melts exhibits even less compositionally dependent variation in peak 
positions and intensities than crystalline phases and is very uniform. By and large, the only 
changes observed in glasses (other than a shift of the edge due to a coordination change of Si) 
are in the ~1848-1855 eV region, are very subtle, and are most probably related to changes in 
the medium-range structure. An exception to this is a shoulder to the high-energy side of the 
main peak (B) at ~1849 eV which occurs in some glasses (cf., Fleet et al. 1997; Cabaret et al. 
2001; Henderson and St-Amour 2004). It has been assigned to [6]Si in phosphate glasses (Fleet 
et al. 1997) and silica-modified titanias (Iwamoto et al. 2005), or to changes in medium-range 
structure in alkali and alkaline-earth containing silicate glasses (Henderson and St-Amour 
2004) and borosilicate glasses (Cabaret et al. 2001), initiated by the presence of a network 
modifier (Cabaret et al. 2001; Levelut et al. 2001). Its apparent presence in the Si K-edge 
spectra of a wide range of glass and amorphous compositions is intriguing but has not been 
explored further.
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Silicon L-edge. Like the K-edge above, the Si L-edge (~100-140 eV) has also been 
reasonably well studied both by ELNES and XANES (McComb et al. 1991; Kasrai et al. 
1993, 1996b; Li et al. 1993, 1994; Sharp et al. 1996; Poe et al. 1997; Garvie and Buseck 1999; 
Garvie et al. 2000; Gilbert et al. 2003). Peak assignments are similar to that of the Si K-edge 

(a)

(c)(b)

Figure 11. Si K-edge spectra, α-quartz and SiO2 glass (a) opal, a-SiO2 (glass) and SiO2 polymorphs (after 
Li et al. 1994) (b) and minrals (c) (after Li et al. 1995b).
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(see Fig.  12). However, no pre-edge feature 
is observed and peak A (Fig.  12) is split by 
spin-orbit (LS) coupling into two features 
~1 eV apart due to the Si 2p3/2 (L3) and 2p1/2 

(L2) states. This splitting may not be observed 
if the resolution of the monochromator is 
insufficient (older literature) or if there is 
broadening of the peaks due to instrumental 
affects or inherent broadening such as in 
amorphous materials. Li et al. (1993) suggest 
that the strongest feature (peak B) is shifted 
by ~2 eV to higher energy in stishovite with 
[6]Si relative to α-quartz with [4]Si, as observed 
for the K-edge. However, Sharp et al. (1996) 
using ELNES do not observe this. A large 
number of minerals have been investigated 
by Garvie and Buseck (1999) using PEELS. 
They observe a linear increase in energy of 
the edge onset with increasing polymerization 
and that the edge features are affected by 
the NNN and their bonding environments. 
Although it should be remembered that 
PEELs lacks the energy resolution of XANES 
and consequently some features, such as the 
LS doublet, are not clearly resolved.

Aluminum K-edge. The aluminum K-edge (~1550-1650 eV) has been extensively utilized 
in mineralogical and geochemical studies (McKeown et al. 1985; McKeown 1989; Ildefonse 
et al. 1994, 1995, 1998; Li et al. 1995b; Fröba et al. 1995; Wu et al. 1997a; Giuli et al. 2000; 
Romano et al. 2000; Arai and Sparks 2002; van Bokhoven et al. 2003; Neuville et al. 2004a, 
2010; de Wispelaere et al. 2004; Khare et al. 2005; Hu et al. 2008; Xu et al. 2010; Rivard et 
al. 2013). In general the Al K-edge for 4-fold coordinated Al ([4]Al) occurs at ~1566 eV and 
usually exhibits a single edge maximum or peak. The Al K-edge of 6-fold coordinated Al  
([6]Al) is ~1.5-2.0 eV higher in energy relative to that of [4]Al and usually exhibits a peak with 
a maximum at ~1568 eV and a secondary but relatively strong peak at ~1572 eV (see Fig. 13). 
The shift to higher energy for the higher coordination is simply because the core hole is more 
effectively screened in octahedral coordination (van Bokhoven et al. 2001).

Both edges have multiple peaks usually labeled A-E by various authors2. In Figure 13 the 
experimental spectrum for berlinite (AlPO4), containing only [4]Al, exhibits 5 main peaks. Peak 
A is the Al edge due to Al 1s → 3p transitions and, as noted above, its intensity will depend on 
the screening of the core hole (Cabaret et al. 1996). In some spectra a pre-edge feature may also 
be observed (cf., Corundum in Fig. 13) and this is due to 1s → 3s dipolar transitions that would 
normally be forbidden by quantum mechanical selection rules but become allowed due to 
effects from vibrations (Li et al. 1995b; Manuel et al. 2012). This pre-edge feature will increase 
in intensity with increasing temperature and shift to lower energy (Manuel et al. 2012). The 
other peaks have been variously assigned to multiple scattering (B and D), 1s → 3d transitions 
(C and E), (Li et al. 1995b) or to multiple scattering from medium range environment (Cabaret 
et al. 1996). Their positions and intensity will depend upon Al site multiplicity, bond angles 

2 Note it is important to be careful when comparing peak assignments from one author to the next as they 
do not necessarily label peaks the same or in a consistent manner

Figure  12. Si L-edge spectra of the SiO2 poly-
morphs (after Li et al. 1994).
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and lengths, and NNN (Fröba et al. 
1995; Li et al. 1995b; Wu et al. 1997a; 
Ildefonse et al. 1998). For example, the 
edge position of peak A in berlinite is 
at higher energy than for other [4]Al 
only compounds because the NNN to 
Al are phosphorous, which decrease the 
electronic density around the Al. 

The spectrum for corundum 
(Al2O3) with only [6]Al exhibits a pre-
edge peak (P) at 1565 eV, a sharp edge 
peak (A) at ~1568 eV due to Al 1s → 3p 
transitions along with a secondary peak 
(B) at ~1572 eV due to 1s → 3d tran-
sitions (Ildefonse et al. 1998). Peak C 
has been assigned to multiple scattering 
(Li et al. 1995b). However, the spectra 
for [6]Al minerals are more variable than 
those of [4]Al containing phases due to 
variations in site symmetry, site occu-
pancy and Al-O bond lengths (Ildefonse 
et al. 1998). 

Aluminum may also occur in 
5-fold coordination ([5]Al), especially 
in calcium aluminosilicate glasses and 
melts (Neuville et al. 2004a). However, 
discriminating between [4]Al or [6]Al 
and [5]Al is difficult. Certainly in miner-
als such as the Al2SiO5 polymorphs (sil-

limanite, andalusite and kyanite) with [4]Al and [6]Al, [5]Al and [6]Al and all [6]Al, respectively, 
it is not possible to unambiguously determine features that are characteristic of [5]Al (Ildefonse 
et al. 1998). Li et al. (1995b) have interpreted a peak at ~1567.8 eV in their spectra as being 
due to [5]Al and lying between peaks at 1566.7 and 1568.7 eV characteristic of [4]Al and [6]Al, 
respectively although their peak assignments having been brought into question (Ildefonse et 
al. 1998). Nevertheless van Bokhoven et al. (1999), Chaplais et al. (2001), Hu et al. (2008), and 
Neuville et al. (2009) have all assigned a peak in their Al K-edge spectra to the presence of [5]Al 
based on its position mid-way between peaks characteristic [4]Al and [6]Al.

Aluminum L-edge. Relative to the Al K-edge there have been relatively few mineralogical 
studies (Bianconi 1979; Balzarotti et al. 1984; Chen et al. 1993a,b; van Bockhoven et al. 2001; 
Hu et al. 2008; Weigel et al. 2008; Shaw et al. 2009; Zhang et al. 2009; Neuville et al. 2010; Xu 
et al. 2010), involving the Al L-edge (~75-90 eV) despite the increased resolution of L- versus 
K-edges (see above). However, like the silicon above, there has been a significant amount of 
work published on this edge using EELS, PEELS and ELNES and this literature can be very 
helpful for interpreting the spectra.

Like other L-edges the main features of the spectra arise from excitation of an Al 2p 
electron to unoccupied s and d-like states but in this case are termed excitons since the excita-
tion energy lies in the band gap (cf., Weigel et al. 2008 and references therein). The edge is 
split into two components the 2p3/2 (L3) and 2p1/2 (L2) due to LS coupling. Figure 14a shows 
a high-resolution spectrum for corundum (sapphire) as well as the transitions contributing to 
the spectrum. The split feature at ~79 eV (inset) is the L2,3 edge. The edge is shifted to lower 

Figure  13. Al K-edge spectra of Berlinite (AlPO4, [4]

Al), Albite (NaAlSi3O8, [6]Al), corundum (Al2O3, [6]Al) 
and muscovite (KAl2(AlSi3O10)(OH)2, [4]Al and [6]Al) af-
ter Ildefonse et al. 1994;Cabaret et al. 1996). Note that 
muscovite has both [4]Al and [6]Al and has XANES peaks 
characteristic of both coordinations.
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energy by ~1.5 eV for [4]Al versus [6]Al  
(Fig.  14b) similar to the Si L2,3 edge 
(see above). This is because the core 
hole is more effectively screened in oc-
tahedral coordination (van Bokhaven 
et al. 2001). The position of the edge 
jump is also affected by a number of 
other factors. It is shifted to lower en-
ergy by increased bond covalency, the 
presence of Si as next nearest neigh-
bors (NNN) and the presence of alka-
lis; the least polarizing NNN cations 
move the edge jump to lower energy. 
Weigel et al. (2008) investigated a 
number of mineralogical phases with 
varying Al coordination (Fig.  14c). 
The Al L2,3 edges exhibit variations 
in position, intensities, and degree of 
splitting. There are two main spectral 
regions labeled A and B following the 
convention of Chen et al. (1993a). The 
A feature is the L2,3 edge while the B 
feature, due predominantly to Al 2p 
transitions to unoccupied Al 3s states, 
is common to all spectra but varies in 
intensity relative to A due to site dis-
tortion and selection rules (in octahe-
dral coordination) (Hansen et al. 1994) 
and increased s-p hybridization (for 
tetrahedral coordination). Furthermore 
it tends to be at higher energy relative 
to peak A in tetrahedral compared to 
octahedral environments.

The Al L2,3 edge (A feature) 
exhibits more than two peaks in the 
phases with more than a single Al 
coordination environment. This is 
because the L2,3 edges of the two sites 
are overlapping. For example, in the 
sillimanite spectrum the low energy A′ 

Figure 14. a) Al L-edge spectrum of corun-
dum (variety sapphire) showing the transi-
tions responsible for the spectral features. 
The inset show the L2,3 peaks, b) High-
resolution spectra (uncorrected) of berlinite 
(top, [4]Al) and corundum (bottom, [6]Al) 
along with peaks conventionally labeled A 
and B, c) XANES Al L2,3-edge spectra of 
crystals and glasses (the numbers in brack-
ets indicate the Al CN.) (after Weigel et al. 
2008).

(a)

(b)

(c)
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peak is the L3 edge of [4]Al, the high energy A′′′ peak the L2 edge of [6]Al while the intermediate 
peak is a superposition of the L2 edge of [4]Al and the L3 edge of [6]Al (Weigel et al. 2008). 
The resolution of the A feature depends to some extent on the number of Al sites in the crystal 
structure, their site occupancies and NNN distribution, all of which tend to broaden the edge. 
Glass spectra are inherently broad due to their disordered nature, lack of symmetry and wide 
distribution of bond lengths and angles.

Weigel et al. (2008) also showed that there is a correlation between the position of the 
peak maximum of the Al L3-edge and the Al-O bond length: the smaller the Al-O bond length 
the lower the energy of the edge. In addition, the relative intensities of the L3- and L2-edges 
can be used to calculate the exchange energy (see above and Eqn. 1 of Chen et al. 1993a and 
Weigel et al. 2008).

Alkalis (Li, Na, K, Rb, Cs)

Lithium K-edge. There are very few experimental XANES studies of the Li K-edge (~50-
100 eV) because of the difficulty of making measurements at these very low energies as well 
as the overlap in energy with other elemental edges. The majority of studies have been related 
to the electrochemical and battery industries (cf., Tsuji et al. 2002; Kobayashi et al. 2007; Lu 
et al. 2011). The Li K-edge for some common compounds is shown in Figure 15. 

Generally, the K-edge spectra exhibit a relatively intense peak at ~ 62 eV with secondary 
peaks between 62-65 eV and possibly a broad peak at ~70 eV. The intense sharp feature at 
62 eV is a core exciton probably resulting from a 1s transition to unoccupied 2p states. In 
lithium halides, this core exciton peak exhibits a linear dependence on the electronegativity of 
the halide (Fig. 15a); the larger the electronegativity difference between Li and the halide the 
higher the peak energy (Handa et al. 2005). In some spectra the core exciton peak is relatively 
weak and appears as a low energy shoulder (Fig. 15b). Its position is also dependent on the 

Figure 15. Li K-edge spectra of the Li halides (left) and a comparison of Li2O and Li2S (right), (after 
Handa et al. 2005 and Tsuji et al. 2002).
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oxidation state of the anionic group attached to the Li. The peak shifts to higher energy with 
decreasing oxidation state (Tsuji et al. 2002). There have been some theoretical simulations 
(Jiang and Spence 2004; Mauchamp et al. 2006, 2008; Olovsson et al. 2009a,b) but they do not 
provide sufficient details on the p-DOS to aid interpretation of the experimental spectra. The 
low energy of the Li K-edge makes in-situ experiments difficult. Recently an XRS study of the 
Li K-edge was performed using hard X-rays (Miedema et al. 2012).

Sodium K-edge. The first comprehensive Na K-edge (~1065-1125 eV) study of minerals 
and glasses was that of McKeown et al. (1985) although the energy resolution was relatively 
poor. Since then there have been several studies of alkali halides (Murata et al. 1988; Fujikawa 
et al. 1989; Kasrai et al. 1991; Hudson et al. 1994) but few studies of other minerals and glass-
es. Mottana et al. (1997) looked 
at Ca-Na pyroxenes while Neu-
ville et al. (2004b) have looked 
at a range of mineral phases and 
glasses. Glasses have also been 
investigated by Cormier and Neu-
ville (2004) who looked at Ca-Na 
glasses and De Wispelaere et al. 
(2004) who investigated Na sili-
cate and sodium-alumino-silicate 
glasses. Representative spectra 
are shown in Figure 16. The sodi-
um K-edge of crystalline phases, 
other than the halides, consists of 
essentially two peaks at ~1078 eV 
and ~1082 eV (Cormier and Neu-
ville 2004) with a pre-edge peak 
occurring at ~ 1174 eV. This pre-
edge peak is not always present 
and arises from a dipolar 1s → 
3s transition (Murata et al. 1988; 
Teodorescu et al. 2000). The first 
main peak at ~1078 eV has been 
assigned to a Na 1s → 3p transi-
tion while the origin of the second 
peak at ~ 1082 eV remains am-
biguous but is usually assigned to 
multiple scattering beyond the immediate Na environment as are peaks above ~1090 eV (cf., 
Neuville et al. 2004b). A similar assignment can be made for the alkali halides (Teodorescu et 
al. 2000; Kikas et al. 2001; Prado and Flank 2005). Peaks are also reproduced quite well by 
multiple scattering theory (Hudson et al. 1994; Riedler et al. 2001a,b). There is a correlation 
between the higher energy peaks in the halides and the 1/R2 rule (see above). 

The two main peaks and their relative intensities appear to be a reasonable indicator of 
Na coordination environment when compared to model compounds (McKeown et al. 1985; 
Neuville et al. 2004b). The more ordered the Na environment the narrower the peaks. In 
addition, the intensity of the second peak tends to increase relative to the first peak as Na 
coordination increases (Cormier and Neuville 2004). There also appears to be an edge shift to 
lower energy with increasing Al/Na ratio, at least up to a ratio of 1.0 (McKeown et al. 1985), 
but the overall shape of the spectra are not affected significantly with Al substitution for Si 
(Cormier and Neuville 2004).

Figure 16. Na K-edge spectra of selected minerals and glasses 
(after Neuville et al. 2004b).
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Potassium K-edge. The major-
ity of K K-edge (Fig. 17) studies have 
been on micas (cf., Mottana 2004; 
Cibin et al. 2005, 2006, 2010; Marcelli 
et al. 2006; Brigatti et al. 2008) often 
using a polarized incident beam in or-
der to look at the angular dependence 
of the K-edge with respect to the lay-
ered mica structure. The shape of the 
K K-edge (~3595-3680 eV) is similar 
to that of the Na K-edge with two main 
peaks being observed at ~3610 eV 
and ~3615 eV. The edge onset shifts 
to higher energy with increasing K co-
ordination for minerals with similar K 
environments (Cibin et al. 2005; Mar-
celli et al. 2006). 

Additional peaks are observed at 
~3625, ~3630 and ~3640 eV with the 
peak at ~3625 eV exhibiting a corre-
lation in micas with the out of plane 
tetrahedral rotation of the tetrahedral 
sheet and the environment around the 
interlayer cation (Marcelli et al. 2006), 
while the peak at ~3630 eV appears to 
be related to the interplanar spacing 
between the interlayer and tetrahedral sheet (Brigatti et al. 2008). Brigatti et al. (2008) also 
suggest that the peak at ~3640 eV is related to the peak at ~3630 eV and has some link to the 
distance between the A and T sites in micas. Simulations, both multiple scattering and first 
principles DFT calculations, reproduce the experimental spectra quite well (Lavrentyev et al. 
1999; Vinson et al. 2011; Xu et al. 2011). However, detailed p-DOS calculations and analysis 
of the individual peaks are not given.

Rubidium K-edge. The Rb K-edge (~15150-15260 eV) arises from Rb 1s transition to 
unoccupied p states but like the Cs edge below is broadened due to core-hole lifetime broaden-
ing (~3 eV)(cf., Soldatov et al. 1996 and references therein). In the case of RbBr there is some 
indication that the Rb p states are hybridized with the Br p states. In addition, the edge onset 
shifts with change in Rb oxidation state (Rb+ to Rb−) moving to lower energy with increasing 
electronegativity (Fussa-Rydel et al. 1988).

Some representative spectra are shown in Figure 18. While there is some variation in the 
edge features these subtle changes have not been investigated further and the behavior of the 
Rb K-edge remains relatively unexplored.

Cesium K-edge. The Cs K-edge is at very high energy (~35940-36040 eV) and almost 
featureless because of core-hole broadening (~14 eV). Consequently there are few studies of 
this edge (usually in the gas phase). The Cs L3-edge (energy?) has less broadening and is at 
lower energy but it too has not been utilized to any large extent (cf., Rossetti et al. 2011).

Alkaline-Earths (Be, Ca, Mg, Sr, Ba)

Beryllium K-edge. As far as we are aware there are no published Be K-edge (~110-160 
eV) XANES experimental data. However, there are Be K-edge spectra obtained by X-ray Ra-
man (Soininen et al. 2001). The K-edge exhibits two relatively sharp peaks at ~119 eV and~124 

Figure 17. K K-edge spectra of some common minerals 
(after Cibin et al. 2005).
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eV. The latter peak is somewhat less 
intense. There is also a broad low in-
tensity peak at ~139 eV. The first peak 
is due to a core exciton and the overall 
spectrum is reproduced quite well by 
theoretical calculations (Soininen et 
al. 2001; Gao 2010) but there has been 
no detailed analysis of the individual 
peaks.

Calcium K-edge. The Ca K-edge 
(~4020-4100 eV) has been used to 
determine Ca coordination in miner-
als (Paris et al. 1995; Quartieri et al. 
1995) and glasses (Cormier and Neu-
ville 2004; Neuville et al. 2004a) using 
the “fingerprinting” method of com-
parison with known mineral standards 
(Fig. 19). There appears to be a linear 
relationship between the energy of the 
edge and coordination (Sowrey et al. 
2004), at least up to a Ca coordination 
of 9. The edge shifts to higher energy 
(~ 1 eV) as Ca coordination increases. 
The relationship does not hold for co-

ordination numbers greater 
than 9. However, the post-edge 
shape of the XANES envelope 
is characteristic for higher co-
ordinated (> 9) Ca (Sowery et 
al. 2004).

The XANES spectrum 
often exhibits one or more 
small pre-edge features at 
~4040 eV, a shoulder on the 
low energy side of the edge 
at ~4045 eV, the main edge at 
~4050 eV, with several higher 
energy peaks at ~4060 eV. The 
XANES has been modeled 
successfully using multiple 
scattering (Xu et al. 2013). 
However, Cabaret et al. (2013) 
have recently carried out first 
principle DFT calculations on 
the Ca K-edge in graphite in-
tercalation compounds. They 
provide a detailed analysis of 
the interatomic interactions 
contributing to the edge fea-
tures, which can be used to aid 

Figure  18. Rb K-edge on various support substrates at 
77K (after Doskocil et al. 1997).

Figure 19. Ca K-edge spectra of anorthite glass and some common 
Ca containing minerals, (after Cormier and Neuville 2004).
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the interpretation of Ca XANES features in other phases. Cabaret et al. (2013) assign the pre-
edge feature to a quadrupolar 1s → 3d transition that becomes dipole allowed due to mixing 
with Ca 4p states. It does not occur if the Ca is in a centrosymmetric site. Peak A is due to Ca 
1s → Ca 4p states mixed with 3d and 4s states of NNN Ca atoms. In the graphite intercalation 
compounds there is also a contribution from π* states (see C K-edge). Similar contributions 
may occur with other types of ligands. Peak B is due to Ca 4p interactions with NNN Ca 3d and 
4s states and ligand π* states. The main peak C above is due to Ca 4p states mixed with NNN 
Ca 4p states and ligand σ* states (see C K-edge). The peak D is a result of in plane hybridiza-
tion between Ca 4p states but is variable in intensity and position and not fully explained by 
DFT calculations.

Magnesium K-edge. Mg K-
edge (~1300-1400 eV) XANES 
has been used to investigate the 
coordination of Mg in a variety of 
minerals such as calcite and ara-
gonite (Finch and Alison 2007), 
pyroxenes (Mottana et al. 1999), 
perovskites (Andrault et al. 1998), 
garnet and spinel (Ildefonse et al. 
1995; Quartieri et al. 2008; Neu-
ville et al. 2009), silicates and 
phyllosilicates (Li et al. 1999; 
Miehé-Brendlé et al. 2010), and 
several other mineral phases (cf., 
Trcera et al. 2009 and references 
therein). It has also been used 
to study the Mg coordination in 
glasses (Li et al. 1999; Trcera et 
al. 2009) and melts (Neuville et 
al. 2009). The spectrum consists 
of around 5 or more peaks; three 
in the region of 1300-1320 eV 
(labeled A-C in Fig. 20) and two 
broader peaks at ~1323 and ~1331 
eV (labeled D′ and D in Fig. 20). 
Additional shoulders and smaller 
peaks may also be observed de-
pending upon the composition of 
the sample, as well as, a pre-edge 
feature at ~1305 eV. The pre-edge 
peak is due to a dipolar 1s → p 
transition of the Mg atom possibly 
with contributions from the empty 
Mg 3s states (Trcera et. 2009).

The edge has been shown to 
move to higher energy (~2.5 eV) 
between [4]Mg and [8]Mg (Trcera 
et al. 2009) with increasing Mg 
coordination and this can be used 
to discriminate [4]Mg/[6]Mg, and  

Figure 20. Mg K-edge spectra for a variety of minerals (after 
Trcera et al. 2009). The splitting of the A peak is due to different 
Mg site occupancies.
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[6]Mg/[8]Mg sites (Ildefonse et al. 1995). However, it is not possible to resolve [5]Mg. The shift is 
related to increasing Mg-O bond lengths as the coordination changes (Li et al. 1999). However, 
caution should be used in using the edge shift as it is also correlated with site distortion, shifting 
to lower energy with increasing site distortion of MgO4 or MgO6 polyhedra (Trcera et al. 2011).

Peaks A/D and B are due to Mg 1s → 3p transitions of the absorber atom mixed with 
other Mg s (peaks A/D) and p states (peak B), respectively and can be correlated with Mg site 
occupancies in minerals. Peak D and higher energy peaks also involve contributions from the 
Mg d orbitals (Mizoguchi et al. 2006). The appearance of peak C seems to have some sort of 
relationship to the presence or absence of Fe in minerals (Trcera et al. 2009). Early multiple 
scattering studies (cf., Wu et al. 1996; Cabaret et al. 1998) indicated that the spectrum was 
sensitive to changes in short and medium range order. Recently, Trcera et al. (2009, 2011) 
have carried out first principle DFT calculations. Unlike the Ca K-edge, the Mg K-edge does 
not appear to be sensitive to the degree of polymerization in glasses. However, the energy 
positions and intensities of the main peaks do depend on the nature of the alkali cation present 
in the glass. Peak A shifts to lower energy as the atomic number of the alkali increases and 
peak C exhibits a correlation with the Mg-alkali distance. Peak B is not sensitive to the nature 
of the alkali present (Trcera et al. 2009).

Strontium K-edge. The Sr K-edge (~16080-16200 eV) has been used to investigate the 
Sr environment in carbonate phases and solutions (Kohn et al. 1990; Pingitore et al. 1992; 
Greegor et al. 1997; Parkman et al. 1998; Finch and Alison 2007; Borchert et al. 2013). The 
Sr K-edge (Fig. 21) is distinct when Sr is contained in calcite (Sr in 6-fold coordination) with 
a double peak feature at ~16115 and ~16130 eV, and a broader peak at ~16160 eV whereas 
in aragonite (Sr in 9-fold coordination) it has a single peak at ~16115 eV and a broad peak at 
~16150 eV (Finch and Alison 2007). 

Barium K-edge. As far as we are aware there are no Ba K-edge (~37435-37485 eV) 
studies of minerals or glasses. However, the Ba L3-edge (~5200-5300 eV) has been used to 
identify various Ba-containing carbonate and biomineral phases (cf., Finch et al. 2010) and 
glasses (cf., Handa et al. 2006).

Figure 21. Strontium K-edge of three common Sr-containing minerals, (after Finch and Alison 2007).
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Ligand edges (C, O, B, S, P)

Carbon K-edge. The carbon K-
edge (~280-320 eV) of graphite (Mele 
and Ritsko 1979; Terminello et al. 
1991) is shown in Figure 22, and is due 
to exciton transitions of the C 1s elec-
tron to unoccupied C 2s and 2p states. 
Furthermore it is divided into what 
are termed σ* (>290 eV) and π*states 
(<290 eV). The former involve the C 
2s, 2px and 2py orbitals and the latter the 
C 2pz orbital (Skytt et al. 1994). The σ* 
states lie in the plane of the C-C bond 
while the π* states are perpendicular 
to the C-C plane. As a consequence of 
this π* states are particularly sensitive 
to changes in incident beam orienta-
tion (Rosenberg et al. 1986; Brühwiler 
et al. 1995), as well as, the nature of 
the functional groups attached to the C 
(Boese et al. 1997). The σ* states are 
sensitive to the nature of the C-C and 
C=C bonds; C-C σ* states have peak 
energies lower than C=C σ* states 
(Hitchcock et al. 1986).

Diamond has also been studied 
(Morar et al. 1985; Ma et al. 1992, 
1993) and exhibits a characteristic 
sharp σ* exciton peak at ~289 eV sim-
ilar to that of graphite (~292 eV). Fur-
thermore, the ratio of the π*/σ* states 
has been used to measure irradiation 
damage to the surface of the diamond 
(Reinke et al. 2000).

Currently, the C K-edge is widely 
utilized for discriminating the nature 
of carbon compounds in soils (Jokic et 
al. 2003; Solomon et al. 2005, 2012), 
amino acids (Kaznacheyev et al. 2002), 
and carbonyl compounds (Urquhart 
and Ade 2002). In recent years it is rou-
tinely employed in STXM experiments 
on organic materials (cf., Brandes et al. 
2008; Lawrence et al. 2012).

Oxygen K-edge. Oxygen K-edge XANES (~520-580 eV) generally results from an O 1s 
transition to O 2p anti-bonding states mixed with cation orbitals (cf., de Groot et al. 1989; 
Cabaret et al. 2007). Of particular interest is that the edge is sensitive to interactions with the 
cations bound to the oxygen (Fig. 23) and consequently contains information not just on the 
oxygens but also on the surrounding cations (cf., Wang and Henderson 2004; Henderson et al. 
2007, 2009; Cabaret et al 2007; Zhang et al. 2010). 

Figure 22. C K-edge of graphite showing σ* and π*states 
(top, after Terminello et al. 1991) and orientational effects 
of the incident beam on the sample surface, (bottom, after 
Rosenberg et al. 1986).
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However, the spectra are complex 
and influenced by a number of factors 
other than the nature of the cation 
bonded to the oxygen. These include 
whether or not oxygen is bridging 
(BO) or non-bridging (NBO), the 
coordination geometry and nature of the 
cations to which the O is bonded, and 
the bond angles between the oxygen 
and surrounding cations. Consequently 
interpretation of O K-edge spectra is 
non-trivial and requires knowledge of 
the atomic structure of the sample, as 
well as, theoretical calculations. When 
O is bonded to only one other cation 
such as in simple oxides like SiO2, 
GeO2, or Al2O3 where the O atoms are 
all bridging and only attached to a single 
type of cation then the O K-edge spectra 
are relatively uncomplicated. However, 
the complexity is greatly increased when 
there are both NBOs and BOs, different 
Qn species and oxygen is bonded to 
more than one type of cation. This is 
seen in Figure 24a where in corundum 
the oxygen is bridging and attached to 
a single type of 6-fold aluminum, in 
berlinite the oxygen is also bridging but now shared between tetrahedral Al and P, while in 
CaAl2O4 there are three types of Ca (one 9- and two 7-fold sites) and O is shared between 
these and six Al sites in 4-fold coordination (Neuville et al. 2010). In general, transitions due 
to NBOs occur at slightly lower energy than transitions involving BOs because NBO bonds are 
shorter than BO and have higher electron density (Jiang 2002). In addition, the simulations of 
CaAl2O4 O K-edge spectra by Jiang (2002) suggest that as the Ca coordination increases, the 
peak associated with oxygen, shifts to lower energy by ~0.5 eV. Whether or not this is general 
behavior for O K-edge peaks as cation coordination changes, remains unresolved.

Furthermore, for O K-edge spectra there is also the possibility of forming beam-induced 
O2 “defects” on the surface of the sample, particularly for data collected in TEY mode. These 
“defects” occur as a relatively intense sharp pre-edge peak around 533 eV (peak a in Fig. 24b). 
It is due to an O 1s transition to π* states of O-O bonds in O2 molecules that have diffused to 
the surface (Jiang 2006; Jiang and Spence 2006).

When oxygen is associated with a transition metal in an octahedral environment, the 
O K-edge spectrum is strongly influenced by the unoccupied d orbitals of the transition 
metal. Consequently, O K-edge spectra are very similar across the first row transition metals. 
Figure  24c shows O K-edge spectra for rutile (TiO2), anatase (TiO2) and Ti2O3. They are 
similar to other studies (Brydson et al. 1987, 1989; de Groot et al. 1989; Ruus et al. 1997; Wu 
et al. 1997b). The spectra exhibit two prominent peaks at ~531.0 and 533.7 eV). These peaks 
arise from the transition of an oxygen 1s electron to O 2p σ* states that are hybridized with 
empty transition metal 3d orbitals (de Groot et al. 1989). The splitting into two peaks (labeled 
a and b) is due to t2g-eg splitting of the 3d orbitals and the intensity is related to the degree 
of covalency between the oxygen atoms and the transition metal (de Groot et al. 1989). The 
second set of bands in the ~540-546 eV range are due to oxygen 1s transitions to O 2p states 

Figure  23. O K-edge spectrum of crystalline trigonal 
GeO2 showing the peaks due to the O 1s → O 2p transi-
tion and the cation orbitals with which the O 2p state 
is hybridized/mixed (cf., Wang and Henderson 2004; 
Cabaret et al. 2007). 
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Figure  24. O K-edge spectra 
of a) Corundum (Al2O3) with 
[6]Al, berlinite (AlPO4) [4]Al 
and CaAl2O4 with [4]Al, b) 
α-quartz and SiO2 glass, c) 
TiO2 (rutile and anatase) and 
Ti2O3 (Ti3+).

(a)

(b)

(c)
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that are hybridized with transition metal 4s and 4p states (de Groot et al. 1989). Furthermore, 
the peaks in this region can be assigned to transitions to the lowest unoccupied tiu states (peaks 
c and d) and to higher lying tiu type orbitals (peak e) (Bydson et al. 1989). There is also a weak 
shift to higher energy of the O K-edge when the formal number of d-electrons increases on 
the Ti, i.e., when going from Ti4+ to Ti3+ (Yoshiya et al. 1999). When the transition metal is in 
4- or 5-fold coordination similar mixing occurs but spectral interpretation is more complicated 
(Wu et al. 2002; Henderson et al. 2003) because of the t2g-eg inversion (4-fold) and the loss of 
degeneracy of the d-orbitals (5-fold).

Boron K-edge. Interest in this edge (~195-210 eV) stems mainly from the potential 
use of borosilicate glasses in the encapsulation of high-level nuclear waste and the need to 
determine the B coordination in these materials (cf., Peuget et al. 2006, 2007). There have 
been several B K-edge XANES studies of borate and borosilicate minerals (Hallmeier et al. 
1981; Brydson et al. 1988; Sauer et al. 1993; Li et al. 1995c, 1996; Garvie et al. 1995; Kasrai et 
al. 1998; Fleet and Muthupari 1999, 2000; Fleet and Liu 2001). In general, the spectra of B2O3  
([3]B), sassolite (B(OH)3)([3]B), BPO4 ([4]B) and danburite (Ca[B2Si2O8]) ([4]B) are often used 
as reference spectra for interpreting other B containing phases (Fig. 25).

(a)

(b)

Figure 25. B K-edge XANES spectra of a) B2O3 and Sassolite (B(OH)3) containing 100% [3]B and b) BPO4 
and danburite (Ca[B2Si2O8]) containing nominal 100% [4]B.
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In B2O3 (Fig. 25a) peak A is assigned to a [3]B transition from 1s → 2pz (π*) states, which 
project normal to the plane of BO3 groups (Schwarz et al. 1983). A weak peak, B (around 
197.5 eV) arises from a dipole-forbidden transition from [3]B 1s → a1′ (B 3s + O 2s + O 2p) 
(σ*) states (Ishiguro et al. 1982). BO3 site distortion enhances this transition, due to the mixing 
of valence 2p π or σ* antibonding and 2s states. The broad feature C around 198-205 eV 
consists of at least three distinct peaks at 200, 202 and 204 eV. They are assigned to transitions 
of B 1s electrons to unoccupied B-O sigma antibonding (σ*) orbitals of e’ (B 2px + B 2py + 
O 2s + O 2p) symmetry, which are calculated to be ~10 eV above the B 2pz orbital. Again 
Ishiguro et al. (1982) assign this peak to B 3p and 4p rather than 2p interactions.

For the BPO4 and danburite spectra (Fig. 25b) in which only [4]B should be present, we 
can assign the peaks to transitions of B 1s electrons to unoccupied sigma antibonding (*σ) 
states of t2 (B 2p + O 2p) symmetry (peaks around 198 eV) and a1 (B 2s + O 2p) symmetry 
(peak at 200 eV) while the broad feature (labeled C in Fig. 25) may be assigned to transitions 
of B 1s electrons to the unoccupied σ * orbitals of a1 and t2 symmetry (Schwarz et al. 1983; 
Sauer et al. 1993; Garvie et al.1995). However, distortion of BO4 tetrahedra may result in loss 
of degeneracy of the σ* (t2) orbital and peak broadening (Schwarz et al. 1983; Garvie et al. 
1995; Fleet and Muthupari 1999, 2000) may occur which is observed as a shoulder at 199 eV 
on the high-energy side of the main peak. 

Recent first principles calculations of the p-DOS have been carried out for crystalline 
B2O3, and BPO4 (Ferlat et al. to be published). They show that some of the intensity of the 
main peak at 194 eV for B2O3 is also due to mixing with O 2p states while in the higher energy 
region (198-205 eV) the strongest contributor is a B 1s → 2p transition at ~ 203-204 eV. At 
lower energy (198-200 eV) there are strong contributions from B 2s and B second neighbor 
2p and 3p transitions while to the high energy side of the broad envelope second neighbor B 
2s transition are the major contributors to the intensity. Simulations for BPO4 show that the 
slight asymmetry of the peak at ~197 eV to the high energy side is due to a contribution from 
B 2s states and the high energy peak at ~202-205 eV results from contributions primarily from 
second neighbor P 3p interactions along with lesser contributions from B 2p/3p interactions. 

Boron -- effects of sample 
preparation. Spectra for com-
pounds with nominal 100% [4]B 
often exhibit a sharp peak at 194 
eV characteristic of [3]B. Earlier 
studies attributed this to the con-
version of [4]B to [3]B by the X-ray 
beam or to reaction of the sample 
with OH (Sauer et al. 1993; Garvie 
and Buseck 1996) during sample 
preparation. Certainly for ELNES 
studies possible beam induced con-
version may be likely, given the 
highly focused nature of the beam. 
Kasrai et al. (1998) considered that 
the [4]B transformed to [3]B when 
samples were crushed and ground 
and that mechanical disruption was 
the major source of the conversion. 
This suggestion is supported by the 
results shown in Figure 26 in which 
the B K-edge spectrum of a danbu-

Figure 26. B K-edge XANES spectra of Danburite collected 
after different preparation conditions: crushed and under N2 
(upper); crushed fragments with a “fresh” surface exposed 
immediately prior to insertion in the sample chamber (lower).
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rite sample has been collected under 
different experimental conditions. 
There is a significant difference be-
tween a sample crushed and ground in 
N2 versus the same sample just crushed 
and not ground in N2. The conversion 
is most likely a result of the increased 
surface area of the ground sample, 
with [3]B forming at the expense of  
[4]B simply because at the surface of 
the particles the planar BO3 unit is 
likely to be geometrically preferred.

Representative spectra of miner-
als nominally containing only [3]B, 
only [4]B and mixed [3/4]B are shown 
in Figure  27 and their compositions 
given in Table 1. In the nominal 100% 
[4]B minerals a sharp feature charac-
teristic of [3]B (peak A) can be seen 
at ~194 eV because all of the samples 
were ground prior to data collection. 
This peak may exhibit subtle asymme-
try in some [3]B and mixed [3/4]phases 
although it is more prevalent in the  
[3]B only phases. Fleet and Muthupari 
(2000) attributed this to distortion of 
the BX3 (where X = O, OH) group. 
However, Dong et al. (to be published) 
suggest it occurs due to separation of 
the B 2p and O 2p contributions to this 
peak. One should also note the high 
degree of variation in the intensity and 
positions of peaks B and C in all three groups of spectra. The overlap of peak B in the [3]B 
spectra at ~198 eV with peak B in the [4]B phases will lead to complications with extraction of 
quantitative B coordination numbers (see below). In addition, Fleet and Liu (2001) curve fit 
the spectral envelope in the 195-215 eV range in mixed [4]B mineral phases and noted a cor-
relation between splitting of the fitted B peak and divergence of tetrahedral B-O bond length. 
However, Dong et al. (to be published) do not observe this.

Fleet and Muthupari (2000) also noted a correlation between the position of the [3]B peak 
at ~194 eV and the B-O bond length. They observed that the peak shifted to lower energy 
as the B-O bond length increased. This correlation is observed for minerals containing only  
[3]B (Fig. 28a, squares) but is less certain in minerals containing both coordination states (cf., 
Fig. 28a triangles). Dong et al. (to be published) speculate that it is related to more effective 
binding of the photoelectron to the nucleus due to the shorter B-O bond. In addition, there is 
a correlation between the position of the 194 eV peak and the increasing complexity of the B 
linkages (Fleet and Muthupari 2000; Dong et al. unpublished data) due to increasing positive 
charge on the B atom (Fleet and Muthupari 2000).

Determining the [3]B/[4]B ratio. Sauer et al. (1993) noted that the spectra of [3]B is 
dominated by a sharp peak at ~194 eV and that of [4]B by a relatively sharp peak at ~199 
eV. They also suggested that spectra of mixed [3]/[4]B phases were essentially the sum of the 

Table 1. Formulae of minerals shown in Figure 27.

Mineral Formula

Minerals with only trigonal B

Sassolite [B(OH)3]

Sussexite Mn2(OH)[B2O4(OH)]

Szaibelyite Mg2(OH)[B2O4(OH)]

Vonsenite Fe2Fe3+O2(BO3)

Warwickite (Mg,Ti,Fe3+,Al)2O(BO3)

Minerals with both trigonal and tetrahedral B

Colemanite Ca[B3O4(OH)3](H2O)

Hydroboracite CaMg[B3O4(OH)3]2(H2O)3

Inyoite Ca[B3O3(OH)5](H2O)4

Inderite Mg[B3O3(OH)5](H2O)5

Kurnakovite Mg[B3O3(OH)5](H2O)5

Howlite Ca2B5SiO9(OH)5

Boracite (low) Mg3[B3O10]2(BO3)Cl

Minerals with only tetrahedral B

Datolite CaBSiO4(OH)

Pinnoite Mg[B2O(OH)6]

Reedmergnerite Na[BSi3O8]

Searlesit NaBSi2O5(OH)2

Serendibite Ca2(Mg,Fe2+)3(Al,Fe3+)4.5B1.5Si3O23

Sinhalite AlMg(BO4)
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Figure 27. Representative spec-
tra of minerals nominally con-
taining a) 100% [3]B, b) 100% 
[4]B and c) mixed [3]B and [4]B 
(classified by nominal [4]B per-
centage).

(b)

(a)

(c)
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individual [3]B and [4]B spectra and consequently quantitative [3]/[4]B ratios could be determined 
by a simple integration of the intensities of peaks characteristic of [3]B via the following 
equation;

[ ]
( *) / ( ( ))

(1)
( *) / ( ( ))

tri

ref

J J E
f

J J E

π ∆
=

π ∆  
Where ftri is the fraction of [3]B in an unknown, J(π*) and J(π*)ref are the intensities of the π* 
peaks (~194 eV) of the unknown, and a reference material containing 100% [3]B, J(∆E) and 
J(∆E)ref are the integrated intensities in the energy window ∆E (~18-20 eV) above the respec-
tive B K-edges. This method has also been used by Garvie et al. (1995) and Fleet and Muthu-
pari (2000), with some slight modification of the energy windows. Fleet and Muthupari (2000) 
noted that the area and position of the peak due to [3]B at ~194 eV was sensitive to the [3]B 

(a)

(b)

Figure 28. Correlation between position of the [3]B peak at ~194eV versus a) average B-O bond length 
and b) on the extended structure of the BX3 (where X =O,OH) group in borate and borosilicate minerals 
containing only [3]B or [3]/[4]B.
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content and the B-O bond length. 
In addition, the area of the peak 
assigned to [4]B at ~ 198 eV was 
also sensitive to concentration of 
[4]B but quantification was diffi-
cult because of overlap with the 
broad feature at 203-204 eV due 
to both [3]B and [4]B. This latter 
overlap makes accurate determi-
nation of the relative coordination 
numbers somewhat problematic. 
Figure 29 shows a plot of calcu-
lated versus nominal [3]B con-
centration in mixed coordination 
phases. It is clear that this method 
underestimates the proportion of 
[3]B at high [3]B contents and over-
estimates it at low [3]B contents.

Borate and borosilicate min-
erals may also form superstruc-
tural units (cf., Hawthorne et al. 
1996). Sipr et al. (2007) have 
investigated theoretically, the influence of superstructural units on the XANES spectra of B-
containing minerals. They note that spectra of minerals containing boroxyl rings, diborate and 
tridiborate units differ from a simple superposition of spectra containing isolated [3]B and [4]B 
units as opposed to spectra of structures containing pentaborate and triborate units. They find 
that boroxyl ring structures should be recognized by a small sub peak ~25 eV above the edge 
while diborate and ditriborate units will produce “fine structure” around the main XANES 
peak (cf., Sipr et al. 2007; Sipr and Rocca 2010).

Sulfur K-edge. Recent reviews of sulfur XANES have been given by Fleet (2005) and 
Wilke et al. (2011) and references therein. Sulfur is a ubiquitous volatile element in the Earth 
that occurs naturally in a wide variety of oxidation states from 2− to 6+ and consequently the 
sulfur K-edge (~2460-24520 eV) can vary by up to 12 eV in energy (Li et al. 1995d; Fleet 
2005; Fleet et al. 2005; Almkvist et al. 2010). The two most common oxidation states for 
sulfur in solids of earth systems are oxidized S6+ (sulfate oxy-anion; SO4

2−) and reduced S2− 
(sulfide) (Fig. 30). The S K-edge of sulfur found as sulfate, such as in gypsum (CaSO4·2H2O), 
displays a sharp feature at 2482 eV due to core level transitions of a 1s electron to the t2 
(3p-like) anti-bonding orbitals (Li et al. 1995d). This peak is found in other sulfates including 
MgSO4·2H2O, K2SO4, Na2SO4, anhydrite, celestite, barite and hauyn (Li et al. 1995d; Wilke et 
al. 2008; Alonso Mori et al. 2009; Klimm et al. 2012). The peak is relatively sharp due to the 
narrow S-O bond distribution in the SO4

2+ groups. Higher energy peaks within sulfate spectra 
are attributed to multiple scattering by nearest- and NNN. 

In contrast, monosulfide minerals (Fig. 31) show greater variation in edge position and 
intensity due to the meta-sulfide bond covalency (or ionicity), as well as, the degree of site 
distortion. Farrell et al. (2002) have studied monosulfide solid solutions in Fe-Mn-Mg sulfide 
system and CaS. A pre-edge feature (peak a) shifts to higher energy in the order FeS (2469.9 
eV), MnS (2471.0 eV), CaS (2473.8 eV) while it is absent in the MgS spectra. The peak re-
sults from excitation of a 1s electron to unoccupied 3d antibonding states which is allowed 
due to hybridization of the metal 3d electrons with the S 3p σ* antibonding states (Tossell 
1977). It is strongest in iron sulfides, due to the presence of unoccupied eg orbitals (Farrell 

Figure  29. Proportion of [3]B calculated using the total area 
method: squares (Dong et al. unpublished data), triangles (Fleet 
and Muthupari 2000), gradient (Sauer et al. 1993), diamonds 
(Garvie et al. 1995).
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and Fleet 2001; Farrell et al. 2002), and 
weakest in CaS, due low-lying Ca 3d an-
tibonding orbitals that reduce the band 
gap (Stepanyuk et al. 1989; Farrell et al. 
2002). MgS has no low-lying metal 3d 
(eg) orbitals available to hybridize with 
the S antibonding states and consequent-
ly exhibits no pre-edge feature. Farrell et 
al. (2002) attribute peaks b and c to 1s to 
3p σ* antibonding states hybridized with 
Fe 4s and 4p σ* antibonding states in the 
conduction band. Furthermore they con-
clude that the relative intensity of peaks 
b and c are proportional to the available 
unoccupied t2g-like and eg-like antibond-
ing orbitals, as well as, to the degree of 
hybridization between 3p σ* antibond-
ing and 4s and 4p σ* antibonding states. 
Finally peaks at higher energies (approx. 
>2480 eV) have been assigned to mul-
tiple scattering. 

The spectra of FeS, NiS and CoS 
have been simulated by Soldatov et al. 
(2004) using multiple-scattering codes. 
The simulations reproduce the experi-
mental spectra reasonably well when a 
core hole bandwidth of 0.59 eV is taken 
into account and clusters of sufficient 
size are used. In both, experimental and 
calculated spectra all three peaks show a 
progressive shift to higher energies and 
higher intensity in the order FeS - NiS -  
CoS consistent with the 1/R2 rule (see 
above). The lattice parameters a and c 
decrease from FeS to CoS and conse-
quently peaks b and c increase in energy 
in these spectra. 

While in most mineral phases the 
sulfur is present as either S6+ or S2− recent 
studies on silicate glasses from ocean is-
land basalts (e.g., Loihi Seamount) and 
from synthesis at high pressure and tem-
perature have shown evidence for the co-
existence of both sulfide and sulfate spe-
cies (Jugo et al. 2010). From these ob-
servations on mixed S-species in glasses 
the following relationship was derived to 
calculate the proportion of S6+ in the total 
sulfur content: 

Figure 30. Compilation of S K-edge XANES of sul-
fur compounds with varying S oxidation state, (after 
Wilke et al. 2011).

Figure 31. S K-edge spectra after Farrell et al. (2002) 
showing the effect of filling the 3p like anti-bonding 
states. 
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where A, B and C are the coefficients 1.2427, −0.94911 and 0.81354, respectively and ΣI = 
I(S6+) + I(S2−) where I(S2−) is the integrated intensity over the region 2475.7-2480 eV and I(S6+) 
is the integrated intensity over the region 2481.5-2484 eV (Jugo et al. 2010). This relationship 
has been calibrated for a variety of synthetic glasses and fit parameters are dependent on the 
integrated area of the spectra and the regions defined as either sulfide or sulfate. This model 
works well for sulfur in silicate glasses as the edge position of sulfate is constant and the edge 
for sulfide does vary only in a limited range. Wilke et al. (2011) note that relationship varies 
depending on the composition of the glass, mostly due the variability of the spectra for the 
sulfide species. More discussion regarding the quantification of sulfur species can be found in 
Jugo et al. (2010), Wilke et al. (2011) and Klimm et al. (2012). 

Finally, in early studies of S in silicate melts many authors report S4+. However Wilke 
et al. (2008) have shown that this is an artifact of beam damage during XANES or electron 
microprobe analysis. Recently, Klimm et al. (2012) noted that beam damage is more important 
for iron-free melts than their iron-bearing counterparts. Although S4+ (as sulfite) is unlikely 
to be a common species in magmatic systems it may be important in other geochemical 
environments, particularly in vapor and fluids as SO2. In solids, the sulfite oxy-anion, as found 
in Na2SO3, is in trigonal pyramidal geometry and the S K-edge is at 2478 eV (Alonso Mori et 
al. 2009; Almkvist et al. 2010).

Alonso Mori et al. (2009) have carried out a number of ab initio calculations of the S 
K-edge using multiple scattering, density functional theory and atomic multiplet theory. They 
compared their calculations with experimental data collected on sulfides (S2−), sulfites (S4+) 
and sulfates (S6+). They found that the number, position and intensity of the experimental 
peaks depend primarily on the nature of the S first neighbors although next-nearest neighbors 
could also play a role. The main edge in sulfates and sulfites was due to a transition of the S 
1s core electron to the 3p-like lowest unoccupied level that also has an O 2p component and 
some S 3d contribution. However, the main edge of sulfite occurs at lower energy than that of 
sulfates. For sulfides, the energy of the main edge shifts to lower energy from Zn to Cd and 
Hg. This is due to increased hybridization from the cation d orbitals. Overall there is ~12 eV 
energy shift in the edge on going from sulfides to sulfates and this edge shift is characteristic 
of the S oxidation state in oxycompounds but much less so for sulfides where the S atom is 
directly bound to the metal cations.

S L2,3-edge. Sulfur L2,3-edge (~160-200 eV) has been reviewed by Chen (1997) and Fleet 
(2005). The L-edge has not been as widely applied as the K-edge because the spectra are more 
complex than the S K-edge due to increased contributions from hybridized anti-bonding states 
(see below), they tend to have low signal to noise and are surface sensitive due to the low 
penetration depth of soft X-rays.

Sulfate L-edge spectra are simpler to interpret than sulfide spectra. Li et al. (1995d) 
obtained S L2,3-edge spectra of typical sulfate minerals (Fig. 32). There is a distinct edge feature 
lying between 170.2-171.2 eV that exhibits splitting due to LS coupling resulting in the L2 and 
L3 doublet separated by ~1.2 eV (Fleet 2005). In gypsum, Li et al. (1995d) have assigned a S 
2p3/2 → a1 (3s-like) transition to the edge shoulder at 170.3 eV (peak A1) and the S 2p1/2 → a1 
(3s-like) to the edge maximum at 171.3 eV (peak A2). In addition to the edge doublet there is 
clearly a shoulder at higher energy, peak C, as well as an intense peak (E) centered at ~180 eV.  
Li et al. (1995d) have assigned peaks C and E to S 2p to t2 and e transitions, respectively, 
though this interpretation has been questioned as it simplifies the hybridized nature of these 
higher energy contributions (Chen 1997; Farrell et al. 2002; Fleet 2005). 
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The LS doublet is more distinct but lower 
in intensity than the post-edge features in sulfide 
minerals. For example, both native sulfur (S0) 
and pyrite (S1−) have a doublet at approximately 
the same position: 162.7 and 163.9 eV for sul-
fur versus 162.4 and 163.5 eV for pyrite (Fig. 33) 
(Kasrai et al. 1996a). For organic sulfur-bearing 
compounds (e.g., disulfides, alkyl sulfides, aryl 
sulfides and thiophenes) the S L2,3-edge spectra 
of Sarret et al. (1999, 2002) exhibit at least three 
separate prominent peaks starting at ~163-164.5 
eV separated by about 2 eV. These peaks strongly 
correlate with those found in thiophene have been 
used in characterizing unknown kerogens through 
linear combination fitting, however discrepancies 
still remain (Sarret et al. 2002). 

A second doublet is also observed in the S L2,3-edge in the spectra of pyrite and native 
sulfur (peaks 5 and 6 in Fig. 33) (Kasrai et al. 1996a). This doublet has also been recorded 
by Farrell et al. (2002) for CaS. The origin of this second doublet is currently attributed to an 
“echo” or shadow effect of the LS doublet due to multiple scattering or a transition to localized 
levels higher in the conduction band (Farrell et al. 2002). Earlier work by Kasrai et al. (1988) 
used peaks 10-45 eV above the edge to evaluate interatomic distances using the 1/R2 rule. They 
found a strong correlation for PbS, ZnS and MoS2. Fleet (2005) further discussed the 1/R2 rule 
as applied to galena, PbS, correlating energy with interatomic distance for peaks down to 11 eV 
above the main edge feature.

Simulations of the S L2,3-edge of FeS, NiS and CoS have been performed by Soldatov et 
al. (2004) using multiple-scattering theory. Their results reproduce the positions of the pre-
edge, the edge and two higher energy peaks however, the peak-to-background ratios are not in 

Figure  33. S L-edge spectra showing the 
strong LS doublet at ~162-163 eV (after Kas-
rai et al. 1996a).

Figure 32. S L-edge spectra of simple sulfate miner-
als (after Li et al. 1995d).
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agreement with experiment. Moreover, the pre-edge feature is much stronger in the calculated 
spectra than in the experimental data. Nevertheless the simulations do show the shift to 
higher energy, FeS → CoS in order of decreasing lattice spacing as observed experimentally. 
Soldatov et al. (2004) calculate the density of states of CoS and NiS and observe a “‘normal” 
hybridization between Ni d and the S p unoccupied states, as well as, a second hybridization 
where the S p states are repulsed away from the Ni d states. Soldatov et al. (2004) note that this 
phenomenon has been previously reported for rare earth sulfides (Soldatov and Gusatinskii 
1984), CeO2 (Soldatov et al. 1994), orthoferrite (Povahzynaja et al. 1995), and stishovite 
(Soldatov et al. 2000). Finally, they use this energy separation as a measure of the covalency 
of the bonding in sulfide minerals concluding that NiS bonds are the most covalent in character 
and FeS are the least covalent (Soldatov et al. 2004). 

Phosphorous. Phosphorous is an essential nutrient in the Earth’s biosphere as well as 
an incompatible element in most magmatic and hydrological processes. It has a variety of 
oxidation states between P0, in its elemental form, and P5+ as (PO4)3−. In nature, it is almost 
always found as the latter. Industrially, phosphate minerals are crucial components in fertilizers 
and phosphate minerals in rocks are often a major sink for rare-earth elements. P K-edge 
XANES has been applied to studies of phosphate minerals (Okude et al. 1999; Ingall et al. 
2011), phosphate glasses (Yin et al. 1995; Nicholls et al. 2004); and soils (Beauchemin et 
al. 2003; Prietzel et al. 2010 and references therein; Kar et al. 2011; Xiong et al. 2012). On 
the other hand, a substantial amount of P L-edge data comes from the thin film and tribology 
literature where phosphorous and sulfur are key ingredients in lubricants (Kasrai et al. 2003; 
Nicholls et al. 2007 and references therein). Recently Kruse et al. (2009) have reviewed 
the phosphorous L2,3-edge XANES of a number of commonly used crystalline and organic 
reference compounds.

Phosphorous K-edge. The position of the P K edge (~2140-2190 eV) can shift by ~ 8 eV 
(Prietzel et al. 2010) depending upon oxidation state (higher energy with increasing oxidation) 
and is affected by the nature of the ligand attached to the P. The edge shifts to higher energy 
with increasing ligand electronegativity (Yin et al. 1995). Thus ligand bonding has a strong 
effect on edge position similar to the cation effect in sulfide minerals (see above). Therefore, 
when using standards to determine oxidation state, it is important to use standards of the same 
ligand type (e.g., oxide-bearing or sulfur-bearing) not only similar oxidation state.

P K-edge spectra for several compounds are shown in Figure 34. Each spectrum has a 
sharp edge feature (peak 1) as well as two to three higher energy peaks The sharp edge in all 
spectra is attributed to a 1s core level to the t2

* (p-like) anti-bonding orbitals (Yin et al. 1995). 
They attributed peaks 2-4 to shape resonances or multiple scattering. The main edge shifts to 
higher energies with the ligand: from C→S→O (Yin et al. 1995). 

A range of phosphate minerals have been investigated by Ingall et al. (2011) at the P K-edge 
and are shown in Figure 35. The 12 apatite specimens all show similar spectral features despite 
varying carbon, hydroxyl and fluorine contents. A sharp edge peak is centered at 2155.6 eV  
with a high energy shoulder at (~2157 eV) that is approximately half to a third the intensity 
of the main edge, and two higher energy peaks centered at 2163.3 eV and 2170 eV. The edge 
is assigned to a transition of a 1s electron to the t2

* (p-like) anti-bonding orbital. Non-apatite 
calcium-poor phosphate minerals (e.g., whiteite) display sharp edge features between 2153.0 
and 2154.0 eV. The non-apatite calcium phosphates have lower intensity edge shoulders and a 
range of post-edge peaks. Aluminum-bearing phosphate minerals display no shoulder on the 
main edge and as a result have the narrowest edge (FWHM around 0.9 eV). Oxidized iron- and 
manganese-bearing phosphates display a unique pre-edge feature at 2150.1 eV associated with 
the presence of oxidized iron (Fe3+). A single pre-edge feature is also observed in the spectra 
of chromium and cobalt phosphate minerals (Okude et al. 1999) and the copper-bearing 
phosphate, cornetite (Ingall et al. 2011). Xenotime has five sharp peaks that are attributed 
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to interactions between phosphate and the outer orbitals of 
group 3 elements. Finally, Ingall et al. (2011) also note that 
pyromorphite and the uranium-bearing phosphates (e.g., 
coconinoite, meta-autunite) have a distinctive pre-edge 
doublet feature (~2151 and ~2152 eV). Thus the P K-edge 
of these general mineral groups may be used to constrain the 
contents of unknown mineral samples via “fingerprinting” 
and linear combination modeling. 

Phosphorous L-edge. The L2,3-edge (~130-155 eV) is 
comprised of the LS coupled doublet at ~134.5-137.5 and 
136-141 eV (Fig. 36) corresponding respectively to the 2p1/2 
and 2p3/2 → a*1 transitions (Yin et al. 1995). The L2,3 edge is 
generally insensitive to the chemical environment. A broad 
peak at ~138-139 eV, about 2 eV above the edge, can be 
assigned to a 1s → 3p anti-bonding state transition similar 
to that of the Si L-edge (Harp et al. 1990; Kruse et al. 2009). 
A further peak at ~147 eV due to 2p to 3d transitions is 
sensitive to the molecular symmetry and local environment. 

The separation between the LS doublet varies for 
different phosphorous-bearing phases (Kasrai et al. 1999; 
Varlot et al. 2001). Na- and K-bearing phosphates have 
similar spectral features to Ca- and Mg-bearing phosphates. 
When Fe (or other TM) is bound to the phosphate 
quadrupolar transitions become allowed and a pre-edge 
peak is observed.

Figure 34. P K-edge XANES (left) of P bound to different ligands 
(right) (after Yin et al. 1995).

Figure  35. P K-edge spectra of 
selected phosphate minerals (af-
ter Ingall et al. 2011). 
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Figure 36. a) P L2,3-edge of a phosphorous 
compounds with a variety of ligands (C, S 
and O), (After Yin et al. 1995). b) P L-edge 
XANES of a variety of mineral standards 
(after Kruse et al. 2009): Note the LS dou-
blet (peaks a and b) is merged with anti-
bonding orbital peaks C and D.

(a)

(b)
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SOME EXAMPLES OF STUDIES UTILIZING XANES

In the following section we highlight the use of XANES in more detail by discussing 
some recent studies. 

Assessing trace element substitution in minerals: Cerium speciation (Ce3+/Ce4+) in Ti-
rich minerals

Titanite is a ubiquitous mineral that concentrates incompatible elements through incorpo-
ration of these elements into the large seven-fold site that holds Fe2+ and the rare earth elements. 
King et al. (2013) determined the oxidation state of cerium (Ce) within two titanites (one green 
and one brown) using Ce L3-edge (5723 eV) XANES. King et al. (2013) combine the oxidation 
state information with known ionic radii to evaluate possible substitution mechanisms for Ce in 
titanites. Their model evaluates favorable from unfavorable trace substitutions in the context of 
the lattice strain model (Brice 1975; Blundy and Wood 1994) arguing that favorable substitu-
tions minimize the overall changes in combined ionic radii and valence (King et al. 2013). King 
et al. (2013) used Ce3+ (CePO4) and Ce4+ (CeO2) standards and used linear combination fitting 
to determine the Ce3+/4+ ratio needed to evaluate their substitution model. The green titanite was 
calculated to contain 71% of Ce in the 3+ oxidation state whereas the brown titanite contains 
46% Ce3+ (Fig. 37).

Figure 37. Ce L3-edge of powdered titanite grains (a and 
b) and standards (c), CePO4 (Ce3+); CeO2 (Ce4+) (after 
King et al. 2013). Linear combination fits are dashed lines 
for unknown titanite grains (a and b). Notice the relative 
intensity of the high energy peak versus the main edge 
feature (c) CePO4 displays a sharp edge feature and two 
broad, weak high energy peaks at ~5738 eV and 5758 eV 
whereas CeO2 displays a doublet with almost equal inten-
sity of the ~5730 eV peak and the ~5737 eV peaks. Know-
ing the Ce3+/4+ ratio and the ionic radii, King et al. (2013) 
constructed a diagram (d) of these two parameters and ar-
gue that substitutions are most likely when the difference 
in oxidation ratio to ionic radii are minimized. In other 
words, favorable substitutions form parallelograms on the 
diagram. (d) The parallelogram substitution diagram of 
King et al. (2013) that predicts favorable substitutions are 
those that minimize the difference in valence and ionic 
radii whereas unfavorable substitutions are those that form 
trapezoids like A - B - E - F. 

(a)

(b)

(c)

(d)
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Assessing changes in oxidation state of Nb and Ta with varying fO2
 at 1.5 GPa as a 

possible explanation for the negative Nb/Ta anomaly or “arc signature” of melts 

Burnham et al. (2012) tested the hypotheses that the Nb-Ta anomlies that define the “arc 
signature” are related to oxidation state of the Nb or Ta. Both Nb and Ta are high field strength 
elements that are typically found in octahedral coordination, have a 5+ oxidation state and 
nearly identical ionic radii (0.69 and 0.68 Å). In this coordination Nb-Ta anomalies in arc 
magmas have an unknown source. The relative depletion of Nb and Ta has been shown to 
vary implying that these elements are capable of geochemical fractionation despite having the 
same charge and radii. One obvious explanation would be that the oxidation state varies with 
fO2

, melt composition and pressure. Burnham et al. (2012) collected Nb K-edge (Fig. 38) and 
the Ta L3-edge (Fig. 39) to observe the expected edge shift if differing oxidation states were 
present. However, the Nb K-edge and Ta L3-edge show no major changes. The Ta L3-edge 
position is consistent with the Ta2O5 standard (Ta5+; 9983.06 eV) though there is a subtle 
splitting of the edge. The Nb K-edge is consistent with Nb5+ standard edge position (18 991.0 
eV) and only shows subtle changes in its pre-edge features. Clearly over a wide range of fO2

’s 
at ambient and high pressures both Nb and Ta remain in the 5+ oxidation state and in the 
same structural environment. Ultimately, Burnham et al. (2012) conclude that the anomalous 

Figure 38. Nb K-edge spectra after Burnham 
et al. (2012). a) NbO2 in BN. b-e) Overlain 
ambient pressure spectra of various composi-
tions at end-member fO2

’s; IW +6.7 and IW 
−4.3. f) Overlain 1.5 GPa spectra of compo-
sitions 1110 (IW-4.2) and 1111 (>>IW). See 
Burnham et al. (2012) for exact compositions. 
The identical edge positions across all fO2

’s and 
across all compositions indicates constant oxi-
dation state. Notice the subtle changes in pre-
edge features.

Figure 39. Ta L3-edge spectra after Burnham et al. 
(2012). a) Ta2O5 in BN glass standard. b-d) Over-
lain ambient pressure spectra for various composi-
tions at IW +6.7 and IW-3.3. e) Overlain 1.5 GPa 
pressure spectra for compositions 1110 (IW-4.2) 
and 1111 (>>IW). Notice the slight separation of 
the LS doublet with varying SiO2 content and in-
creasing pressure.
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Ta-Nb “arc signature” is derived from partitioning due to small differences in ionic radii or 
polarizability.

In situ high-temperature determination of Cr oxidation state in basaltic melts: A novel 
XANES furnace design 

Berry et al. (2003b) developed a furnace design for carrying out in situ high temperature 
XANES experiments on melts to resolve Cr speciation within iron-bearing basaltic melts un-
der controlled oxygen fugacity (fO2

). This is crucial as iron-bearing melts always display Cr3+ 
upon quenching samples because of the electron exchange reaction Cr2+ + Fe3+ → Fe2+ + Cr3+ 
during quenching. This quench effect in the presence of iron may be an important phenomenon 
for many other transition metals and redox sensitive elements. Moreover, models that involve 
the partitioning of redox sensitive elements between crystals and magmas are dependent upon 
the correct oxidation state assignment, which in turn is controlled by the fO2

. Thus it is critical 
to constrain the oxidation state of elements under different fO2

 at melt conditions rather than in 
the quenched products. 

Under typical terrestrial oxidation con-
ditions Cr occurs in both the 3+ and 2+ oxi-
dation states in iron-free glasses, whereas in 
iron-bearing glasses only Cr3+ has been ob-
served. The controlled-atmosphere furnace 
uses a Pt0.6/Rh0.4 wire heater within an alumi-
num tube approximately 75 mm in diameter 
and 300 mm in length and which has two win-
dows in a 90° configuration for the incident 
and fluorescent X-rays. A Pt/Re wire or strip 
is used to suspend the molten samples in the 
furnace, which are held to the strip by surface 
tension. The sample tube is kept slightly above 
atmospheric pressure. Cr K-edge spectra were 
collected using a focused beam of 2 mm × 1 
mm on an alkali-free “model” mid-ocean ridge 
basalt which was pre-equilibrated at 1673 K 
and a log fO2

 of −8 before being used in the 
controlled fO2

 experiments under varying tem-
perature conditions. The in situ spectra were 
compared with iron-free standards. 

In iron-free glasses the Cr3+ pre-edge 
feature arises from 1s → 3d quadrupolar 
transitions (see above). However, in Cr2+ a 
low-energy shoulder is observed on the edge 
which arises from 1s → 4s dipolar transitions 
(Fig. 40). Across the −6 to −10 fO2

 range the Cr 
K-edge exhibits a pre-edge shoulder that de-
creases with increasing fO2 and shifts to lower 
energy with increasing temperature indicating 
a change in Cr oxidation state. These results 
indicate that there is a clear need for in situ 
high temperature studies of redox sensitive el-
ements.

Figure 40. Cr K-edge measurements after Berry 
et al. (2003b). a) Iron-free diopside-anorthite 
glasses doped with Cr2+ and Cr3+. Note the 
prominent low energy shoulder on the edge of 
the Cr2+ standard.
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The behavior of Br in CO2-bearing fluids in low-temperature geological settings: A Br 
K-edge study on synthetic fluid inclusions 

Evans et al. (2007) investigated the behavior of RbBr (Fig. 41) salts in CO2-bearing fluid 
inclusions trapped in synthetic quartz. RbBr was used as an analogue of NaCl as the absorption 
edge of Br (13474 eV) is a hard X-ray range and thus may penetrate the quartz crystal whereas 
the absorption edges of Cl lies <3000 eV and is attenuated by the quartz matrix. 

The CO2-free fluid inclusion shows a prominent edge maximum at 13482 eV and a broad 
high-energy peak 13499 eV. As XCO2 increases the energy separation between the two peaks 
is reduced. This trend appears to be independent of temperature. In fluid inclusions with XCO2 

between 0.02 - 0.2 the Br K-edge displays a prominent pre-edge, at ~13476.5 eV. Furthermore, 
with increasing temperature the pre-edge peak decreases in intensity and ultimately disappears 
above 423 K. Burattini et al. (1991) have assigned the pre-edge peaks in Br K-edge spectra to 
transitions between the 1s core level electrons to an unfilled bound p states. Covalently bonded 
Br exhibits an intense pre-edge feature (e.g., Burattini et al. 1991; Feiters et al. 2005) while 

Figure 41. Br K-edge spectra of synthetic RbBr salt fluid inclusions in quartz crystals (after Evans et al. 
2007). a) Br K-edge as a function of CO2 content. Note the intense pre-edge peak at XCO2 = 0.09 and 0.13. 
b) Br K-edge as a function of temperature. Notice the decrease in pre-edge feature with increasing tempera-
ture. No pre-edge feature is seen at 423 K. 
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neither Br in electrolytic solution nor solid RbBr salt do. This implies that the Br in these 
fluid inclusions is covalently bonded. Burattini et al. (1991) also observe that the distance 
between the two main edge features decreases when the polarity of the solvent is low. In 
addition, Evans et al. (2007) have observed an increase in the intensity of the pre-edge peak 
with increasing CO2 and its disappearance at high temperatures. These observations indicate 
that with increasing CO2 content the RbBr-CO2-H2O solution reacts to form covalently bonded 
C- and Br-bearing compounds or that CO2 produces strongly polar molecules to form within 
the hydrothermal solution. Ultimately, Evans et al. (2007) conclude that the chemical bonding 
of Br in the presence of CO2 is unexplained by current solution chemistry models, which has 
important implications for the role of halogens in solution.
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INTRODUCTION

Knowledge of the electronic structure of crystalline and non-crystalline earth materials at 
ambient and high pressure are essential in order to understand the atomic origins of electronic, 
thermodynamic, and mechanical properties of these materials in the Earth’s crust as well as Earth 
and planetary interiors (Hemley 1998; Laudernet et al. 2004; Stixrude and Karki 2005; Mao and 
Mao 2007; Price 2007; Stixrude 2007). Pressure-induced changes in the electronic structure of 
crystalline and amorphous silicates and oxides (glasses and melts) with low-z elements (e.g., 
Si, O, B, Li, C, etc.) have implications for diverse geophysical and magmatic processes relevant 
to the evolution and differentiation of the earth (e.g., mantle convection and mantle melting) 
(Stebbins 1995; Wolf and McMillan 1995; Lee 2005, 2011; Mysen and Richet 2005; Murakami 
and Bass 2010). Despite this importance, the analysis of the effect of pressure on the electronic 
structure and the nature of bonding in the crystalline and, particularly, non-crystalline oxides 
has remained one of the challenging problems in mineral physics and geochemistry, as well as, 
condensed matter physics. This is mostly because of the lack of suitable experimental probes of 
electronic bonding around these light elements in the earth materials under pressure.

Advances in in situ high pressure technologies, together with progress in X-ray optics in 
synchrotron radiation and first principle calculations have revealed structural details of bonding 
transitions of crystalline earth materials at high pressure (Hemley 1998; Mao and Mao 2007; 
Price 2007; Stixrude 2007). The non-resonant synchrotron inelastic X-ray scattering (NRIXS, 
also known as X-ray Raman, XRS) is one of the relatively new synchrotron X-ray probes of 
local structures with element-specificity. It explores the electronic bonding transitions in soft 
X-ray absorption edges using hard X-rays (e.g., ~ 10 keV) by tuning the energy loss (energy 
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of incident X-rays – energy of scattered X-rays) to the binding energy of electrons in elements 
of interest (Mao et al. 2003, 2006, 2010; Schulke 2007; Lee et al. 2008b; Rueff and Shukla 
2010). Progress in XRS has been combined with advances in in situ high pressure technology 
and consequently, in the last 6-7 years it has been possible to examine the detailed pressure-
induced electronic bonding transitions in low-z oxide glasses, molecules, and crystals by tuning 
the K-edges of elements in the 2nd row of the periodic table and/or to the L-M edges of heavier 
elements both at ambient and at high pressure (e.g., Schulke 2007; Rueff and Shukla 2010). The 
observed XRS results for amorphous oxides under compression contribute to the understanding 
of the atomistic origins of anomalous changes in melt properties in the Earth’s interiors.

While the following list is by no means complete, important classes of materials studied 
by XRS at ambient pressure include Li, LiC6 LiF, Li3N, Li-borate glass, phases used for Li-
batteries, and Li-peroxide (with Li K-edge) (Schulke et al. 1991, 1986; Krisch et al. 1997; 
Nagasawa et al. 1997; Hamalainen et al. 2002; Fister et al. 2008a, 2011b; Chan et al. 2011; 
Karan et al. 2012), Be crystals and BeO (with Be K-edge) (Schulke et al. 1986; Nagasawa et 
al. 1989). The C K-edge was used to explore bonding details of graphite (Tohji and Udagawa 
1987; Schulke et al. 1988; Nagasawa et al. 1989), carbon in diverse aromatic rings, C60 (Rueff 
et al. 2002; Gordon et al. 2003), and hydrocarbons (Feng et al. 2008; Fister et al. 2008b; Sakko 
et al. 2011). B K-edge XRS has provided structural details of BN (Watanabe et al. 1996), B2O3, 
Na-, and Li-borate glasses (Lee et al. 2005, 2007, 2008a). The utility of O-K edge XRS has 
been demonstrated in the study of H2O and its polymorphs (Bowron et al. 2000; Bergmann et 
al. 2002b; Wernet et al. 2004, 2005; Cai et al. 2005; Tse et al. 2008; Fister et al. 2009). Oxygen 
environments of oxide glasses (SiO2, B2O3, GeO2, alkali borate glasses, and MgSiO3) and 
silicate crystals (SiO2, MgSiO3) have also been investigated using XRS (Lin 2007; Lee et al. 
2008a, 2005, 2007, 2008b; Fukui et al. 2009a; Lelong et al. 2012; Yi and Lee 2012). Recently, 
Na K-edge XRS provided the core-electron excitation spectra for NaF and NaCl (Nagle et al. 
2009). Application of XRS has been extended to the characterization of oxide thin films (Fister 
et al. 2011a).

XRS can be particularly effective in studying the electronic structure at high pressure 
and has been used to yield the electronic structure of helium (He K-edge) (Mao et al. 2010), 
carbon polymorphs (graphite, diamond, amorphous carbon, C K-edge) (Mao et al. 2003; Lin 
et al. 2011), BN (with boron K-edge) (Meng et al. 2004), dense oxygens (Meng et al. 2008), 
H2O polymorphs (O K-edge) (Cai et al. 2005; Tse et al. 2008), and oxide glasses under static 
compression (see the “Pressure-Induced Structural Changes in Crystalline and Amorphous 
Earth Materials: Insights from X-ray Raman Scattering” section below). Because the features 
in XRS spectra are sensitive to local “short-range” structure, the technique has been particularly 
useful in revealing structural changes in non-crystalline oxides at high pressure (Lee et al. 2005; 
Lin 2007; Fukui et al. 2009a; Lelong et al. 2012). For instance, B K-edge XRS studies of borate 
glasses at high pressure showed the first unambiguous experimental evidence for the formation 
of highly coordinated boron (i.e., [4]B) at high pressure (Lee et al. 2005, 2007, 2008a). O K-edge 
XRS studies of diverse low-z oxide glasses suggested the pressure-induced increases in the 
fraction of triply coordinated oxygen associated with cation coordination changes (Lin 2007; 
Lee et al. 2008b, 2012; Lelong et al. 2012). Topological disorder also tends to increase with 
pressure as shown by the increase in the width of the O K-edge feature with pressure (Lee et al. 
2008b). The O K-edge XRS of shock compressed multi-component quaternary oxide glasses 
showed evidence for the topologically driven densification in model basaltic glasses. This has 
strong geochemical implications for impact processes (Lee et al. 2012). Atomic configurations 
around network modifying cations in alkali silicate glasses were explored using Li K-edge XRS 
(Lee et al. 2007). 

In addition to K-edges of low-z elements, XRS technique has also been useful to probe 
the edge features for loosely bound electrons in earth materials (e.g., L- and M- and higher 
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edges) (see the “Remaining Challenges and Outlook: Applications of New K-, L-, M-edge 
XRS, XRS with Momentum Transfer, In Situ High Temperature and Pressure XRS Study for 
Multi-Components Glasses” section for further details). These examples showed that XRS is 
beneficial for revealing the rich information of electron bonding transitions surrounding low-z 
elements in diverse crystalline and non-crystalline solids at 1 atm that are traditionally difficult 
to explore using other conventional techniques.

In this chapter, we provide an overview of the recent progress and insights provided by 
XRS on the electronic structure of key earth materials. Particular emphasis will be placed on 
the pressure-induced bonding transitions in dense molecules and non-crystalline oxides. We 
note that excellent accounts of earlier studies on fundamentals of XRS can be found in the 
previous review (Schulke 2007). The general application of IXS technique at high pressure 
(including that of XRS) can also be found in the previous reviews (Schulke 2007; Rueff and 
Shukla 2010). Short but helpful reviews of XRS techniques with experimental setups can also 
be found in (Bergmann et al. 2002a, 2004; Fister et al. 2006). There are also extensive reviews 
and discussion of O K-edge studies of H2O polymorphs and thus these will not be discussed 
in detail here (e.g.,  Bowron et al. 2000; Bergmann et al. 2002b; Wernet et al. 2004; Cai et al. 
2005; Tse et al. 2005, 2008; Fister et al. 2009). In the current chapter, we first outline the brief 
theoretical principles of X-ray Raman spectroscopy and experimental setups required for XRS 
measurement at high pressure. We then present the recent XRS results of the electronic bonding 
transitions in earth materials. A brief account of theoretical calculations of XRS spectra for 
mantle minerals is also presented. We also present several new XRS spectra for CaSiO3 glass 
at ambient and high pressure in order to demonstrate the utility of XRS. Finally, we discuss the 
future challenges in exploring the structure of diverse earth materials at high pressure using 
XRS spectroscopy. 

BRIEF REMARKS ON THEORETICAL BACKGROUNDS AND  
XRS EXPERIMENTS AT HIGH PRESSURE

Brief theoretical backgrounds 

Recent advances in synchrotron X-ray optics, multi-element IXS analyzers specifically 
for XRS experiments, and improved diamond anvil cells (DACs) have revealed previously 
unknown details of the atomic configurations of crystalline materials at high pressure. Although 
detailed theoretical backgrounds and principles of inelastic X-ray scattering (IXS) can be found 
in recent reviews and textbooks (Schulke 2007; Rueff and Shukla 2010), brief theoretical 
background of non-resonant (NR) IXS is presented to provide the necessary information to 
understand the advantages (and disadvantages) of the method. 

In the XRS process, the intensity of inelastically scattered photons is estimated with varying 
scattering angle (2θ) (and thus momentum transfer, q = k1−k2) (Fig. 1). Energy loss (∆E) in the 
process is achieved from the difference between energy of incident X-ray photon (Eins) and 
scattered X-ray photon (Escat). Spectra are collected by varying Eins (with a monochrometer) 
at a fixed analyzer energy of Escat. The experimental measurable in the above process is the 
non-resonant double differential scattering cross section (DDSCS) of X-ray and is defined as 
a change in number of scattered photons (σ) with respect to changes in solid angle (Ω2) and 
frequency of scattered photon (ω2) as shown below (Fourier transform of the DDSCS results in 
electron density as a function of time and spatial coordinates):
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where r0 is classical electron radius (= e2/mc2) and S(q, ω) is dynamic structure factor, which 
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can be expressed as shown below: 
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where g and f denote ground and final states and Eg and Ef are electronic energy levels of the 
ground and final states, respectively (Fig. 1) and thus | |iq rf e g⋅  is the transition matrix that 
shows the correlation between the ground and excited states. The non-resonant scattering cross 
section is thus shown below:
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where Thomson scattering by a free electron is defined below:
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In the non-resonant IXS process relevant to X-ray Raman Scattering (XRS), the incident energy 
(~10 keV) is much larger than the binding energy (less than 1 keV for low-z elements) of core 
electrons. At small scattering angle, q·r is much smaller than 1 (<<1), and the transition matrix 
can thus be approximately described by:

( ) ( )2
| | | | | 1 / (2 | | .. 5. )iq rf e g f g i f q r g f q r g⋅ ≅ + ⋅ − ⋅ +

Assuming orthogonality of initial and final state wave functions ( |f g  = 0), the first order 
term is dominant and the resulting double differential scattering cross section can be described 
below:
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As shown in Equation (6) above, under the dipole transition selection rule, the transition 

matrix for the XRS cross section at low scattering vector (i.e., | |f r g ) is identical to that 
of XAS, thus providing identical spectra to X-ray absorption near-edge structure (XANES) 
spectra (see Schulke 2007; Rueff and Shukla 2010; Henderson et al. 2014, this volume for 

 

Figure 1. X-ray Raman scattering processes in a diamond anvil cell. Eins, k1, ω1, and ε1 are energy, wave vec-
tor, frequency, and polarization vector of the incident photon, respectively. Eiscat, k2, ω2, and ε2 are those for 
the scattered photon. |g> and f|> are the initial and final electronic states. EF is the Fermi energy.
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a review). In addition, with increasing momentum transfer, q (and thus scattering angle), 
transitions from non-dipole contributions can also be observed. Higher order terms in Equation 
(6) (e.g., ( )2

| |f q r g⋅  can be prevalent and the bonding nature relevant to momentum transfer 
(q-dependence) during the IXS process can be examined (Mizuno and Ohmura 1967; Suzuki 
1967; Tohji and Udagawa 1987, 1989; Bergmann et al. 2000) (see the section “Comparison 
with other core-electron excitation spectroscopy and traditional experimental probes at high 
pressure” below for brief remarks on previous studies of q-dependence in XRS spectrum). With 
high brilliance synchrotron hard X-rays (~10 keV), XRS allows us to probe the configurations 
around low-z element (typically from He to Na K-edges) of diverse materials (as well as high 
L and M edges of third and fourth elements) without using an ultrahigh vacuum environment, 
yielding bulk sensitivity with resolution of XAS.

Comparison with other core-electron excitation spectroscopy and traditional 
experimental probes at high pressure

Comparison with other core-electron excitation spectroscopy. Local electronic bonding 
structure with the transition matrix, | |f r g  in Equation (6) can be obtained using several ex-
perimental techniques that probe the energy-loss near-edge structure (ELNES) of the elements 
of interest stemming from an excitation of core (or valence) electron to unbound states (Fig. 1). 
These techniques unveil element-specific electronic bonding environments (i.e., local atomic 
structures, bonding nature, coordination number, and chemical environments) around atoms of 
interest. One of the popular techniques is X-ray absorption spectroscopy [XAS, either X-ray ab-
sorption near-edge structure (XANES) and extended X-ray absorption fine structure (EXAFS)] 
(see Newville 2014, this volume; Henderson et al. 2014, this volume). Additionally, electron 
scattering techniques using transmission electron microscopy (TEM) offer electron energy loss 
spectroscopy (EELS), yielding spectral response function with identical transition matrix ele-
ments (e.g., see Brown et al. 1995; de Groot 2001; Wilke et al. 2001; Stohr 2003; Brydson et 
al. 2014, this volume and references therein). XRS compliments these established techniques 
involving excitation of core and/or valence electrons into unoccupied electronic states.

Whereas the local electronic bonding natures of low-z glasses and crystals at ambient pres-
sures have been extensively studied using soft X-ray XANES spectroscopy (e.g., Seifert et al. 
1996; Wu et al. 1996; Garvie et al. 2000; Henderson et al. 2009), application of XAS is often 
more suitable for high-z elements using hard X-ray because its application to soft X-ray region 
requires vacuum conditions (used to minimize the scattering from air molecules). Furthermore, 
conventional synchrotron XAS may not be suitable for probing low-z oxides at high pressures 
due to the inability of the soft X-rays to penetrate the sample environments to sustain its high 
pressure condition (e.g., Be gasket of a diamond anvil cell). Due to limited penetration depth of 
the soft X-ray photon for low-z element XAS, XAS of these elements is often more suitable for 
probing of surface structure. While the EELS technique can be potentially useful for studying 
quenched materials (compressed and decompressed within a DAC) and to probe electronic ex-
citations of low-z elements, it suffers limitations in its in situ investigation of electronic bonding 
transitions in oxide materials at high pressure as in situ high pressure techniques cannot be com-
bined with TEM. Furthermore, the electron beam during sample preparation and measurement 
may alter the sample. In summary, X-ray Raman scattering (XRS) is one of the non-resonant 
inelastic X-ray techniques and is obtained using hard X-rays. XRS is thus an element-specific 
(tuning with electron binding energy), in situ experimental probe of bulk oxides with low-z ele-
ments at extreme conditions (and at ambient pressure) using hard X-rays. It provides sensitivity 
similar to that of soft X-rays (similar transition matrix for scattering cross section); therefore, it 
allows us to probe the detailed local bonding nature of low-z elements in crystalline and amor-
phous oxides, molecular solids, and liquids in situ at high pressures (Bergmann et al. 2002a; 
Mao et al. 2003; Wernet et al. 2004; Cai et al. 2005; Lee et al. 2005b, 2007, 2008b, 2008b; Lin 
et al. 2007; Schulke 2007; Meng et al. 2008, 2004; Fukui et al. 2009; Rueff and Shukla 2010). 
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As an example of the utility and uniqueness of XRS at 1 atm, Figure 2 shows typical 
IXS spectra for CaSiO3 glass at 1 atm. The elastic X-ray signal is dominant at an energy 
loss (i.e., energy difference between incident energy and elastic energy) of 0 eV. The broad 
feature at ~10-140 eV is due to the Compton scattering peak. The Compton scattering 
peak position moves to higher energy and the Compton peak width also gets broader with 
increasing scattering angle (2θ). The spectra also show the first experimental results for Ca 
M-edge features [Ca M2-3 (from Ca 3p state to an unbound state) at energy loss of ~28 eV and 
Ca M1 (Ca 3s state to an unbound state) edge at ~45 eV] of non-crystalline solids. The spectral 
features at an energy loss at ~100-120 eV are due to the Si L-edge (corresponding to electron 
excitation form Si 2p to unbound state) XRS spectra for the glass (background due to Compton 
scattering is not subtracted here) (Fig. 2B). Figure 2C shows O K-edge XRS spectrum for the 
CaSiO3 glass where typical and broad O K-edge features for oxide glasses at 538-540 eV are 
presented: the O K-edge feature is due to an excitation of a core electron from the oxygen 
1s-state into unoccupied oxygen 2p-states that are hybridized with the silicon 3s- and 3p-states 
of four-coordinated Si atoms in corner-sharing SiO4 (see section “Remaining Challenges and 
Outlook: Applications of New K-, L-, M-edge XRS, XRS with Momentum Transfer, In Situ 
High Temperature and Pressure XRS Study for Multi-Components Glasses” for further details 
of O K-edge XRS spectra for oxide glasses). Note that these multi-element and multiple-edge 
XRS spectra were collected without need of a vacuum chamber that is necessary for soft-x ray 
XAS studies of low-z elements. As previously mentioned, while the transition matrix in the 
XRS scattering cross section (Eqn. 6) is identical to that of XAS, multipole transitions can be 
probed by exploring the momentum transfer (when q.r becomes larger). The q dependence on 
XRS spectra for diverse materials has been explored in order to study the nature of the bonding 
processes in such phenomena as the indirect band gap of dielectrics, the nature of excitons, 
and orbital symmetry (Caliebe et al. 2000; Hamalainen et al. 2002; Soininen et al. 2006) (see 
Schulke 2007 and references therein).

 

Figure 2. XRS spectra for CaSiO3 glass with varying scattering angle (2θ) as labeled. The spectrum is plot-
ted as normalized scattered intensity versus energy loss (incident energy – elastic energy). Elastic energy 
is 9.694 keV. (A) Ca M2-3, Ca M1 edges, Si L-edge X-ray Raman scattering (XRS) spectra and Compton 
scattering peak for CaSiO3 glass. (B) Si L-edge XRS spectra for CaSiO3 glass at scattering angle of 20°. (C) 
O K-edge XRS spectra for CaSiO3 glass at scattering angle of 20°.



X-Ray Raman Scattering at High Pressure 145

Comparison with other high pressure probes of structure of non-crystalline oxides. XRS 
compliments other established spectroscopic and scattering techniques that give unique data 
on the structure of materials under compression. As we provide extensive discussion on the 
application of XRS techniques to explore the structure and bonding nature of glasses or non-
crystalline solids, here we briefly mention the advantages of XRS techniques over other high-
pressure probes of glass structure. 

Elastic X-ray scattering techniques provide essential information of the electron density 
of materials (and its structure factor) and average lattice structure, making it mostly suitable 
for studying crystalline materials under compression. Applications of synchrotron elastic X-
ray scattering to low-z glass, including oxide glasses (silicates, borates) at high pressure has 
been limited due to the highly attenuating sample environment and small atomic scattering fac-
tors of low-z elements (e.g., oxygen, silicon, boron). While neutron scattering experiments for 
low-z glasses can overcome this problem and are potentially promising, they require relatively 
large sample volumes, which limits the current pressure range of study to below 10-20 GPa 
(e.g., Salmon et al. 2013). Additionally, with an increasing number of components, the over-
lap among structure factors or pair-correlation functions from both elastic X-ray and neutron 
scattering becomes problematic. The detailed pair correlation functions for cation-anion (or 
cation-cation, anion-anion) pairs are thus difficult to obtain as the number of components in 
oxide glasses increases. 

Vibrational spectroscopy (such as Raman and IR) has been effective in providing vibrational 
density of states of materials (mostly for crystalline and molecules) at high pressure and can 
be performed in situ. The spectra for amorphous oxides are often quite broad even at 1 atm and 
due to an increase in topological disorder with pressure, the modes (or peaks) gets even further 
broadened, often yielding ambiguous results at high pressure. 

This trend in an increase in overlap among modes or structure factors is inherent in any 
experimental measurement for amorphous materials under compression. This problem can be 
partly resolved using element-specific experimental probes, such as XRS and multi-nuclear 
solid-state nuclear magnetic resonance (NMR). Previous solid-state NMR studies of oxide 
glasses have provided improved resolution among the detailed atomic structures in the glasses 
and thus their pressure-induced structural changes (see Allwardt et al. 2005a,b; Kelsey et al. 
2009a,b; Lee 2010, 2011). For example, it has been shown that the pressure-induced structural 
changes are characterized by the formation of bridging oxygen (BO) linking [4]Si and highly 
coordinated Si and Al at the expense of nonbridging oxygen (NBO) at high pressure (Xue et 
al. 1994; Yarger et al. 1995; Lee 2010, 2011). However, solid-state NMR studies require 10-20 
mg samples, limiting the maximum quench pressure for oxide glasses to 10-12 GPa (Xue et 
al. 1989; Yarger et al. 1995; Lee et al. 2003; Allwardt et al. 2004). Therefore the structure of 
glasses for the NMR experiments represents that of super-cooled liquids at the glass transition 
temperature, below which the melt structures are frozen at high pressure. In situ high-pressure 
NMR spectroscopy of solids is currently not possible. The inherent difficulties of the current 
technologies pose major challenges for probing structural changes of low-z glasses over a 
wide pressure ranges. The XRS technique can resolve most of the aforementioned problems 
of conventional experimental probes, as well as yield a new opportunity to study the bonding 
changes in low-z systems at high pressure.

Current limitations of XRS technique. We also note that there are several disadvantages 
of XRS spectroscopy. Because XRS utilizes inelastically scattered X-ray photons, the intensity 
of the X-ray Raman signal is several orders of magnitude smaller than that of an elastic X-ray 
signal. The XRS process is thus intrinsically inefficient, requiring relatively long collection 
times to provide statistically meaningful experimental results with sufficient signal/background 
ratios: as for the spectra presented in the current review, collection time varies from several 
hours to ~ a day depending on the atoms of interest, as well as, the type and dimension of the 
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sample (see below for further details). The stability (and drift) of the synchrotron X-ray beam 
should thus be regularly checked during collection of the XRS signal. Furthermore, XRS has 
only been applied to a limited number of elements from He up to Na K-edge. This is largely 
because the X-ray Raman signal intensity decreases with atomic number. 

Practical glitches involving XRS experiments under static compression. XRS studies 
involving low-z elements enable us to unveil structural details of densification in oxide glasses 
at pressures up to ~ 50 GPa. Application of XRS to oxide glasses synthesized at higher pressure 
above 50-70 GPa remains to be explored. This has been limited due mostly to the following 
experimental technical difficulties. First, as the gap between diamond anvils decreases with 
increasing pressure, unless a beam size of a few mm with significantly improved photon flux 
could be used, it is difficult to get sufficient q-ranges for the IXS experiment with radial X-ray 
radiation through the Be gasket. Taking into consideration the ranges of pressure in the Earth’s 
and planetary interiors (up to 360 GPa to the Earth’s inner core) and variations in composition 
in the diverse earth and planetary materials, a considerable amounts of future studies spanning 
much higher pressure conditions are necessary. Additionally, as previously mentioned, X-ray 
attenuation depth of the many oxides (including iron oxides) is rather small (~ 10 mm for 10 
keV X-rays). The limited sample volume due to small X-ray attenuation length makes it difficult 
to get sufficient signal from the sample at high pressure: sample volume of oxides interacting 
with incident X-rays can decrease significantly because of the small X-ray attenuation length 
of many transition metal bearing crystalline and amorphous oxides. The combination of sample 
dimension for high pressure research and X-ray attenuation lengths needs to be taken into 
consideration to optimize sample size for XRS with a DAC. Third, the pressure gradient in 
the DAC increases with increasing pressure. Depending on the size (FWHM) of the X-ray 
beam, the IXS signals from a sample with varying pressure range (instead of a single pressure 
condition) can be collected with a typical size of 60 mm (H) × 20 mm (V). It should also be 
mentioned that, with the possible exceptions of B and C K-edge XRS studies, currently it 
takes ~day(s) of beamtime to achieve a signal to noise (and/or background) ratio in the oxygen 
and other K- and L- edge XRS spectra under typical experimental conditions for the current 
XRS beam lines with ~ 1 eV resolution. This makes it difficult to check reproducibility of the 
experimental results. New cell design with enhanced X-ray flux and reduced beam size would 
thus be necessary. Better X-ray optics with focusing and enhancing signals from a few mm beam 
are being developed for XRS techniques and will be eventually overcome the aforementioned 
limitations. 

XRS experiments 

Hard X-rays at 3rd generation synchrotron radiation sources with flux densities of 
approximately 1013-1014 photons/s/eV are used to collect XRS spectra. While most of the 
experimental XRS data shown here were obtained from sector 16 ID-D (HPCAT) and 13-
IDC (GSECARS) at the Advanced Photon Source (APS), NRIXS spectra can be collected at 
other 3rd generational synchrotron radiation facilities including SPring-8 (BL12-XU), and the 
European Synchrotron Radiation Facility (ESRF) (e.g., Bergmann et al. 2002a; Fister et al. 
2006, 2007; Lelong et al. 2012). 

The experimental conditions for XRS studies at high pressure using a DAC have been 
reported previously (Mao et al. 2003; Schulke 2007; Rueff and Shukla 2010). The detailed 
information of instrumentation and X-ray optics can be found in recent manuscripts (Bergmann 
et al. 2002a; Fister et al. 2006, 2007). Current progress and review of DAC techniques can also 
be found elsewhere (Mao and Mao 2007; Shen and Wang 2014, this volume). In the typical 
XRS experiment, samples are loaded into the sample chamber of a gasket (typically made from 
Be or BN) in a DAC with a few ruby spheres as the pressure calibrant (Mao and Mao 2007). 
A pressure medium is not often used in the typical XRS study for materials at high pressure. 
This is in order to minimize scattering and/or absorption from the medium. The stress condition 



X-Ray Raman Scattering at High Pressure 147

in the DAC is therefore uniaxial without the pressure medium, although the orientation effect 
in glass is less important that in the crystals. Future experiments with hydrostatic conditions 
(with the pressure medium) are certainly necessary to explore the effect of stress conditions on 
the pressure-induced changes in electronic bonding environment. Diamonds with varying flat 
culets have been used for high-pressure X-ray Raman experiments up to 74 GPa (Fukui et al. 
2008). 

XRS spectra are collected by scanning the energy of the incident beam relative to the 
analyzer with a fixed elastic energy (E0) that varies depending on analyzer setting (e.g., 9.886 
keV at the BL12XU, 9.692 at the GSECARS, and 9.686 keV at the HPCAT). A linear array 
of multiple spherical Si(660) analyzers operating in a backscattering geometry were used 
for the study at the APS and an array of multiple Si(555) analyzers are used for experiments 
performed at BL12-XU (see Lee 2008 and references therein). The backscattered X-rays are 
focused into a single detector with the typical instrument energy resolution of 1.0 eV. While 
the resolution can be further enhanced (~ meV) for verification of detailed edge features (or 
probing of phonon dynamics of solids) (e.g., by implementing spectrometer optics utilizing 
the higher-order asymmetric Bragg back scattering optics; Shvyd’ko et al. 2006; Stetsko et 
al. 2011), the ~1 eV resolution is adequate for revealing many major K-edge features in the 
XRS spectra for crystalline and amorphous oxides and their shifts as a function of pressure and 
momentum transfer.

The X-ray Raman scattering signals are collected at varying scattering angles, but typically 
~15-30° for high pressure experiments. The X-ray beam size (FWHM) varies but is typically 
~60 mm (W) × 20 mm (H) at the GSECARS and HPCAT and 20 mm (W) × 20 mm (H) at the 
BL12-XU. Raw XRS spectra are background-subtracted, and most spectra are normalized to 
the continuum energy tail (see section “Pressure-Induced Structural Changes in Crystalline 
and Amorphous Earth Materials: Insights from X-Ray Raman Scattering” below). In addition, 
by comparing the spectra from different beam lines, the uncertainty in the edge energy of the 
spectra can be identified and is usually less than 0.4 eV: this aspect has been discussed in the 
recent manuscript (Lee et al. 2008b, supplementary information). The pressure uncertainties 
and the pressure gradient across the sample can be obtained from multiple measurements from 
the ruby spheres before and after the X-ray measurements. 

PRESSURE-INDUCED STRUCTURAL CHANGES IN  
CRYSTALLINE AND AMORPHOUS EARTH MATERIALS:  

INSIGHTS FROM X-RAY RAMAN SCATTERING

Recent experimental results utilizing multi-edge, multi-element XRS spectroscopy are 
summarized in this section. We first present previous XRS studies involving the boron K-edge 
(~190 eV), carbon K-edge (~280 eV), and oxygen K-edge (~530 eV), which are often suitable 
for XRS measurements at high pressure (yielding moderate quality of signal/background ratios 
with ~100-300 mm X-ray attenuation length, depending on sample density). These prominent 
element edges are thus relatively well-understood. We then provide an overview of previous 
XRS studies involving other lesser known or/and poorly studied edges (and thus more difficult 
to probe), such as helium K-edge (~23 eV), lithium K-edge (~60 eV), and nitrogen K-edge 
(~410 eV). We also briefly mention the previous (and the new) XRS studies involving L and 
M-edges of Ca and Si in glasses. We have not attempted to provide an extensive review of all 
the experimental results using IXS as excellent accounts of these diverse IXS measurements of 
materials under compression can also be found in the reviews of Rueff and Shukla (2010) and 
Schulke (2007). 
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Application of K-edge XRS to materials under high pressure

Boron K-edge XRS study of earth materials under compression. Boron K-edge XRS (as 
well as XANES) has been one of the most effective probes for B coordination environments 
([3]B, and [4]B) because these two distinct B coordination environments are relatively well-
distinguished in the XRS spectrum: as for boron containing phases at 1 atm, previous XAS 
studies showed that these [3]B (characterized with π* bonding at ~ 194 eV), and [4]B (with 
features at ~ 197-200 eV) environments are well-resolved (see Fleet and Muthupari 1999, 
2000 and references therein). XRS has been utilized to explore the structural details (direct 
and quantitative measurements of B coordination transition) of crystalline boron nitride and 
archetypal amorphous borates and alkali borate glasses with varying pressure up to ~ 30 GPa. 

Pressure-induced bonding transitions in crystalline boron nitride (BN). BN was one of 
the first crystals explored using XRS at high pressure. Hexagonal boron nitride (h-BN) and 
hard cubic phase (c-BN) have diverse technological applications (Meng et al. 2004). Boron K-
edge XRS spectroscopy revealed pressure-induced bonding transitions of boron and nitrogen 
in h-BN to a hexagonal close-packed wurtzite type structure (w-BN). The sp2- and p-bonding 
in h-BN is transformed into sp3-bonding stemming from the formation of a three-dimensional 
tetrahedron framework in w-BN (Meng et al. 2004). Figure 3 shows boron (B) K-edge XRS 
spectra for BN with varying pressure. The XRS spectra at 1 atm show the π and σ bonds char-
acteristics of h-BN (as labeled). Pressure-induced changes in intensities of π∗ and σ∗ bonds 
(indicating the presence of π and σ bonds) were apparent. These changes show an orientation 
dependence, leading to the preferred orientation of h-BN where its c axis is parallel to the DAC 
axis. After further increase in pressure up to 14 GPa, the w-BN phase was formed as indicated 

 Figure 3. Boron K-edge XRS spectra of BN with varying pressure. The spectra are plotted as normalized 
scattered intensity versus energy loss (incident energy – elastic energy). The spectra were collected in both 
vertical and horizontal geometries to probe bonds in directions parallel and perpendicular to the c axis of BN 
(modified from Meng et al. 2004).
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by the appearance of the new feature at ~ 196 eV in the B K-edge XRS spectrum. While the 
XRS features for w-BN and c-BN are rather similar, their relative intensities of XRS features 
(in the range from 194 to 200 eV and at 215 eV) are slightly distinct, indicating the difference 
in the distribution of electronic densities of 
state for each phase (Meng et al. 2004).

Pressure-induced changes in bo-
ron coordination environments in pure 
borate (B2O3) glasses at high pressure. 
While the structure of borate glasses at 1 
atm is relatively well known mainly from 
11B NMR (see Eckert 1992 and the refer-
ences therein), pressure-induced changes 
in coordination for low-z glasses, including 
borates, remain unsolved in modern physi-
cal chemistry, condensed matter physics, 
glass sciences, and earth science due to the 
lack of suitable experimental probes. Pure 
borate glasses have fundamental impor-
tance as prototypical glass formers (along 
with silica). Pressure-induced coordination 
transformation of the B cations can provide 
insights into structural evolution of multi-
component covalent oxide glasses with 
pressure (Wolf and McMillan 1995; Yarger 
et al. 1995; Poe et al. 1997). 

Figure 4 (top) shows the boron K-edge 
XRS spectra for B2O3 and Na2B4O7 glasses 
at 1 atm: Note that at 1 atm all boron at-
oms in the B2O3 glass are [3]B and Na2B4O7 
glass consists of ~ 45% of [4]B) and thus 
we show the XRS spectrum for Na2B4O7 
glass to show the spectral features for [4]B. 
The feature at 194 eV corresponds to the 
transition of a core boron 1s election to an 
unoccupied boron antibonding 2pz orbital 
(labeled π*) and is due to three-coordinat-
ed boron ([3]B) in the glasses. The broader 
features centered at ~203 eV corresponds 
predominantly to a transition from a B 1s 
to unoccupied B-O σ* antibonding or-
bital (labeled σ*) and is also associated 
with [3]B (Schwarz et al. 1983). The XRS 
spectrum for Na2B4O7 glass (with ~ 45% 
of [4]B) show another σ* feature around 
at 198-200 eV that corresponds to a 1s to 
2p/2s σ* antibonding orbital transition in 
four-coordinated boron ([4]B) (Fleet and 
Muthupari 1999, 2000). The decrease in π* 

intensity for Na2B4O7 glass (compared with 
that of B2O3 glass) indicates an increase in 

 

Figure 4. (top) Boron K-edge XRS spectra for B2O3 
(black) and Na2B4O7 (blue) glass at 1 atm [plotted as 
Normalized scattered intensity vs. Energy loss (inci-
dent energy – elastic energy of 9.692 keV)] (modified 
from Lee et al. 2005). (bottom) Boron K-edge XRS 
spectra for B2O3 glass at pressures ranging from 1 bar 
to 22.5 GPa. Some pressure uncertainty exists due to 
the slow equilibration of v-B2O3 after each pressure 
change. The experiment was repeated with different 
DACs and observed similar pressure response was ob-
served, suggesting that this behavior is intrinsic to the 
sample, as reported previously (modified from Lee et 
al. 2005).
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[4]B bonds and is consistent with NMR measurements and XANES study of v-B2O3 (Fleet and 
Muthupari 1999, 2000). 

Figure 4 (bottom) shows boron K-edge XRS spectra for B2O3 glass under varying pressures 
(Lee 2005). XRS spectra show negligible changes at pressures up to ~4.1 GPa. At 7.3 GPa, 
π* intensity (due to [3]B) drops drastically and the σ* component due to [4]B (~198-200 eV) 
increases. With a further increase in pressure up to 22.5 GPa, most of the [3]B is transformed 
into the [4]B. While the coordination transformation is reversible, the energy shift of the π∗ 
peak remains upon decompression, implying permanent densification associated with boron 
topology due to a decrease in boroxol ring fraction (tri-membered planar borate ring) (see Lee 
2005, 2010 and references therein). The XRS results for B2O3 glass provided the first ‘in situ’ 
and unambiguous experimental evidence of a reversible coordination transformation along with 
an irreversible topological densification in borate glasses. 

Pressure-induced changes in boron coordination environments in alkali borate glasses at 
high pressure: implications for densification mechanisms of oxide glasses. The cation field 
strength (i.e., charge/ionic radii) of network-modifying cations (e.g., Li+, Na+) affects the 
thermodynamic properties and viscosity of silicates melts at both ambient and high pressure 
(e.g., Navrotsky 1995). The effect of cation field strength on the densification in oxide glasses 
has been recently explored using the XRS technique. The XRS results revealed the marked 
difference in densification behavior in borate glasses with varying cation field strength: 
B K-edge XRS spectra for borate and alkali borate glasses (Li2B4O7 and Na2B4O7) were 
probed at high pressure up to 30 GPa with an aim to provide pressure-induced coordination 
transformation from [3]B to [4]B (Lee et al. 2007, 2008a). Figure 5A presents the B K-edge XRS 
spectra for Li2B4O7 glasses with varying pressures up to 30 GPa. With increasing pressure, 
the σ* ([4]B) feature near 198-200 eV increases while π∗ intensity ([3]B) gradually decreases. 
Figure 5B present the XRS spectra of Na2B4O7 glasses with varying pressure. A π* feature 
at approximately 194 eV ([3]B) decreases while the σ* feature associated with [4]B increases, 
consistent with the trends reported for pure borate and Li-borate glasses (Lee et al. 2005, 2007). 

Quantification of boron coordination environments. The quantitative fractions of boron 
coordination states provide information necessary to establish effect of pressure on the bonding 
transitions. As the quantification of the spectra can be of practical importance, the procedure of 
yielding quantitative [3]B fraction is given below (Fig. 6): the raw XRS spectra were background-
subtracted and then were normalized to the continuum energy tail above approximately 210 eV, 
leading to spectra with a plateau above approximately 205 eV (Fig. 6, blue spectrum). Then, 
linear backgrounds extending from a π* peak (around 193-194 eV) to 210 eV were subtracted 
as suggested by previous B K-edge XANES studies (e.g., Fleet and Muthupari 1999, 2000) to 
obtain quantitative fraction of boron coordination environments. Figure 6 presents the XRS 
spectra before and after linear background subtraction for the quantification of X([3]Bsample) 
in the borate glasses studied here. The total intensity of the spectra [J(total)] from 192 eV 
to 210 eV was subsequently obtained. Then, the spectral intensity for π* feature [J(π*)] was 
obtained by fitting it with a single Gaussian function. The ratio between [J(π*)] and [J(total)] 
was then calculated [i.e., J(π*)/J(total)]. The ratio was further normalized to the ratio of spectral 
intensity in the B K-edge of reference material with 100% [3]B, i.e., pure B2O3 glass at 1 atm 
[[J(π*)/J(total)]pure B2O3 glass]. Its estimated value is 0.354, which is in excellent agreement with 
the average value predicted from the borate crystals with only [3]B (0.354, Garvie et al. 1995). 
The mole fraction of [3]B in sample borate glass [X([3]B)] is thus calculated from the following 
relation:
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Figure 5. (A) Boron K-edge XRS spectra for Li2B4O7 glass and B2O3 glass (bottom) at pressures ranging 
from 1 bar to 30 GPa as labeled. Thin line refers to XRS spectra for Li2B4O7 glass decompressed to 1 atm 
from 30 GPa. The spectra are plotted as normalized scattered intensity vs. energy loss (incident energy – 
elastic energy (9.687 keV) (Modified from Lee et al. 2007). The inelastic X-rays were collected with a linear 
array of six spherical Si(660) analyzers operating in a backscattering geometry, and at an angle of 30° (for 
ambient condition) and 18° (for high-pressure experiment) off the incident beam direction. The monochro-
matic X-rays produced by a cryogenically cooled double crystal Si(111) monochromator were focused to 20 
× 20 mm (H × V) with a large KB mirror pair. While previous studies of B2O3 glasses high pressure reported 
that pressure response of cold pressed glass appeared to be slow, necessitating the equilibration time of about 
several hours (Wright et al. 2000; Lee et al. 2005), this slow pressure equilibration was not observed for 
Li-borate glasses. (B) Boron K-edge X-ray Raman scattering spectra of Na-diborate (Na2B4O7) glasses with 
varying pressure, as labeled. The spectra are plotted as the normalized scattered intensity vs. the energy loss 
(incident energy–elastic energy) (modified from Lee et al. 2008).
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Figure 6. Quantification of boron K-edge XRS spectrum for Na-diborate (Na2B4O7) glass at 1 atm (blue 
spectrum). Linear background subtracted spectrum for the Na-borate glasses for quantification of π* was 
also shown (red spectrum).
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The robustness of the above method has been tested in previous studies (e.g., Garvie et al. 
1993; Sauer et al. 1993), although it could somewhat overestimate [3]B at low concentrations 
and may underestimate it at high concentrations. Furthermore, the [3]B fractions in Na- and 
Li-diborate glasses at 1 atm (approximately 50%) are rather consistent with predicted fraction 
from B-11 NMR (about 55%). Whereas slightly better agreement (3-4 % deviation from NMR) 
can be reached by extending the spectral range above 210 eV as suggested by the earlier 
quantification of [3]B fraction in borosilicate glasses for larger Na2O/B2O3 ratio (> 1) (Fleet 
and Muthupari 1999), the [ ]

2 3 B O  * / (( )) pure glassJ J totalπ  decreases with extension of spectral 
range and it further deviates from 0.354. This suggests that the spectral intensity up to 210 eV 
is reasonable approximation for the quantification of [3]B fraction (X[3]B). We note that upon 
calibration of [3]B fraction based on the above procedure, [4]B fraction (X[4]B) is simultaneously 
calibrated as a function of concentration and pressure because of constraints in the mole 
fractions of these two species (i.e., X[4]B = 1 − X[3]B). Uncertainty in the current method may 
result from the absence of a high pressure borate standard with known [3]B fraction. 

Figure 7 shows the variation in the [3]B fraction in alkali borate glasses with pressure (Lee 
et al. 2007, 2008a). The pressure-induced boron coordination transformation from [3]B to [4]B in 
Na-diborate glass (blue line) is linear with pressure: [3]B proportion in Na-borate glasses (blue 
line) decreases with pressure from ~ 47 ± 4% (at 1 atm) to 16% ± 4% at 25 GPa. The results 
for Li-borate glasses (red line) show a nonlinear coordination transformation with multiple  
(∂[3]B/∂P)T. Pure borate and Li-borate glasses show three distinct regions of (∂[3]B/∂P)T val-
ues: in low-pressure ranges (I) (∂[4]B/∂P)T is the smallest. In the intermediate-pressure range 
(II) a dramatic coordination changes (and thus largest (∂[4]B/∂P)T) are observed. With further 
increases in pressure [range (III)], a considerably smaller (∂[4]B/∂P)T were observed (Lee et 
al. 2007, 2008a). The observed trends dem-
onstrate the effect of cation field strength 
(in particular, ionic radii) on the densifica-
tion behavior of borates (Lee et al. 2008a). 
While the small ionic radii of Li+ (0.76 Å) 
may not alter the densification mechanisms 
observed for pure borate glasses, the larger 
ionic radii of Na+ (1.02 Å) in borates signifi-
cantly affect the structural transition with 
pressure. (∂[4]B/∂P)T may be regarded as the 
measure of an energy barrier for the boron 
coordination transformation. On the basis 
of this premise, pure and Li-borate glasses 
have at least three distinct energy barriers 
for coordination transformation and thus 
multiple densification mechanisms. For Na-
borate glasses, the change is more gradual 
with a single transformation energy barrier 
for boron coordination transformation (Lee 
et al. 2008a). 

A conceptual model was introduced to 
account for the observed trends, utilizing 
pressure flexibility (the resistance to struc-
tural changes with increased pressurization) 
defined by the variance of the ratio of energy 
difference between high and low pressure 
states to its pressure gradient (see Lee et al. 
2008a and references therein). It should also 

 

Figure 7. Pressure dependence of the [3]B frac-
tion for Na2B4O7 glass and Li2B4O7 glass. The 
black dashed lines for I, II, and III represent dis-
tinct pressure ranges with varying (∂[4]B/∂P)T 
values (modified from Lee et al. 2008).
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be mentioned that before the first application of X-ray Raman scattering technique, little was 
known about the structure of borate glasses at high pressure. However, the progress in these 
techniques make borate glasses one of only a few model oxide glasses in which detailed den-
sification mechanisms have been established (Lee et al. 2008a). We believe that the aforemen-
tioned model can be applied to diverse glass forming liquids with varying degree of fragility.

Oxygen K-edge XRS studies of earth materials under pressure. The O K-edge XRS (and 
thus XAS) features of oxides provide the electronic structure around oxygen from the informa-
tion of the unoccupied oxygen 2p-state, and thus detailed oxygen coordination environments 
(de Groot 2001). Previous O-K edge XANES studies have shown that the O K-edge features 
(~0.5-1 eV) depend on local structures and chemical compositions, and overall topology of cat-
ions around the oxygen (e.g., Si-O and O-O bond lengths, oxygen coordination environments, 
and Si-O-Si bond angles) (Ching and Rulis 2008 and references therein). The previous studies 
have also shown that the O K-edge is useful for probing the pressure-induced changes in lo-
cal electronic structures in crystalline oxides at high pressure (Lee et al. 2008b). For example, 
oxygen K-edge X-ray Raman spectra for SiO2 and MgSiO3 polymorphs and amorphous phases 
show characteristic K-edge features stemming from their local atomic configurations (corner 
sharing, edge-sharing, and Si coordination number) and topology (bond angle and length) 
around oxygen (Lin 2007; Lee et al. 2008b;  Fukui et al. 2009a; Yi and Lee 2012). 

Oxygen K-edge XRS has also been applied to the study of fluids and non-crystalline ma-
terials, revealing the pressure-induced changes in the electron bonding transitions in glasses 
(SiO2, B2O3, GeO2, MgSiO3), H2O, and O2 phases at high pressures (Wernet et al. 2004; Lee et 
al. 2008b; Meng et al. 2008; Fister et al. 2009). In particular, revealing the bonding nature of 
H2O polymorphs with varying pressure and temperature conditions is essential to understand 
their characteristic properties. Earlier XRS studies of water and related phases with varying 
pressure, first unveiled the utility, as well as, the capability of the technique by probing the 
intermediate-range structure of liquid water (Wernet et al. 2004). Additionally, O K-edge XRS 
experiments for ice phases have revealed charac-
teristic O K-edge features due to their distinctive 
local configurations (Bergmann et al. 2002a; Cai 
et al. 2005; Meng et al. 2008; Fister et al. 2009): 
the features are also dependent on the proton po-
sitions as well as oxygen topologies. As a review 
of previous O K-edge XRS study of H2O poly-
morphs can be found elsewhere (e.g., Fister et al. 
2009), these phases will not be discussed here. 
Other phases are discussed in the following sec-
tion. Additionally, the X-ray induced dissociation 
of H2O phase under pressure is briefly mentioned 
(Mao et al. 2006). 

Pressure-induced electron bonding transi-
tions in dense oxygen. O K-edge XRS studies of 
O2 polymorphs at high pressure showed the pres-
sure-induced bonding mechanisms in the dense 
fluid (i.e., intermolecular bonding) and molecu-
lar solids (i.e., intercluster bonding) (Meng et al. 
2008). Figure 8 presents O K-edge XRS spectra 
for oxygen in dense fluid and solid β-, δ-, and 
ε-phases up to 38 GPa at room temperature. The 
peak position of gas-phase O2 is schematically il-
lustrated (a π* peak at 530.8 eV and two weak 

 

Figure 8. Oxygen K-edge XRS spectra for 
oxygen in dense fluid and solid β-, δ-, and 
ε-phases up to 38 GPa at room temperature 
(modified from Meng et al. 2009).
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σu* peaks at 539.2 eV and 541.7 eV). Additionally, the intensity of the second σ* feature of 
fluid-O2 at 3.6 GPa is smaller than those of the gas phase. The peak width of the second peak 
(arrow) is also broadened upon pressurization, indicating a broadening of the Rydberg states 
in the condensed fluid phase. The XRS spectra for high-pressure oxygen phases show similar 
spectral features (π* and σ*). Below 10 GPa, the σ* edge peak position of the dense fluid 
phase gradually moves to higher energy while the π* peak energy remains constant up to 10 
GPa. Upon transition to the ε-phase at 10 GPa, a ~1 eV shift in the π* peak is observed. With 
further increase in pressure from 10 to 38 GPa, both π* and σ* transition energies show slight 
but gradual increases (and then decrease) with pressure. The relative intensity of the π* feature 
decreases with pressure for low pressure phases while it does not change much for the ε-phase 
(see Meng et al. 2008 for further discussion). At low pressure, below 10 GPa, the results in-
dicate that densification of O2 molecules enhances intermolecular interactions, leading to π 
orbital delocalization. The ε-phase consists of (O2)4 clusters and an increase in interactions 
between (O2)4 clusters in the ε-phase leads to stronger intercluster bonding with increasing 
pressure (Meng et al. 2008).

X-ray–induced dissociation of H2O and formation of an O2-H2 alloy at high pressure. The 
XRS technique requires long exposure to moderately high energy (∼10-keV) X-ray radiation 
(up to several days). X-ray radiation of a sample at high pressure, if the absorption conditions 
are met, can often induce the dissociation of molecules. Recent O K-edge XRS spectra of H2O 
have revealed the X-ray radiation- and pressure-induced dissociation of H2O polymorphs: ice 
VII was converted into a molecular alloy of O2 and H2 (Fig. 9) (Mao et al. 2006). The O K-
edge XRS spectra for dense water below 0.9 GPa, ice VI between 1 and 2 GPa, and ice VII just 
above 2 GPa show characteristic peaks at ~ 540 eV. At higher pressures above 2.5 GPa, a sharp 
peak at 530 eV is observed. The peaks are due to O–O π∗ bonding in O2 molecule, indicating 
X-ray-induced dissociation of H2O molecules. The peak intensity grew with increasing time of 
exposure to the incident X-ray beam of ~10 keV and the change is apparently irreversible. The 
authors pointed out that the X-ray-induced dissociation in ice VII was most effective with X-ray 

  

Figure 9. Oxygen K-edge XRS spectra of 
H2O at high pressure after 12 hours of X-
ray irradiation. The spectra are plotted as the 
normalized scattered intensity vs. the energy 
loss (incident energy–elastic energy). The 
bottom spectrum was collected at BL12XU, 
SPring-8 (9.886-keV X-ray radiation with 
high-energy resolution of 300 meV). The 
XRS spectra for H2O collected at 1.0, 1.2, 
2.4, 3.0, 8.8, and 15.3 GPa were collected 
with X-ray radiation elastic energy of 9.687 
keV at beamline 13-IDC of the GSECARS, 
Advanced Photon Source with resolution of 
1 eV (modified from Mao et al. 2006).
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radiation energy of ~ 10 keV with a low absorbance Be gasket while at higher energy radiation 
(e.g., 30 keV) through the diamond anvil did not induce the dissociation (Mao et al. 2006).

Oxygen K-edge XRS study of archetypal oxide glasses (SiO2, GeO2, and B2O3) at high pres-
sure. The oxygen configurations in amorphous oxides at high pressure can be directly probed us-
ing O K-edge XRS. The formation of highly coordinated framework cations (e.g., [5,6]Si, [5,6]Ge,  
[4]B ) in the fully polymerized prototypical single component oxide glasses such as SiO2, GeO2, 
and B2O3 glasses should be accompanied by the formation of the triply coordinated oxygen ([3]O) 
 (here we used the term “oxygen tricluster” for the triply coordinated oxygen as expected from 
the compositions, Lee et al. 2008b). Formation of oxygen triclusters has been suggested to be a 
dominant factor affecting the melt properties at ambient and high pressure (Angell et al. 1982; 
Diefenbacher et al. 1998; Stebbins and Xu 1997).

•  SiO2. O K-edge XRS feature at 543 eV for SiO2 glass at 39 GPa has been interpreted 
as the formation of stishovite-like [6]Si in SiO2 glass at high pressures (Lin et al. 
2007). The coordination transformation of Si in the fully polymerized SiO2 glass is 
inevitably resulting in the formation of oxygen atoms that are triply coordinated by 
[5,6]Si. The edge feature at 543 eV could thus result from the formation of the triply 
coordinated oxygen. 

•  B2O3. The change in pressure-in-
duced boron coordination also leads 
to a variation of oxygen environ-
ments with pressure (Lee et al. 2005). 
Figure 10 shows the oxygen K-edge 
XRS spectra for v-B2O3 at 1 atm and 
8.4 GPa where a decrease in sharp 
features at 536 eV and an increase in 
σ∗ (543 eV) with broadening of the 
feature were observed. This change is 
due to the fact that unpaired p orbit-
als in oxygen contribute to form [4]B  
by forming a σ bond with pz in the 
[3]B with increasing pressure. Forma-
tion of [4]B at high pressure leads to 
decrease in the fraction of boroxol 
rings content and it is likely due to be 
accompanied by the formation of pe-
culiar oxygen environment, with ox-
ygen triply coordinated by three [4]B 
 (Lee et al. 2005).

•  GeO2. GeO2 glass at high pressure has 
been recently studied with O K-edge 
XRS (current study and Lelong et al. 
2012). While GeO2 is isochemical to SiO2 glass, the GeO2 glass is more compressible (i.e., 
a larger compressibility) than SiO2 glass and thus it show changes in short-range structure 
at much lower pressure ranges (see Micoulaut et al. 2006 and references therein). The 
previous XRS spectra exhibit characteristic pressure-induced changes in the O K-edge 
feature with double peaks (similar to that of rutile- type GeO2 phase) (Lelong et al. 2012). 
On the basis of XRS studies of crystalline polymorphs with various Ge coordination 
states, the authors were able to obtain detailed Ge coordination environments ([4.5.6]Ge)  
in GeO2 glasses with pressure. Figure 11 shows the oxygen K-edge XRS spectra for 
GeO2 glasses at 1 atm and 15 GPa An increase in the σ∗ region at ~544 eV is observed 
with pressure, consistent with those for SiO2 glass under pressure at ~40 GPa. The fea-

  

Figure 10. Oxygen K-edge XRS spectra for B2O3 
glasses at 1 atm and 8.4 GPa. (Modified from Lee 
et al. 2004). The spectra are plotted as the normal-
ized scattered intensity vs. the energy loss (inci-
dent energy–elastic energy).
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ture could stem from the formation of 
highly coordinated Ge in the glasses 
and thus triply coordinated oxygen 
(which results from the formation of  
[5.6]Ge).

Oxygen K-edge XRS study of crystalline 
MgSiO3 polymorphs and MgSiO3 glasses at 
high pressure. Crystalline and non-crystalline 
MgSiO3 at high pressure have strong 
geophysical and geochemical implications 
for the mantle minerals and melts in earth and 
planetary interiors Knowledge of the electronic 
and atomic structure of amorphous and 
crystalline MgSiO3 polymorphs is essential 
to understand their elasticity, thermodynamic 
and transport properties in the mantle (e.g., 
Hemley 1998; Price 2007 and references 
therein). The potential presence of silicate 
melts at the top of the transition zone and in 
the core-mantle boundary has been suggested 
and it could have significant influences on the 
dynamics and properties of Earth’s interior 
(Revenaugh and Sipkin 1994; Song et al. 
2004; Caracas and Cohen 2006; Sakamaki et 
al. 2006; Agee 2008). MgSiO3-rich silicate 
melts were among the primary components 
of the early magma ocean. Despite essential 
roles of silicate melts in many geophysical and 
geochemical problems, little is known about 
the nature of bonding transitions in MgSiO3 
melts under the conditions of Earth’s interior. 
O K-edge XRS studies of MgSiO3 glass at high 
pressure up to 40 GPa suggested the formation 
of oxygen triclusters (oxygen coordinated 
with three Si frameworks; [3]O) above 20 GPa 
in MgSiO3 glass (Lee et al. 2008b). 

Figure 12 shows the O K-edge spectra of 
MgSiO3 glass with a dominant feature at 538-
539 eV which show negligible changes in the 
pressure range between 1 atm and ~ 12 GPa 
(Lee et al. 2008b). Above 20 GPa, the spectra 
show a distinct feature at around 544-545 eV, 
wherein the spectral features gradually shift to 
higher energies with increasing pressure. The 
occurrence of the spectral feature near 545 eV 
at high pressures could arise from a variety of 
complex pressure-induced structural changes 
in the MgSiO3 glass, such as the formation of 
the [3]O triclusters, an increase (or decrease) in 
the Mg-O distance, reduction in non-bridging 
oxygens, and formation of oxygen linking  

  

Figure 11. Oxygen K-edge XRS spectra for GeO2 
glasses at 1 atm and 15 GPa. The spectra are plot-
ted as the normalized scattered intensity vs. the 
energy loss (incident energy–elastic energy).

  
Figure 12. Oxygen K-edge XRS spectra for Mg-
SiO3 glasses at high pressures [plotted as normal-
ized scattered intensity vs. energy loss (incident 
energy – elastic energy). Points refer to the step 
size of the energy scan of the experiments (modi-
fied from Lee et al. 2008).
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[4]Si and highly coordinated silicon such as [4]Si-O-[5,6]Si and [6]Si-O-[6]Si. However, the exact 
atomistic origin for the feature is not clear (see section “Insights from quantum chemical 
calculations” below). Therefore, the authors studied the oxygen K-edge XRS for model 
crystalline MgSiO3 and SiO2 phases with known short-range local structures (Fig. 13). Detailed 
comparison of the O K-edge features for amorphous SiO2 glass at 1 atm and MgSiO3 glass, as 
well as polymorphs at high pressure, indicate that both NBO (Mg-O-[4]Si) and BO ([4]Si-O-[4]Si) 
have similar oxygen K-edge features (Lee et al. 2008b). Although recent ab initio calculations 
of O K-edge features of crystalline chain silicates reported that bridging oxygen (BO) and 
nonbridging oxygen (NBO) in crystalline chain silicates show distinct oxygen K-edge features 
(Yi and Lee 2012) and see section “Insights from quantum chemical calculations” below for 
detailed analysis of an XRS spectrum with first principle calculations and references therein), 
a similar distinction was not observed in the oxygen K-edge spectra for the silicate glasses 
due to their inherent topological disorder (Lin et al. 2007; Lee et al. 2008b). The spectrum 
for ilmenite-type MgSiO3 shows distinctive features at 537 and 541 eV. This peculiar feature 
for the edge-sharing oxygen configuration is similar to that of stishovite (Lin et al. 2007), 
indicating close proximity of oxygen with its second nearest neighbors. The oxygen K-edge 
spectrum of perovskite with all corner-sharing [6]Si-O-[6]Si shows an increase in the intensity at 
approximately 543 eV, indicating pressure-induced Si coordination transformation. The feature 
in the quartz spectrum at around 546 eV apparently originates from its long-range periodicity 
(Davoli 1992).

 
Figure 13. (A) Oxygen K-edge XRS spectra for crystalline and amorphous SiO2 and MgSiO3 at 1 atm and 
their high-pressure polymorphs. (B) Oxygen K-edge spectra for amorphous SiO2 and MgSiO3 at 1 atm. (C) 
Oxygen K-edge spectra for pyroxene (enstatite) and quartz. (D) Oxygen K-edge X-ray Raman scattering 
spectra for MgSiO3 glass at 1 atm and perovskite (modified from Lee et al. 2008).
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The significantly different oxygen coordination environments for perovskite and glass at 1 
atm (i.e., [6]Si-O-[6]Si for perovskite vs. [4]Si-O-[4]Si and Mg-O-[4]Si for MgSiO3 glass at 1 atm) 
cannot explain the significant changes observed for the glasses at high pressures (Lee et al. 
2008b). However, as similar K-edge features at ~ 544 eV in fully polymerized glasses have been 
observed and indicated that the features are due to the formation of oxygen tricluster associ-
ated with the formation of highly coordinated Si (see section “XRS experiments”), the oxygen 
K-edge feature at ~544 eV in the MgSiO3 glass at pressures above 20 GPa may be attributed 
to the formation of the triply coordinated oxygen and changes in the short- to medium-range 
structures that are associated with the formation of the triclusters. The continuous increase in 
the fraction of the triclustered MgSiO3 melt at high pressures and temperatures thus needs to 
be taken into account in future modeling of properties of mantle melts in order to improve our 
understanding of the microscopic origins of the anomalous pressure dependence of solubility 
of elements (noble gases and volatiles) into silicate melts with pressure relevant to the Earth’s 
deep mantle and the geochemical and geophysical processes in the Earth’s interior (Lee et al. 
2008b). Note that there are number of other possibilities that lead to the formation of the peak 
at ~ 545 eV (Yi and Lee 2012): the theoretical confirmation of this proposal for the formation 
of oxygen tricluster in the glasses remains to be explored (see section “Insights from quantum 
chemical calculations” for further details).

Carbon K-edge XRS study

Bonding changes in compressed graphite. Carbon is one of the most important elements in 
the Earth system. The carbon atoms in crystalline diamond are characterized by sp3-hybridized 
orbitals with all four valence electrons, forming [4]C atoms. The carbon atoms in crystalline 
graphite are characterized by sp2-hybrid-
ized orbitals forming [4]C atoms. Amor-
phous carbon consists of 100% sp2 bonding 
at 1 atm and shows high thermal stability 
and chemical durability. Carbon K-edge 
XRS has been used to explore the pressure-
induced bonding transitions in graphite un-
der compression (Mao et al. 2003). Figure 
14 shows the C K-edge X-ray Raman scat-
tering spectra for graphite in horizontal and 
vertical directions with varying pressure 
where detailed characterization of carbon 
in sp2 and sp3 bonding under compression 
are revealed. The peaks labeled π* and σ* 
correspond to the 1s-πg* and 1s-σu* tran-
sitions, respectively. The C K-edge XRS 
spectrum for the a-plane showed only 
carbon atoms with σ-bonding regardless 
of pressures. The c-axis spectrum showed 
π-bonding but its intensity decreases ~50% 
at pressure above ~17 GPa. After the transi-
tion, the σ* bond intensity apparently in-
creases at the expense of the π*. The results 
confirm that the π-bonds between graphite 
layers convert to σ-bonds with increasing 
pressure. Combined with XRD results, the 
results showed that at high pressure above 
17 GPa, bridging carbon between graphite 
layers form σ-bonds, while the nonbridging 

 

Figure 14. Carbon K-edge XRS spectra for graphite 
in horizontal and vertical directions with varying 
pressure. The spectrum is plotted as normalized 
scattered intensity vs. energy loss (incident energy 
– analyzer energy). The top seven spectra were 
collected by orienting the DAC to probe the bonds in 
the c plane (vertical direction, c axis parallel to the 
DAC axis) and the bottom spectra to probe bonds in 
the a plane (modified from Mao et al. 2003).
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carbon remains unpaired. It was also reported that the high-pressure graphite phase is super 
hard, leading to a formation of indentations on the surface of diamond anvils (Mao et al. 2003).

Pressure-induced bonding changes in amorphous carbon allotrope. The pressure-induced 
bonding transitions in amorphous carbon forming diamond-like amorphous carbon were 
probed using XRS (Lin et al. 2011). Figure 15 shows C K-edge XRS spectra for amorphous 
carbon with varying pressure (compression and decompression as labeled). The peak at ~285 
eV corresponds to the 1s to antibonding π* transition, and the broad band at higher energy 
features the σ* bonding (from 1s to σ*). Upon compression, the XRS spectra show a gradual 
decrease in the π* intensity and an increases in the σ* peak. The C K-edge XRS spectrum 
for the amorphous carbon at ~44 GPa shows complete σ* bonding, forming [4]C (and thus 
formation of a 100% sp3-bonded carbon). Upon decompression, the π* peak (sp2 bonding) 
intensity gradually increases, indicating reversible sp2-sp3 bonding transitions (Lin et al. 2011).

Nitrogen K-edge XRS study. Nitrogen K-edge XRS has been utilized to probe pressure-
induced bonding changes in BN polymorphs (Meng et al. 2004): please note that boron K-edge 
XRS study of the same materials has been discussed previously (see section “Pressure-induced 
bonding transitions in crystalline boron nitride (BN)”). Here, we discuss the pressure-induced 
structural transitions in the BN polymorphs using nitrogen K-edge. Figure 16 shows N K-edge 
XRS spectra for BN with varying pressure. The XRS spectrum at 1 atm shows the π and σ bonds, 
characteristic of h-BN. The π and σ bonds show pressure-induced changes in edge features and 
intensities. After further compression to 14 GPa, formation of the new features at approximately 
410 eV is indicative of a phase transition to a hexagonal close-packed wurtzite structure  

  
Figure 15. Carbon K-edge XRS spectra for amor-
phous carbon with varying pressure (as labeled com-
pression and decompression). The spectra are plotted 
as normalized scattered intensity vs. energy loss (in-
cident energy–analyzer elastic energy of 9.887 keV). 
Scattering angle of 30˚ was used (modified from Lin 
et al. 2011).

  

Figure 16. Nitrogen K-edge XRS spectra of BN 
with varying pressure. The spectra are plotted as 
normalized scattered intensity versus energy loss 
(incident energy – elastic energy) (modified from 
Meng et al. 2004).
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(w-BN) (Meng et al. 2004). The overall similarity between the two electronic structures shown 
in the XRS spectra suggests that the bonding in w-BN is similar to that in c-BN: both w-BN and 
c-BN consist of sp3 bonding between B and N. Whereas detailed interpretation of XRS features 
necessitates the first principle calculations of the BN polymorphs, slight difference in XRS 
features for w-BN and c-BN phases indicates differences in their electronic density of states: 
the c-axis bond of w-BN has a more ionic nature than other bonds, while all bonds in c-BN are 
identical (Meng et al. 2004). 

Helium K-edge XRS study: electronic structure of crystalline 4He at high pressures. 
It is challenging to obtain an XRS signal for He due to overlap with other excitations and the 
backgrounds in the XRS spectra. However, a recent He K-edge study revealed the pressure-
induced bonding transition in He (Mao et al. 2010): background from Be gasket spectrum and 
diamond spectrum were subtracted to yield the spectra shown in the figure (Mao et al. 2010). 
Figure 17 shows the He K-edge XRS spectrum for 4He with varying pressure. The edge features 
include an exciton peak at ~23-26 eV, a series of additional excitations and a continuum tail 
at 26 to 45 eV. At 11 GPa the He was compressed to form a hexagonal close-packed (hcp) He 
single crystal. The XRS spectrum of 4He at 13.4 GPa reveals a steep edge at ~ 23.7 eV, a sharp 
exciton peak at ~24.4 eV, a broad series of unresolved peaks at ~27.5 eV, and a continuum 
at higher energy. The presence of the broad peaks at 26-45 eV suggests the existence of the 
Wannier exciton (weekly bound electron-hole pair), in addition to the presence of the Frenkel 
exciton (tightly bound electron-hole pair) (Marder 2000; Mao et al. 2010). 

Lithium K-edge XRS study: Pressure-induced structural transitions in Li in silicate 
glasses. In addition to intrinsic disorder associated with the distribution of network formers 

 Figure 17. Helium K-edge XRS spectra for 4He sample with varying pressure (as labeled). The spectra are 
plotted as normalized scattered intensity vs. energy loss (incident energy–analyzer elastic energy). To get 
sufficient counting statistics, the authors were able to accumulate the signal and background from 4He for 
one month of beam time at 13ID-C of the GSECARS and 16ID-D [21] of the High Pressure Collaborative 
Access Team (HPCAT) at the Advanced Photon Source (APS), and the Taiwan Beamline BL12XU [20] at 
SPring-8, Japan. A scattering angle of 40° was used, which corresponds to momentum transfer q of 0.992, 
0.998, and 0.972 for 11.9, 13.4, and 17, respectively. A panoramic DAC with large diamond anvils of 630 
mm culet diameter was used. The exciton peak position with molar volume is also shown (inset) (modified 
from Mao et al. 2010).
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(e.g., Si, Al, B, and Ti etc.), inherent structural disorder in the oxide glasses and melts includes 
topological disorder due to the distribution of cation-oxygen distance and bond angle variations 
involving network modifying cations (e.g., alkali and alkaline earth elements, such as Li, Na, 
Ca, Mg). The atomic environment of network modifying cations in oxide glasses is important 
for understanding transport properties including electric conductivity (Greaves and Ngai 
1995; Jund et al. 2001; Lee and Stebbins 2003). Li K-edge studies have been utilized to probe 
electronic structures around Li in the crystalline oxides at 1 atm (Krisch et al. 1997; Sandi et al. 
1998; Bergmann et al. 2002a; Tsuji et al. 2002). The coordination environment for Li in borate 
glasses has been recently studied using Li K-edge XRS up to 5 GPa (Lee et al. 2007).

Figure 18 presents Li K-edge XRS spectrum for Li-borate glasses at 5 GPa (Lee et al. 
2007). The result shows XRS features similar to that at 1 atm. Note that the broad Be plas-
mon feature (inset), due to Be gasket 
used in the DAC, complicates Li K-
edge spectrum. Nevertheless, the Be 
plasmon was effectively subtracted. 
Two weak features around 60 and 63 
eV were observed. The features are 
similar to those reported for crystal-
line Li-halides and Li-silicates and 
are due to a transition from 1s core 
electrons to valence band free orbit-
als (Bergmann et al. 2002b; Tsuji et 
al. 2002). The Li K-edge XRS spectra 
at 1 atm and 5 GPa are rather simi-
lar as expected from the similarity in 
the B K-edge XRS spectra measured 
at similar pressure ranges (Lee et al. 
2007). 

Insights from quantum chemical 
calculations

Experimental XRS studies have 
provided detailed information on 
pressure-induced bonding transitions 
in crystalline and amorphous earth materials at pressures up to ~70 GPa [e.g., 50 GPa for the O 
K-edge of SiO2 glass (Lin et al. 2007), ~39 GPa for the O K-edge of MgSiO3 glass (Lee et al. 
2008b), ~74 GPa for the Si L-edge of SiO2 glass (Fukui et al. 2008)]. The current pressure limit 
of ~40-70 GPa for XRS experiment (mostly limited by X-ray beam size and scattering geometry 
with the diamond anvil cell) poses a challenge to probing the detailed bonding environments in 
diverse silicate polymorphs stable above ~70 GPa. For example, because one of the important 
oxide phases in the Earth’s mantle, MgSiO3 post-perovskite (PPv) is stable near the core-mantle 
boundary at a pressure of ~120-135 GPa. The electronic bonding nature of the phase cannot be 
experimentally probed using current in situ high-pressure XRS experimental techniques. 

For the analysis of XRS features, inputs from ab initio calculations (cf., Jahn and Kowalski 
2014, this volume) are often necessary to establish the relationship between atomic configura-
tions and edge features. Theoretical calculations (e.g., ab initio calculations) allow us to predict 
XRS spectra (or any core electron excitation spectroscopy, energy loss near edge spectroscopy) 
for crystalline oxides at high pressure, overcoming the current difficulties of in situ high-pres-
sure experiments (Lin et al. 2007; Aryal et al. 2008; Meng et al. 2008; Fukui et al. 2009). Typical 
core electron excitation spectra (e.g., XAS, XRS, and EELS) for earth materials with low-z ele-
ment have traditionally been calculated using multiple scattering theory. The method has been 

 
Figure 18. Lithium K-edge XRS spectra for Li-B2O3 glasses 
at 1 atm and 5 GPa. The inset shows the Be plasmon back-
ground subtraction methods for XRS spectra at 5 GPa: a con-
tribution from the Be plasmon was fitted using a complex 
polynomial function and then subtracted from the spectrum 
(modified from Lee et al. 2007).
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useful for reproducing the core-electron excitation spectrum for high-z elements (Wu et al. 1997; 
Cabaret et al. 1998; Rehr and Albers 2000; Krayzman et al. 2006; Eustace et al. 2010; Jorissen 
and Rehr 2010; Rehr et al. 2010) but it has met with limited success for calculations of spectra 
involving low-z elements (e.g., see Rehr and Albers 2000, de Groot 2001 and references therein 
for detailed discussion as well as the previous theoretical efforts on oxides). Ab initio DFT theory 
has been effective in calculation of core-electron excitation spectrum for low-z elements such as 
silicate oxides (Rez et al. 1999; Mizoguchi et al. 2000; Mo and Ching 2000; Schwarz et al. 2002; 
Tanaka et al. 2002; Ikeno et al. 2004; Kim et al. 2005; Cabaret et al. 2007; Sakko et al. 2007, 
2010; Fukui et al. 2009; McLeod et al. 2010). The core-hole effect from the 1s-orbital of oxygen 
needs to be taken into consideration for the calculations of XRS spectra involving low-z elements 
(Tamura et al. 1995; Prewitt and Downs 1998; Mizoguchi et al. 2000; Luitz et al. 2001; Hebert 
et al. 2003; Hebert 2007). For example, O K-edge XRS experiments for SiO2 polymorphs were 
well-reproduced by the oxygen 2p-projected electronic PDOS (e.g., Fukui et al. 2009 and refer-
ences therein). The theoretical implementation of full-potential linearized augmented plane wave 
(FP-LAPW) methods have been effective in reproducing experimental XAS (and thus XRS) 
spectra for metal and simple phases (Blaha 2001; Hebert et al. 2003; Hebert 2007; Jorissen 2007; 
Fukui et al. 2009): Note again that XAS and XRS provide similar spectra under the dipole ap-
proximation (see “Comparison with other core-electron excitation spectroscopy and traditional 
experimental probes at high pressure” section above). The O K-edge XAS spectra of crystalline 
GeO2 was successfully reproduced by the calculated theoretical spectra (Cabaret et al. 2007). 
Recent theoretical calculations of the O K-edge XRS features of SiO2 glass at high pressure give 
insights into its densification mechanisms (Wu et al. 2012). These advances have recently been 
applied to calculate O K-edge XRS spectra for MgSiO3 perovskite and post-perovskite) and 
those for dense oxygen crystals. The relevant results are briefly summarized below.

The electronic origins of XRS features in the ε-phase of oxygen with pressure were 
explored using ab initio calculations (Meng et al. 2008). Figure 19 shows the calculated O 
K-edge XRS spectra with increasing pressures from 10 to 47 GPa (Meng et al. 2008). With 
increasing pressure, both π* and σ* peaks moves to higher energy, consistent with the XRS 
experiments (Meng et al. 2008). A continuous decrease in π* intensity in the ε-phase with 

 
Figure 19. Calculated oxygen K-edge XRS spectra of the ε-phase with varying pressure as labeled. Peaks 
labeled as ‘1’, ‘2’, and ‘3’ correspond to contribution from electronic transitions of 1s electron to π*, σ*, and 
the continuum states, respectively (modified from Meng et al. 2009).
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pressure indicates an increase in the π orbital delocalization. The results suggest an increase 
in the intercluster interaction with pressure in the ε-phase. With further increase in pressure 
the broad feature at ∼550 eV stemming from the σ*-like continuum state increases, suggesting 
prevalence of intercluster interaction in the ε-phase. We also note that similar ab initio methods 
have been applied to reproduce oxygen K-edge XRS spectra for SiO2 glass with varying 
pressure. The results revealed that the pressure-induced structural transitions in Si coordination 
number can also affect the energy shift in the O K-edge XRS features (Wu et al. 2012). 

Direct probing of the local electronic structure of mantle minerals, such as MgSiO3 
perovskite and post-perovskite, is challenging. The O K-edge XRS spectra for SiO2 and 
MgSiO3 polymorphs (i.e., α-quartz, stishovite, ortho-enstatite, ilmenite-type MgSiO3, MgSiO3 
perovskite, and post-perovskite) were calculated based on the FP-LAPW method to achieve 
improved insight into the origins of distinctive O K-edge features for MgSiO3 polymorphs 
from their short-range structures and topology using the Wien2k code (Blaha 2001) (see Yi 
and Lee 2012 for computational details). Figure 20A shows the calculated O K-edge XRS 
spectrum for MgSiO3 PPv. Two crystallographically distinct oxygen sites of MgSiO3 PPv are 
a corner-sharing oxygen atom, [6]Si-O1-[6]Si [O1 site], and an edge-sharing oxygen atom, [6]

Si-O2-[6]Si [O2 site], as shown in Figure 20B. The full spectrum was calculated by combining 
the results from these two sites. Both the O1 and O2 sites of MgSiO3 PPv yield characteristic O 
K-edge features as shown in Figure 20C. Figure 20D shows the calculated PDOS for oxygen, 
confirming that the oxygen 2p-state component contributes to the overall shape of the total O 
K-edge XRS spectrum (Yi and Lee 2012). 

Figure 21 shows the calculated O K-edge XRS spectra for SiO2 and MgSiO3 polymorphs 
(Yi and Lee 2012). The calculated spectra are consistent with the experimental O K-edge XRS 
(red) spectra (Lin et al. 2007; Lee et al. 2008b) (see section “X-ray–induced dissociation of 
H2O and formation of an O2-H2 alloy at high pressure” above). While future XRS experimental 
confirmation for MgSiO3 PPv with improved X-ray optics and photon flux remains to be 
explored, the spectrum is expected to be similar to the calculated O K-edge XRS spectrum for 
MgSiO3 PPv shown here. 

The ab initio calculations provide crystallographic site-specific analysis of O K-edge 
features (Yi and Lee 2012). Figure 22 presents the calculated O K-edge XRS spectra for MgSiO3 
polymorphs (Yi and Lee 2012). It is clear that the O K-edge spectrum shift to higher energy  
(~ 3-4 eV) with increasing degree of densification in atomic arrangement in MgSiO3 polymorphs 
(from enstatite to PPv) (Fig. 22A). O K-edge features for the corner-sharing oxygen moves to 
higher energy from enstatite to PPv (121 GPa) (Fig. 22B). The features are mainly affected by 
the silicon coordination environment, O-O proximity, and Si-O bond lengths. A peak shift for 
edge-sharing oxygens in ilmenite-MgSiO3 and PPv is also observed (Fig. 22C). A similar trend 
in pressure-induced edge energy shift has been reported for simple elements (e.g., O, Ne, and 
Cl), solid oxygen, as well as archetypal single component oxide glasses (see section “Oxygen 
K-edge XRS study of archetypal oxide glasses (SiO2, GeO2, and B2O3) at high pressure” above) 
(Cruz et al. 2005; Lin 2007).

Figure 23 shows the O K-edge XRS spectra for MgSiO3 glass at 1 atm and 39 GPa 
compared with the calculated O K-edge features for MgSiO3 Pv and PPv. The O K-edge feature 
for MgSiO3 glass at ~39 GPa is comparable to the changes in the O K-edge features of MgSiO3 
Pv and PPv. The spectral differences between the local oxygen configurations of MgSiO3 Pv 
and PPv and the changes in the O K-edge features imply that a densification of crystalline 
silicates (via formation of highly coordinated Si and enhanced proximity between oxygen 
atoms) leads to a shift of edge features into higher energy region. 
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REMAINING CHALLENGES AND OUTLOOK: APPLICATIONS OF  
NEW K-, L-, M-EDGE XRS, XRS WITH MOMENTUM TRANSFER,  

IN SITU HIGH-TEMPERATURE AND HIGH-PRESSURE XRS STUDY  
FOR MULTI-COMPONENTS GLASSES 

In the previous sections, we have provided a summary of previous XRS studies on several 
popular K-edges (e.g., carbon, nitrogen, boron, oxygen) as well as less utilized K-edges (e.g., 
helium and lithium). Here, we briefly discuss additional XRS studies utilizing L- and M-edges 
for loosely bound electrons, XRS studies with momentum transfer, and XRS experiment 
involving multi-component oxide glasses. We then discuss other current and challenges and 
future studies.  

 
Figure 20. (A) Calculated oxygen K-edge XRS spectra for MgSiO3 Post-Perovskite (PPv); the spectrometer 
broadening parameters (g) for Gaussian broadening FWHM are 0.0 eV (thin black solid), 0.5 eV (black 
solid), and 1.0 eV (black dashed). (B) The crystal structure of MgSiO3 PPv and the crystallographically 
distinct oxygen sites (O1, corner-sharing oxygen; O2, edge-sharing oxygen). (C) O K-edge XRS spectra for 
MgSiO3 PPv for each oxygen site and total O K-edge XRS spectrum (black solid), corner-sharing oxygen 
(O1, red solid), and edge-sharing oxygen (O2, blue solid). The Gaussian broadening (g) FWHM of 0.5 eV 
is used. (D) PDOS for each orbital of MgSiO3 PPv. The Gaussian broadening FWHM for PDOS is 0.04 Ry 
(red solid, oxygen s-state; blue solid, oxygen p-state; green solid, oxygen d-state; black solid, total DOS 
of oxygen); the crystal structure of MgSiO3 PPv is shown in the inset (Modified from Yi and Lee 2012). 
Quantum chemical calculations were performed using the Wien2k code, which utilizes a full-potential linear 
augmented plane wave plus local orbital methods (FP-LAPW+lo) (Blaha 2001). For computational details 
see Yi and Lee (2012).
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Application of L- and M-edge XRS techniques to oxides and silicates under pressure

While the application of XRS can be effective for providing element specific information 
on atomic configurations, its application has focused on the low-z elements in the 2nd row of 
periodic table. Furthermore, the XRS features in the 10-100 eV region can be complicated by 
diverse sources of background signals (e.g., Compton scattering peak, Be plasmon) that overlap 
with the IXS features in these region. Be plasmon due to Be gasket can be effectively removed 
as shown in the previous Li K-edge study (Lee et al. 2007). As the Compton peak position 
moves to higher energy and its peak width gets broader with increasing scattering angle (2θ), 
the inelastic X-ray scattering spectrum within 10-100 eV region can be probed by carefully 
adjusting scattering angle and geometry (Lee et al. unpubl data). In Figure 2, we also showed 
Ca M-edges (20-40 eV) for Ca-silicate glasses. Similar approaches can be applied to diverse 
Ca-bearing silicates and oxide under extreme pressure. However, L-, M-, and N-edge XRS 
spectra for high-z elements have also provided useful information on electronic structures by 
probing excitations of electron from p and d orbitals to unbound states. The edges studied using 
XRS at 1 atm are the L-edges (from 2p to virtual states) of Na, Si, and Ba, M-edges (from 3p to 
virtual states) of 3d metals, N-edges (from 4d to unbound states) features of barium, lanthanum 
and cerium materials, and O-edges (from 5d to unbound states) features from compounds 
consisting of actinides (see Sternemann et al. 2007a,b and Gordon et al. 2011 and references 
therein). The application of theses edges focused on the structure of simple systems at 1 atm. 
With a possible exception of a recent Si L-edge (~120 eV) study of SiO2 glasses under pressure 
above 70 GPa (Fukui et al. 2008), these edges have not been explored for the silicates and 
oxides at high pressure. 

In order to explore the pressure-induced changes in the structure of network modifying 
cations in silicate glasses at high pressure, Ca L-edge XRS spectrum for CaSiO3 glass at 1 
atm and 21 GPa are presented (Fig. 24). The two features at ~349 and 353 eV are due to an 
excitation of an electron from the Ca 2p-state with total angular momentum of 3/2 and 1/2 
into unoccupied states (labeled as, L3, L2 transitions), respectively (cf., Henderson et al. 2013). 
The L3/L2 ratio at high pressure is somewhat smaller than that at 1 atm: because the signal 
to background (S/B) ratio is low for the spectrum at high pressure, the change in L3/L2 ratio 
may result from spectral uncertainty. However, the change could also imply structural changes 
(e.g., average coordination number) around Ca in the glasses at high pressure. Furthermore, it 
may suggest the presence of a potential spin transition (from high spin (L3) to low spin (L2)) at 
pressure. Further experimental and theoretical efforts are necessary to provide atomistic origins 
of the change.

 
Figure 24. Calcium L-edge XRS spectrum for CaSiO3 glass with varying pressure. The features at ~349 and 
353 eV are due to an excitation of a core electron from the Ca 2p-state with total angular momentum of 3/2 
and 1/2 into unoccupied states (labeled as., L3, L2 transitions), respectively. 
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Application of XRS technique to multi-component oxide glasses under pressure 

While materials with relatively simple compositions (pure elements, single component 
and binary earth materials) have been thus far studied, further efforts to reveal the structures of 
multi-component earth materials are necessary to account for the variations in the properties of 
natural earth materials. Intrinsic disorder inherent in multicomponent (i.e., beyond quaternary) 
oxide glasses, however, makes it difficult to resolve their atomic structures at both ambient and 
elevated pressure conditions as peak overlap (or double differential scattering cross section) 
increases with increasing numbers of components. While this aspect could also pose a serious 
problem for any spectroscopic and scattering technique, an element specific like XRS could be 
potentially useful in revealing the densification mechanisms of these multi-component oxide 
glasses. 

Indeed, XRS has been applied to probe local atomic configuration around oxygen in 
multi-component model basaltic glasses (Ca-Mg aluminosilicate melt of diopside-anorthite 
eutectic composition, Di64An36) at 1 atm and the glass under shock compression (Lee et al. 
2012). The structures of shock compressed glasses are essential to understand the changes in 
the corresponding melt properties under dynamic compression and magmatic processes in 
the Earth’s interior (Ahrens 1996; Okuno et al. 1999; Reynard et al. 1999; Akins et al. 2004; 
Shimoda et al. 2004; Tschauner et al. 2009). O K-edge XRS provides an opportunity to reveal 
the shock-induced transitions in atomic environments around oxygen in unshocked and shocked 
model basaltic glasses (Lee et al. 2012). Figure 25 shows the O K-edge X-ray Raman spectra 
for unshocked (black) and shocked Di64An36 glass (red spectrum) (Lee et al. 2012). A dominant 
peak at 538-540 eV is prevalent for both unshocked and shocked glass and is due to an excitation 
of a core electron from the oxygen 1s-state into unoccupied oxygen 2p-states stemming from 
four-coordinated Si atoms, similar to features in other silicate glasses at 1 atm (Lin et al. 2007; 
Lee et al. 2008b). Shock compression apparently leads to a slight edge energy shift (~1 eV). O 
K-edge features move to higher energy with an increasing degree of densification in Mg-silicate 
polymorphs due to an increase in the energy of unoccupied oxygen 2p-states (Yi and Lee 2012). 

Figure 25. Oxygen K-edge XRS spectra for glass with a diopside–anorthite eutectic composition (Di64An36) 
quenched from melts at 1 atm and recovered after shock compression. The spectra were plotted as nor-
malized scattered intensity vs. energy loss (incident energy – elastic energy). The X-ray Raman scattering 
spectra for the unshocked and shocked Di64An36 glass were collected at HPCAT sector 16ID-D of the APS. 
X-ray Raman spectra were collected for the samples (~200 mm) attached to 100-mm glass fibers mounted 
directly on the goniometer. The spectra were collected by scanning the energy of the incident beam relative 
to the analyzer with a fixed elastic energy (E0) of ~9.886 keV at a scattering angle of 20°. A linear array of 
17 spherical Si(555) analyzers operating in a backscattering geometry was used. The X-ray beam size was 
approximately 50 mm(H) × 30 mm(V) (modified from Lee et al. 2012). 
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The current result thus suggests a densification of the Di64An36 glass upon shock compression. 
We note that due to the pronounced uncertainty in spectral features (stemming from low signal/
background ratio of the spectrum and insufficient signal averaging), the observed shift should 
not be regarded as strong evidence for noticeable structural transitions (e.g., coordination 
number of Si) after shock-compression but may result from mostly topological changes (bond 
angle and lengths and medium-range structure) (Lee et al. 2012).

Application of new K-edges (elements in the 3rd row of the periodic table) and momentum 
transfer XRS to crystals under pressure

The XRS signal intensity tends to decrease with increasing atomic number of elements 
(e.g., Na, Mg) and thus it is still a challenge to collect sufficiently high quality XRS spectra for 
Na and Mg in silicates and oxides. Note that Na K-edge XRS has probed the electronic structures 
of NaCl and NaF (Nagle et al. 2009). These edges have not been utilized for oxides and silicates 
at 1 atm so far but the edge features will be potentially useful to probe the local structure of 
other Na compounds as well as Na-bearing silicate glasses and minerals. Its application to 
diverse glasses and crystals at high pressure also remains to be explored. Additionally, revealing 
the momentum-transfer dependent edge feature can provide studies of non-dipole transitions 
in materials (Caliebe et al. 2000; Hamalainen et al. 2002; Soininen et al. 2006; Gordon et al. 
2011). This aspect has not been fully utilized for the study of earth materials under pressure but 
is potentially useful in resolving the detailed nature of bonding in iron bearing oxide glasses 
and/or transition metal sites in the earth materials.

In situ high-temperature and high-pressure XRS studies 

Further study of effect of high temperature is another target of future research. Current 
experiments are mostly for room temperature applications. The future development of 
measurement techniques (involving laser heating) operating at higher temperature ranges seems 
necessary to explore the effect of temperature on electronic bonding transitions in oxides under 
pressure. Conventional external heating and/or laser heating technique can be implemented with 
DAC, allowing us explore the effect of both temperature and pressure on electronic bonding 
simultaneously (Mao and Mao 2007)

Outlook and prospects

As XRS beamlines have been experiencing major experimental improvements and 
upgrades during the last couple of years in several synchrotron radiation sources, and technical 
advances with X-ray optics and DAC cell design are likely to be continued, development of 
efficient XRS protocols with improved DAC cell design and X-ray optics with better photon 
flux is certainly expected. These notable advances may also hold some promise for studying 
the structure of diverse earth materials under pressure. Additionally, because the application of 
XRS to earth materials at high pressure is relatively new and has only been applied to a limited 
number of earth materials, current XRS methods with ~ 1 eV resolution and with fluxes of ~1013 
photons/s/eV can still be extremely useful to probe structural transitions in oxide glasses and 
crystals under compression. While many challenges remain, the XRS technique is a promising 
tool for probing pressure-induced changes in detailed atomic structures at elevated pressures.
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INTRODUCTION

One of the most astonishing properties of minerals is luminescence, usually observed 
under ultraviolet light excitation in the laboratory or field as a bit of a curiosity, but increasingly 
a subject of detailed study utilizing electron beam and laser instrumentation that reveals highly 
specific electronic structure information and mineral histories. 

Volume 18, Chapter 14 of Reviews in Mineralogy & Geochemistry (RiMG) presented an 
overview of mineral luminescence, including an introduction to some of the relevant processes 
and mechanisms, and a brief catalog of observations for some commonly luminescent 
minerals (Waychunas 1988). Later, Volume 48 Chapter 19 of RiMG contained a thorough 
survey of luminescence in apatite minerals (Waychunas 2002) and since then, the EMU Notes 
in Mineralogy Series Volume 6, Chapter 2 reviewed luminescence techniques with classic 
examples (Nasdala et al. 2004). In the present chapter the emphasis is on methodology and 
application with luminescent studies undertaken in the last two decades. During this time 
three types of investigations have seen more prominence: 1) mineralogical studies using 
gated laser-excitation to reveal luminescent mechanisms, electronic structure and specific 
activators; 2) use of cathodoluminescence in petrology to give information on provenance 
and thermal/radiation history, and to aid in phase and trace impurity identification; and 3) 
thermoluminescence measurements to yield thermal history and age information. These three 
types of investigations and typical results constitute the main body of this chapter, once the 
general aspects of luminescence phenomena have been introduced.

Luminescence spectroscopy has traditionally been done with instrumentation common to 
optical (UV-vis-IR) analysis, but this has evolved with the advent of sophisticated and flexible 
laser excitation systems, and efficient cathodoluminescence apparatus for electron microprobe 
and SEM installations, both of which have greatly extended both the specific information 
content and sensitivity of analysis. Accordingly more space is spent on these newer approaches 
in this chapter, though a discussion of terminology, basic mechanisms and processes, and 
luminescent centers is introduced using classical methodology to make it compatible with the 
optical spectroscopy chapter in this and past volumes. 

THE TYPES AND PHYSICAL PROCESSES OF LUMINESCENCE

Luminescence

Luminescence is the emission of light from a substance separate from black body (ther-
mal emission), and incorporates excitations produced by higher energy photons (UV, X-ray, 
gamma ray), by chemical agents such as free radicals or energetic ions (chemiluminescence 
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and candoluminescence), by particle radiation (e.g., alpha particles), by electrons (cathodo-
luminescence, beta-excited luminescence), by ions (ionoluminescence), sound (sonolumines-
cence), and by mechanical action (triboluminescence). The excitation energy usually needs to 
be greater than the energy of the emitted photons, but it is possible to have luminescence due 
to the sum of two electronic absorptions (two photon transitions) or thermal plus electronic 
photon absorptions where the emitted photon energies are larger than the single highest energy 
excitation photon (anti-Stokes luminescence). Another pathway is the use of a low energy 
photon (thermal or electronic) to trigger decay of a previously excited state that did not result 
in luminescence (thermoluminescence, optical-stimulated luminescence or OSL). 

Fluorescence

Fluorescence (or Photoluminescence – PL) is the emission of a visible photon (generally, 
though sometimes this term is used for IR or UV emission) after absorption of a photon with 
higher energy, the difference being called the Stokes shift (Fig. 1). Under ideal circumstances 
it is possible to observe resonant emission, i.e. at the same energy as the excitation, corre-
sponding to no loss of thermal energy in the absorber prior to emission. Depending on the 
electronic transitions connected with absorption and emission, fluorescence can have a broad 
range of lifetimes. Fluorescence is commonly studied with UV excitation, and mineral lumi-
nescence is frequently discussed with respect to the common UV bands UVA, UVB and UVC, 
and the readily available UV sources, excited Hg vapor 366 nm UVA emission, UVC-excited 
UVB phosphors ranging from ca. 300-325 nm, and excited Hg vapor 254 nm UVC emission, 
respectively. However for complete analysis the entire excitation spectrum of mineral fluores-
cence is required for all strong emission bands.

Figure 1. Fluorescence and phosphorescence processes in a configurational coordinate diagram. The in-
ternuclear separation change upon excitation (e.g., metal-oxygen bond) is scaled in the figure but typically 
may be on the order of 5-10% in inorganic systems. Fluorescence is shifted in energy from the absorption 
due to one or more vibrational excitations. Phosphorescence is a separate emission transition from a triplet 
spin state (in organic molecules) to a ground singlet state, or generally a spin-forbidden transition. Each 
potential energy curve defines an electronic state of an activator system. (modified image from Wikimedia 
commons).
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Phosphorescence

Phosphorescence and Afterglow are terms referring to luminescence emission once the 
excitation source is extinguished, but the usage of “phosphorescence” in the literature is 
inconsistent. Phosphorescence was originally used to describe the long fluorescence lifetimes 
associated with singlet-triplet (spin-forbidden) electronic transitions in organic solids (Fig. 1). 
In many such cases the lifetimes of excited states can approach seconds, and hence a long-
lived emission post excitation is readily visible to the eye. This term has come to be used 
for all emission that is “slow” by eye, though spin-forbidden emission in transition metal 
oxides and silicates with lifetimes of milliseconds is usually considered fluorescence. Also 
Thermoluminescence is often what is seen when a source is turned off, representing the slow 
emission of shallow depth trapped electrons from ambient temperature. The term Afterglow 
avoids all the confusion, and is simply defined as whatever is observed once excitation is 
stopped.

Thermoluminescence

Thermoluminescence (TL) is thermally activated fluorescence, with the trigger being 
stimulation of electrons that have entered trapping states during excitation (Fig. 2). In the 
energy band model electron trapping states are present below the conduction band and above 
the Fermi energy (mean level of highest energy filled electronic states). The thermal trigger is 
thus the energy difference between trapping level and the bottom of the conduction band. The 
energy difference is called the trap “depth” and is expressed in energy units or as equivalent 
temperature (kT). Once electrons are freed from traps they enter the conduction band where 
they can move through the structure until interacting with a luminescence center where they 
can recombine to produce an excited state that subsequently can decay to the ground state and 
emit light. Alternatively, trapping states can be on structural positions close enough to activator 
centers so that there can be direct energy transfer without involving the conduction band. This 
happens in minerals with high concentration of trapping states, and produces different TL decay 

Figure 2. Thermoluminescence process in a simple band model. Excitation at the band gap energy (1) can 
lead to band gap emission (2) or to electron trapping (3). Thermal energy or photon excitation can lead to 
emptying of the trap (4) returning the electron to the conduction band and possible reemission (2). Impurity 
atoms having ground and excited states in the band gap can also be excited from the conduction band or from 
released trapped electrons (5). The atoms can also be excited directly (6) without involving the conduction 
band, leading to localized emission (7). Defects physically near an impurity atom can also function as traps 
for an impurity atom.
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profiles. Typical TL trapping centers may be damaged sites produced by radioactivity (e.g., 
ion vacancies or interstitials), stacking faults, or other structural defects. Ion substitutions in a 
structure that are positively charged and thus can bond an excited electron generated locally, 
e.g., As5+ substituting for Si4+ in Mn2+ activated willemite (Zn2SiO4) are another type of trap. 
TL also can be excited by photons as optically stimulated luminescence (OSL) (or IRSL in the 
case of infrared photons), and this is particularly effective using powerful diode lasers. OSL is 
notably used in radiation dosimetry technology but has a significant geological application in 
dating sediments up to several tens of thousands of years old. Bos (2007) described the theory 
behind the basic TL process for a system with one trapping center and one recombination 
center, which affords a good introduction to the process. A more detailed theoretical treatment 
including the full complexity of the phenomenon and including simulation calculations is 
available (Chen and Pagonis 2011).

Cathodoluminescence

Cathodoluminescence (CL) can be observed in any electron-beam device and is now 
popularly measured quantitatively in SEM and electron probe microanalyzer (EPMA) 
instruments, as well as bench-top optical microscope based systems. As electrons in a beam 
device have energies far in advance of UV photons (usually thousands of eV compared to 3-10 
eV or so) besides direct excitation, a cascade of processes (Fig. 3) ensue in a solid that all affect 
excitation of luminescence (Garlick 1962; Götze and Kempe 2009). Besides this, the energy 
density for electron beam excitation far exceeds what is available except with high power focused 
lasers, so that even very weak excitation processes may be activated and contribute to emission. 
Activation is to a depth on the order of microns in general, but any high energy X-ray and UV 
photons produced in the cascade may excite luminescence over a larger volume. This type of 
excitation has many advantages over classical spectroscopy, but there are also accompanying 
limitations. It can be an excellent phase identification tool, able to map small phases that might 
be hard to distinguish by regular optical means, or even by EPMA. It also can reveal very 
small amounts of activators, e.g., trivalent rare earths, Mn2+, as well as structural defects that 
may trap electrons by creating localized states (Götze and Kempe 2009). As structural defects 
are related to the temperature of formation, and other physical processes that the sample may 

Figure 3. Interactions of an electron beam with a solid surface showing the affected volume of a sample 
and types of emitted radiation (lef t), and indirect process of exciting cathodoluminescence (right). X-ray 
emission includes both characteristic and continuum varieties. [Used with permission of Springer-Verlag 
from Götze and Kemp (2009), Fig. 1.2.]
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have undergone, CL can be a powerful tool in evaluating formation or alteration history. All of 
this can be done on a micron or smaller scale, enabling imaging of impurities, crystal defects, 
growth patterns and other formation or alteration features (Yacobi and Holt 1990). Limitations 
include inability to measure excitation spectra, so all analysis is done via emission spectra, and 
restrictions on time-resolution methodology. Hence CL is not always a strong technique for 
identification of activators except possibly by comparison with spectra from synthetic well-
characterized materials, and with use of other types of complementary spectroscopy. This 
works particularly well with rare earth activators that have sharp f -f  transitions whose energy 
is generally independent of site in the host material. Defects that give rise to CL are often 
more complicated to identify, although a significant effort has been devoted to silica defect 
characterization. CL emission spectra are likely to deviate markedly from fluorescence spectra 
created with UV light, as the threshold for exciting luminescence centers is far smaller with CL.

X-ray excited optical luminescence

X-ray excited optical luminescence (XEOL) is a relatively new technique that takes 
advantage of the characteristic energies of elemental X-ray absorption. In this method specific 
luminescent centers or activators (see below) can be preferentially probed as causes of 
emission, hence directly identifying the responsible impurity. XEOL can be used with XAS 
spectroscopy to recover the X-ray absorption spectrum (EXAFS or XANES) of the emission 
center, hence potentially revealing if it is a substituent, defect site or minor phase inclusion, 
and the local molecular structure in its vicinity (Taylor et al. 2013). Time-resolved studies 
into the picosecond regime are also possible taking advantage of synchrotron bunch timing 
structures (Ko et al. 2006; Mosselmans et al. 2012).

Activators, sensitizers, and quenchers

Activators. Activators are substituents in a mineral that confer luminescent activity. 
Usually they have electronic structure with absorption transitions in the UV, and emission 
transitions in the visible. A simple example is Cr3+ with transitions in the UV, blue, and red, 
all exciting fluorescence in the red. The Cr3+ transitions are associated with 3d electronic 
states, and are said to be metal ion states. Other activators have energy states with a large 
ligand contribution, and the states are more properly described by molecular orbitals (MOs) 
of mixed character. An example is MoO4

2−, molybdate, where the main luminescent transition 
is a charge-transfer band, i.e., a transition from a mainly metal MO to an excited state that is 
mainly ligand type. In such a case the activator is the entire molybdate cluster. In insulating 
minerals, the electronic states of the activator are usually located in the band gap energy 
range and hence excitation can be localized to the activator if it is photon-excited, e.g., with a 
fluorescence spectrometer or with UV radiation. Band gap excitation would dominate in the 
case of cathodoluminescence (Fig. 2 arrow 5).

Sensitizers. These combine with activators to foster luminescence, and operate in several 
ways. If the potential activator has only forbidden (weak) excitation transitions, then instead 
of being activated directly, say by UV, it can instead receive the excitation energy from the 
sensitizer. The classic case is Mn2+ luminescence in calcite. Mn2+ has 3d transitions that 
are spin forbidden and thus very weak, so Mn2+-activated luminescence excited by UV is 
extremely weak without a sensitizer. (However it is observable with the intense energy density 
possible with CL or laser excitation.) If the sensitizer is Pb2+, there is strong absorption in 
UVC due to Pb2+ charge-transfer excitation. The excitation energy is directly transferred to a 
nearby Mn2+, assuming proximity due to sufficient concentration, which will then emit in the 
orange-red. The forbidden emission transition has a lifetime of many milliseconds, giving rise 
to afterglow regardless of the absence of trapping levels. Similarly, rare earth impurities can 
absorb UVA and UVB energy and sensitize Mn2+ emission. Sensitizers may include an entire 
structural unit of a mineral, such as a silicate network, that absorbs UV preferentially.
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Quenchers. These are ions whose electronic states can efficiently accept excitation 
energy by a variety of processes and convert it entirely into thermal energy. Hence they remove 
excitation energy from other excited activators and provide an alternative “nonradiative” 
pathway to return to the ground state. Important examples are ions with strong charge-transfer 
absorption bands. Quenching can also occur from self-absorption effects at high activator 
concentrations, from defects in a structure that provide pathways for nonradiative energy 
transfer, and by increased temperature. Temperature-quenching affects luminescence by 
making it more likely for the excited state of an activator or luminescent center to intersect the 
ion’s own ground state, or that of another activator or defect, and thus bleed off all excitation 
energy into thermal vibrations. Some concepts for activators, sensitizers and quenching are 
shown in Figure 4.

Activators, sensitizers, and quenchers may be substitutional impurities in a structure, such 
as Mn2+ Fe2+, and Pb2+ in calcite, or they may be intrinsic constituents, such as molybdate 
or tungstate in powellite and scheelite, respectively. Or, they may be defect states such as 
vacancies with strongly trapped electrons or charge-compensating ions. Radiation damage 
often can create defect states that can act as luminescent centers. In some cases the defects 
include multiple substitutions and clusters with various charge states. This is the situation with 
nitrogen defects in diamond, the luminescence of which have been thoroughly studied (e.g., 
Gaft et al. 2005).

Defect states are important electron traps and we customarily distinguish defects that 
can bind electrons that can readily be removed by thermal (or optical) excitation creating TL 
and OSL, from more tightly bound electronic states that are stable to higher temperatures. 
However defect states can exist over a wide range of energies. CL in quartz is due to a large 
number of possible defect states created by lattice vacancies, dangling bonds, and charge states 
produced by heterovalent cation substitutions (e.g., Al for Si) among other possibilities (Götze 
et al. 2001, 2005). Quartz has been extensively studied, but it is likely that related defect states 
exist in many silicates and the topic has been incompletely explored.

Figure 4. Activators, sensitizers and quenching impurities. Configurational coordinate diagrams showing 
approximate topologies. (A) Activator excitation (1), vibrational relaxation (2), emission (3). (B) Sensitizer 
excitation (4), intersystem crossing to excited state of activator (5), emission from activator (6). Note that 
the activator is essentially quenching possible emission from the sensitizer. (C) temperature quenching of 
activator. At sufficiently high temperature the ground and excited state can intersect allowing energy to 
bleed off as vibrational relaxation (radiationless transition).
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Emission and excitation spectra

Absorption spectra record the energies of electronic transitions from ground to various 
excited states of an activator or luminescence center, while emission spectra record only the 
transition from the particular excited state that produces emission. In rare cases two excited 
states of the same activator may both produce emission from a single type of excitation, if 
they are near in energy, or can transfer energy between one another. Excitation spectra record 
the electronic transitions that give rise to a given emission, and hence they show all electronic 
transitions to higher energies that can transfer energy to the excited state and produce 
emission. This means that comparison of the excitation spectrum of an unknown activator 
with characteristic absorption spectra of the same ion or center can identify that ion as the 
activator, as they must have the same energy levels and energy level spacings. This is shown 
for a simple case in Figure 5 where the electronic states of Cr3+ in octahedral coordination by 
oxygen (the case for ruby) are shown. One can see the absorption and excitation spectra are 
equivalent, while only the ground state 2E is seen in the emission spectrum. Another example of 
excitation/absorption spectrum comparison is Fe3+ in tetrahedral coordination in feldspar, as is 
shown in Figure 15 of Waychunas (1988). Collection and analysis of spectral data is analogous 
to optical absorption spectroscopy (see Rossman 2014, this volume), inasmuch as selection 
rules and electronic states are identified in the same manner. Excellent summaries are available 
that discuss general aspects of luminescence spectroscopy (e.g., Blasse and Grabmaier 1994; 
Henderson and Imbusch 2006), while mineralogical luminescence spectroscopy has been 
presented mainly as catalogs of spectra with chemical and structural interpretations (Gorobets 
and Rogojine 2002; Gaft et al. 2005), besides the review chapters noted earlier. 

An important difference between luminescence and optical absorption spectra is the fact 
that all luminescence spectra depend on two transitions, an absorption and emission process. 
In the case of sensitized luminescence there is an additional energy transfer between centers. 
Essentially all luminescence processes also involve the generation of vibrations that depend 
on local structure. Whereas calculation of optical spectra absorption transition probabilities 
is possible, excited state calculations necessary to simulate the emission transition as well 
as all energy transfer processes are relatively more difficult. Hence there is direct modeling 

Figure 5. Relationship of excitation, emission and absorption spectra. (A) Section of Tanabe-Sugano dia-
gram for 3d3 ion (Cr3+) in an octahedral crystal field in ruby showing electronic states involved in lumines-
cence. Ligand field in ruby is indicated by dashed vertical line and horizontal dashed lines indicate energies 
for the transitions. Note that the state field dependencies (slopes of the curves) correlate to band width. (B) 
Transitions for absorption in ruby (4A2 → 4T1,4T2), vibrational relaxations (see Fig. 1), and fluorescence 
emission transition. (C) Absorption spectrum consistent with B. (D) Excitation spectrum showing absorp-
tion bands leading to fluorescence emission. (E) Emission spectrum (single narrow band).
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of luminescence spectra only for certain materials applications, notably laser crystals, and 
the results are generally semi-quantitative. More precise calculations are possible for organic 
molecules in solvents.

Semiconductor vs. insulator models

Luminescence processes differ between insulating (large band gap) and semiconducting 
(narrow band gap) minerals. In insulators the electronic states responsible for photoluminescence 
are usually within the band gap, and hence most excitations are localized. With semiconducting 
materials the transitions include the conduction band, and are thus delocalized. Such transitions 
produce photoconductivity, as electrons are added to the conduction band via excitation. 
Luminescence in photoconductive minerals is relatively less important in mineralogy, as 
most rock-forming minerals that frequently show luminescence are large band gap insulators 
(feldspars, quartz, amphiboles, pyroxenes, carbonates, halides, phosphates). Exceptions are 
ZnS, and a few rare sulfides and halides, and these can show very interesting luminescent 
properties. For example, impurities in ZnS can produce practically any emission color. Band 
properties are also important in thermoluminescent systems where trapped electrons are 
assumed freed into the conduction band even in large band gap minerals. The high excitation 
energy of cathodoluminescence can also involve the band gap in creating electron-hole pairs 
and a cascade of luminescent processes.

Luminescence in organic molecules and structures

Most of this chapter deals with inorganic systems, but just as mineralogy-geochemistry 
has evolved during the past few decades to embrace systematic and pervasive interactions with 
organic reactions and biogeochemical processes, the importance of luminescence studies of 
organic environmental materials is likely to increase dramatically. The overall description of 
luminescent processes above is applicable to organic molecules and condensates with some 
differences. Electronic transitions in organic molecular structures that give rise to luminescence 
usually involve π-bonding molecular orbitals and hence are generally associated with aromatic 
structures and molecules with multiple C=C double bonds. These systems are well described 
using configurational coordinate diagrams, and historically a vast amount of literature has 
been written on luminescence in organic systems exploring the associations of molecule 
structure with electronic structure, and thus the changes in fluorescence and the efficiency of 
fluorescence with variations in ring structure, side organic chains, types of functional groups 
and many other chemical aspects (Valeur 2001). 

Some general trends in molecular structure include: 1) shift in the energy of the lowest 
excited state as aromatic systems are extended. Hence larger π-bonded systems have absorption 
bands that shift to lower energies, and often have lower energy emission bands; 2) shifts in 
excited state energies associated with electron-withdrawing substituents such as F−, Cl− and 
Br-; and 3) significant changes in efficiency with configurational changes, and with the nature 
of solvating species, e.g., water versus less polarized molecular media. 

Luminescence spectroscopy with organic materials are commonly done using statistical 
and “fingerprint” approaches as the materials are usually comprised of a large number of species, 
and analysis of spectra as if only a few species are present is not effective. Hence approaches 
such as total luminescence spectra analysis (see next section) are commonly utilized, and 
analysis often involves correlation of features or bands with standards. It is expected that 
this area will advance to more detailed molecular specificity as selective excitation and time-
resolved measurements are more commonplace. 

Total Luminescence Spectra

A relatively new way to present and use luminescence spectra is by plotting measured 
luminescence intensity vs. emission and excitation wavelengths in a 2D or 3D plot (Fig. 6), 
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called a total luminescence spectrum (TLS) or an excitation-emission matrix spectrum (EEM). 
Instead of analyzing particular spectral features and electronic structure, the 2D maps can 
function as fingerprints of a given luminescence system, which is useful when all samples 
have complex mixtures of fluorescent agents, e.g., organic contaminants. An example of this 
is found in evaluating cell culture components (Li et al. 2011), and for dissolved (DOM) and 
solid organic matter (NOM) that show characteristic changes in organic species (Alberts and 
Takacs 2004; Baker et al. 2008; Fellman et al. 2010) between size fractions and localities. 
The advantage of the approach is that statistical and chemometric analysis can be used to 
determine trends in speciation without detailed processing of very many individual spectra 
and model spectra. This is extremely advantageous for dynamic evaluation of ecosystems and 
water quality. Alternatively, the TLS plot can be interrogated (i.e., sliced) to provide excitation 
or emission spectra at particular emission or excitation wavelengths, respectively. Hence the 
TLS provides a very complete image of the luminescent electronic system of the sample.

SPECIFIC LUMINESCENCE METHODOLOGY AND APPLICATIONS

Time-gated laser excitation and emission techniques

Time-gated laser methods take advantage of the fact that electronic transitions in minerals 
have much different lifetimes depending on the nature of the transition (electric dipole, 
magnetic dipole, charge transfer, etc.), and the symmetry of the electronic states involved. 
Hence it is possible to select one type of transition to study even in an impure material that 

Figure 6. TLS plots. Top: three dimensional representations showing the derivation of the 2D emission-
excitation matrix (EEM) plot. Modified from OriginLab webpage. Bottom: Examples of EEMs modified 
from Fellman et al. (2010) for DOM in natural waters.
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may have many kinds of activators. Laser excitation also has high energy density, and hence 
can excite luminescence even at low activation levels. In execution both the laser excitation 
and detector must be gated (i.e., with both a time-delay and window duration) in order to 
separate out clean spectra (Fig. 7). These characteristics have been exploited by a number of 
researchers, notably Gaft and colleagues (Gaft et al. 2005), to explore mineral luminescence 
activation. This work has been extremely successful, such that most types of impurity activation 
can be effectively studied in this way, though complementary chemical analysis at the parts 
per billion (or better) level is usually required to narrow the chemical possibilities during 
interpretation. Luminescence created by radiation-induced defects can also be examined with 
this technology, but in such cases complementary analysis of the defect centers is crucial 
to making unambiguous interpretations. Such difficulty with respect to identifying defect 
activation in unusual (so-called “Terlingua Type”) calcite luminescence (Gaft et al. 2008) 
suggested that ESR or perhaps optically-excited EXAFS studies (XEOL) would be needed to 
ultimately connect the states observed with definite impurities. Another version of laser-excited 
luminescence spectroscopy is termed time-resolved laser fluorescence spectroscopy (TRLFS), 
and is usually focused only on lifetime analysis. It has become popular for measurement of 
fluorescence lifetimes in solutions, at interfaces and in particles.

EXAMPLES OF APPLICATIONS

Activator determination

Pb2+. Divalent lead functions as both an activator and a sensitizer in calcite, but is 
probably an important activator in many more species than have been examined to date. 
Unfortunately, without use of laser excitation and time-resolved luminescence spectroscopy, 
it is difficult to unravel Pb2+ luminescent activity from that due to Ce3+ and Eu2+, and perhaps 
other possible activators. This has been shown very clearly by work of Gaft et al. (2002) 
in exploring the luminescence of hardystonite, hydrozincite and calcite. Figure 8 shows 

ns

Figure 7. Basic concept for time-resolved laser-excited fluorescence analysis. Laser pulse width is consid-
ered to be very short (e.g., 1 picosecond), and the interval between pulses here is 1000 ns = 1 microsecond. 
After a delay of 400 ns the spectrometer is gated on and spectra collected. This window is kept open for 400 
ns. The process is repeated for each laser excitation pulse. In this case only the long lifetime fluorescence 
will contribute to the emission spectrum. To collect the short lifetime fluorescence spectrum no delay and 
a very brief gated window would be used. By using several gates and delays the different spectral contribu-
tions can be separated. Additional ways to separate spectral contributions, e.g., using different excitation 
energies, different temperatures and polarization, can be used in combination with time-resolution (modi-
fied image from Wikimedia commons).
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time-resolved luminescence spectra for all three minerals. In hardystonite, a rare mineral 
from Franklin, NJ, emission can occur from Pb2+, Ce3+, Mn2+, and several rare earths. After 
laser pulse excitation at 355 nm the emission due to Ce3+, with bands at 378 and 400 nm, 
is observed alone using a delay of 10 ns and a long gate period. However with the same 
excitation wavelength if the luminescence is observed after a delay of 8 ms, the short lifetime 
Ce3+ emission is no longer present, and now only long lifetime (spin-forbidden) Mn2+ emission 
is observed. At intermediate delays and varying gate periods, emission from rare earths can 
be detected and partially separated. In contrast, the luminescence emission from Pb2+ at 355 
nm is strongly excited by 266 nm excitation, and cleanly observed with a delay of 10 ns. 
Collection of excitation spectra at the emission wavelengths with similar time-resolution and 
gating shows distinct excited states for the Pb and Ce activators, which could not be resolved 
using steady-state conventional approaches. In the case of hydrozincite, a common result of 
weathering of Pb-Zn ore, strong luminescence is generally observed in natural samples using 
UVC ultraviolet lamps, but not observed in pure synthetic hydrozincite. Figure 8 shows the 
emission with excitation at 226 nm, a delay of 25 ns and a long gate period. The emission 
is a single band at 430 nm and the excitation spectrum indicates a large Stokes shift. These 
luminescence characteristics are consistent with Pb2+ in an octahedral Zn site in hydrozincite. 
For natural calcite, Ce3+, Pb2+ and Mn2+ emission can be separated using different delays and 
gate periods. Mn2+ emission at 630 nm dominates for longer delays and very long gate periods, 
but shorted delays and brief gate periods reveal the Pb2+ emission at 312 nm and the Ce3+ 
emission at 355 nm.

The lifetimes of the excited state of these ions in these species, all presumed to be in 
octahedral oxygen coordination, are also characteristic. Ce3+, like many trivalent lanthanides 
f -f  transitions are typically in the tens of nanoseconds, while the charge-transfer state for 
Pb2+ is in the hundreds of nanoseconds, and the spin-forbidden Mn2+ in the several to tens of 
milliseconds. Hence both electronic structure as evidenced by emission and excitation band 
positions and spacings, and excited state lifetimes, serve to distinguish these activators.

S2
− and O2

− ions. Charged disulfide and dioxide (superoxide) radicals are unstable in solu-
tions but can be found as stabilized species in minerals, with both potentially acting as lumi-
nescence centers (Taraschan 1978). Until recently, luminescence associated with S2

− was not 
reproducibly characterized, with varying reported band positions, but this has been partially 
explained with the use of time-resolved spectroscopy (Gaft et al. 2009). The disulfide radical is 
found in feldspathoid minerals and presents dramatic and unique luminescent emission in tug-
tupite (red color), sodalite (orange color) and scapolite (yellow color). Some species, notably 
hackmanite, exhibit tenebresence (or photochromatic behavior), where strong physical color-
ation is created by exposure to UV, then bleached away with exposure to daylight. The transient 
color presumably is due to excitation of an electron from the S2

− or S2 disulfide molecule anion 
into a local trap, which creates a light absorption center similar to an F center. The trapped 
electrons can be freed by suitable excitation, analogous to thermoluminescence, but here chang-
ing coloration without light emission. Luminescence is due to excitation of the S2

− radical. At 
room temperature with 355 nm excitation, the S2

− emission is a broad band at about 605 nm 
in sodalite, and some vibronic structure is evident at 77K due to the vibrations of the S-S mol-
ecule. At 77 K with an 80 ns delay and 1 ms gate very strong vibronic structure is seen (Fig. 9). 
Differing reports of the band positions appears to be related to the existence of several types of 
disulfide centers, likely related to variations in local chemistry (e.g., Al, Si ratio, charge-com-
pensating ions). Time-resolved experiments also allow other luminescent centers to be identi-
fied in sodalites, including Fe3+ in tetrahedral coordination (red-orange emission), and Mn2+ 
(green emission), Eu2+ (violet emission), Pb2+ (UV emission) all probably substituting for Na. 
Related to S2

− is the isoelectronic superoxide radical O2
− which has been identified in zeolites, 

anhydrite and fluorite minerals (Taraschan 1978), and which creates a blue or blue-green emis-
sion. This is an important radical in organic and bioorganic chemistry, and probably is a more 
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prevalent activator of luminescence than 
has been realized. Still another “dimer” 
center analog is the Se2

− radical, which 
is responsible for the strong coloration 
seen in red ultramarines (Schlaich et al. 
2000).

Zircon luminescence. Although 
luminescence in zircon is a useful tool 
for identifying zonation and alteration 
or growth history using CL, the acti-
vation processes for luminescence in 
natural zircon have been incompletely 
characterized, thus reducing potential 
geochemical information from spectral 
analysis of the emission. Zircon typi-
cally contains trivalent REE substituting 
into the Zr site, but can also incorporate 
transition metals into both the Zr octa-
hedral site and the Si tetrahedral site, 
and additional species into radiation-
produced defect, and interstitial sites. 
In particular, the characteristic broad 
band yellow emission at about 575 nm 
in most natural zircon crystals could 
not be assigned to specific activators by 
using conventional luminescence spec-
troscopy. However Gaft et al. (2002) 
showed by using time-resolved methods 
that this band was related to damage 
produced by neutron or alpha irradiation. They doped a synthetic zircon with Eu, leading to 
Eu3+ emission centers (Fig. 10a) that produced sharp emission bands yielding a net orange 
luminescence. Subsequent irradiation with neutrons generated a much stronger yellow emis-
sion band that overwhelmed the Eu3+ activation (Fig. 10b). A separate undoped synthetic zircon 
sample also showed the same broad yellow emission after alpha irradiation (Fig. 10c). The 
strength of this yellow band was found to increase with radiation dose, and in all cases had 
spectral characteristics very close to that seen in most natural zircon crystals, e.g., peak width, 
asymmetry and lifetime (Fig. 10d). A variety of delay times and gate periods indicated only one 
type of emission center, although the width would seem to suggest a range of local variations at 
this site. EPR evidence suggested that this band is associated with silicate defects, but a precise 
assignment could not be made. In both naturals and synthetics the broad emission is removed 
by annealing at 900 °C or above, and reinstated by alpha or neutron radiation, but not caused 
by X-ray, beta, or gamma irradiation. These findings indicate that natural uranium, thorium or 
other radioactive impurity in zircon probably gives rise to the luminescence indirectly through 
defect generation.

Other emission bands were also examined by Gaft et al. (2002) including synthetic zir-
cons doped with Mn2+, Fe3+, the uranyl ion, Pb2+, and other elements. Mn2+ has a similar radius 
to Zr4+, but likely is not stable in the zircon structure, instead substituting as Mn4+. Both types 
of Mn give rise to characteristic emission bands, which are also affected by the presence of 
co-activators. However time resolved spectroscopy has not revealed either of these substitu-
tions explicitly in natural zircon crystals. In contrast, Fe3+ doping was shown to correlate with 
a broad emission band often observed in natural zircons, and probably due to Fe3+ in the tetra-

Figure 9. S2
− in sodalite luminescence spectra. (1) Room 

temperature emission with 355 nm laser excitation. Vi-
bronic bands are weakly visible. (2) time-gated emission 
spectrum at 77 K, also 355 nm excitation. Vibronic bands 
dominate the spectrum. Modified from Gaft et al. (2009).
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hedral site (Fig. 11A). Ti3+ and Cr3+ emission was 
ruled out as causes of this broad band, long life-
time emission. Uranyl and P5+ doping generated 
uranyl emission similar to that observed in natural 
zircon, with a characteristic vibronic structure and 
the emission peaking around 510 nm (Fig. 11B). 
However doping without P5+ produced no emis-
sion. This suggests a charge-coupled substitution 
involving P5+ substituting for Si4+ may be required 
to stabilize uranyl in the structure. Pb-doped syn-
thetic zircons produce a broad-band emission at 
515 nm, but this band is not seen in natural zircon 
crystals. 

These various studies thus suggest that the 
yellow emission of zircon is radiation dose de-
pendent and closely connected to U or other 
alpha-emitter concentration, but zircon may also 
have emission due to a red band from Fe3+ activa-
tion, and from direct uranyl activation. REE also 
produce emission centers, most notably trivalent 
Dy3+, and to a lesser extent Tb3+ but these have not 
been thoroughly evaluated using time-resolved 
methods. Observations on synthetic zircons with 
various REE doping have been done using CL ex-
citation (Hanchar et al. 2001).

Site occupancy and partitioning

If the optical absorption spectrum for a given 
valence state of a substitutional impurity differs 
significantly between mineral structural sites that 
compete for its occupation, it may be possible to 
determine site occupation and partitioning by ei-
ther optical or luminescence spectroscopy. For the 
optical case, if the electronic structure of the im-
purity is different in each site there would be shifts 

Natural Zircon (Norway)

Figure 10. Time-gated luminescence in zir-
con. (A) Synthetic zircon doped with Eu3+. 
(B) sample from (A) after neutron irradiation. 
Broad band emission centered about 575 nm 
dominates spectrum. (C) Synthetic zircon af-
ter alpha irradiation. (D) Luminescence spec-
trum of a natural zircon from Norway show-
ing very similar broad band emission. Delay 
is 10 ns, gate width is 9 ms. Excitation at 337 
nm. Modified from Gaft et al. (2000, 2002).

Figure 11. Iron and uranyl in zircon. (A) Fe3+ believed to be substituting in the tetrahedral silicon site. (B) 
Uranyl showing vibronic structure due to axial oxygens in a synthetic zircon with co-substituent P. It is 
believed that there is a charge-coupled substitution, such as 2 P5+ +UO2

2+ = Zr4+ + 2 Si4+, but this has not 
yet been verified. Zircon doped only with uranyl shows no emission, possibly due to reduction of the uranyl 
and substitution of U4+ for Zr4+. Modified from Gaft et al. (2002).
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or other changes in absorption features, differences in relative absorption strength, and changes 
in directional absorption, such as pleochroism. Success for use as a site partitioning measure-
ment depends on interferences from other substitutional ions, and availability of suitable refer-
ence samples for optical analysis. In the luminescence case most of the information comes from 
a single emission transition that can be sensitive to crystal field splitting (e.g., with transition 
metals in minerals with large band gaps). However, more information potentially comes from 
time-resolved measurements as luminescence lifetimes can differ for the same ion in slightly 
different sites, and selective manipulation of excitation energy and timing can separate out po-
tential interferences. This has been seen best with site occupation and partitioning determined 
for substituents in Ca sites, especially Mn2+, but also REE.

Mn2+ in carbonates, silicates and apatite. Mn2+ in octahedral coordination by oxygen has 
electronic states with crystal field dependence shown in Figure 12. The Tanabe-Sugano 3d5 
diagram for lower strength crystal fields (appropriate for oxygen, water and hydroxide ligands) 
has the ground state 6A1g and transitions to the various crystal field excited states, all with net 
spin 4, are spin-forbidden. Transitions can occur from different vibrational levels of the ground 
state. Most probable are transitions from near the bottom at lower temperature. All transitions 
to states above 4G (T1) cross this level and hence can decay by loss of vibrational energy into 
this state. Luminescence occurs from near the lowest vibrational state of 4G (T1) to the ground 
state, which subsequently relaxes further to its own lower vibrational levels. The separation of 
the lowest excited and ground state thus determine the energy of the luminescent transition, 
and this in turn depends on the crystal field. A stronger crystal field increases splitting among 
the 4G states and lowers the energy of the excited state, while the reverse occurs in a weaker 
crystal field. For a given coordination, shorter metal-oxygen distances produce a larger crystal 
field, while for a given metal-oxygen distance, reduced coordination produces a smaller field. 
In the case of Mn2+, a 3d5 ion with all 3d orbitals filled with one electron each, the crystal field 
splitting of states is identical whether octahedral or tetrahedral coordination obtains (although 
state names are changed reflecting the differences in local symmetry). Hence, we expect if the 

Figure 12. Mn2+ octahedral electronic structure. (A) Tanabe-Sugano diagram for 3d5 electronic states in 
an octahedral crystal field. Additional lines indicate how absorption spectrum (B) peak widths depend on 
variations in crystal field and slope of the state energy/field dependence. (C) Corresponding configurational 
coordinate diagram showing state vibrational sub levels and approximate energy relationships. Note state 
crossings on right side indicating the energetic vibrational relaxation of the system without emission. (D) 
Corresponding simple energy level diagram for the system showing excitation transitions and emission 
transition.
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octahedral luminescence is near 630 nm, then the tetrahedral Mn2+ luminescence is at shorter 
wavelengths, which is observed (e.g., Mn2+ replacing Zn in willemite, emission at 525 nm). 
For more subtle changes among octahedral sites the energy change is smaller, but definite. For 
example in dolomite Mn2+ has emission of 655 nm in the smaller Mg site, and 578 nm in the 
larger Ca site, magnesite has Mn2+ emission at 654 nm, and calcite has Mn2+ emission at 615 
nm (Ali et al. 1993).

In apatite Mn2+ can occupy either of the Ca sites, M1 and M2, but is favored in M1 
(Hughes et al. 2004). Mn2+ in M1 tends to have a broad emission band in the orange-yellow 
near 587 nm, while Mn2+ in M2 has a yellow narrow emission band near 567 nm (Gaft et 
al. 1997). This is for a typical fluorapatite, but apatite structures may contain considerable 
arsenate and in some cases Si (britholite substitution – REE3++Si4+ ↔ Ca2++P5+) replacing 
phosphate, or divalent lead, strontium, or REE replacing Ca, and these substitutions change 
the unit cell size, increase the mean Mn2+-O distances, and thus shift the emission spectra of 
Mn2+. The expanded cell due to Pb2+ and Sr2+ reduces the crystal field splitting and hence shifts 
the M1 emission wavelength to shorter wavelengths, e.g., from orange into yellow. Significant 
large ion substitutions also change the site occupation, forcing more Mn2+ into M1. Other 
possible substitutions include Cl− or OH− for F− which expands the unit cell and would be 
expected to create a shift to shorter wavelengths and more yellow emission.

REE elements. REE have incompletely filled 4f  shells that are shielded by the outermost 
5s2 and 5p6 shells. Hence transitions between 4f  electronic states are largely insensitive to 
crystal fields and mineral structure, and absorption and emission bands tend to be at the same 
energies in most phases. This also means that distinguishing between site occupation, e.g., 
in apatite, is not easily done via electronic spectroscopy. In addition there is only a small 
variation between configurational coordinate (molecular spacing or bond length) between 
ground and excited states, and so the emission lines are very sharp. 4f  to 4f  transitions are 
parity forbidden, which does make their intensity (probability) sensitive to local symmetry. 
Greater transition probability is seen in mixed state transitions, e.g., 4f  to 5d, or charge-transfer 
transitions. The former are strongest in 
divalent rare earths such as Eu2+ and 
Sm2+, while the latter are strongest 
in highly oxidized REE (Ce4+, Tb4+). 
Figure 13 shows a simple model for 
why Eu2+ emission bands vary markedly 
in width, depending on how the crystal 
field determines the excited state from 
which emission occurs. For small crystal 
fields the emission is in the ultraviolet 
from a 4f 7 to 4f 7 transition, and is a 
sharp band. If the emission is from the 
4f 65d to 4f 7 transition then the crystal 
field dependence of the 4f 65d state 
smears out the emission band (see Fig. 
12). The color of emission is also highly 
sensitive to the crystal field of the host 
mineral.

Sorting out which REE have luminescent activity in a mineral, and identifying them 
from other activators is extremely difficult if not impossible using steady state luminescence 
spectroscopy as the primary tool for investigation. However, time-resolved spectroscopy can 
effectively separate the characteristics of most centers affording an unprecedented description 
of the luminescence. In the case of apatite, the REE can substitute onto the two Ca sites, in 

Figure 13. Eu2+ electronic energy levels and transition 
energies as a function of crystal field.
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combination with transition metal activators. Transition metals can also occupy the tetrahedral 
sites, and both REE and transition metals can occupy defect sites. Defect sites might be 
vacancies created by substitution of highly charged REE into the Ca sites, necessitating a Ca 
vacancy (Chen et al. 2002). Such a vacancy could be a hole trap creating thermoluminescent 
behavior. Other defects may be created by substitution of a large molecular unit, such as uranyl, 
for some combination of structural species. Figure 14 shows the time-resolved emission 
spectra from a green fluorapatite from Norway (Gaft et al. 2001) and how changes in the delay 
and gate timing influences the appearance of the specific REE in the emission spectra. Ce3+ in 
the two Ca sites has different excited state lifetimes due to changes in the site symmetry and 
this allows delays that reveal both site contributions (Figs. 14A and 14B). For a much longer 
delay Ce3+ is not seen, and the Dy3+ and Eu3+ emission appears (Fig. 14D). For a much shorter 
delay (and very short gate) the Eu2+ emission can be resolved (Fig. 14C).

Figure 15 shows use of excitation wavelength and temperature to sort out REE emission 
in a red apatite specimen from Norway (Gaft et al. 2001). For UVC excitation (Fig. 15A) 
Tb3+ bands are strongly excited, as well as Eu3+ in the M1 site. At excitation in the UVA range 
(Fig. 15B) the Eu3+ in the M2 site is more evident and the Tb3+ weakened. At an intermediate 
wavelength of 337 nm Figures 15C and 15D show the effects of temperature, with sharpening 
of the Eu3+ bands. These examples show the power of time-resolved laser excitation analysis 
in combination with temperature control.

Organic-derived luminescence

NOM and DOM. Natural organic matter (NOM) and dissolved organic matter (DOM) 
have luminescent activity that can potentially be used to characterize the types of organics 

A B

C D

Figure 14. Green fluorapatite TR REE spectra showing large differences due to excited state lifetimes. (A) 
Ce3+ in M1 visible with short delay. (B) Ce3+ in M2 becomes visible with slightly longer delay. (C) 500 ns 
delay shows only long lifetime Eu2+ emission. (D) Much longer delay allows Dy3+ and Eu3+ bands to be 
separated. Modified from Gaft et al. (2001).
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present and reveal reactivity, provenance and historical information, providing an important 
addition to classical analysis techniques (Chen et al. 2003; Zsolnay 2003; Hudson et al. 2007; 
Baker et al. 2008; Mladenov et al. 2008, 2010; Miller et al. 2009). This is especially important 
in diagnosing water quality (Bridgeman et al. 2011), but can also be used to judge the effect 
of land use on DOM character and recycling, the extent of DOM lability, biological activity 
and biogeochemical transformations, and the effects of photochemical processes (Fellman 
et al. (2010). Not all compounds within NOM and DOM are efficiently luminescent, but 
there are enough so that characterization of the overall distribution of chemical types and 
functional group entities can be determined, thus allowing an improved chemical assessment. 
Luminescence analysis now also allows rapid analysis with high precision, and is relatively 
inexpensive.

There are essentially two types of luminescent natural organic matter described for 
natural water systems, one that is derived principally from terrestrial plants and contains high 
concentrations of humic and fulvic acids and related compounds (including lignin, tannins, 
polyphenols and melanins), and another that is derived largely from biota, algae and other 
larger organisms and has compounds that are high in proteins or related organic molecules. 
Tyrosine-like and tryptophan-like protein-derived molecules give rise to bands at 304-320 
nm and 330-368 nm, respectively, from excitation via UVC. Humic-like molecules produce 
emission bands at 420-460 nm with UVA and UVB excitation, at 448-480 nm with UVC 
excitation, and at 370-430 nm for UVB excitation, these being attributed to high molecular 
weight humics, high molecular weight aromatic humics, and low molecular weight humics, 
respectively. Marine humics tend to fall in the low molecular weight category.

Figure 15. Red fluorapatite REE spectra. Effect of excitation wavelength and temperature. (A) Steady state 
UVC excitation at 266 nm shows bands from Tb3+ in M2 and Eu3+ in M1. (B) Steady state UVA excitation 
at 355 nm preferentially excites Eu3+ in M2. (C) and (D): comparison of emission spectra with 337 nm 
excitation at two temperatures. Eu3+ bands are sharpened at lower temperatures. All spectra collected with 
10 ms delay and 500 ms gate Modified after Gaft et al. (2001).
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Analysis has been done with a number of strategies, and indices have been developed to 
define the chemical state of DOM. For example, the fluorescent index (FI) utilizes the ratio of 
emission strength at two wavelengths to judge the proportion of aromatic versus nonaromatic 
functional groups. The increased presence of aromatic emission indicates a larger biotic 
source. Other indices utilize analysis by examination of the TLS (EEM), which provides much 
more information than use of only emission spectra (Coble 1996). For example, Baghoth et al. 
(2011) were able to define seven chemical components in spectra of water in a water treatment 
plant (Fig. 16 and Table 1). Each component is associated with a unique aspect of the EEM, 
and could not be separated from emission spectra alone. Indices derived from analysis of this 
type include the humification index, which extracts information about the source, degree of 
humification, and relative contributions of particular types of molecules. A powerful tool for 
analysis of EEMs is the PARAFAC technique, which uses multivariate modeling combined 
with parallel factor analysis (Cory and McKnight 2005; Fellman et al. 2010; Baghoth et al. 
2011). An interesting use of this methodology is to deduce the redox state of the organic matter 
from the luminescence activity (Macalady and Walton-Day 2009).

Interactions between dissolved organic matter and metals. The interaction of humic 
and fulvic acids with ionic species in solution is an extremely important application in 
environmental chemistry, although the complexity of the molecules and number of functional 

Figure 16. Fluorescent components in dissolved organic matter (DOM). Excitation vs. emission spectra 
plots (EEM). See Table 1 for identification. Plots beside each EEM show approximate spectra derived from 
the EEM datasets. Thinner lines on the left side are excitation, thicker lines on the right are emission. [Used 
with permission of Elsevier from Baghoth et al. (2011), Fig. 2.]
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groups makes interpretation of interactions with metals and anions challenging. However 
luminescent studies can provide some insights that complement other spectroscopic analyses. 
For example, the luminescence emission of the humic bands in the 420-480 nm region can be 
affected by formation of humic-metal organometallic complexes. The luminescence can be 
reduced or even quenched (Esteves da Silva et al. 1998) by Cu2+ and other species, or it can be 
modified or intensified (Sharpless and McGown 1999) by complexation with Al3+, which may 
change the shape of the humic acid molecule (Elkins and Nelson 2001). Even if the effect of 
the complexing species is only to quench luminescence, information on complexation kinetics, 
stability and binding site can be addressed, such as for Hg2+ interacting with DOM (Lu and 
Jaffe 2001). 

There is a major effort in nanomaterials and other kinds of cutting-edge electronic 
materials to utilize energy transfer processes between metal ion centers and substrates or other 
centers using organic ligands. For example new types or organic phosphors are being developed 
using organic molecule absorbers that transfer energy with high efficiency to a chelated 
REE or transition metal ion. Such materials studies may allow enhanced understanding of 
luminescence from trace metals bound in natural organic matter.

Cathodoluminescence techniques

Cathodoluminescence combines high excitation density and thus sensitivity, with 
high spatial resolution if using an SEM, EPMA, or similar electron-beam instrument. This 
means that high resolution maps of hyperspectral emission spectra can be acquired, which 
may be linked to petrological changes in the samples, such as growth and sectoral zoning, 
impurity uptake, changes in precipitating solution temperature, and other factors. This type 
of methodology is one of the most used in mineralogical and petrological luminescence 
analysis, and is increasing in application in part due to the availability of excellent software 
for collection and image analysis. 

The main issue in quantitative analysis is standardization, and the nonlinearity of the 
concentration of the impurity concentration and the luminescence intensity, which can be a 
difficult problem when comparing disparate types of samples. Identification of impurities or 
the source of the emission is complicated by the fact that all luminescent centers may be 
activated by the intense beam. Hence many mineralogical studies work with samples where 
only one or a few types of emission dominate. Alternatively, the methodology is popular as 
it is cost-effective to add a detector system to an SEM or EPMA and achieve high-resolution 
optical fluorescence mapping in synchrony with standard back-scattered electron imaging and/
or X-ray mapping. 

Effective cathodoluminescence imaging and spectroscopy can also be studied without 
an SEM or EPMA, by use of a device originally devised to do cathodoluminescence with a 
standard petrographic microscope for the examination of thin sections. This is the Luminoscope 

Table 1. NOM luminescence components separated by excitation-emission matrices.

Component Excitation nm Emission nm Description

C1 260, 360 480 terrestrial humics

C2 250, 320 410 terrestrial/anthropogenic humics

C3 <250, 330 420 marine and terrestrial humics

C4 <250, 290 360 amino acids

C5 250, 340 440 terrestrial humics

C6 <250, 300 406 marine and terrestrial humics

C7 270 306 amino acids
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(another instrument is the Technosyn) which uses a cold cathode electron gun and relatively 
low vacuum (10-50 mTorr) in the sample chamber. The lower vacuum allows ionization in the 
stage to bleed off sample surface charge, and thus no conductive sample coating is needed for 
analysis. Such instruments allow the true cathodoluminescence colors to be seen by the eye, 
but generally have much lower sensitivity, and considerably lower spatial resolution as the 
electron beam focus (e.g., ~1 mm) is larger than in a modern SEM (1’s to 10’s of microns), 
and magnification is dramatically reduced due to hardware limitations inherent to that kind of 
system (e.g., ultra long working distance objectives).

Scanning cathodoluminescence microscopy

As stated by Goldstein et al. (2003), a typical modern SEM or EPMA focus of 1 mm 
allows for spatial resolution of 10-50 Å. However emission is usually measured as a grayscale 
unless the electron beam instrument has an optical spectrometer or spectrograph (e.g., Gatan/
ChromaCL2, JEOL/xCLent) that can differentiate emission energies. SEMs may be equipped 
with primary color filters that will produce three filtered grayscale images that can be combined 
into a false color image. This technique apparently yields fairly accurate cathodoluminescence 
colors (Boggs et al. 2002), though high-resolution color spectra that may be analyzed in detail 
are obviously preferable. Scanning cathodoluminescence microscopy is limited if the sample 
has strong long-lived phosphorescence or afterglow. This is a problem in calcite, dolomite, and 
fluorite samples. If one only wishes to measure relative cathodoluminescent activity, the red-
orange emission from the carbonate samples can be blocked with an optical filter, and the blue 
emission, which does not show much afterglow, can be detected preferentially.

Other issues with samples include beam-damage quenching of the luminescence, and the 
need to carbon-coat nonconductive samples. A recent advance for CL imaging is the use of 
hyperspectral approaches (Edwards et al. 2007; Bruckbauer et al. 2011) which collect complete 
spectra from every sampled spot on a surface, allowing detailed comparisons from area to area 
at different wavelengths which in turn may reveal differences in the CL activators in different 
regions of the sample.

Quantitativeness. Overall quantitativeness is an issue with CL spectral analysis, as the 
emission intensity of a given band is not a simple function of a single impurity or defect 
concentration. Hence studies of spectra to yield impurity concentrations, although using 
sophisticated peak fitting, tend to be semiquantitative at best. The CL spectra cannot be 
calculated from first principles to reproduce what is observed using natural or synthetic-doped 
materials. The situation appears most ideal for low concentrations of REE (below 500 ppm) 
as shown by Habermann (2002) in synthetic calcite samples, where effects of interacting 
activators and sensitizers are less important. Mn2+ in carbonates and feldspars also appeared to 
give CL intensity proportional to concentration at Mn concentration below 1000 ppm and Fe2+ 
(quencher) below 3000 ppm. Habermann (2002) has an excellent discussion of self-quenching 
and other effects that affect quantitativeness of luminescent emission. Perhaps a more crucial 
general issue are differences in the wavelength resolution, and quantum efficiency (i.e., spectral 
response) over the wavelength range of interest, of the spectrometer, spectrograph, or detector 
used. If these are not appropriately calibrated or standardized, spectra from the same mineral 
may be quantitatively different (Barbarand and Pagel 2001). These authors also show how much 
a CL signal may decrease under constant electron beam bombardment and that this decrease 
is a function of the specific activator. Degradation of CL may be due to the formation of a 
“dead zone” due to electron-activated chemistry at the mineral surface (Swart et al. 2007). All 
these considerations suggest that quantitative analysis must be approached with caution and 
characterization by several spectroscopic methods is warranted.
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APPLICATIONS

Quartz

Early work by Zinkernagel (1978) showed that quartz from different petrological 
environments had different CL emission colors. More recent work has verified the original 
findings (e.g., Götze et al. 2001; Richter et al. 2003). Quartz in plutonic rocks, as phenocrysts 
in volcanic rocks, and in high-grade metamorphic rocks has dominantly a blue-violet emission; 
matrix quartz grains in volcanic rocks has red CL; pegmatitic quartz has green or blue CL 
that is transient and is reduced in the electron beam; moderate metamorphosed rocks have 
quartz with brownish CL; and authigenic quartz has very weak or no CL emission. This visual 
analysis suffers from standardization, and the issues mentioned in the preceding paragraph, 
and the most quantitative work now utilizes collection of full optical emission spectra, allowing 
differentiation of more variations in the quartz emission bands and hence provenance types. 
Earlier spectral analysis suggested that quartz had two CL emission bands, in the red and blue, 
and that the variation between these bands yielded the visual colors. However more recent 
analysis shows the presence of many more bands, some of which have been identified by 
characterization with other spectroscopic techniques, notably electron spin resonance (ESR) 
to detect paramagnetic impurities and defect sites, complementary UV-excited fluorescence, 
and thermoluminescence (Götze et al. 2001; Götze and Kempe 2009). Many of the emission 
bands are believed associated with a specific impurity-coupled defect, or with vacant oxygen 
or silicon sites (Weil 1984, 1993). Table 2 (data from Stevens-Kalceff et al. 2000 and Götze 
et al. 2001) lists the fluorescent, CL, and X-ray induced emission bands for SiO2 polymorphs 
and amorphous forms identified up to 2000. Figure 17 shows representative quartz grain CL 
spectra for various polymorphs of quartz and geological conditions. Figure 18 shows spectra 
from quartz grains having different provenance or zonation.

CL imaging of quartz grains can be used to analyze chemical, defect or mechanical 
zonation in volcanic, plutonic and metamorphic rocks, the presence of healed fractures, 
deformation structures in tectonically deformed rocks, and shock structures in quartz affected 
by meteorite impacts. In sedimentary rocks CL can be used to aid provenance determination 
(Boggs and Krinsley 2006). Zoning in quartz in plutonic rock grains is due to changes in 
impurity and/or defect content and is affected by temperature, pressure, magma composition 
and, in the case of fine oscillatory or sectoral zoning, diffusional variations during near-
equilibrium growth (D’Lemos et al. 1997; Müller 2000). The brighter emission in the fine 
oscillatory bands is thought to be due to regions where Al3+ and Ti4+ substitute for Si4+. 
The presence of Al3+ requires a charge compensating interstitial alkali ions but Ti4+ does 
not, although it will produce local lattice distortion. Zonation structure in some cases may 
allow inference of changes in the magma chamber and hence details of the history of the 
geological province (Müller et al. 2010; Agangi et al. 2011). Fractures in quartz grains within 
plutonic rocks that are filled with later silica give weak red CL emission that is consistent with 
relatively low temperatures in the formation solution. The original fracturing could be caused 
by a beta to alpha quartz transition during cooling of the primary grains. In contrast, sealed 
fractures in quartz grains in volcanic rocks are apparently rather rare, and have not been well 
characterized. Deformation structures in metamorphic quartz create many types of CL patterns 
which are the subject of much discussion, but the CL spectrum itself does not seem to be 
informative beyond a rough measurement of resetting temperature. Pegmatitic quartz shows 
bluish green very uniform CL that is sensitive to electron bombardment and is removed after 
60-100 s of exposure (Götze et al. 2005). The emission is from two bands at 505 and 390 nm 
that may be related to trace element impurities linked with charge-compensating alkalis. The 
390 nm emission is also found in hydrothermally-grown synthetic quartz (Götze et al. 2001). 
Interestingly, the emission bands common to other higher temperature quartz near 450, 580 
and 650 nm, and believed due to silicon and oxygen vacancy-related luminescence centers, are 
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generally missing from pegmatitic quartz suggesting uniform lower temperature conditions 
during growth. 

Ti dissolved in quartz has been shown to be a versatile geothermometer (Wark and 
Watson 2006) due to quartz stability over a wide range of geological P and T conditions. CL 
imaging can indicate a domain or zonation structure due to Ti, which can then be quantitatively 
measured (e.g., by EPMA) to apply the thermometry (Spear and Wark 2009). In principle this 
approach may allow detailed temperature and recrystallization information to be extracted 
from rock textures and grain Ti profiles, perhaps leading to a better understanding of the 
processes for redistribution of silica during metamorphic reactions.

Feldspars

Feldspar CL has been studied in detail and has rich spectral information, usually 
associated with specific impurities, as well as complex image features both of which can 

Table 2. Characteristic quartz luminescence emission 
bands (data from Götze et al. (2001).

Emission nm Proposed Origin Method

175 Intrinsic (pure SiO2) CL1

290 Oxygen deficient center PL2, CL2, CL3

340 Oxygen vacancy
[AlO4/Li+] center
[TiO4/Li+] center

TL4

CL5

TL6

380-390 [AlO4/M+] center (M+ = Li+, Na+, H+)
[H3O4]0 hole center

RL7, CL8

TL9

420 Intrinsic defect CL10, CL11

450 Intrinsic defect
Self-trapped exciton

CL12, RL12

CL13, CL14, CL10, CL11

500 [AlO4]0 center
extrinsic emission
[AlO4]0, [GeO4/M+]0 center
[AlO4/M+] center (M+ = Li+, Na+, H+)

CL15

RL14

TL4

TL16, CL17, CL18

580 Oxygen vacancy
Self-trapped exciton
E’ center

TL4

CL10

CL19

620-650 Nonbridging oxygen hole center
Oxygen vacancy
Nonbridging oxygen hole center with 
precursors (hydroxyl, peroxy)

PL20

CL8

CL21, CL10

705 Substitutional Fe3+ CL22, CL23

CL=cathodoluminescence, TL=thermoluminescence, PL=photoluminescence, RL=radioluminescence
1 Entzian and Ahlgrimm (1983)
2 Jones and Embre (1976)
3 Skuja and Entzian (1986)
4 Rink et al. (1993)
5 Demars et al. (1996)
6 Plötze and Wolf (1996)
7 Alonso et al. (1983)
8 Luff and Townsend (1990)
9 Yang and McKeever (1990)
10 Stevens Kalceff and Phillips (1995)
11 Gorton et al. (1997)
12 Trukhin and Plaudis (1979)

13 Walker (1985)
14 Itoh et al. (1988)
15 Nassau and Prescott (1975)
16 Katz and Halperin (1988)
17 Ramseyer and Mullis (1990)
18 Perny et al. (1992)
19 Götze et al. (1999)
20 Siegel and Marrone (1981)
21 Remond et al. (1992)
22 Pott and McNicol (1971)
23 Kempe et al. (1999)
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be related to growth or alteration history (e.g., Gonzalez-Acebron et al. 2012). Because the 
feldspar structure allows substitution of large metal ions and alkalis, as well as replacements 
for tetrahedral silicon, a host of activators can be accommodated. First observations are due 
to Smith and Stenstrom (1965) who identified blue and red CL from alkali feldspars. Later 
work showed high sensitivity to formation conditions and alteration (Marshall 1988), the 
lack of CL in authigenic feldspar, and detected an increasing number of possible activators 
and luminescent centers. In general, feldspars from plutonic and metamorphic rocks often 
show bright CL emission of blue, greenish-yellow, violet and red due to varying amplitude of 
three emission bands around 420-500 nm, 540-570 nm and 690-760 nm (Götze et al. 2000). 
Alkali feldspars usually show only blue or red CL, but plagioclase feldspars show a wide 
range of coloration ostensibly due to greater possibilities for di- and trivalent substitutions 
and structural changes in the structure from albite to anorthite. As temperature, pressure, and 
redox conditions in the growth environment affect activator substitution, it is possible to make 
inferences about formation conditions from detailed analysis of the CL spectra (Rokatschuk 
et al. 1989). 

Figure 17. Quartz polymorph CL spectra. The ordinate axis is intensity in measured detector counts. Modi-
fied from Götze et al. (2001).
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Reviews (e.g., Götze et al. 2000) 
have summarized specific impurities 
linked with spectral features, as well 
as types of patterns in CL imaging. 
However the identity of the major 
activator contributors to feldspar CL 
have been disputed because, as shown in 
Table 3 (adapted from Götze et al. 2000), 
there are multiple possible activators for 
each color or band location. An example 
is work on albite from the A-type 
Georgeville granite in Nova Scotia 
(Dalby et al. 2010). This albite has 
uniform physical texture and gives bright 
CL which is either blue or red, showing 
interesting internal growth zoning. The 
emission spectrum consists of several 
bands, but a band near 720 nm is more 
prominent in the red CL areas, while a 
band peaking in the UV at about 280 nm 
is prominent only in the blue-emitting CL 
areas. The red band has been attributed 
to Fe3+ replacing Al3+ in a tetrahedral 
site (e.g., White et al. 1986) and X-ray 
microprobe and synchrotron X-ray 
fluorescence analysis demonstrated that 
this red band was correlated with total 
Fe content. However XAS experiments 
indicated that Fe3+ was located in both 
the blue and red emitting areas, so that 
the differences in emission might be 
more related to local Si-Al order as 

well as a Fe preference for tetrahedral occupation. The blue emission was correlated with 
higher concentrations of Ca, Ti, Pb and REE, but there seemed to be only small changes in 
the spectrum over the 350-500 nm range between the red and blue emitting areas where the 
expected main blue-emission bands occur. Hence, clear association of the blue emission and 
its cause could not be made. However alkali feldspar CL analyzed in detail by Finch and Klein 
(1999) in samples from South Greenland, gave more definite results. They separated blue and 
red CL sections of feldspar grains for further spectral study using EPR and SIMS. The blue 
emission correlated with Al substitution for Si (the Al-O− Al center) and no other reasonable 
source of blue emission (Eu2+, Ti4+  Parsons et al. 2008, Ti3+, Ga3+). The visible red emission 
correlated with Fe3+ only on the T1 site, while the peak shifted into the IR in disordered 
feldspars. The difference between these Fe3+ features was thus attributed to Fe3+ ordering, and 
changes in formation or alteration conditions. Analysis of the Fe3+ CL emission over a wide 
range of feldspar compositions gave similar results (Krbetschek et al. 2002). 

The position of the Fe3+ peak was found to be systematically related to composition with 
low An plagioclases having the band peaking in the IR at about 740 nm, but shifting into the 
red as far as 680 nm in pure anorthite. In alkali feldspars a similar trend is seen, with the shift 
from 730 nm to about 700 nm occurring as orthoclase content increases (Götze et al. 2000). 
Both trends are consistent with decreased crystal field at the tetrahedral site with higher An and 
Or content, respectively, in analogy to Mn2+ peak shifts in carbonates.

Figure 18. Quartz CL spectra showing effects of prov-
enance. (A) Al-rich zone in hydrothermal quartz form 
Swiss Alps. (B) High grade metamorphic quartz from 
New Zealand. (C) Hydrothermal quartz from West Ger-
many with a green-emitting growth zone. (D) Different 
growth zone in same crystal as (C) but showing brown 
emission after 200 s of irradiation. Vertical lines show 
correlation of major emission bands. Modified from 
Preusser et al. (2009).

Wavelength (nm)
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REE are common activators of CL in feldspars, especially from Eu2+, which substitutes 
for Ca2+and produces an emission band at 420 nm and is seen in hydrothermal and regionally 
metamorphosed feldspars, but much less commonly in granitoids and pegmatites (Gorobets 
et al. 1989). Ce3+ activation has been found in regionally metamorphosed plagioclases, and 
shows variations according to the conditions of formation (Kusnetsov and Kramarenko 1995).

Table 3. Characteristic luminescence features and activators observed in feldspars.

Activator Emission Color Position (nm) Technique Reference

Tl+ UV 280 PL Gorobets et al. (1989)

Pb2+ UV 280 RL Taraschan et al. (1973)

Ce3+ UV
blue-green

324-335
490

PL
CL

Gaft et al. (2005)
Laud et al. (1971)

Eu2+ blue 420

402-410

CL
TL, RL
PL

Mariano and Ring (1975)
Jaek et al. (1996)
Gaft et al. (2005)

Cu2+ blue 420 CL
TL, RL

Mariano et al. (1973)
Jaek et al. (1996)

Al-O−-Al blue 450-480

440

TL, RL
CL
CL
CL

Marfunin (1979)
Walker (1985)
Slaby et al. (2008)
Kayama et al. (2010)

Ti4+, Al-O-Ti

Ti4+

blue 460

436
408

CL
CL
CL
CL

Parsons et al. (2008)
Lee et al. (2007)
Kayama et al. (2010)
Kayama et al. (2010)

Ti3+ blue 460 CL
CL

Mariano et al. .(1973)
Geake et al. (1973)

Ga3+ bluish-green 500 CL De St. Torre and Smith (1988)

O—Si…M+ bluish green 500-510 TL, RL Marfunin and Bershov (1970)

Mn2+ greenish-yellow 559
570
540
550-565

CL
CL
CL
CL, TL

Sippel and Spencer (1970)
Mariano et al. (1973)
Mora and Ramseyer (1992)
Götze et al. (1996)

Dy3+ yellow-orange 487, 546, 576 PL Gaft et al. (2005)

Sm3+ red
blue-IR
red 603, 645

CL
CL
PL

Mariano et al. (1973)
Götze et al. (1996)
Gaft et al. (2005)

Eu3+ red 614, 624 PL Gaft et al. (2005)

Fe3+

T2 site Ab-rich
Ti site Ab-rich
T2 site Or-rich
T1 site Or-rich

red/IR 700
705-730
700-780
690-760
680-745
688-740
796
754
739
717

CL
CL
CL
RL
CL
CL, TL
CL
CL
CL
CL

Mariano et al. (1973)
Sippel and Spencer (1970)
Geake et al. (1973)
Boroznovskaya et al. (1982)
Mora and Ramseyer (1992)
Götze et al. (1996)
Kayama et al. (2010)
Kayama et al. (2010)
Kayama et al. (2010)
Kayama et al. (2010)

Tb3+, Nd3+ blue-IR CL Götze et al. (1996, 1999)

Cr3+ IR 880 RL Boroznovskaya et al. (1996)
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It is noteworthy that lunar feldspars have emis-
sion bands similar to those found in terrestrial feld-
spars, although alkali feldspars are rare in returned 
lunar material. However alkali feldspars show 
strong blue CL, attributed to Al substitution for Si, 
and plagioclase shows a range of CL colors due to 
the presence of the tetrahedral Fe3+ band at about 
700 nm, a Mn2+ band at 570 nm, and a blue band 
at 410-450 nm, possibly due to several activators or 
defect centers (Götze 2009). Figure 19 shows some 
representative spectra for plagioclase having differ-
ent activators including REE.

Zircon

Zircon shows very characteristic CL concentric 
growth zoning attributed to variation in the U and Y 
(Rubatto and Gebauer 2000), or to Dy3+ (Hanchar 
et al. 2001 and John Hanchar, personal communi-
cation) content, during crystallization. Changes in 
the zonation lead to inferences about separate geo-
logical events which can be analyzed further via 
secondary ion mass spectrometry (SIMS) or laser 
ablation indictively coupled mass spectrometry 
(LA-ICPMS) technology to extract U-Pb age in-
formation (e.g., Hanchar and Miller 1993; Hanchar 
and Rudnick 1995; Kempe et al. 2000; Grant et 
al. 2009). The activators for UV-excited lumines-
cence and CL of zircon have been incompletely 
characterized. REE are found in all natural zircon 
crystals with the heavy REE (HREE) in higher con-
centrations, as well as a UO2

2+ signature, but the 
dominating broad band yellow emission seen in CL 
and under UV remains mysterious, as does a blue 
emission possibly associated with silicate. Gaft et 
al. (2005) noted that the yellow broad band emis-
sion is structureless down to a temperature of 4.6 
K, making it difficult to develop conclusions about 
the electronic structure. Likely the band is a result 
of the superposition of many emission states related to impurity or intrinsic defect order-
ing (Kempe et al. 2000). Despite this limitation CL imaging is extremely useful in detecting 
growth or alteration history, and thus providing targets for different types of in-situ analyses 
for U-Pb, O, trace elements, and tracer isotopes (e.g., Lu-Hf) although differentiating original 
growth from later modifications must be done cautiously (Kempe et al. 2000).

Carbonates

Dolomites and other carbonate rocks usually show strong CL, as long as the concentration 
of quenching impurities is not too high or there is not too much Fe2+ present in the sample. 
The main activator is Mn2+, though REE can also be important activators (Habermann et al. 
1996; Machel 2000; Habermann 2002) and organic impurities may also create CL emission. 
In unusual cases radiation damage centers likely paired with REE impurities (Gaft et al. 
2008) may be important activators producing striking luminescence. Mn2+ has spin forbidden 
transitions, and hence is a weak UV-excited luminescent center without sensitizers (generally 

Figure 19. Plagioclase CL spectra showing 
common activated luminescence emission. 
(A) Mn2+ in the large cation site has emis-
sion around 550-560 nm. (B) Mn2+ com-
bined with Al-O- Al defect centers. (C) 
Mn2+ and Fe3+ (tetrahedral site) produce a 
net red-orange emission depending on Fe 
content. (D) Blue CL from Eu2+ activation 
in the large cation site. Mn2+ and Fe3+ are 
also commonly present. Modified from 
Götze et al. (1998, 2000).
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Pb2+ or Ce3+), but this is much less important with the energy density available with SEM-
based CL instruments.

The Mn2+ electronic structure in an octahedral site in carbonates has been well studied, 
and spectral changes with site occupation in dolomites, and due to compositional (hence 
lattice parameter) variations have been documented (Walker et al. 1989; Ali et al. 1993). In 
particular dolomite CL shows two bands (Fig. 20) that result from occupation by Mn2+ in the 
Ca sites (more yellow CL) and Mn2+ in the Mg sites (red CL). From the electronic structure 
(Fig. 12) one can see that transitions to the ground state depend on the crystal field splitting, 
so that smaller octahedral sites have more splitting resulting in a lower energy luminescent 
transition. This effect is also seen in Mg2+ containing calcite where the solid solution reduces 
the mean site size, increasing the splitting and shifting the emission toward the red. As physical 
conditions can affect Mn2+ site partitioning, these spectral shifts can be used in principle to 
discern formation and alteration temperatures or events. Variations in redox conditions, e.g., 
as a function of burial, will affect the uptake and availability of divalent manganese, as well 
as quencher divalent iron. REE in calcite and dolomite generally give rise to sharp bands 
characteristic of trivalent lanthanides (Fig. 20), but have limited use as petrogenetic indicators. 
There is a rich literature of CL imaging in carbonates related to petrological conditions and 
diagenesis, some of it summarized in Boggs and Krinsley (2006). 

In aragonite, the Mn2+ emission is shifted to higher energy producing a yellow-green 
to green CL coloration that is clearly different from calcite (Richter et al. 2003). The green 
emission results from a larger Ca site with lower crystal field splitting. Similarly, the small Mg 
site in magnesite gives rise to a red CL emission at an energy close to the Mg site in dolomite.

Figure 20. Natural carbonate CL. Lef t: (1) stalagmite clear zone, (2) same stalagmite colored zone. Emis-
sion may be due to organic impurities both in the structure and between grains. (3) Mn2+ activated calcite. 
(4) REE activated carbonate in stalagmite. Right: (top) Aragonitic bivalve with Mn2+ activation. (1-4) do-
lomite Mn2+ emission: (1,2) dolomite from Permian evaporite deposit. (3,4) dolomite from hydrothermal 
deposit. The colors of the CL emission are shown, but the spectra show well the changing two-component 
emission structure attributable to the two kinds of cation sites. Modified from Richter et al. (2003).
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Apatite

CL in apatite follows what has been observed for UV-excited luminescence, with a wide 
range of possible colors, and can be quite spectacular (Waychunas 2002). The literature is 
fairly extensive, but the study by Barbarand and Pagel (2001) is representative of some of the 
critical issues when attempting quantitative analysis, including detector sensitivity (Fig. 21), 
and beam damage. Many apatites seem to have strong emission largely from Ce3+ and Mn2+ 
activation, producing strong blue and yellow-orange bands near 360-420 nm and 570-580 nm, 
respectively. But additional REE emission including Sm3+, Dy3+, Tb3+, Eu2+, Eu3+ is also very 
commonly observed (Roeder et al. 1987). REE zonation is common in apatites and CL can 
yield information on growth and dissolution and even permeability and porosity (Dempster et 
al. 2003). The two most commonly observed types of zoning in fluorescence under ultraviolet 
light are concentric zoning and sectoral zoning (Rakovan and Waychunas 1993, 2013; 
Rakovan 2009). In cathodoluminescence, excited by electrons rather than ultraviolet light, 
a third and often striking type of zoning can be observed, intrasectoral zoning (Rakovan and 
Reeder 1994). Luminescence and color variations, ultimately related to concentric zoning but 
appearing similar to sectoral zoning, can occur when the last stages of crystal growth take 
place preferentially on certain faces and not equally on all crystal faces. 

Redox conditions of growth solutions may also be preserved in the CL emission, e.g., 
through changes in Mn2+ emission, Eu2+ versus Eu3+, or levels of Ce3+. The site partitioning of 
the trivalent REE and Mn2+ between the M1 and M2 sites can potentially be determined using 
CL, but this is more quantitatively approached with time-resolved laser excitation. Apatite that 
occurs as part of organism skeletons (francolite) has not been studied in detail with CL, but 
may offer information on life conditions of the organism and its environment.

A B

C D

Figure 21. Durango apatite CL collected with different apparatus. (A) Nuclide Luminoscope with photo-
multiplier detector. (B) Patco Luminoscope with Princeton Instruments CCD camera and Acton Research 
spectrometer. (C,D) Oxford Instrument MonoCL with a Philips XL30 SEM. Major differences are in part 
due to lack of UV sensitivity in (A) and (B), and Ce3+ is improperly assigned to Eu2+ emission. Modified 
from Barbarand and Pagel (2001).
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Thermoluminescence techniques

Classical approaches. TL can be divided into two separate types of studies: 1) detailed 
spectroscopic analysis to identify spectral features which potentially can be assigned to 
specific defects in natural minerals. This information can provide a better understanding of 
the electronic and optical properties, and it can assist activator-sensitizer identification, site 
symmetry determination, or determination of luminescence mechanism; or 2) as a technique 
to measure defect production from integrated radiation damage, and hence for dosimetry, or 
conversely with known dose rates to establish an exposure age. Of these two areas, dosimetry 
seems to be an increasing part of the literature.

The first type of study is frequently combined with time-resolved laser excitation 
analysis (Gaft et al. 2005) and CL for mineralogical characterization, and this connection was 
considered in an earlier section. Two types of information can be obtained: 1) the trapping 
levels or temperatures for which TL is stimulated; 2) and the TL emission spectra at each 
temperature, representing the recombination or luminescent centers. In the case of dosimetry, 
TL is a well-established method for obtaining information on radiation exposure, being 
developed just after WWII, and first applied to archaeological dating in the 1960’s (Aitken et 
al. 1964) and then later to geological samples (Wintle and Huntley 1980). 

Thermoluminescence investiga-
tions often start with collection of lu-
minescence in a sample as a function 
of temperature, using a constant tem-
perature ramp up. The resulting func-
tion is called a Glow Curve and often 
shows well-defined peaks at particular 
temperatures (Fig. 22). Each peak is 
due to the emptying of a trapped elec-
tron from a trap depth (energy below 
the conduction band) defined by the 
temperature, and hence can be consid-
ered as a kind of excitation spectrum. 
As emission spectra can be collected 
at each temperature defined by a glow 
curve peak, it is possible in ideal situ-
ations to associate particular activa-
tors or defect centers with each peak 
and thus trapping energy. However as 
many centers can contribute to a sin-
gle glow curve peak, and also because emission spectra may change during a TL temperature 
scan, it is usually important to collect multiple emission spectra during the full temperature 
scan. These are assembled into a 3D glow curve that can be analyzed for both trap energy dis-
tribution, and the nature of recombination centers. Shallow traps (corresponding to tempera-
tures below 200 °C) are not useful for dating methods as they are slowly emptied just by long 
exposures at ambient conditions. Glow curve peaks at 300 °C or more are used for geologi-
cal dating, though even deep traps can sometimes empty by means of various recombination 
processes. The TL stability in K feldspars, studied by Strickertsson (1985), is such that only 
glow curve peaks at 299, 384 and 470 °C were stable and useful for dating or dosimetry. At 
high temperatures quenching can occur. In this case an excited state may interact with other 
electronic states creating a nonradiative path to the ground state (see Figs. 4 and 12). 

Optical stimulation approaches. Optically stimulated luminescence (OSL) does not 
require temperature scanning, and has the additional advantage of being insensitive to latent 

Figure 22. Example of Glow Curve from Nigerian quartz. 
At least five distinct bands are visible, corresponding to 5 
different electron trapping levels. [Used with permission of 
Elsevier from Preusser et al. (2009), Fig. 1a.]
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TL contained in the mineral at the time of sediment deposition that can affect traditional 
TL measurements. Hence for dating purposes OSL can be more accurate, especially for 
sediments deposited in water (Aitken 1994). However the spectra differ from that of TL in 
form and mode of collection. Early measurements of OSL used a 514 nm (green) argon laser 
operated in continuous mode (Huntley et al. 1985) with quartz. Subsequently it was shown 
that longer wavelengths also generated OSL but were progressively inefficient. The green 
light simulation approach was found to work with feldspar, but in contrast to quartz it was 
found that infrared light could be used to excite luminescence efficiently (Hütt et al. 1988; 
Botter-Jensen et al. 1994). This paradoxical observation appears to be due to two-photon 
transitions, effectively producing stimulation as if from green light. The infrared and green 
light techniques are sometimes referred to as IRSL and GLSL, respectively. Use of green light 
or other visible light restricts the optical emission spectroscopy that can be done with OSL, 
and hence mainly UV emission is studied in detail. Use of IR stimulation allows more detailed 
emission spectroscopy, as well as excitation spectroscopy (called stimulation spectroscopy in 
this case) Godfrey-Smith and Cada (1996).

The mode of data collection in OSL varies, but for continuous mode the OSL signal is a 
decaying one that has a fast component followed by slower and slower decay rates (Fig. 23). 
Another popular mode of data collection is the linearly modulated (LM-OSL) mode wherein 
the power of the stimulation source is increased with time. For the same sample as in Figure 
23, the LM-OSL curve looks quite different (Fig. 24) revealing three distinct slow components. 

Figure 23. CW-OSL (continuous wave 
optically simulated luminescence) decay 
curve from quartz grains in a lacustrine 
deposit from New South Wales, Austra-
lia showing components having dramati-
cally different decay rates. [Used with 
permission of Elsevier from Preusser et 
al. (2009), Fig. 11.]

Figure 24. LM-OSL (linearly modu-
lated optically stimulated luminescence) 
curve for same sample as in Figure 23. 
This type of plot reveals three slow com-
ponents, and hence there are five iden-
tifiable components resolved using the 
two approaches. Modified from Preusser 
et al. (2009).
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The ratios of these components predict success in dating measurements, with dominance of 
the faster component being preferred (Steffen et al. 2009).

OSL stimulation spectroscopy does not have the resolution to reveal detailed electronic 
structure as with fluorescence excitation spectroscopy. However differences between samples 
of quartz and feldspar from different localities have been observed (Godfrey-Smith and Cada 
1996) though it remains to be shown if such observations are useful to dosimetry applications, 
or geological applications. Emission spectra have been collected with continuously improving 
instrumentation which now include Fourier transform spectroscopy (Huntley et al. 1988; Rieser 
et al. 1994; Martini et al. 1996) enabling TL/OSL spectra to be collected simultaneously at all 
wavelengths as a function of stimulation time.

Applications

Glow curve peaks, emission spectra and defects in quartz. There is considerable similarity 
between the emission spectra obtained from CL and TL/OSL despite the much different exci-
tation and energy conversion processes (Krbetschek et al. 1997). Quartz CL emission spectra 
generally show broad emission bands centered at 390, 505, 575 and 650 nm (Preusser et al. 
2009) with the blue 390 and red 650 bands dominating. Broad bands centered in the ranges 
360-440, 460-500 and 600-650 nm are seen in TL/OSL emission spectra. These bands can be 
discussed with respect to their association with TL glow curve peaks (Fig. 22). For example, the 
110 °C peak coincides with strong emission near 380 nm which has been attributed to a recom-
bination process at [AlO4]0 (Al3+ substitution for Si4+ with an additional trapped hole) centers in 
synthetic quartz crystals (Martini et al. 1995; Vartanian et al. 2000). The 325 C peak is associat-
ed with emission near 420 nm and thought to be due to recombination at an [AlO4]− center (Itoh 
et al. 2002). The 375 °C peak is also used as the main dosimetric peak as it has the best stability 
over long periods, and is connected with emission in both the blue and red bands. These are very 
sensitive to the geological conditions of formation and alteration as are the analogous bands 
observed with CL studies. The red band has been attributed to defects involving Al substitution 
with nearby H+, but the precise details of this center have not been confirmed (Hashimoto et 
al. 1994; Stokes and Fattahi 2003; Westaway and Prescott 2012). The blue emission has been 
associated with [AlO4]0 centers, with Ti centers, and possibly with Ge centers. Some of the 
molecular geometries of these and other defects are shown in Figure 25. Clearly, even though it 
should be possible to associate certain defect populations with TL trapping levels and emission 
spectra, there remains much ambiguity. Study of the TL emission and excitation spectrum has 
shown that there are characteristic reproducible differences for quartz samples having different 
provenance (see e.g., Kuhn et al. 2000; Fig. 26). However it does not appear that this sensitivity 
has been as thoroughly investigated as it has been for CL spectral analysis, but it potentially 
allows defect and impurity density to be measured perhaps by combining both methods, and 
without the need for UHV electron beam instruments like the SEM or electron microprobe. A 
single temperature “slice” from the matrix spectra of Figure 26 is shown in Figure 27.

Age dating. The basic premise behind TL/OSL dating is that quartz or feldspar grains have 
had all of their potential trapping states emptied by prolonged exposure to natural light, and 
that after eventual burial away from light penetration the traps are filled only by local radiation 
sources. Hence TL would be proportional to the radiation dose after burial, and if the dose rate 
were known, the duration of burial could be estimated. However it is very difficult to measure 
the total amount of trapped electrons in a mineral grain accurately, as one would need to sample 
all light energies emitted with appropriate normalization values for detector efficiency among 
other complexities. In practice then a single band, usually in the UV for quartz, and in the violet 
for feldspar is measured using a single aliquot regenerative-dose (SAR) protocol. In this method 
a sample is first stimulated to release all of its naturally trapped electrons creating TL, which 
is measured. It is then reradiated with a known dose of radiation and restimulated so that the 
amount of TL for a specific dose can be determined, and thus with multiple such doses a dose-
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Figure 25. Defects in quartz associated with luminescent activity. Left: intrinsic vacancy and electron trap-
ping centers. Right: proton and alkali impurity defects. Modified from Preusser et al. (2009).

Figure 26. Representative TL ma-
trix spectra showing differences 
due to provenance. (a) Aeolian sedi-
ment, Germany giving an orange-
red emission. (b) Aeolian sediment, 
Oman giving two bands—one blue-
green and the other orange-red. (c) 
Aeolian sediment, India showing 
only a blue-green emission band. 
[Used with permission of Elsevier 
from Kuhn et al. (2000), Fig. 2.]
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response curve (Wintle and Murray 2006) can be generated. The curve then allows the original 
measured dose to be evaluated. An obvious difficulty of this technique is that it assumes dosing 
with one type of source, e.g., gamma ray, is equivalent to the natural exposure which comes 
from gamma rays of various energies, cosmic rays, and other sources. Nevertheless strategies 
have emerged to yield accurate results when compared with other dating methods. TL/OSL can 
be used for ages of a few hundred up to about 100,000 years, so it is directly comparable to 
14C dating, but in principle can be more generally applied. Studies comparing TL/OSL dating 
with other procedures show general good agreement, to within approximately 5% relative. Both 
sediments and volcanic rocks can be studied using this method.

Carbonate TL. Analysis of calcite and rhombohedral carbonates (Calderon et al. 1996) 
and aragonite (Coy-Yll et al. 1988) TL emission spectra generally agree with CL and fluores-
cence spectra, with gross spectral parameters consistent with Mn2+ as the main activator and 
following trends well-known from those other types of studies. For example, in rhombohedral 
carbonates, the main emission due to the 4T1g→6A1g transition, decreases in energy as the lattice 
parameters and the mean M-O distance increase. For dolomite, at low Mn2+ concentrations, the 
difference in the emission from Mn2+ in the larger A and smaller B sites can be resolved. How-
ever TL emission spectra seem to be more sensitive to impurity concentration than other spectra 
(Calderon et al. 1996) as concentration quenching appears at 600 ppm Mn. Similarly, in the 
glow curves, at low Mn concentrations fine stimulation structure is revealed, but this is washed 
out at high concentrations. Other bands assumed not due to Mn2+ have been less explored, but 
in dolomite the blue emission band can be strong in natural samples, and is markedly enhanced 
by X-ray irradiation (Soliman et al. 2004). This emission corresponds to a glow curve peak at 
240-270 °C and is assumed to be due to lattice defects. 

However, the main debate in the literature is in the nature of trapping centers in carbonates, 
and the precise mechanisms for activation of the luminescence. The consensus, first suggested 
by Calderon et al. (1983, 1984) for calcite is that electron trapping is dominated by carbon-
ate groups, creating a localized CO3

−3 center. Variations in this center may have to do with 
structural imperfections, dislocations etc., and give rise to glow curve peaks at 260-280 °C and 
320-350 °C. Irradiation of natural samples enhances these glow curve peaks, and adds another 
at lower temperature. Such samples also have enhanced defect-related UV emission in addition 
to the Mn (yellow-orange-red) emission. When the trapped electrons are freed they ultimately 
combine with trapped holes at impurity centers, which for Mn2+ creates an excited state that 
(after some nonradiative decay to lower energy excited states) leads to emission. As with other 
materials studied with TL there are luminescence mechanisms proposed that utilize these cen-
ters both with and without interaction with energy bands. In aragonite and the orthorhombic 
carbonates there is a difference in the interpretation of TL Mn2+ emission spectra compared to 

Figure 27. 190-210 °C temperature slice 
across a matrix such as depicted in Fig-
ure 26 showing three resolvable emission 
bands. The sample is aeolian sand from 
India, though a different locality from 
that shown in Figure 26 (c). [Used with 
permission of Elsevier from Kuhn et al. 
(2000), Fig. 3.]
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that in CL spectra. The large average M-O distances in orthorhombic carbonates are consistent 
with a smaller crystal field splitting than for the rhombohedral carbonates, and hence emission 
ought to occur at shorter wavelengths as seen in CL (Richter et al. 2003). However the main 
emission in the TL is observed between 630 and 650 nm, overlapping the longer wavelength 
range for rhombohedral carbonates. As the Mn2+ site in aragonite has lower than octahedral 
symmetry, the electronic transitions may differ due to removal of degeneracies and subsequent 
splitting of excited states. However this alone does not explain the differences between CL and 
TL emission.

Carbonates have been investigated for TL and OSL dating, particularly with cave 
speleothems. However other methods appear to be more accurate (Vaks et al. 2007; Wintle 
2008). A single-aliquot protocol for TL dating using biogenic carbonates has been advanced 
(Stirling et al. 2012) that may allow dating to over 3 million years.

Fluorite TL. Fluorite has long been known to display strong thermoluminescence in 
response to fairly gentle heating, even from the heat of a hand. The variety that shows such 
strong TL is known as chlorophane and the luminescence is generally a blue-green color. A 
specimen from Franklin, New Jersey was studied long ago by Ginther and Kirk (1957) who 
found glow curve peaks at 60, 150 and 240 °C. In synthetic fluorite, only the 240 °C peak 
was seen at higher Mn2+ concentrations, with the lower temperature peaks seen only at Mn2+ 
concentrations of fractions of a percent. Interestingly, a small additional amount of Y3+ or Ce3+ 
led to strengthening of the lower temperature glow curve peaks at higher Mn2+ content, and in 
the case of Y3+ shifted it down to 50 °C. Hence Mn2+, Y3+ activated fluorite is a candidate for 
describing chlorophane behavior. 

Fluorite is used commercially as a radiation dosimeter. In this case mainly REE are used 
as activators, and lower temperature TL is undesirable as it allows trapped electron states 
to be emptied under dosimeter storage or during radiation collection. Alternatively, fluorite 
is a sensitive dosimeter that collects a high density of trapped electrons at relatively low 
radiation levels. For most natural fluorites the REE also are the most important activators 
and recombination centers. Typical glow curves show peaks at 120, 200 and 265-300 °C and 
corresponding emission spectra with many trivalent REE peaks (Calderon et al. 1992; Balogun 
et al. 1999). However Dy3+, Ce3+ and Sm3+ appear to be the most significant trapping and 
recombination centers. Natural fluorite can be optically simulated using a blue LED source and 
it has been proposed as a replacement for synthetic fluorite dosimeters (Polymeris et al. 2006; 
Yegingil et al. 2012) with a least dose measuring capacity of 10−6 Gy. Figure 28 shows a glow 
curve for a gamma-ray irradiated natural fluorite from Nigeria and the corresponding dose-
response curves (Balogun et al. 1999). 

Developing areas for luminescence applications

Surface and interface characterization using TRLFS and other luminescence methods. 
It has long been known that molecules with luminescent properties may have substantial 
changes in luminescent intensity, spectral features or excited-state lifetimes when sorbed 
at the mineral-water interface. Sorption may reduce fluorescence lifetimes by creating new 
pathways for energy dissipation at the interface. Sorption to a magnetic surface is especially 
sensitive, affording other energy transfer pathways, and the luminescence may be very short or 
even not observed. Changes in water or other ligand field around a solvated ion also can affect 
fluorescence lifetimes, usually increasing the lifetime as the number of waters decreases (Tan et 
al. 2010). Both these effects are incompletely understood, but allow for high potential sensitivity 
to sorption topology. Besides lifetimes, the fluorescence emission spectrum may also be altered, 
e.g., by changes in transition probability or by small shifts in band positions. As high power 
laser excitation can produce statistically useful emission spectra at very low concentrations, 
this methodology can in principle be used to investigate the geometry of sorption at trace levels 
where EXAFS or NMR cannot be profitably applied.
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One highly luminescent species studied with this in mind is uranyl (UO2
2+), which has 

been examined at many mineral-water interfaces, in solution, and as a variety of solvated 
multinuclear complexes. An example of such interface work is that of Baumann et al. (2005) 
on gibbsite surfaces using time-resolved laser fluorescence spectroscopy (TRLFS). They 
found two types of sorption topology, an inner sphere complex with a lifetime of 330 ns which 
was attributed to bidentate attachment to two reactive OH− groups attached to a single Al at the 
gibbsite platelet edge, and another species with much longer lifetime of 5.6 ms, attributed to a 
cluster of sorbed polynuclear uranyl. With increased pH the lifetime of the polynuclear species 
increased, suggesting that it was growing in size. Another uranyl study on a clay mineral 
surface included the effect of humic materials. Krepelova et al. (2007) found two sorbed species 
with different fluorescent lifetimes on kaolinite surfaces both with and without the presence 
of humic acid (HA). In the former case, both species appear to be bidentate mononuclear 
complexes, but with different degrees of water coordination. In the latter case with humic 
acid, the uranyl was identified as having some water coordination displaced by binding to the 
HA. The spectral emission bands were considerably shifted from dilute uranyl in perchlorate 
solution, as expected by the hydration change. However the lifetimes were considerably longer 
(4-40 ms) than those in the gibbsite study for nominally similar surface complexes.

A combined EXAFS and TRLFS study was done by Walter et al. (2005) on pristine and 
leached albite surfaces, the latter representing degrees of weathering. In this case the EXAFS 
analysis could in principle be used to link the fluorescence parameters to discrete complexation 
topology. On the pristine surface one well defined species was deduced from EXAFS, a 
bidentate mononuclear complex effectively sharing an edge of a silicate tetrahedron on the 
albite surface, and having a U-Si distance of 3.09 Å. TRLFS detected this complex as having 
a lifetime of 11 ms, but also indicated the presence of other surface complexes at higher uranyl 
concentrations not discernable in the EXAFS data, and having shorter lifetimes. The shorter 
lifetimes suggest another type of inner sphere complex, possibly a type of hydroxylated uranyl 
complex. On the leached surfaces the EXAFS could not be quantitatively analyzed, but it was 
suggested that monodentate-mononuclear complexes dominated. The fluorescence lifetimes 
were around 20 ms, also indicating a different surface complex, or at least a complex with 
different water coordination.

REE. Other actinides and rare earths are also good subjects for luminescence studies at 
surfaces, including Cm, Gd, Eu, Sm, Np, and Am (Tan et al. 2010). Cm3+ sorbed on clays has 
been studied by Huittinen et al. (2010) and by Rabung et al. (2005), and Eu3+ on kaolinite and 

Figure 28. Lef t: Glow curve for gamma-irradiated natural fluorite from Nigeria, showing three peaks or 
features. Right: Dose-response curves for the glow peaks indicated. [Used with permission of Elsevier from 
Balogun et al. (1999), Figs. 1 and 2.]
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smectite by Stumpf et al. (2002). Cm3+ sorbs as several types of inner sphere complexes on 
the studied clay mineral surfaces, with surface precipitation also being observed. Fluorescent 
lifetimes much different from aqueous species indicated that no outer sphere complexation 
occurred, and it was concluded that the same type of surface hydroxyl was involved in binding 
in all cases, namely the ≡Al-O-Cm3+ type. In contrast, changes in the emission spectra of Eu3+ 
suggest a coordination change with increasing pH. This is supported by lifetime measurements 
which showed a lifetime of 110 ms at pH less than 4, and one of 330 ms at pH greater than 7. 
These changes are consistent with water ligand coordination reduction with change from outer 
sphere to inner sphere complexation. With added carbonate a ternary complex was suggested 
(clay surface-Eu3+-CO3) based on lifetime changes that indicated a loss of 2-3 water ligands. 
Eu3+ has also been studied sorbed on calcite surfaces (Piriou et al. 1997) showing both inner 
sphere and Ca replacement based on lifetime analysis. Competitive sorption on sedimentary 
humic acids among Eu3+, Ca2+ and Cu2+ has also been probed (Marang et al. 2009) showing 
that Cu replaces Eu3+ on several sorption sites, while Ca acts more to modify the humic acid 
itself, enhancing the luminescence of the bound europium. Analogous studies are possible for 
organic sorption on mineral surfaces, and these could potentially allow study of competitive 
sorption among different organic structures for particular types of mineral surface sites. Such 
studies would be highly complementary to vibrational spectroscopy now possible using ATR-
FTIR and other methods, but with potentially much higher sensitivity. 
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INTRODUCTION

Analytical transmission electron microscopy (TEM) is used to reveal sub-micrometer, 
internal fine structure (the microstructure or ultrastructure) and chemistry in minerals. The 
amount and scale of the information which can be extracted by TEM depends critically on 
four parameters; the resolving power of the microscope (usually smaller than 0.3 nm); the 
energy spread of the electron beam (of the order of an electron volt, eV); the thickness of the 
specimen (almost always significantly less than 1 mm), and the composition and stability of the 
specimen. An introductory text on all types of electron microscopy is provided by Goodhew 
et al. (2001), while more detailed information on transmission electron microscopy may be 
found in the comprehensive text of Williams and Carter (2009).

INTRODUCTION TO ANALYTICAL  
TRANSMISSION ELECTRON MICROSCOPY (TEM)

Basic design of transmission electron microscopes (TEM)

The two available modes of TEM—CTEM and STEM—differ principally in the way 
they address the specimen. Conventional TEM (CTEM) is a wide-beam technique, in which a 
close-to-parallel electron beam floods the whole area of interest and the image (or diffraction 
pattern), formed by an imaging (objective) lens after the thin specimen from perhaps 106-107 
pixels on a digital camera, is collected in parallel. Scanning TEM (STEM) deploys a fine 
focused beam, formed by a probe-forming lens before the thin specimen, to address each pixel 
(here, a dwell point) in series and form a sequential image as the probe is scanned across the 
specimen. Figures 1 and 2 summarize these different instrument designs; here it should be 
noted that many modern TEM instruments are capable of operating in both modes, rather than 
being instruments dedicated to one mode of operation. 

In both types of instrument analytical information from a small region is usually collected 
using a focused beam. The smallest region from which an analysis can be collected is defined 
by the diameter of this beam and hence the corresponding through-thickness volume in the 
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specimen within which various elastic and inelastic scattering (energy-loss) processes take 
place. 

In both CTEM and STEM, electrons are produced from an electron emitter, focused and 
collimated into a beam and finally accelerated to a given beam energy. Key instrumental com-
ponents, which affect the microscope resolution and analytical performance, are:

•  the electron emitter which can operate via either a thermionic or field emission 
mechanism or a combination of the two; field emission provides the brightest, most 
monochromatic and coherent source of electrons.

•  the accelerating voltage (Eo, typically in the range 60-300 kV) and hence incident 
electron energy; the higher the accelerating voltage the higher the resolution and the 
larger the sample penetration (although, in certain cases depending on the elements 
present and their chemical bonding, sample damage via sputtering may be an issue 
above a certain threshold energy).

In the CTEM (Fig. 1), two or more electromagnetic condenser lenses demagnify the probe 
to a size typically between a few micrometers and a few nanometers—the excitation of these 
lenses controls both the beam diameter and the beam divergence/convergence angle. For these 

Figure 1 

 

Figure 1. Schematic diagram of the layout of an analytical conventional transmission electron microscope 
(CTEM) fitted with an energy dispersive X-ray (EDX) detector and an electron energy loss (EEL) spec-
trometer (after Brydson 2001, 2011). α and β denote the convergence and collection angles. Eo is incident 
beam energy, E is the energy loss of the fast electron and B is the magnetic field in the spectrometer.
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condenser-lens systems the first condenser (C1 or spot size) controls the demagnification of 
the source, while the second (C2 or intensity) controls the size of the spot at the specimen and 
hence the beam divergence/convergence.

The specimen is in the form of a thin (< 100 nm) 3 mm diameter disc of either the material 
itself or the material supported on an electron transparent film. The specimen is usually inserted 
into the vacuum of the TEM via an airlock and fixed into a side-entry specimen rod that can be 
translated or tilted (about one or two axes).

In the CTEM (see Fig. 1), the main electromagnetic objective lens forms the first 
intermediate, real space, projection image of the illuminated specimen area (in the image plane 
of the lens) as well as the corresponding reciprocal space diffraction pattern (in the back focal 
plane of the lens). Here the image magnification relative to the specimen is typically 50-100 
times. For a given electron emitter and accelerating voltage, the image resolution in CTEM 
is principally determined by imperfections or aberrations in this objective lens. An objective 
aperture can be inserted in the back focal plane of the objective lens to limit beam divergence 
in reciprocal space of the transmitted electrons contributing to the magnified image. Typically 
there are a number of circular objective apertures ranging from 10 to 100 mm in diameter. The 
projector lens system consists of a first projector or intermediate lens that focuses on either 
the objective lens image plane (microscope operating in imaging mode) or the back focal 
plane (microscope in diffraction mode). The first projector lens is followed by a series of three 
or four further projector lenses—each of which magnify the image or diffraction pattern by 
typically up to 20 times. The Selected Area Electron Diffraction (SAED) aperture usually lies 
in the image plane of one of the projector lenses (due to space considerations) and if projected 
back to the first intermediate image and hence the specimen effectively allows the selection of 
a much smaller area (typically ranging from a few tenths of a micron to a few microns) on the 
specimen for the purposes of forming a diffraction pattern. The overall microscope system can 
provide a total magnification of up to a few million times on the electron fluorescent microscope 

 
Figure 2 

 

Figure 2. Schematic diagram of the layout of a dedicated analytical scanning transmission electron micro-
scope (STEM) fitted with an energy dispersive X-ray (EDX) detector and an electron energy-loss (EEL) 
spectrometer (after Brydson 2001, 2011). α and β denote the convergence and collection angles, respec-
tively. Note this is a dedicated UHV STEM configuration with the electron emitter at the base of the micro-
scope for reasons of stability; in the more usual hybrid CTEM/STEM instruments, STEM mode is achieved 
using the TEM condenser lens system (Fig. 1) which is prior to the specimen and is used to converge a 
probe which is then scanned across the specimen.
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viewing screen or, below this, the camera (either a photographic plate or a phosphor coupled to 
a two dimensional charge coupled diode (CCD) array). 

In the STEM (see Fig. 2), as opposed to CTEM, there is usually only a condenser lens 
system, which is better called a probe-forming lens; confusingly in a STEM this is often 
referred to as an objective lens—however, the important distinction from the case of CTEM 
is that this objective lens lies before the specimen. This lens system is used to form a small 
diameter (typically a nanometer or less) probe that is serially scanned in a two-dimensional 
raster across the specimen. At each point the transmitted beam intensity is measured—thus 
building up a serial image of the specimen. Two intensities are usually recorded: that falling 
on an on-axis bright field (BF) detector that collects electrons that have undergone relatively 
small angles of scattering (principally undiffracted, Bragg diffracted and inelastically scattered 
electrons which gives images equivalent to CTEM BF images), as well as that incident on a 
high-angle annular dark-field (HAADF) detector that principally collects higher-angle (beyond 
the diffracted spots) incoherently elastically scattered electrons (so called Z-contrast images). 
In a STEM instrument, the resolution of the scanned image (as well as the analytical resolution 
described above) is determined largely by the beam diameter generated by the probe-forming 
lens and this is also limited by lens aberrations. As discussed in the introduction, there are now 
many hybrid CTEM/STEM instruments, which can operate in both modes.

Interactions between the electron beam and the specimen

The high-energy incident electron beam of the TEM interacts with the sample in a 
number of ways. Low-angle, coherent elastic scattering (diffraction) of electrons (through 
1°-10°) occurs via the interaction of the incident electrons with the electron cloud associated 
with atoms in a solid—this is used for CTEM and STEM bright field imaging. High-angle, 
incoherent elastic (back)scattering (through 10-180°) occurs via interaction of the negatively 
charged electrons with the nuclei of atoms—this is used for STEM dark field imaging. The 
cross section or probability for elastic scattering varies roughly as the square of the mean 
atomic number of the sample, whereas inelastic scattering, which provides the analytical 
signal, generally involves much smaller scattering angles than is the case for elastic scattering; 
the cross section of inelastic scattering varies linearly with atomic number. 

Inelastic scattering of electrons by solids predominantly occurs via four major mechanisms:

1. Phonon scattering, where the incident electrons excite phonons (atomic vibrations) 
in the material. Typically the energy loss is < 1 eV, the scattering angle is quite large 
(∼10°) and for carbon, the average distance between such scattering events—the mean 
free path, Λ—is ∼1 mm. This is the basis for heating of the specimen by an electron 
beam.

2. Plasmon scattering, where the incident electrons excite collective, ‘‘resonant’’ oscilla-
tions (plasmons) of the valence (bonding) electrons associated with a solid. Here, the 
energy loss from the incident beam is between 5-30 eV and Λ is ∼100 nm, causing this 
to be the dominant scattering process in electron-solid interactions.

3. Single-electron excitation, where the incident electron transfers energy to single atom-
ic electrons resulting in the ionization of atoms. The mean free path for this event is 
of the order of mm. Lightly bound valence electrons may be ejected from atoms and, 
if they escape from the specimen surface, may be used to form secondary electron 
images in scanning electron microscopy (SEM). Energy losses for such excitations 
typically range up to 50 eV. If inner-shell electrons are removed, the energy loss can 
be up to keV. For example, the energy loss required to ionize carbon 1s (i.e., K shell) 
electrons is 284 eV. The energy loss of the incident beam can be used in electron 
energy-loss spectroscopy (EELS) analysis and the secondary emissions (e.g., X-ray 
or Auger electron production; see Fig. 3) produced when the ionized atom relaxes can 
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also be used for analytical purposes in the techniques of either energy dispersive or 
wavelength dispersive X-ray (EDX/WDX) spectroscopy.

4. Direct radiation losses, the principal of which is Bremsstrahlung X-ray emission 
caused by the deceleration of electrons by the solid; this forms the background in the 
X-ray emission spectrum upon which are superimposed characteristic X-ray peaks 
produced by single-electron excitation and subsequent relaxation. The Bremsstrah-
lung energy losses can take any value and can approach the total incident beam en-
ergy in the limit of full deceleration.

Brief review of imaging mechanisms in CTEM and STEM. All TEM images are two 
dimensional projections of the internal structure of a thin specimen region. In recent years, 
however, there has been considerable interest in reconstructing the three dimensional nature of 
the specimen using tomographic techniques (see Weyland and Midgley (2007) in Hutchison 

 
Figure 3  
 

    

Figure 3. Energy dispersive X-ray analysis in the TEM (after Brydson 2011). De-excitation mechanisms 
for an atom which has undergone K-shell ionization by primary electrons: (A) emission of a characteristic 
Kα X-ray (the inset details possible ionization processes and emission of X-rays) and (B) emission of a 
KLM Auger electron.

A

B
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and Kirkland (2007)). Notwithstanding, unless they are STEM EDX or EEL spectrum images 
or energy filtered CTEM images (see “EDX and EELS Imaging” section below), all TEM 
images are based principally on the elastically scattered components of the incident electron 
beam although the images may contain some underlying inelastically scattered contribution 
(Williams and Carter 2009).

There are three basic contrast mechanisms which contribute to all CTEM images:

1. Mass-thickness contrast: sample regions (whether amorphous or crystalline) that are 
thicker or of higher density will scatter the electrons more strongly and hence more 
electrons will be scattered through high angles and be lost in their passage down the 
narrow bore of the microscope column so making these areas appear darker in the im-
age.

2. Diffraction contrast: crystalline regions of the sample oriented at the Bragg angle for 
diffraction will excite diffracted beams, which correspondingly reduce the amplitude 
of the unscattered beam. Insertion of an objective aperture in the back focal plane 
can accentuate this effect via formation of bright field (BF) images (the unscattered 
beam selected with diffracting regions appearing dark) or dark field (DF) images (a 
diffracted beam selected, with diffracting regions appearing bright). Any microstruc-
tural feature which changes the corresponding diffraction condition (such as a grain 
boundary, stacking fault, strain field or a line defect etc.) will, in principle, show up in 
diffraction contrast.

3. Phase contrast: this relies on the interference between the unscattered beam and dif-
ferent diffracted beams to produce an interference pattern (visible at high magnifica-
tion) which reflects the lattice periodicity; effectively lattice planes and hence atomic 
positions are imaged but may appear light or dark depending on the microscope condi-
tions (objective lens defocus, beam energy, etc.) and the sample thickness.

Some examples of these three CTEM contrast mechanisms are given in Figure 4A as 
well as in many subsequent figures in the chapter. In addition to imaging, as discussed in 
the Introduction, the diffraction pattern in the back focal plane may be viewed. The area of 
the specimen from which the diffraction pattern originates can be defined using the SAED 
aperture (using effectively parallel illumination) or the probe can be converged to a small area 
on the specimen so as to form diffraction discs (whose radius depends on the convergence 
angle) rather than spots. The diffraction pattern allows the degree of crystallinity as well as 
the exact crystallographic phase of the material to be determined as well as the incident beam 
direction through the crystal. See Figure 4B for a schematic diagram and also Figures 16 and 
19 for an example diffraction patterns.

STEM bright field images contain all the same contrast mechanisms as CTEM bright field 
images, whereas STEM dark field images (particularly HAADF which relies on Rutherford 
scattering from the nuclei) images are relatively insensitive to structure and orientation but 
strongly dependent on atomic number (Z contrast), with the intensity varying as Zζ where ζ 
lies between 1.5 and 2. If the specimen is uniformly thick in the area of interest the HAADF 
intensity can be directly related to the average atomic number in the column at each pixel. 
Figure 4C shows an example BF and DF STEM image. If the beam is less than one atom 
dimension in diameter, for instance in an aberration-corrected STEM (see later), then atom 
column compositional resolution is therefore possible (strictly, only if we have strong 
channeling of the probe down the atomic columns which occurs when the sample is oriented 
along a low Miller index zone axis).

Analytical signals. Based on the description in the section “Interactions between the 
electron beam and the specimen”, the two major techniques for chemical nanoanalysis in the 
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Figure 4. (A) TEM bright field image of a tubular halloysite clay mineral showing both CTEM mass thick-
ness contrast (from the amorphous carbon support film and the halloysite tubes) and CTEM diffraction con-
trast from some of the halloysite tubes oriented at the Bragg angle for diffraction. At higher magnification 
CTEM phase contrast is evident in the (002) basal plane lattice fringes of tube walls (Brydson and Hillier, 
unpublished). (B) Schematic diagram of the geometry of electron diffraction in the CTEM and the form of the 
selected area diffraction pattern for  amorphous, polycrystalline and single crystal sample regions. Examples 
of real diffraction patterns are shown in Figure 16 and subsequent figures. (C) Example of (left) a STEM BF 
image and (right) a STEM high angle annular dark field image from a cluster of iron storage proteins, ferritin 
molecule mineral-cores (doped ferrihydrite) cores within a tissue section (see Pan et al. 2009).

Figure 4A 
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transmission electron microscope are both concerned with inelastic interactions and are based 
on the analysis of either the energy or wavelength of the emitted X-rays (EDX or WDX), or 
the direct energy losses of the incident electrons (EELS).

As shown in Figure 5, X-rays produced when the electron probe interacts with the 
specimen are most commonly detected from the incident surface using a low take-off angle 
Energy Dispersive X-ray (EDX) detector (i.e., the detector is approximately in the same plane 
as the sample, some 20° to the horizontal), so as to allow the detector to be brought close to the 
sample and also to minimize the predominantly forward-peaked Bremsstrahlung background 
contribution to the X-ray emission spectrum. Even though the detector is inserted to within a 
few mm of the sample surface, it collects only a small proportion (usually only a few percent) 
of the isotropically emitted X-ray signal owing to the limited solid collection angle of the 
detector (typically significantly less than 1 Steradian, from a total possible solid angle of 
4π Steradians). Generally, the specimen is tilted towards the detector (typically through ca. 
15°) so as to provide a clear X-ray trajectory between the irradiated area and the detector. 
The volume of the specimen that produces X-rays is controlled by the electron probe size 
(and hence condenser-lens currents) as well as beam broadening within the specimen that 
increases with (among other things) thickness and average atomic number and decreases with 

Figure 5 
 

 

Figure 5. Energy dispersive X-ray analysis in the TEM (after Brydson 2011). Schematic diagram showing 
the components and location of an EDX detector in a TEM.
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microscope accelerating voltage. High take-off angle X-ray detectors also exist and these do 
not require the specimen to be tilted towards the detector. 

Below the microscope viewing screen, the self-contained EELS spectrometer (which 
almost always possesses a variable entrance aperture itself) and detection system collects 
the transmitted electron signal that is composed of both elastically and inelastically scattered 
electrons. In both Figures 1 and 2, α and β are known as the convergence and collection 
semi-angles, respectively. Note certain commercial EELS systems (particularly those initially 
developed for the purposes of energy-filtered imaging) employ an in-column design with the 
EEL spectrometer placed between the objective and projector lenses. Further details are given 
in the “EDX and EELS Imaging” section below.

As discussed in the introduction, apart from the case of energy filtered CTEM (see “EDX 
and EELS Imaging” section below), analytical information is most usually collected using a 
focused probe. In this respect STEMs are ideal analytical machines since they easily allow the 
simultaneous recording of images and X-ray emission spectra, furthermore retraction of the 
bright-field detector allows electrons to enter an EEL spectrometer while still simultaneously 
recording the HAADF image. Generally, STEMs can collect analytical EDX and EELS data in 
one of two ways: firstly, by scanning the beam over an area and collecting the signal from the 
whole scanned area and, secondly, by scanning the beam slowly and recording the analytical 
signal serially at each point (known as spectrum imaging). Dedicated STEMs employ extremely 
small probe sizes produced by cold field-emission electron sources that can provide extremely 
high energy resolution (EELS) and high spatial resolution (EELS and EDX) measurements.

The specimen

A specimen suitable for study by analytical TEM should be thin enough for electron 
transmission without significant spreading of the electron beam, yet be representative of the 
material about which we wish to draw conclusions. These simple requirements imply that in 
most cases we must prepare a thin specimen (typically less than 50 nm for high resolution 
studies) from a larger sample, and in all cases we must assure ourselves that the processes of 
preparation, mounting and examination do not change, in any uncontrolled way, the important 
features of the specimen. Specimen preparation is therefore an absolutely crucial aspect of 
analytical TEM. This is discussed in the “Example of the practical application of EDX: clay 
minerals – Sample preparation” and “Developments in TEM specimen preparation” sections 
below. However, for the vast majority of mineralogical and geological samples this usually 
involves cleaving or crushing a sample in an agate mortar and pestle, dispersing in a suitable 
inert liquid and drop-casting onto a TEM grid with a thin, usually amorphous and often holey 
support film. An alternative procedure, which retains the microstructural relationships in the 
overall specimen, involves the thinning and polishing of a bulk 3 mm disc of material cut 
using a drill or ultrasonic disc cutter. Course-scale thinning of the disc is usually performed 
mechanically using standard polishing procedures employing silicon carbide, diamond and 
alumina or silica abrasives of progressively decreasing roughness. Final thinning to electron 
transparency (ca. 100 nm) can be achieved via either: accurate and controlled mechanical 
polishing (tripod polishing); chemical polishing using jets of acids or alkalis or, very commonly, 
ion milling using a broad low energy argon ion beam. More recently the use of focused ion 
beam (FIB) specimen preparation techniques, although not without their specific problems 
associated with sample damage, has radically altered the preparation of thin TEM specimens 
from site-specific areas within larger samples, in particular cross sections of interfaces and 
surfaces (see Fig. 20 and also Giannuzzi 2004).

When analyzing the sample, the specimen should resist both contamination and damage 
induced by the primary electron beam. For a given incident beam energy, beam damage of the 
specimen is generally a function of the energy deposited within the specimen volume (known 
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as dose) which is dependent on the incident energy of the electron beam, the interaction cross 
section for the specimen, the electron fluence (i.e., the total number of electrons incident per 
unit area of specimen) and, in some cases, the fluence rate (usually quoted in current per unit 
area) can be important. In many cases, for a given set of microscope conditions, there is a 
“safe” fluence or fluence rate below which damage is negligible. 

Beam damage of the specimen can occur by two dominant mechanisms: knock-on 
damage in which an atom or ion is displaced from its normal site, and ionization damage (in 
some contexts called radiolysis) in which electrons are perturbed leading to chemical and then 
possibly structural changes (Egerton et al. 2004; Williams and Carter 2009). The latter can 
also eventually result in specimen heating. Both types of damage are very difficult to predict or 
quantify with accuracy, because they depend on the bonding environment of the atoms in the 
specimen. In most circumstances, however, the knock-on cross section increases with primary 
beam energy, while the ionization cross section decreases. Thus there is a compromise to be 
struck for each specimen to find a beam energy that is low enough not to cause significant 
atomic displacement but is high enough to suppress radiolysis.

Recent developments in analytical TEM

As mentioned previously, the image resolution in CTEM is primarily determined by the 
imperfections or aberrations in the objective lens, while in a STEM instrument the resolution 
of the scanned image (as well as the analytical resolution for EDX and EELS) is determined 
largely by the beam diameter generated by the probe-forming lens which is also limited by 
aberrations. In both cases the most serious lens aberration is spherical aberration, whereby 
electrons travelling at differing distances from the central optic axis of the lens are focused to 
different positions. In recent years, technical difficulties have been overcome (principally due 
to increases in computing power) which has allowed both the diagnosis and correction of an 
increasing number (and type) of these lens aberrations (Hawkes 2008). Aberration correction 
could in principle be applied to any magnetic lens in any microscope. In practice there are two 
key areas where it is employed (in some cases in tandem) to correct spherical aberration: (i) 
in the condenser/illumination or probe-forming system (STEM) and (ii) in the objective or 
imaging lens (CTEM). With the correction of spherical aberration, the next resolution-limiting 
lens aberration, particularly at low accelerating voltages, is chromatic aberration whereby 
electrons of differing energies are focused to different positions. At the time of writing there are 
a number of schemes being developed and implemented for chromatic aberration correction 
(Leary and Brydson 2011). One of the main benefits of the correction of aberrations in STEM 
is in the reduction of the “beam tails” so that a fine beam positioned on a specified column of 
atoms does not “spill” significant electron intensity into neighboring columns. This has big 
implications for the STEM-based techniques of HAADF or “Z contrast” imaging, EELS and 
EDX analysis and even tomography (Brydson 2011). 

Particularly with the advent of micro-electromechanical systems (MEMS) technology, it 
is now becoming increasingly possible to control many environmental parameters associated 
with the specimen while in many cases simultaneously imaging or spectroscopically analyzing 
a region of interest. Possible in situ experiments that have been demonstrated include: 
specimen heating or cooling, specimen straining or compression, the control of local electric 
or magnetic fields, measurement of local specimen conductivity, illumination of the specimen 
with photons, even imaging the specimen under the presence of environmental atmospheres of 
gas or even (flowing) liquids (see chapter by Gai (2007) in Hutchison and Kirkland (2007)). 

Finally, as mentioned at the beginning of subsection “Brief review of imaging mechanisms 
in CTEM and STEM,” methodologies for three dimensional TEM image reconstructions 
using either tilt series tomography (see chapter by Weyland and Midgley (2007) in Hutchison 
and Kirkland (2007)) or single particle analysis (Pan et al. 2009) have been applied in areas 
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potentially akin to geology and mineralogy. In terms of analytical TEM, the basic possibilities 
are any signal, which monotonically increases with increasing thickness such as HAADF 
images and potentially EDX and EEL spectrum images or energy filtered TEM images 
(EFTEM) (see section below on “EDX and EELS imaging”).

ELEMENTAL QUANTIFICATION – EDX AND EELS

EDX

As discussed previously (section “Interactions between the electron beam and the 
specimen”), following ionization of atoms in a sample by an electron beam, one possible de-
excitation process is X-ray emission. The energy of the X-ray photon emitted when a single 
outer electron drops into the inner shell hole is given by the difference between the energies 
of the two excited states involved. A set of dipole selection rules determines which transitions 
are observed and these are labeled due to a standard notation: e.g., K excitation for ionization 
of 1s electrons, L for 2s (L1) and 2p (actually spin orbit split into L2 for 2p1/2, L3 for 2p3/2) 
electrons etc. with corresponding subscripts (α, β, etc.) denoting the electron from the upper 
energy level which fills the ionized hole. Due to the well-defined nature of the various atomic 
energy levels, it is clear that the energies of the set of emitted X-rays will have characteristic 
values for each of the atomic species present in the specimen and by measuring these energies 
of the X-rays emitted from the sample, it is possible to determine which elements are present 
at the particular position of the electron probe. Figure 6 shows a typical electron-generated 
X-ray emission spectrum from Molybdenum oxide. The Mo Kα, Kβ and Lα X-ray lines as well 
as the O Kα line are superimposed upon the Bremsstrahlung background. The latter X-rays are 
not characteristic of any particular atom but depend principally on specimen thickness. To a 
first approximation, peak intensities are roughly proportional to the atomic concentration of 
the element and, through careful measurements and comparison to elemental/mineralogical 
standards, EDX can detect levels of elements down to 0.1 at%. Many further example EDX 
spectra are given in subsequent figures.

EDX detectors collect X-rays in a near-parallel fashion and rely on the creation of electron-
hole pairs in a biased doped silicon crystal (see Fig. 5); the number of electron-hole pairs and 
hence current is directly proportional to the energy of the incident X-ray. Fast electronics allow 

Figure 6. Schematic energy dispersive X-ray (EDX) emission spectrum from a sample of molybdenum 
oxide on a carbon support film. The copper Kα and Kβ X-ray peaks are due to the TEM specimen holder 
and support grid.
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separate pulses of X-rays to be discriminated 
and measured. EDX detectors often have 
some form of window (either beryllium 
or, for a thinner more sensitive window, a 
polymer) which, depending on the material 
and thickness, may reduce sensitivity to light 
elements (Z < 11). 

New developments in EDX detectors em-
ploy silicon-drift detector (SDD) technology 
that have several advantages: 1) SD detectors 
can be designed to fit closer to the sample and 
subtend a greater solid collection angle so col-
lecting more X-rays per unit time; 2) several 
SDD’s can be linked in parallel to cover a sol-
id collection angle approaching 1 Steradian. 
This requires a high level of integration of the 
detectors into the microscope optical design, 
and thus, is only available from the micro-
scope manufacturer at the time of the publica-
tion of this chapter; 3) SDD technology can 
handle large amounts of incident X-rays (105-6 
counts/s), levels that would normally satu-
rate the conventional Si(Li) detectors (103-4 
counts/s); 4) liquid nitrogen cooling is not 
necessary for SDD, which are Peltier cooled. 
This technology is still in the early stages of 
implementation on the TEM and promises to 
improve significantly elemental detection lim-
its and also X-ray mapping capabilities.

Compared to the alternative method of 
detection via X-ray wavelength (Wavelength 
Dispersive X-ray Spectroscopy, WDX) rather 
than energy EDX, EDX is cheaper to imple-
ment and very fast in terms of acquisition, but 
it has a much poorer resolution and hence sen-
sitivity to all elements, particularly light ele-
ments. WDX is generally confined to dedicat-
ed analytical Scanning Electron Microscopes 
(SEMs) known as Electron Probe Microana-
lyzers (EPMA), while EDX detectors may be 
fitted as an add-on attachment to most SEMs 
and TEMs.

Practical EDX acquisition and quantifi-
cation. Identifying which elements are present 
in significant amounts from an EDX spectrum 
such as that shown in Figure 6 or Figure 7, is 
relatively routine. The positions and relative 
heights of the various X-ray peaks are either 
tabulated in references or, more commonly, 
are stored in a database associated with the 

Figure 7  
 

 
 
 
 

Figure 7. STEM/EDX spectrum image of mixed 
Na-K white micas (down c*) (from Livi et al. 
2008). The Na-K X-ray image is generated by: 
1) normalizing the Na and K by the O image that 
stands in as a proxy for thickness variations, and 
then 2) generating a false color (RB) image from 
the combined normalized maps (in electronic ver-
sion Na is red and K is blue, while in print version 
of Na-K image Na is darker grey and K is lighter 
grey). The thickness variation is then effectively 
removed. EDX spectra integrated from areas A 
and B are given in the lower right. The carbon 
peak comes from the carbon support film and Cu 
is from the Cu mesh support grid.



Analytical TEM 231

software package of the EDX system. Working from the high-energy end of the spectrum, 
for internal consistency, it is necessary to confirm manually that if the K lines for a particular 
element are present, then the corresponding L (and possibly M lines) is also evident. Pre-
processing of the spectrum prior to quantification involves both background subtraction and 
correction for escape peaks due to X-ray absorption in the surface of the detector and sum 
peaks due to the near simultaneous arrival (and hence detection) of two X-rays at high count 
rates. This may be performed using deconvolution techniques involving Fourier transforma-
tion and filtering, or alternatively both the background and escape and sum fractions may be 
modeled mathematically. Such facilities are an integral part of many currently available EDX 
software packages.

After the spectrum has been processed, the characteristic X-ray peaks are matched, using 
least squares methods, either to stored spectra or to computed profiles. Such a procedure 
can also deal with the problem of overlapping peaks. Alternatively, simple integration of 
areas under the peaks may be performed. Once the characteristic line intensities have been 
extracted the next step is to turn these into a chemical composition present in the irradiated 
sample volume. For quantification it is necessary to know the relevant cross sections for X-ray 
excitation by the accelerated electrons as well as the absorption characteristics of the window, 
electrode and dead layer of the X-ray detector, so as to correct the measured X-ray intensities. 
The most usual approach to tackling this problem is to use a proportionality factor known 
as a k-factor; this may be calculated from first principles or, more usually, it is measured 
experimentally. The latter approach employs a standard compound of known composition that 
contains the elements of interest. The basic equation for the analysis of inorganic materials is:

A A
AB

B B

C I
k

C I
=

where C denotes the concentration in wt% and I denotes the characteristic X-ray peak intensity 
above the background, for both elements A and B. kAB is the appropriate proportionality or 
k-factor, also known as a Cliff-Lorimer factor, which is independent of specimen composition 
and thickness but varies with accelerating voltage. Frequently, k-factors are measured for 
several element pairs that have a common element such as Si; kAB is then simply given by kAB 
= kASi/kBSi. EDX software packages often provide a set of k-factors, obtained for a particular 
detector system at a given electron beam accelerating voltage, known as a virtual standards 
pack. If the specimen is very thin (a few tens of nanometers), it is possible to neglect the 
following phenomena: (i) the differing absorption, within the material itself, of the various 
characteristic X-rays generated in the specimen as they travel to the specimen exit surface 
en route to the detector, and (ii) fluorescence of one characteristic X-ray by another higher-
energy characteristic X-ray. If however, the specimen is thicker, or for quantification of the 
concentration of a light element present in a heavy element matrix then, for accuracy, we 
have to correct for these effects, in particular absorption. The absorption correction employs 
an iterative procedure that initially assumes a starting composition for the specimen based on 
the uncorrected X-ray intensities. The absorption of different energy X-rays in this specimen 
en route to the detector is then accounted for using a Beer-Lambert-type expression to give 
a new composition that is subsequently used as input to a further absorption correction. This 
procedure is repeated until the change in composition falls below some preset level of required 
accuracy. Fluorescence by characteristic X-rays is only really significant when there are two 
elements of interest with similar X-ray energies and the energy of one X-ray is just above the 
absorption edge of another X-ray (e.g., elements close to each other in the periodic table). 
Fluorescence is made considerably worse by the presence of a large concentration of the 
fluorescing element combined with a small concentration of the fluoresced species.

With careful measurement and analysis, EDX can detect levels of elements down to 0.1 
at% with an accuracy of roughly 5%. However, the absorption of low-energy X-rays becomes 
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a severe problem for elements of Z < 11 and this can make light-element quantification 
extremely unreliable without the use of very carefully and individually determined k-factors. 

In terms of element detectability using analytical TEM, two important quantities are 
firstly, the minimum mass fraction (MMF), which is the smallest composition (expressed 
in either wt% or at%) detectable; secondly, the minimum detectable mass (MDM) is the 
minimum number of atoms detectable in the analytical volume probed. Generally for 
analytical transmission electron microscopy, the MMF is rather poor compared to many other 
analytical techniques principally due to either the low total signal detected (EDX) or the large 
background contribution (EELS). The ability to form small, intense electron probes means that 
it is possible to analyze very small total sample masses and, for a given detectable MMF, this 
results in a low MDM, which is one of the major benefits of analytical transmission electron 
microscopy; aberration correction can significantly improve this capability (see section on 
“Recent developments in analytical TEM” and Brydson 2011).

When EDX is used in the TEM, the thin nature of the TEM sample (as opposed to a 
bulk SEM sample) leads to much reduced broadening of the electron beam during its passage 
through the specimen (the so-called interaction volume) and, since EDX analysis will collect 
all X-rays produced isotropically within the beam-broadened volume within the specimen, 
the elemental analysis will possess a high spatial resolution. In practice at 100 keV, a 100 
nm thick sample typically gives a beam broadening of the order of a few nanometers and by 
generating a small focused STEM probe, EDX spectrum imaging maps can now routinely 
demonstrate resolutions of 5-10 nm in thin sample areas (see Fig. 7 and also Fig. 18). However, 
it is important to realize that the smaller you make the probe, the more you reduce the current 
within the probe as electrons are “lost” in the (sometimes fixed) apertures in the column; this 
then means that fewer X-rays are generated lowering the spectrum signal to noise ratio (SNR). 
Aberration corrected STEMs, can achieve ultrafine electron probes with more current and very 
high (even atomic column) resolution EDX maps have been demonstrated, most probably at 
the risk of increased beam damage and hydrocarbon contamination (Brydson 2011). However, 
such high spatial resolution mapping requires the use of high solid angle, high throughput 
EDX SDDs which can significantly increase count rates both collected and processed by the 
detector. This has significantly enhanced EDX spectrum imaging capabilities both in terms of 
acquisition times and spatial resolution.

Below we outline the major issues associated with the practical application of TEM/EDX 
in mineralogical research.

Example of the practical application of EDX: clay minerals

The development of TEM techniques has been very beneficial to the study of clay 
minerals owing to their grain size (<1 mm) being generally below the resolution of electron 
microprobe (EPMA) techniques. Analytical TEM using light element detectors has become 
a standard tool for “nanopetrologists” interested in the compositions of individual crystals of 
clay minerals (see Merriman and Peacor 1999 for description of EDX applications to low-
grade metamorphism). The purpose of this section is not to summarize the extensive work 
of analytical TEM applications to clay minerals, but to outline some protocols that should 
be adhered to when attempting to obtain quantitative data on nanoparticles. Potential pitfalls 
become apparent when the analytical volumes decrease in our attempts to obtain greater 
resolution and detail of intergrowths and mineral boundaries—especially in beam sensitive 
minerals.

Sample preparation. Several factors can influence elemental analysis during sample 
preparation. These include elements introduced during the preparation or alteration of sample 
composition during the process of thinning the sample.
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•  Choice of TEM support grid metal. Copper, which is a common choice for the 
grid metal, has an Lα X-ray line that interferes with the analysis of sodium. The 
tantalum and tungsten M lines overlap with silicon and may complicate background 
subtraction in that keV range. Molybdenum will overlap with sulfur, and steel will 
complicate analysis of iron, nickel and chromium. It is important to understand how 
your support grid metal will influence your analysis. Choose a metal to meet your 
analytical needs. If need be, manufacture your own using hole punches and drills.

•  Ar ion milling. Argon ion milling can cause smearing of elements across mineral 
interfaces (Schmidt et al. 1999). Ion milling can also cause loss of volatile elements 
through heating of the specimen during milling. To minimize these effects, liquid 
nitrogen cooled milling is recommended. However, make sure the sample is not the 
coldest component in the mill or else contaminants will condense on the sample. 
Oxidation or reduction can take place in the vacuum of the ion mill. An example of 
this is the reduction of pyrite to nanocrystalline pyrrhotite (unpublished data).

Ion milling creates an amorphous layer on the top and bottom of mineral samples. 
The proportion of amorphous material in analytical volumes will increase as the 
thickness of the foil decreases. Low-energy polishing may remove much of the 
amorphous layers and this is facilitated by new ion mills with ion guns capable of 
operating at very low energies. 

•  Focused Ion Beam (FIB) cross sectioning. During the production of FIB sections, 
implantation of gallium will occur. The Ga Lα interferes with Na Kα analysis, so 
a good final polish at low keV and low beam current is necessary to remove the 
implanted gallium and amorphous material that may have been added during foil 
preparation. Good preparation of FIB sections will produce uniformly thin foils. It is 
then necessary to determine if the foil thickness will satisfy the Cliff-Lorimer thin-
film criteria.

•  Crushed grain mounts on TEM support films. These mounts are extremely useful in 
cases where spatial relationships between grains are not needed. Sample preparation 
times are short (5 min) and there is little chance of sample contamination if care is 
taken. A few issues are important to pay attention to though. Use clean thin holey- 
or lacey-carbon support films and deionized-distilled water (or freshly-opened 200 
proof alcohol) as the suspension fluid. Silicon, sulfur, sodium, chlorine and calcium 
can be found as contaminants introduced during the manufacturing process or from 
suspension solution. Check the presence of these elements by analyzing areas of the 
support film close to the grain of interest. The use of deionized-distilled water can 
sometimes leach sodium and potassium from minerals such as albite and especially 
Na-rich sheet silicates. With these minerals, use tap water as the suspension fluid and 
check for sodium, chlorine, and calcium contamination on the support film.

•  Tripod polishing. Tripod polishing is good for large mineral grains and their 
interfaces, but not fine-grained or loosely aggregated particles. Crystal bond adhesive 
is typically used to fix samples to the pedestal and this adhesive makes it difficult to 
thin small particles without loosening them.

Calibration of EDX detector. Although instrument manufacturers sell detectors with 
estimated efficiency parameters, it is highly recommended that empirical k-factors be 
determined for each detector. It is best to determine these k-factors for specific conditions (i.e., 
incident keV, pulse processing rate, peak integration width) using known mineral standards. 

Sample geometry. Make sure the sample is tilted towards the detector during analysis, 
but not too high a tilt since this will increase the fluorescence of the support grid metal (e.g., 
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Cu) by bremsstrahlung radiation. Make sure there is a clear path for X-rays to enter the 
EDX collimator. If not, this can cause subtle absorption of light relative to heavy X-rays. 
It is important to know, for a given image magnification, the direction in which the EDX 
detector lies. This can be accomplished by partially retracting the sample holder carefully 
and determining the tilt axis and tip direction of the holder. This should be determined for all 
magnifications since the image rotation often changes with magnification. When analyzing 
grain mounts, large particles and even support grid bars can occlude X-ray detection, therefore, 
take care to determine if you are on the detector side of the particle or grid for unobstructed 
X-ray collection.

Sample thickness. Quantitative AEM analyses require that the Cliff-Lorimer thin-film 
criteria (C-LTFC) be satisfied for all elements analyzed. This criterion has been stated as the 
thickness of the foil where absorption of any element is less than 3% (Williams and Carter 
2009). A more practical criterion would be the thickness that the ratio of any two elements 
changes by less than 3%. This can be calculated or determined empirically through analyses 
along the foil wedge. Be aware that the thinnest C-LTFC will be for samples containing both 
light and heavy X-rays (e.g., sodium and iron). One tip to determine if there is absorption of 
low-energy X-rays, is to observe the slope of the background below 1 kV. This should continue 
to rise up to the cutoff of the lower-level discriminator setting value, or in some systems, the 
zero-strobe peak. Absorption corrections can be made in most commercial software packages 
if the thickness is known, although this is not trivial to measure.

An alternative method for correcting for samples thicker than the C-LTFC was proposed 
by van Cappellen and Doukhan (1994). This method uses the calculated cation to oxygen ratio 
to determine if electroneutrality is satisfied (i.e., if proper oxygen stoichiometry is met). An 
absorption correction is applied to balance cation and oxygen atom proportions. This method 
is not applicable if the valences of elements such as iron and manganese are not known.

The generation of STEM/EDX images present an interesting problem that the variation of 
sample thickness influences the intensity of an X-ray signal independently of compositional 
variation. This can lead to false conclusions of concentration variance where there is none or 
hide variations that exist. Figure 7 presents a case where the relative compositional constancy 
of an element (in this case oxygen) can be used to ratio with other elements and generate first 
order thickness-normalized images. Livi et al. (2008) investigated the occurrence of K- and 
Na-rich intergrowths in very low-grade prograde metamorphic white micas. They obtained 
low-dose STEM/EDX images of white mica flakes with the basal normal parallel to the 
electron beam. Although the flakes were relatively flat, some thickness variation existed which 
degraded the image quality and increased the difficulty of interpretation of intensity variations. 
They took advantage of the fact that O content was nearly identical in both the paragonite (Na) 
and muscovite (K) rich regions and normalized the Na and K X-ray intensity maps to the O 
map, in proxy for thickness. The O map clearly indicates where thickness changes are, and the 
improvement in image quality can been seen in the combined red (Na) and blue (K) image. 
By this processing, the unusual boundaries of the Na-K intergrowths in the lower right crystal 
can be discerned. 

This type of “quick” thickness correction will break down when the thickness variation 
of the sample is more extreme. The best solution for thickness variation is to perform a full 
quantitative reduction of each spectrum at every pixel. This, first of all, is best done when the 
data is collected as a “spectrum” image that stores a full spectrum at every pixel. Then there has 
to be an estimate of the thickness at every pixel. For minerals with known stoichiometry, the 
method of van Cappellen and Doukhan (1994) could be used and the resultant image is a fully 
quantitative map. In some cases, the continuum background may be used as a reference image 
if sufficient counts are generated. Alternatively, the simultaneous EELS acquisition of the zero-
loss and plasmon peaks could be used to estimate the thickness (Egerton 2011). In this method, 
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there has to be a balance between the need for high beam fluxes for good EDX statistics and 
low fluxes to ensure that the EELS detector is not damaged or saturated. In all of these methods, 
there is an increase in the variation of the element intensity due to the summation of errors 
in each map. As in any analytical method, it is a good idea to perform an error analysis to 
determine the initial count rate needed to distinguish the desired compositional contrast. 

Besides the Cliff-Lorimer method, recently a new EDX quantitative method called the ζ 
(zeta)-factor approach has been developed which incorporates both the absorption correction 
and also the fluorescence correction (Williams and Carter 2009) and, in addition to estimating 
composition, provides a simultaneous determination of the specimen thickness. ζ-factors can 
be recorded from pure element standard thin films provided the beam current and hence the 
electron fluence during EDX acquisition is known.

Microscope operating conditions. The microscope conditions focus on establishing an 
electron fluence (electrons/nm2) during which there is statistically no loss of elements due to 
volatilization or diffusion. It does not matter if the structure becomes altered or amorphous, 
as long as the chemical composition remains constant. However, structural alteration is often 
accompanied by compositional changes—especially when considering oxidation changes 
of transition elements (Livi et al. 2012). Fluence is a function of four parameters: 1) Beam 
current—which is set by the first condenser lens and the emission current (gun bias) in a 
conventional source TEM, and additionally by the gun lens setting and extraction voltage in 
a FEG; 2) Beam diameter—which is set by the second condenser lens or the particular lens 
settings for a scanning beam (microprobe or nanoprobe modes); 3) Analysis time—which 
should include the time to set up the acquisition (beam placement and computer setup and the 
scan rate during STEM analysis; 4) Microscope accelerating voltage (strictly this affects dose).

Time-series analyses should be used to determine the highest fluence possible to maximize 
precision and spatial resolution before loss of any element occurs. Fluence in the STEM is 
often varied by the scan rate of the beam. However, areas scans in STEM are often achieved 
by not only scanning quickly over the area displayed on the computer or CRT, but also include 
two dwell positions outside the view area. In order to reduce distortions in scanned images, 
two reference positions are established: one just outside the initial corner of the image and one 
at the starting point of each scanned line. X-rays generated from these reference points are 
included in the acquired spectrum and are disproportionally counted. Since they are analyzed 
at greater fluences than the viewed area, they may experience greater beam damage and bias 
the integrated area analysis.

Fluence in conventional TEM mode is varied by beam diameter and shape. In cases where 
analyses of linear features are required (a thin edge, elongated precipitate, or an interface), the 
condenser lens stigmation can be set to elongate the beam parallel to that feature. This lowers 
the fluence and maintains spatial resolution in one direction without loss of X-ray production. 
An alternative could be to move the beam along a feature of interest during X-ray collection.

A special case for clay minerals occurs due to their thin sheet morphology in grain 
mounts. This produces thin areas for analysis, but elements like sodium and potassium can 
diffuse during condensed beam analysis. To mitigate this, it is recommended to spread the 
beam (in CTEM mode) such that it extends to just larger than the sheet. Sodium and potassium 
will diffuse within the grain, but there will be less volatilization.

Adhering to these protocols will help ensure the acquisition of high-quality EDX analyses. 
The evaluation of the accuracy of analyses may sometimes be achieved through calculation 
of mineral formulae and determination if site occupancies are reasonable. However, the 
possibility of mixed valence elements, vacancies, missing species from the analyses (e.g., 
H2O, CO2, lithium, beryllium and boron) and non-stoichiometry render mineral formulae 
inaccurate.
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EELS

As discussed previously, Electron Energy-Loss Spectroscopy (EELS) in a S/TEM 
involves analysis of the inelastic scattering suffered by the transmitted electron beam (Brydson 
2001; Egerton 2011). Measurement of the transmitted electron-energy distribution is achieved 
by dispersing the electrons according to their kinetic energy (and hence energy loss during 
passage through the sample) using an electron spectrometer most usually based on a magnetic 
field normal to the electron beam, as shown in Figure 1. The electron energy loss spectrum is 
almost exclusively recorded in parallel using a scintillator optically coupled to either a one- 
or two-dimensional photodiode array detection system. This produces a spectrum consisting 
of typically 1000 channels or pixels. The dispersion of the spectrometer may be varied so 
that different spectral energy ranges can be made incident on the detector, typically varying 
from about 100 eV to up to 2000 eV wide. In practice owing to the large dynamic range in 
the EEL spectrum (up to 108), a whole EEL spectrum is nearly always recorded in separate 
energy portions by applying an offset voltage to a drift tube through which the electrons travel 
during their passage through the dispersing magnetic field. This shifts the spectrum across 
the detector and each individual spectral section needs to be energy calibrated using either an 
accurate drift tube voltage applied to shift a known feature such as the intense zero loss peak, 
or the known energy of a reference feature within a particular spectral region (such as the 
carbon K-edge onset).

The various inelastic scattering processes outlined above each provides valuable 
information on the sample area that is irradiated by the electron probe. The technique can 
provide high-resolution elemental analysis and mapping as well as a means of determining the 
local electronic structure, in crude terms the local chemical bonding. These are discussed in 
more detail in subsequent sections.

Practical EELS acquisition and general features in the EEL spectrum. Practically, 
there are two main ways to operate the microscope when recording EEL spectra:

1. Operate in STEM mode with the electron probe focused onto the specimen with a 
semi-angle of convergence (α) typically in the range 2-15 mrad (see Fig. 2). The 
area irradiated by the probe effectively determines the spatial resolution for analysis. 
The highly forward peaked EELS signal is collected over a semi-angle (β) defined 
by the spectrometer entrance aperture (SEA) and the camera length (effectively the 
magnification of the diffraction pattern) or alternatively, in a dedicated STEM, a post-
specimen collector aperture may be employed to define β. In general, for efficient 
signal collection, the collection semi-angle should be chosen so as to be significantly 
larger than the convergence semi-angle.

2. Operate in TEM diffraction mode with a near parallel beam and the selected area 
diffraction (SAED) aperture effectively defining the area of analysis (typically 
ranging from 150 nm to a few microns in diameter); in this mode, both the camera 
length of the diffraction pattern and the SEA define the collection semi-angle (β). 
Here the collection semi-angle should be chosen so as to efficiently collect as many 
inelastically scattered electrons as possible so as to give a good signal to noise ratio 
while not inducing a large background contribution to the spectrum; typically this 
would be a value in the range 5-15 mrad at 200 keV incident beam energy.

Additionally please note that in energy filtered TEM (see later) the microscope is operated 
in TEM image mode.

As mentioned above, spectra are most often recorded using a scintillator and a two-
dimensional array of a CCD, identical to that used for the digital recording of TEM images. 
These systems rely on the measurable discharge (over a certain integration time) of a large array 
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of self-scanning, cooled silicon diodes by photons created by the direct electron irradiation of 
a suitable scintillator. This spectral signal is superimposed on that due to thermal leakage 
currents as well as inherent electronic noise from each individual diode and together these 
are known as dark current that can be subtracted from the measured spectrum; gain variations 
and cross-talk between individual diode elements can also be measured and corrected for 
following spectrum acquisition.

Once recorded and pre-processed, the various energy losses observed in a typical EEL 
spectrum are shown schematically in Figure 8A, which displays the scattered electron 
intensity as a function of the decrease in kinetic energy (the energy loss, E) of the transmitted 
fast electrons. This represents the response of the electrons in the solid to the electromagnetic 
disturbance introduced by the incident electrons. As noted previously, the intensity at 2000 
eV energy loss is typically eight orders of magnitude less than that at the zero-loss peak and 
therefore, for clarity, in Figure 8A a gain change has been inserted in the linear intensity scale 
at 150 eV. In a specimen of thickness less than the mean free path for inelastic scattering 
(roughly 100 nm at 100 keV), by far the most intense feature in the spectrum is the zero-loss 
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 Figure 8. Schematic diagram of (A) a general EEL spectrum (with a linear intensity scale and a gain 
change at ca. 150 eV) showing all of the observable features and (B) an enlarged version the (background-
subtracted) ELNES intensity indicating how it reflects transitions from atomic core levels to the unoccu-
pied DOS above the Fermi level (after Brydson 2001, 2011).
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peak at 0 eV energy loss that contains all the elastically and quasi-elastically (i.e., vibrational- 
or phonon-) scattered electron components. Neglecting the effect of the spectrometer and 
detection system, the Full Width Half-Maximum (FHWM) of the zero-loss peak is usually 
limited by the energy spread inherent in the electron source. In a TEM, the energy spread will 
generally lie between 0.3-3 eV, depending on the type of emitter (cold field emission < Schottky 
< LaB6 thermionic < tungsten thermionic emitter), and this parameter often determines the 
overall spectral energy resolution. In recent years, the use of electron monochromators has 
improved achievable spectral energy resolutions to 0.1 eV or less, generally at the expense of 
probe current.

The low-loss region of the EEL spectrum, extending from 0 to about 50 eV, corresponds 
to the excitation of electrons in the outermost atomic orbitals that are delocalized in a solid due 
to interatomic bonding and may extend over several atomic sites. This region therefore reflects 
the solid-state character of the sample. The smallest energy losses (10-100 meV) arise from 
phonon excitation, but these are usually subsumed in the zero-loss peak. The dominant feature 
in the low-loss spectrum arises from collective, resonant plasmon oscillations of the valence 
electrons. The energy of the plasmon peak is governed by the density of the valence electrons, 
and its width by the rate of decay of this resonant mode. In a thicker specimen (> 100 nm) 
there are additional (harmonic) peaks at multiples of the plasmon energy, corresponding to the 
excitation of more than one plasmon; the intensities of these multiple Plasmon peaks follow 
a Poisson statistical distribution. A further feature in the low-loss spectra of insulators are 
peaks, known as interband transitions, which correspond to the excitation of single valence 
electrons to low-energy unoccupied electronic states above the Fermi level. Besides more 
detailed analysis, the low-loss region can be used to determine the relative (or absolute) 
specimen thickness and to correct for the effects of plural inelastic scattering when performing 
quantitative microanalysis on thicker specimens (see ahead). 

Correspondingly, the high-loss region of the EEL spectrum extends from about 50 eV to 
several thousand electron volts and corresponds to the excitation of electrons from localized 
orbitals on a single atomic site to extended, unoccupied electron energy levels just above the 
Fermi level of the material (Fig. 8B). This region therefore more reflects the atomic character 
of the specimen. As the energy loss progressively increases, this region exhibits steps or edges 
superimposed on the monotonically decreasing background intensity that usually follows an 
inverse power law, I = AE−r. These edges correspond to excitation of inner-shell electrons and 
are therefore known as ionization edges. The various EELS ionization edges are classified 
using the standard spectroscopic notation similar to that employed for labeling X-ray emission 
peaks; e.g., K excitation for ionization of 1s electrons, L1 for 2s, L2 for 2p1/2, L3 for 2p3/2 
and M1 for 3s, etc. The subscript, in for example 2p1/2, refers to the total angular momentum 
quantum number, j, of the electron that is equal to the orbital angular momentum, l, plus the 
spin quantum number, s, which can couple either positively or negatively.

Practical EELS quantification. Since the energy of the ionization edge threshold 
is determined by the binding energy of the particular electron subshell within an atom—a 
characteristic value, the atomic type may be easily identified with reference to a tabulated 
database. The signal under the ionization edge extends beyond the threshold, since the amount 
of kinetic energy given to the excited electron is not fixed. The intensity or area under the edge 
is proportional to the number of atoms present, scaled by the cross section for the particular 
ionization process, and hence this allows the technique to be used for quantitative analysis. 
EELS is particularly sensitive to the detection and quantification of light elements (Z < 11) as 
well as transition metals and rare earths. 

Problems can arise if the sample thickness is greater than the mean free path for inelastic 
scattering, in this case plural inelastic scattering (i.e., a few such inelastic scattering events) will 
occur. This will significantly increase the low loss Plasmon intensities, leading to an increase in 
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the background contribution making it difficult to identify the presence of edges in a spectrum. 
A further effect of plural inelastic scattering is the transfer of intensity away from the edge 
threshold towards higher energy losses due to the increase of double scattering events involv-
ing a plasmon excitation followed by an ionization event or vice versa. It is possible to remove 
this plural inelastic scattering contribution (at the expense of some added noise) from either the 
whole EEL spectrum or a particular spectral region by Fourier transform deconvolution tech-
niques. Two techniques are routinely employed, one, known as the Fourier-log method, requires 
the whole spectrum over the whole dynamic range as input data. This large signal dynamic 
range can be a problem with data recorded in parallel. The second, known as the Fourier-ratio 
method, requires a spectrum containing the feature of interest (i.e., an ionization edge) that has 
had the preceding spectral background removed. A second spectrum containing the low-loss 
region from the same specimen area is then used to deconvolute the ionization edge spectrum.

After some initial data processing, such as dark-current subtraction, gain correction (which 
are both a function of the response of the detection system outlined previously) and also pos-
sibly deconvolution to remove the effects of multiple inelastic scattering in thicker specimen 
regions, in order to quantify the elemental analysis it is necessary to measure the intensities 
under the various edges. This is achieved by fitting a background (in many cases a power law, 
I = AE−r, where A is a constant, r the inverse power law exponent and E the energy loss) to the 
spectrum immediately before the edge. This is then subtracted (Fig. 9A) and the intensity is 
measured in an energy window, ∆, which begins at the edge threshold and usually extends some 
50 to 100 eV above the edge. The next step is to compute the inelastic partial cross section, σ, 
for the particular inner-shell scattering event under the appropriate experimental conditions, 
i.e., σ(α, β, ∆, Eo), where the bracketed terms simply represent the variables on which the 
partial cross section depends. This partial cross section is calculated for the case of a free atom 
using simple hydrogenic or Hartree–Fock–Slater wavefunctions and is generally an integral 
part of the analysis software package. The measured edge intensity is normalized (i.e., divided) 
by the partial cross section so that either different edge intensities can be compared (Fig. 9B,C), 
or the intensity can be directly interpreted in terms of an atomic concentration within the speci-
men volume irradiated by the electron probe. For the latter case, the measured edge intensity 
is divided by both the partial cross section and the combined zero loss and low loss intensity 
measured over the same energy window, ∆; the result is usually expressed in terms of an areal 
density in atoms/nm2 multiplied by the specimen thickness (Pan et al. 2008, 2009). 

An example of relative EELS elemental quantification on minerals is provided in Figure 
18 and also Engel et al. (1988). Apart from the case of light elements as well as many of the 
transition metal and rare earth elements, detection limits for EELS are generally worse than 
those for EDX and typically lie between 0.1 and 1 at%. This is principally due to the limited 
spectral range of the technique relative to EDX as well as the steep and intense background 
signal upon which the ionization signal lies. Meanwhile, analytical accuracies in elemental 
quantification usually lie in the range 5-10%.

EEL SPECTROMETRY

EEL low-loss spectroscopy

The low-loss region of the EEL spectrum provides a high signal intensity, which is often 
recorded as one spectral region containing the zero loss peak, or, alternatively, the zero loss is 
displaced off the detector to increase the SNR. The low loss is dominated by the bulk plasmon 
excitation, which may be thought of as a resonant collective oscillation of the valence electron 
gas of the solid (as pictured in the Drude-Lorentz model for metals) stimulated by the fast 
incident electron. Employing the free-electron model of solids, which works surprisingly well 
for a range of elements and compounds including minerals, the bulk plasmon energy, Ep, is 
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predicted to be proportional to the square root of the valence electron density. Free-electron 
metals, such as aluminum, show very sharp plasmons, while in minerals, which are generally 
insulators and semiconductors, the plasmon peak is considerably broader since the valence 
electrons are damped by scattering with the ion-core lattice. The sensitivity of the plasmon peak 
position to changes in valence-electron density, potentially allows any chemical or structural 
rearrangements in, for example, different microstructural phases or changes in the degree of 
ordering to be detected as shifts in this plasmon energy. For example, the plasmon energy of 
graphitizing carbons (see Fig. 10A) correlates well to the long-range structural order (graphitic 
character and sp2 carbon content) and density of the specimens, which in turn is a function of 
their thermal history (Daniels et al. 2007). See Figure 13 for a selection of low loss spectra.

In addition to plasmon oscillations, the low-loss region may also exhibit interband 
transitions, i.e., single electron transitions from the valence band to unoccupied states in 
the conduction band, which appear as peaks superimposed on the main plasmon peak (see 
Fig. 10A). If a mineral is an insulator and possesses a bandgap there should be no interband 

 
 

A

Figure 9. Diagram showing the details of EELS quantification procedures (after Brydson 2001). (A) The 
nitrogen K-edge from thin sample of boron nitride with a power law background fitted in a window prior 
to the edge and extrapolated over a window of width, ∆, under the edge. Also shown is a theoretical N K-
edge cross-section calculated using the Hydrogenic model after convolution with the low loss region of the 
spectrum to simulate the effects of multiple inelastic scattering. EEL spectra of (B) MnO and (C) α-Fe2O3. 
In both cases fitted power law (I = AE–r) backgrounds are indicated by dotted lines. The shaded areas extend 
for an energy window, ∆ = 80 eV, above each edge threshold and are used to quantify the elemental analysis 
as described in the text. 
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transitions below the bandgap energy and thus, once the zero loss peak has been modeled, 
extrapolated and removed from the rest of the spectrum, it is possible to extract the bandgap 
associated with an initial rise in intensity in the low-loss region, as seen in Figure 10B-D for 
the case of diamond. 

A full analysis of the low-loss region is based upon the extraction of the dielectric function, 
ε, of the material. This is a complex quantity, which represents the response of the entire solid 
to the disturbance created by the incident electron. The same response function describes the 
interaction of photons with a solid and this means that energy-loss data may be correlated 
with the results of optical measurements in the visible and UV regions of the electromagnetic 
spectrum, including quantities such as refractive index, absorption and reflection coefficients. 

Figure 10. (A) The EELS low loss region of a partially graphitic carbon. The feature at 6.5 eV arises from 
an interband transition between the π bonding and π* antibonding orbitals. The bulk valence plasmon (at 
ca. 26 eV) arises from a collective oscillation of the valence electrons. (B) STEM BF image of a stacking 
fault arrangement in CVD single crystalline diamond comprising of primary and secondary faults. (C) 
EEL spectra taken at locations of the arrows, i.e., in the perfect crystal (grey) and near the stacking fault 
(black). The difference can be seen more clearly in the expanded view in (D) where enhancement in the 
joint density of states in the vicinity of the partial dislocations bounding the stacking fault occurs due to 
energy states below the conduction band edge (~5.5 eV) and due to contribution of sp2 bonding (~7 eV). 
See Bangert et al. (2005) for further details.
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EELS core-loss fine structure

For solids, the change in the cross section for inner-shell ionization as a function of energy 
loss (known as the energy differential cross section) and therefore the detailed shape of the 
ionization edge is not in fact solely that due to an isolated atom (as is assumed in the basic 
EELS quantification process). In reality it is proportional to a site- and symmetry-projection 
of the unoccupied density of electron energy states (DOS). Since the exact form of both the 
occupied and unoccupied DOS will be appreciably modified by the presence of bonding 
between atoms in the solid, this will therefore be reflected in the detailed ionization edge fine 
structure known as electron loss near-edge structure (ELNES) (Ahn 2004).

In many cases it is found that, for a particular elemental ionization edge, the observed 
ELNES exhibits a structure that, principally, is specific to the arrangement, i.e., the number of 
atoms and their geometry, as well as the type of atoms solely within the first coordination shell 
(Brydson et al. 1988, 1989). This occurs whenever the local DOS of the solid is dominated 
by atomic interactions within a molecular unit and is particularly true in many non-metallic 
systems such as semiconducting or insulating minerals where we can often envisage the energy 
band structure as arising from the broadened molecular orbital levels of a giant molecule. If this 
is the case, we then have a means of qualitatively determining nearest-neighbor coordinations 
using characteristic ELNES shapes known as coordination fingerprints. This is similar to 
the use of near-edge structure (XANES or NEXAFS) in the analogous (though less spatially 
resolved) technique of X-ray absorption spectroscopy (XAS) (de Groot and Kotani 2008, see 
also Fig. 16). A wide range of cations (e.g., aluminum, silicon, magnesium, various transition 
metals, etc.) in different coordinations and anion units (e.g., borate, boride, carbonate, carbide, 
sulfate, sulfide, nitrate, nitride, etc.) in inorganic solids show this behavior that can be of great 
use in phase identification and local structure determination (see Fig. 11A; and also see review 
by Drummond-Brydson et al. (2004) in Ahn (2004)).

For certain edges, as well as for certain compounds, the concept of a local coordination 
fingerprint breaks down. In these cases, the unoccupied DOS cannot be simply described on 
such a local level and ELNES features are found to depend critically on the arrangement of 
the atoms in outer-lying coordination shells allowing medium-range structure determination. 
This opens up possibilities for the differentiation between different structural polymorphs, the 
characterization of the structure of localized defects, intergrowths or interfaces as well as the 
accurate determination of lattice parameters, vacancy concentrations and substitutional site 
occupancies in complex structures (Scott et al. 2001).

Using density functional band structure calculations (or their equivalents) it is possible 
to model the unoccupied DOS and compare this directly with measured ELNES (see Fig. 
11). The calculated electron energy bands need to be integrated into a density of electronic 
states which need to be resolved into a site projection in the unit cell for the atom undergoing 
ionization and also an angular momentum symmetry projection for the exact final states which 
are accessed by the excited electron under the dipole selection rule (which states that the 
change in orbital angular momentum, ∆l, between the initial and final states of the transition 
is ±1). Currently a number of different approaches are commonly used, among which are: 
WIEN2K (http://www.wien2k.at; Schwarz et al. 2002); CaSTEP (http://www.castep.org/; 
Clark et al. 2005); FEFF (http://leonardo.phys.washington.edu/feff/; Ankudinov et al. 1998), 
all of which now have specific modules to enable output of EELS spectra. Wien2k is what 
is known as an all electron code and expands the electron wavefunctions as plane waves, 
whereas CaSTEP is a pseudopotential code, approximating tightly bound inner core levels 
as part of the potential term so allowing more complex systems to be handled. Both codes 
perform calculations in reciprocal space and thus require a periodic system (i.e., a unit cell). 
Meanwhile FEFF calculates electronic states by considering multiple (elastic) scattering (MS) 
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of the excited electron with a real space cluster, which more easily allows the study of non-
periodic structures.

As well as determining coordinations, ELNES can be used for the spatially resolved 
determination of the formal valency or oxidation state of elements in minerals (see Fig. 11B). 
The valence state of the atom undergoing excitation influences the ELNES in two distinct 
ways. Firstly, changes in the effective charge on an atom lead to shifts in the binding energies 
of the various electronic energy levels (both the initial core level and the final state) that 
often manifest as an overall chemical shift of the edge onset. Secondly, the valence of the 
excited atom can affect the intensity distribution in the ELNES. This predominantly occurs 
in edges that exhibit considerable overlap between the initial and final states and hence a 
strong interaction between the core hole and the excited electron leading to the presence of 

 
Figure 11A 

 
 
 Figure 11. (A) An example of ELNES coordination fingerprinting after Sauer et al. (1993). A comparison 

of the B K-ELNES from: (a) the mineral vonsenite containing trigonal planar BO3 groups; (b) the mineral 
rhodizite containing tetrahedral BO4 groups and (c) a mixed coordination boron-doped Fe,Cr oxide. In 
(a) and (b) the experiment (Expt.) is compared to the results of single shell MS calculations (MS Theory) 
indicating the existence of trigonal and tetrahedral B K-ELNES coordination fingerprints. Inset in (c), the 
experimental data has been modeled using a linear combination the B K-coordination fingerprints in the 
ratio 3:1 (trigonal: tetrahedral).         figure continued on next page

A
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quasiatomic transitions (so called since the observed ELNES is essentially atomic in nature 
and only partially modified by the crystal field due to the nearest-neighbor atoms). Examples 
of such spectra are provided by the L2,3-edges of the 3d and 4d transition metals and their 
compounds and the M4,5- edges of the rare-earth elements. These spectra exhibit very strong, 
sharp features known as white lines, which result from transitions to energetically narrow d or 
f bands. This makes detection and quantification of these elements extremely easy. Rather than 
using band structure calculations, such spectra are more appropriately modeled using atomic 
multiplet theory, in the presence of a crystal field of a particular ligand field symmetry. As an 
example, Figure 14 shows the L2,3-edges from a number of manganese minerals, containing 
manganese in either the +IV, +III or +II oxidation state. Transitions from the Mn 2p shell are 
actually split into two components separated by the spin orbit splitting of the ionized 2p core 
level: an L3-edge followed at higher energy loss by a broader L2-edge. It is clear that both the 
L3- and L2-edges exhibit a chemical shift to higher energy loss with increasing manganese 
valence (this remains true when elemental manganese is also considered). Additionally, the 
relative intensities in the two separate white line components also clearly depend on the 
valence of the excited atom thus leading to the possibility of oxidation-state identification in 
an unknown sample. A mineralogical example of this type of analysis is provided by the study 
of chromium valence in hydrogarnets (Hiller et al. 2007).

Finally, EELS may be used to extract local structural information such as the length of 
chemical bonds. There are two approaches to bond-length determination: the first is to analyze 
the weak oscillations occurring ~40-50 eV above the edge onset known as extended energy loss 
fine structure (EXELFS—the electron equivalent of EXAFS in XAS). Since these oscillations 
are weak, high statistical accuracy (i.e., high count rates and long acquisition times) is required 
if useful information is to be extracted. The second procedure employs the energy position of 

Figure 11. continued from previous page. (B) An example of ELNES valence state fingerprinting (see 
Calvert et al. 2005). Fe L2,3-edges from the minerals hematite and orthoclase (containing Fe3+ in octahedral 
and tetrahedral coordination respectively), and hedenbergite and hercyanite (both containing Fe2+ in octa-
hedral and tetrahedral coordination respectively); the blue curves are the experimental EELS results while 
the green curves are the results of theoretical modeling using atomic multiplet theory (Brydson 2001; Ahn 
2004). Note the shift to higher energy (from 707.5 eV to 709.5 eV) with increasing oxidation state of Fe. 
Theoretical data calculated by Derek Revill and Andrew Scott, University of Leeds.
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the broad ELNES peaks some 20-30 eV above the edge onset, known as multiple scattering 
resonances (MSR). As their name suggests, these features arise from a resonant scattering 
event involving the excited electron and a particular shell of atoms. The energies of these 
features above the edge onset have been shown to be proportional to 1/R2, where R is the 
bond length from the ionized atom. Identification of such MSR permits a semi-quantitative 
determination of nearest neighbor, and in some cases second nearest neighbor bond lengths 
(Kurata et al. 1993; see also Daniels et al. 2007). 

EDX AND EELS IMAGING

As mentioned at the beginning of this chapter, besides simple analysis using a focused 
probe in say CTEM, using STEM it is possible to raster the electron probe across the specimen 
and record an EDX or EEL spectrum at every specimen pixel (x,y)—this technique being gener-
ally termed “Spectrum Imaging.” The complete dataset may then be processed (either off- or in-
creasingly on-line) to form a quantitative one dimensional line scan or two dimensional map of 
the sample using either standard elemental quantification procedures for elemental composition 
using either EDX (see for example Figs. 7 and 20) or EELS outlined previously. Alternatively 
the position and/or intensity of characteristic low loss or ELNES features may be used so as to 
obtain line scans or maps related to variations in chemical bonding (Egerton 2011). 

Processing of any series of EDX or EELS line scans or maps may be done using a number 
of techniques including the construction of simple scatter plots and identification of data clusters 
or employing more detailed multivariate statistical analysis (MSA) methods to determine the 
significant principal components. Such methods can be used to highlight distinct chemical 
phases within a sample region either in terms of elemental concentrations (EDX or EELS), or 
even local coordinations or valence states of particular elements (EELS). MSA can also be used 
to identify the principal components identified as noise which can then be removed so as to 
regenerate a noise-reduced dataset (Egerton 2011). This processed dataset can improve element 
detectability and quantification as well as identification of changes in ELNES as a function 
of spatial coordinate. More recent developments in STEM spectrum imaging involve fully 
computerized beam control and beam blanking which allows complex, discontinuous areas in 
a microstructure to be scanned during the acquisition of a spectrum image (Sader et al. 2010).

Subject to the constraints of radiation damage, the inherent high spatial resolution of the 
EEL spectrum imaging technique has allowed maps of elemental distributions to be formed at 
sub-nanometer and even atomic resolution (Bosman et al. 2007). This is because EELS employs 
an aperture before the spectrometer and detector, which defines the collection angle (β) and can 
therefore be used to limit the region of the beam-broadened volume contributing to the recorded 
spectrum. Future developments will include the more routine production of atomic resolution 
chemical maps using variations in ELNES. Recently the possibility of near atomic resolution 
EDX maps has also been demonstrated (Watanabe 2009), despite the inherent problems of 
probe broadening in the specimen.

Finally, STEM/EELS spectrum imaging is directly comparable to direct energy filtered 
imaging in the CTEM (EFTEM). EFTEM involves the selection of specific energy loss electrons, 
or narrow range of energy losses (‘‘an energy window’’—typically between a few eV and a few 
tens of eV) from the transmitted electron beam via the insertion of an energy selecting slit after 
the EEL spectrometer (see Fig. 12 and see also Ahn 2004). This energy filter is then combined 
with subsequent image-forming optics. The spectrometer and post-spectrometer image-forming 
system may form part of a post column imaging filter or the microscope system may employ an 
in-column design with the EEL spectrometer and slit placed between the objective and projector 
lenses. Generally, EFTEM is better suited to mapping from larger fields of view with relatively 
short acquisition times than STEM/EEL spectrum imaging. The spatial resolution of EFTEM 
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is limited to about 1 nm or so which is poorer than that of EEL spectrum imaging, particularly 
since the development of aberration corrected probes.

Using only zero loss (elastically) scattered electrons to form EFTEM images and 
diffraction patterns increases contrast and resolution, allowing easier interpretation than with 
unfiltered data (see Fig. 12). Chemical mapping may be achieved by acquiring and processing 
images formed by electrons that have undergone either a specific low energy loss event 
(such as an interband transition or a plasmon event) or an inner-shell ionization event, using 
either the whole ionization edge or a specific ELNES feature indicative of a certain bonding 
characteristic. For the mapping of elemental distributions using EFTEM, two approaches are 
commonly employed: 

1. jump-ratio mapping employs two energy windows and hence energy-filtered images, 
one positioned just before the ionization edge and one positioned just after the edge; 
the post-edge image is divided by a pre-edge image to produce a semi-quantitative 
map of the elemental distribution that is sensitive to small concentrations and is 
relatively free of noise and also diffraction contrast present in crystalline materials.  

Figure 12 
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Figure 12. (A) Schematic diagram of EEL spectrum showing possible energy windows, of width ∆, used 
for energy filtered TEM imaging and mapping, (B) TEM bright field image and (C) corresponding Fe 
L2,3-edge energy filtered EELS elemental (three window) map of a glacial sediment showing iron-rich 
nanoparticles (iron oxyhydroxides) on larger clay particles (from Raiswell et al. 2006). 
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2. true, quantitative elemental mapping (see Fig. 12C; Raiswell et al. 2006), where 
image intensity is proportional to concentration) usually employs three energy 
windows, two pre-edge windows and a post edge window; the two pre-edge images 
are used to extrapolate the background contribution to the post-edge image and 
this extrapolated background image is then subtracted from the post-edge image to 
produce a quantitative elemental map where image intensity is directly related to 
areal density. 

Below we outline a practical application of TEM/EELS in mineralogical research.

EXAMPLE OF THE PRACTICAL APPLICATION OF EELS: EELS OF 
MANGANESE IN MINERALS AND ENVIRONMENTAL HEALTH

Introduction

Manganese is a 3d transition metal (TM) with the electron configuration [Ar]4s23d5. The 
partially-filled d-shells control the oxidation state of manganese which can exist in the formal 
oxidation states between 0 and +VII. In natural systems, manganese exists in the +II, +III 
and +IV valence states, often in multivalent minerals. In reduced igneous and metamorphic 
environments, manganese is most commonly +II and +III in solid solution with other 
transition elements in oxides, silicates and carbonates. Reviews of manganese occurrences in 
economically important deposits can be found in Huebner (1976), Roy (1968) and Hewett and 
Fleischer (1960). In more surficial environments, manganese is dominated by +III and +IV 
bearing oxides, but still may contain +II impurities. Manganese-oxides are found in mixtures 
of nanosized phases in various degrees of crystalline perfection in a wide variety of oceanic 
and terrestrial environments, such as soils, ocean floors, fresh-water sediments, and deserts. 
An important fraction of Manganese-oxides under oxic conditions may have formed from 
oxidation of Mn(II) by O2 via microbially-mediated processes.

Although manganese-oxide minerals in the environment are generally far less abundant 
than other minerals, such as iron-oxides, the importance of manganese-oxides in controlling 
environmental chemical processes is not in accordance with their abundance (Post 1999). An 
important aspect of manganese-oxides is their capability to oxidize a wide variety of redox-
active chemical species including many inorganic or organic contaminants in the environment, 
such as pharmaceuticals, metals and metalloids (Murray and Dillard 1979; Oscarson et al. 
1981; Manceau et al. 1997; Fredrickson et al. 2002). The oxidation reactions can significantly 
impact the toxicity, bioavailability and mobility of the contaminants. Augmenting the high 
redox potential and extraordinary sorption properties is the high surface area of manganese 
oxides with nanoparticulate size. These characteristics make manganese-oxides one of the 
most important components of the aquatic and terrestrial ecosystems. An excellent review of 
the types and structures of manganese oxides in deposits and the environment can be found 
in Post (1999).

Analytical considerations for EELS determination of manganese valence

Manganese presents analytical considerations similar to its periodic table neighbors. Like 
other TM elements, manganese transitions accessible to EELS analysis include the L and M 
ionization edges. As with all the TM elements, the L3/L2 white-line transition ratio of Mn 
deviates from the expected value of 2 (Leapman and Grunes 1980). These deviations may be 
used to determine information about the coordination number and formal valence state. Unlike 
iron, which has only two valence states, manganese has the three common states listed above. 
However, the simultaneous coexistence of all three states has yet to be quantitatively addressed 
through EELS and current studies have only dealt with Mn(II)/Mn(III) and Mn(III)/Mn(IV) 
combinations.
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Near edge structure of Mn M2,3-edge

Little quantitative work has been done on the 
M2,3 transitions of manganese. Early work was 
initiated by Rask et al. (1987) and Hofer and Wilhem 
(1993). Figure 13 illustrates the changes in the near-
edge structure of the M2,3 edge at about 50 eV for 
different valence states. They follow similar trends 
of iron (van Aken et al. 1999) in that the pre-peak 
intensity, position and ratio with the main peak is 
a function of oxidation state. Mansot et al. (1994) 
correlated the energy of both the maxima and the 
inflection point of the M2,3 edge pre-peak. They 
were able to reproduce the mean valence value of 
manganese oxybromides within 4% relative error 
using these features.

The advantage of using the M edge relative to 
the Mn L2,3 edge is that the M edge is more intense 
and the nearby zero-loss peak acts as a precise 
internal energy calibration. The disadvantage of 
the M edge is its proximity to the plasmon peak 
complicating background subtraction and it is highly 
affected by sample thickness. Another disadvantage 
of the M edge is the overlap of other TM elements 
commonly associated with manganese such as Mg 
L and Fe M (that are often in higher concentration 
than manganese). This limits the use of the M edge 
for quantification to simple, nearly pure, manganese 
minerals often only found in synthetic samples. 
Because of this, later methods for manganese 
valence determinations focused on the L2,3 edge.

Near edge structure of Mn L2,3-edge 

Early studies of the Mn L edge ELNES were 
done by Sparrow et al. (1984), Otten et al. (1985) 
and Rask et al. (1987) using a serial EEL spectrom-
eter with a nominal resolution of ≥2 eV. Otten et al. 
(1985) and Rask et al. (1987) identified a chemical 
shift of L2,3 edge with oxidation state to span approx-
imately 4 eV between Mn(II) and Mn(IV). Subse-
quent reported absolute values of the L3 edge for the 
three most common oxidation states for manganese 
vary considerably (Table 1). All three also reported a change in the L3/L2 ratio that decreased 
with increasing oxidation state in simple manganese oxides. From these initial studies, the 
usefulness of EELS for the determination of mean valence in minerals with mixed valence 
states was predicted.

Later, Garvie and Craven (1994a) and Garvie et al. (1994) used a parallel EEL spectrometer 
with a resolution of 0.3 eV that gave greater detail of NES. Twenty-five manganese-containing 
materials were studied covering oxidation states 0, +II, +III, +IV and +VII with different 
numbers of coordinating oxygen anions (Fig. 14). With respect to Mn(II), differences in the 
sharpness of the a and c peaks of L3 edge for various Mn(II) minerals were apparent. Peak a 

Figure 13  

 
 Figure 13. Low loss spectra of five man-

ganese oxides and manganese metal. 
Included in this region are the plasmon 
peak (b) and the manganese M2,3-peak (d) 
and interband transitions (a) and (c) all of 
which change with manganese oxidation 
state (from Rask et al. 1987).
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is present in manganosite and rhodochrosite, but suppressed in MnF2 and rhodonite or absent 
in lithiophilite, spessartine and jacobsite. It is apparent that the spectra are fingerprints for 
individual structures, but quantitative systematics for the bonding environment are lacking.

In the Mn(III) bearing minerals manganite, norrishite, gaudefroyite and bixbyite, Garvie 
and Craven (1994a) found that there were few differences between L3 edges–even at high 
energy resolution. However, in Mn(IV) minerals, the L3 edge contains 2 main peaks (a,b) and 
minerals studied are all similar in shape except for the sharpness of peak a. This distinction is 
reduced by spectrometers with lower resolution (e.g., 0.8 eV – Livi et al. 2012; 1.0 eV – Zhang 
et al. 2010; 1.6 eV – Loomer et al. 2007).

Mn(VII) in potassium permanganate has empty d-orbitals and is tetrahedrally coordinated. 
The spectrum obtained by Garvie and Craven (1994a) was sharp, but relatively featureless. 
Potassium permanganate proved to be extremely beam sensitive.

Quantification of valence by L2,3-ELNES

Comparisons of four different methods for the extraction of the mean manganese valence 
from the L2,3 white line intensities were made by Reidl et al. (2006). These methods—Pearson 
step function (Pearson et al. 1993), curve fitting, Walsh-Dray (Stolojan et al. 1999) and no 
subtraction—all differed in their handling of the subtraction of the continuum background and 
the integration of the white-line peaks. Reidl et al. (2006) found the Walsh-Dray method to be 
most precise in estimating the continuum background when analyzing Mn(III)2O3, Mn(IV)O2 
and BaMn(VI)O4. Schmidt and Mader (2006) compared the relative precision of the white-
line intensity ratio method as compared to the changes in the absolute energy positions of the 
peaks (∆E(L2-L3)). They concluded that although ∆E(L2-L3) changes systematically with mean 
valence, it has a greater error. 

Loomer et al. (2007) studied the L3/L2 white line intensity ratio with the addition of 
internal energy calibration supplied by the Ti L2 edge from added TiO2 anatase nanocrystals. 
Although their resolution was relatively poor (1.6 eV resolution), they were successful at 
reproducing manganese valence within 3% error. Two aspects of this study are important: 1) 

Table 1. Review of reported absolute energy loss values of the L3 edge peak maxima for the three 
most common oxidation states for manganese (modified from Schmidt and Mader 2006)

Reference
Mn-L3 energy-loss (eV)

Mn(II) Mn(III) Mn(IV) ∆(Mn(II)-Mn(IV))

Mansot et al. (1994) 637.8 639.3 640.7 2.9

Paterson and Krivanek (1990) 639.0 639.6 642.1 3.1

Kurata and Colliex (1993) 639.5 642.0 643.0 3.5

Garvie and Craven (1993) 640 642 644 4

Loomer et al. (2007) 640.2 642 643.5 3.3

Schmidt and Mader (2006) 640.8 643.0 643.8 3

Laffont and Gibot (2010) 641.2 642.8 644.0 2.8

Rask et al. (1987) 642.4 643.8 646.4 4

Pecher et al. (2003) 639.7 641.35 643.05 3.35

Glatzel et al. (2004) 640.2 643.0 644.4 4.2

Average 640.1 641.9 643.5 3.4
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high-resolution EELS is not a requirement for successful EELS analysis of manganese valence 
if an internal energy standard is employed, 2) the L3/L2 white line intensity ratio flattens near 
the Mn(IV)-rich part of the calibration curve increasing the uncertainty in estimates dominated 
by Mn(IV) (Fig. 15) This is unfortunate since many environmentally important phases are rich 
in Mn(IV).

Zhang et al. (2010) assessed methods for determination of Mn(III)-Mn(IV) mixtures, and 
like Loomer et al. (2007), used an internal standard but in the form of Ti metal. This allowed 
for the examination of the O K edge without contamination of O from TiO2. They compared 
∆E(L2-L3), ∆E(Mn L3-O K), the L3/L2 white line intensity ratio, Gaussian peak decomposition 
and multiple linear least-squares (MLLS) fitting of reference spectra methods. They concluded 
that of the calibration curve methods (first three methods), ∆E(Mn L3-O K) was most precise 
(± 0.02 valence units). The failure of this method occurs when Mn is mixed with other oxide 
components and the position of the O K peak cannot be predicted. MLLS fitting results were 
subject to the selection of an appropriate standard, but yielded uncertainties (±0.03) that were 

Figure 14  

 

 

Figure 14. Mn L2,3-ELNES from a range of 
manganese minerals showing the systematic 
changes in ELNES with oxidation state (from 
Garvie and Craven 1994a).
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comparable to the ∆E(Mn L3-O K) method without having to be pure manganese oxides. The 
Gaussian peak fit method was unsuccessful at modeling Mn(III)-Mn(IV) mixtures due to the 
similarity of shape and small separation of the Mn(III) and Mn(IV) L3 peaks. Livi et al. (2012) 
followed Zhang et al. (2010) and used MLLS fitting methods to obtain average errors of ±0.05 
(2σ).

Beam damage

Otten et al. (1985) was the first study to identify beam damage in manganese oxides during 
EELS analysis. This was corroborated and expanded upon by Garvie and Craven (1994c) for 
the phyllomanganate mineral asbolan. They conclude that damage of asbolan begins as a loss of 
oxygen on the surface of crystals and proceeds inward–progressively reducing the mean valence 
state. Evidence of loss of hydrogen from hydroxide minerals comes from an initial oxidation 
of manganese in MnBO2 from Mn(II) to Mn(III) which was followed by a reduction back to 
Mn(II) as oxygen was subsequently lost (Garvie et al. 1994). Livi et al. (2012) determined the 
electron “safe dose” for beam sensitive todorokite and birnessite minerals. Accurate estimates 
of the mean valence values were possible for all varieties of birnessite minerals except for the 

Figure 15 
 

 
Figure 15. Calibration curves showing (top) Mn(L3/L2) white-line intensity ratio, and (bottom) Mn white 
line energy-difference ∆E Mn (L2-L3) versus Mn oxidation state in MnCO3, Mn3O4, Mn2O3 and MnO2 
reference materials. The Mn(L3/L2) intensity ratios and energy-difference ∆E Mn (L2-L3) as measured in 
Mn-doped ZnO and (Ba,Fe,Mn) oxide are indicated by horizontal lines (from Schmidt and Mader 2006).
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very poorly crystalline or amorphous δ-MnO2. They point out that each variety of environmental 
mineral displayed a different damage profile, and every new study will require time-series 
analysis to determine the effects of beam damage. Future analysis of environmental minerals 
would benefit from advancements in low-dose imaging methods such as increased sensitivity 
of CCD cameras.

Applications

Varella et al. (2009) investigated the manganite (perovskite) LaxCa1−xMnO3 system 
with 2D atomic resolution. Although this is an engineered material, the study successfully 
demonstrated that the manganese mean valence could be measured on an atomic scale as 
La:Ca varied, and in some cases, could detect differences between non-equivalent O sites. 
The most precise estimate of manganese valence took advantage of systematic variations in 
the O K-ELNES main peak to pre-peak separation (∆E KM-KP). Luo et al. (2009) provided a 
theoretical basis for the correlation of ∆E KM-KP with manganese oxidation state–although 
they conclude that ∆E KM-KP is due to changes in the Ca:La proportion. Further empirical 
evidence that ∆E KM-KP systematics may hold for simple manganese oxides may be found 
in Rask et al. (1987), Kurata and Colliex (1993) and Zhang et al. (2010). This has not been 
thoroughly studied and may not prove viable when other elements (such as Fe) are present.

Manganese nodules found at hydrothermal vents present a rich area for the application 
of EELS valence determination (see Hayes et al. 1985 for a description of the variety of 
manganese minerals found in Pacific nodules). However, this field has not been exploited 
as of yet. In one study, Buatier et al. (2004) performed an initial investigation of manganese 
valence in manganese crusts in active hydrothermal deposits on the flanks of the Juan de Fuca 
Ridge. Buatier et al. (2004) identified todorokite, birnessite and veil-like amorphous phases. 
EELS analysis showed the first two phases to have a mean valence of 3.7, while the amorphous 
material gave valences close to +II. Unfortunately, no time-series data were presented, so 
the validity of the low valence of the amorphous material is in question due to the likelihood 
of severe beam damage. The study does illustrate the value of combined X-ray diffraction, 
scanning electron microscopy, analytical TEM and EELS methods to identify all constituents 
of these complex mixtures, including amorphous material.

A preliminary report on EELS characterization of manganese minerals from the 
N’chwaning II mine in the Kalahari Manganese Field by Calvert et al. (2008) indicated that 
supposedly single valence mineral species were in fact of mixed valence.

The recent attention to the toxicity of manganese inhalation has led to some investigation 
of both the sources of manganese (e.g., welding fume) and its translocation to the central 
nervous system and other organs. Most analytical TEM studies of manganese in tissue employ 
the location of manganese through EDX analysis. However, there are two notable studies that 
use EELS. Richman et al. (2011) used STEM/EDX/EELS to characterize both the size and 
composition of manganese-weld fume. They demonstrated the usefulness of combining annular 
dark-field imaging to determine weld particle size/shape with EELS of oxygen, manganese 
and iron (major fume elements) and EDX of silicon and other minor elements (not readily 
accessible by EELS with 0.3 eV dispersion). The maps generated by EELS were far superior 
to those by EDX due to greater counting statistics. In addition, the O K-ELNES can also be 
used to deduce differences in crystal structure (rock salt vs. spinel). Richman et al. (2011) 
demonstrated that, in half the samples studied, there was a positive correlation of manganese 
content of breath exhale condensate with particle size in welders of the study group. The 
physicochemical properties of nanoparticles were important in understanding the amount of 
manganese delivered to the lungs, the depth to which nanoparticles will penetrate in the lungs, 
their residence time, and their surface area and reactivity. In this study, the statistically valid 
conclusion was drawn that smaller particles had longer residence time in the lung, while larger 
particles were exhaled more quickly.
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Although manganese is found in all parts of the body, it is inhomogeneously distributed. 
Morello et al. (2008) investigated those areas in rats that have higher contents on the 
assumption that hyperaccumulation would occur during elevated manganese exposure. They 
used electron spectroscopy imaging in an in-column energy-filtering TEM to image high 
concentrations of manganese in mitochondria of astrocytes (glial nerve cells) and neurons, and 
to a lesser extent, in nuclei of astrocytes and neurons. This contrasted with biochemical assay 
results that suggested accumulation in nuclei. Morello et al. (2008) explain this discrepancy 
as a difference in spatial resolution between the two techniques. This application illustrates 
how EELS in the TEM can more accurately locate manganese accumulations in sub-cellular 
organelles than traditional biochemical assays. Developments in sample preparation methods 
(to minimize soluble manganese loss during fixing), cryo-analytical TEM preparation, and 
increased sensitivity of detectors will undoubtedly improve the quality of EELS applications 
to biological sciences in the future.

GENERAL APPLICATION OF EELS, SAED AND EDX

Finally we present an overview of the integrated use of the various imaging and 
spectroscopic techniques available in a modern analytical TEM to general mineralogical 
research. 

The use of TEM for detailed mineral characterization accelerated rapidly in the 1970’s 
with the development of ion beam milling for the preparation of electron transparent thin 
sections of rocks and minerals (see for example the review by Champness 1977). Since then, 
applications of TEM in the geosciences have kept abreast of the many developments in instru-
mentation, specimen preparation and analytical techniques (see for example, Lee 2010). It is 
now possible to image and chemically map a specimen atom column by atom column using 
spherical aberration corrected STEM combined with energy dispersive X-ray spectroscopy 
(EDX) (D’Alfonso et al. 2010) and/or electron energy loss spectroscopy (EELS) (Bosman et 
al. 2007). In order to achieve this resolution, one must prepare a suitably thin, representative 
specimen and control the applied electron dose in order to limit any irradiation induced arti-
facts (Egerton and Malac 2004; Egerton et al. 2010). 

Most modern TEMs can readily provide atomic lattice imaging and, when equipped 
with the appropriate spectrometers, chemical information at the nanoscale if not the atomic. 
Identification of nanoscale segregation of elements within earth and planetary materials can 
bring new insight into the dynamic processes these materials undergo. Here we highlight 
recent examples of the characterization of environmentally important nanoparticle systems 
while highlighting a consistent theme of representative specimen preparation and analysis.

Use of (S)TEM to assess transport and retardation mechanisms of trace metal 
contaminants

Nanoparticles and colloids are a consistent feature of low temperature surface waters 
and ground waters. They remain suspended and are transported in moving groundwater 
and have a high surface area such that a relatively insoluble metal can be readily adsorbed 
onto the NP/colloid surface. Thus nanoparticles play a critical role in the transport of trace 
metal contaminants and it is therefore key to understand the binding sites of these colloids in 
order to further understand trace metal transport and retardation. Over the years there have 
been relatively detailed analyses of nanoparticle characteristics, with analytical STEM and 
CTEM emerging as powerful tools for the identification and characterization of trace metal 
contaminants on and within nanoparticulate phases. CTEM alone has been used to identify 
particles bearing toxic elements (Hochella et al. 1999; Suzuki et al. 2002) while analytical 
STEM combined with CTEM have been used to identify and characterize nanoparticulate 
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metal contaminants in a range of environmental, colloidal matrices (Utsunomiya and Ewing 
2003; Utsunomiya et al. 2009). Using CTEM to identify contaminants in low concentration 
and localized to a nanoparticulate phase is limited because the image contrast alone will not 
identify the contaminant. The full analytical capability of the STEM however is very useful 
since the strong electron scattering of the contaminant metal can be used to identify (by 
HAADF-STEM) and map (by STEM-EDX or by CTEM-EFTEM) the metal contaminants in 
or on host particles. Subsequent CTEM (lattice imaging, electron diffraction and EELS) can 
be used to identify the speciation and crystal phase of the two. 

In general, analytical S/TEM analysis is not used as a standalone characterization 
technique but more often it can provide nanoscale information to support bulk analytical 
data. For example (see Fig. 16), the identification of Cr(III) substitution in hematite within 
samples from the Ajka red mud spill site, Hungary relied on a combination of CTEM-selected 

Figure 16. Identification of Cr(III) substitution in hematite within samples from the Ajka red mud spill site, 
Hungary (after Burke et al. (2012). (A) Low-resolution bright field TEM image of the red mud particles 
from the spill site. (B) Higher magnification image of area highlighted by white arrow in A. (C) Polycrys-
talline selected area electron diffraction pattern indexed to hematite. (D) EDX spectrum collected from the 
point shown with a white arrow in B, confirming the additional presence of Ti and Cr in the hematite phase. 
(E) Normalized Cr K-edge XANES spectra collected from the red mud sample (K1a) and three Cr(III) and 
one Cr(VI) containing standards. The spectrum from the red mud is consistent with the spectra collected 
from the Cr(III)-substituted hematite and Cr2O3 standards.
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area electron diffraction and spot EDX analysis to identify Cr within a fine-grained hematite 
structure and X-ray absorption spectroscopy to identify the valence state of the Cr (Burke et 
al. 2012).

Similarly X-ray Absorption Spectroscopic (XAS) analysis of soils from a chromite ore 
processing residue disposal site indicated Cr is present as a mixed Cr(III)-Fe(III) oxyhydroxide 
phase and this was confirmed by STEM-EDX and BF-TEM imaging (Whittleston et al. 2011). 
The retention of Cr(III) within the soil was shown to be due to reductive precipitation of 
Cr(VI) by Fe(II). 

Indeed, multiple approaches are essential to understanding metal speciation in complex 
heterogeneous sediments given the wide concentration range relevant to contaminated natural 
and engineered environments. For example (see Fig. 17 the association and speciation of the 
fission product, technetium-99, found in radioactive wastes, was examined under reducing 
conditions over a range of concentrations in estuarine sediments (Burke et al. 2010; Lear 
et al. 2010). Anoxic incubation experiments were conducted with direct (transmission 
electron microscopy and gamma camera imaging) and indirect (incubation experiments and 
chemical extractions) experimental techniques employed. The combination of low and high 
concentration measurements supported the hypothesis that removal of Tc from solution may be 
controlled by reduction of Tc(VII) to Tc(IV) by biogenic Fe(II) in sediments. STEM-EDX and 
TEM-EELS were employed specifically to show that the Tc was localized and co-associated 
with nanometer size Fe(II)-rich particles in the relatively high concentration sediments. 

The multiple approaches are equally applicable to a biological setting. For example (see 
Fig. 18), evidence for a Si-specific intracellular mechanism for Al detoxification in aquatic 
snails, involving regulation of orthosilicic acid [Si(OH)4] was supported by intracellular 
identification of hydroxyaluminosilicates (HAS) in exposed snails by analytical STEM (White 
et al. 2008). In snails preloaded with Si(OH)4, behavioral toxicity in response to subsequent 
exposure to Al was abolished. Similarly, recovery from Al-induced toxicity was faster when 
Si(OH)4 was provided, together with rapid loss of Al from the major detoxificatory organ 
(digestive gland). Temporal separation of Al and Si exposure excluded the possibility of 
their interaction ex vivo. Elemental mapping using analytical STEM and CTEM revealed 
nanometer-scale co localization of Si and Al within excretory granules in the digestive gland, 
consistent with recruitment of Si(OH)4, followed by high-affinity Al binding to form particles 
similar to allophane, an amorphous HAS.

This work highlights the value of analytical STEM to the emerging field of nanoparticle 
toxicology where one of the goals is to assess the impact of engineered nanoparticles on 
the environment. For example, Ag nanoparticles are now extensively produced and used in 
consumer products and sulfidation is thought to be the dominant degradation product as they 
are released into the environment (Levard et al. 2011). Silver sulfide (α-Ag2S) nanoparticles 
have been identified in the final stage sewage sludge materials of a full-scale municipal 
wastewater treatment plant using analytical STEM (Kim et al. 2010). 

Developments in TEM specimen preparation

The crossover of geological and biological specimens also requires consideration of the 
recent developments in specimen preparation for TEM. Most nanoparticle work relies on drop-
casting particles or particle suspensions directly onto amorphous carbon (or sometimes silicon 
or silicon nitride) support films for TEM. For valuable or potentially toxic particulates one can 
also use resin impregnation of a suspension and then after hardening, thin sections can be cut for 
TEM by an ultramicrotome (for example Burke et al. 2010). The drop-casting method is simple 
and can be used following the completion of solution based reactions to chart the progress of 
a reaction (for example, Penn and Banfield 1998). More recent developments are taken from 
biological specimen preparation where thin layers of particle suspensions are rapidly frozen 
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Figure 17. Identification of the association of the fission product, technetium-99, in estuarine sediments 
examined under reducing conditions (after Burke et al. 2010). (A) Annular dark field STEM image and 
elemental X-ray maps showing the distribution of Fe, Si, Al and Tc (Lα and Kα X-rays) in sediments in-
cubated with 0.5% (w/w) Tc. Clearly, Tc is co-localized with Fe, and Si is co-localized with Al. (B) EDX 
spectrum of the whole region shown in A. Cu and C peaks are present due to stray X-rays emitted by the 
TEM grid and films, respectively. Tc Lα X-rays at 2.42 keV are indistinguishable from S Kα X-rays at 2.31 
keV, but Tc Kα X-rays at 18.38 keV do not overlap in energy with any other elemental X-rays measured 
here, confirming the presence of Tc. (C) Bright field TEM image of the sediment shown to be Fe- and Tc-
rich (inside white box in A showing a network of fine particles that are amorphous (by electron diffraction) 
next to larger Al and Si-rich crystals. (D) Background stripped Fe L2,3-edge electron energy loss spectrum 
(black line) acquired from the Tc-rich region. The general shape of the edge and the position of the L3 peak 
maxima (at 707 eV energy loss) is consistent with a spectrum from an Fe(II) rich region. For reference 
a spectrum from a well characterized Fe(II) bearing mineral (hedenbergite; CaFe-Si2O6, where the Fe is 
octahedrally coordinated to O) is shown in red and inset is a reference spectrum from a well characterized 
Fe(III) bearing mineral (hematite; α-Fe2O3).
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in solution allowing the hydrodynamic state of the particles and agglomerates to be observed 
(Hondow et al. 2012). These cryo-quenching approaches and subsequent TEM imaging and 
analyses recently helped quantify in a time resolved manner the kinetics and mechanisms of 
several geological relevant reactions (e.g., Tobler et al. 2009; Van Driessche et al. 2012). In the 
geosciences, recent developments include the use of TEM imaging to track and quantify the 
kinetics of nanoparticle formation and transformation. For example, conventional and cryo-
TEM imaging helped quantify the nucleation and growth of amorphous silica (Tobler et al. 
2009). Similarly, using TEM imaging, SAED and associated pair distribution quantifications, 
the formation and aging of nanocrystalline iron sulfide phases (amorphous FeS, machinawite, 
greigite and pyrite; Csákberényi-Malasics et al. 2012), which control the biogeochemical 
cycling of iron and sulfur in anoxic and suboxic marine sediments has been quantified. Finally, 
only by using novel fast-quenching techniques combined with high-resolution TEM imaging 
combined with EDX and SAED could the processes that control the nucleation, growth and 
transformation of calcium sulfate phases from aqueous solution be evaluated (see Fig. 19; Van 
Driessche et al. 2012). These studies showed that not only important geological processes but 
also crucial industrial applications can be accurately studied using the novel imaging, sample 
preparation and analytical approaches developed in the last few years.

Liquid cell imaging within the TEM is also progressing rapidly however the attainable 
spatial resolution still remains significantly less good than that available by CTEM (Klien et 
al. 2011). Finally, FIB sectioning of TEM specimens has been used to successfully examine 
mineral weathering products (Lee et al. 2007) and the interface between microbes and minerals 
(Obst et al. 2005; Bonneville et al. 2009). Avoiding preparation artifacts such as over-thinning 
with the ion beam and bending of the samples is a major issue with these types of samples. As 
section depth increases, it becomes more difficult to keep the sides flat, and over-thinning of 
certain areas can occur because the profile of the ion beam itself is not parallel and this has to 
be accommodated by tilting the face of the section to be milled a few degrees off axis from the 
incident ion beam (Ishitani et al. 1994). Deep sections also have less support, and non-rigid 
materials such as the cellular components of the above samples can bend. Once this occurs 
protruding “bulges” will be milled away more quickly than the rest of the section, potentially 
leaving holes (Ward et al. 2013). This can be avoided by leaving relatively thick sections 
(say 100-150 nm) however this should be balanced against the required spatial resolution 
of the (S)TEM analysis (for example, the spatial resolution obtainable by EDX decreases 
with increasing specimen thickness because of the increased interaction volume that generates 
X-rays from the incident beam in the thicker sections; Williams and Carter 1996).

FIB-preparation of very thin sections suitable for atomic resolution HAADF-STEM, 
with parallel sides and a sample depth of 2 to 3 mm have been successfully achieved (Bals 
2007; Schaffer 2012). Recently, analytical TEM of FIB prepared mineral-fungi sections has 
been used to demonstrate weathering of natural minerals (biotite) by fungal hypha, with 
the conclusion that this proceeds by a combination of biomechanical forcing and chemical 
dissolution (Bonneville et al. 2009). For the case of Bonneville et al. (2009), careful FIB 
preparation followed by analytical TEM has demonstrated that weathering of biotite by fungal 
hypha proceeds by a combination of biomechanical forcing and chemical dissolution. Here (see 
Fig. 20), CTEM and SAED analysis of the fungus-biotite interfaces revealed intimate fungal 
mineral attachment, biomechanical forcing, and altered interlayer spacings while STEM-
EDX identified substantial depletion of potassium (~50 nm depth) with STXM analysis of the 
same sections showing oxidation of the biotite Fe(II) and finally CTEM once again showing 
the formation of vermiculite and clusters of Fe(III) oxides. Modeling of the nanometer-scale 
elemental fluxes obtained at the hypha-mineral interface by STEM-EDX demonstrates how 
the weathering of rocks may be accelerated to release nutrients to plants (Bonneville et al. 
2011). 
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Figure 18 
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Figure 19. Using fast and time-resolved sample quenching and associated TEM imaging and analyses 
Van Driesche et al. (2012) have documented how a geologically important mineral phase, gypsum, forms 
from aqueous solutions via a multi-stage reaction chain. In a first step the homogeneous precipitation of 
nanocrystalline (A) calcium sulfate hemihydrate, bassanite (CaSO4·0.5H2O) occurs; interestingly at this 
nanoscale this happens below its predicted solubility. The so formed rounded nanocrystals transform to 
bassanite nanorods (B) with corresponding SAED pattern in (C). These nanorods later self-assemble into 
aggregates that are co-oriented along their c-axis (E) and corresponding SAED pattern in (D). These ori-
ented aggregates develop into overall morphologies reminiscent of the dihydrate gypsum (CaSO4·2H2O), 
yet crystallographically they are still just self-assembled oriented bassanite nanorods (F). Only in a final 
stage, do these bassanite aggregates hydrate to transform to gypsum crystals (G). 
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Figure 18 (on facing page). Evidence for a Si-specific intracellular mechanism for Al detoxification in 
aquatic snails, Lymnaea stagnalis (after White et al. 2008). (A) Digestive gland thin sections were taken 
from snails exposed to Al (500 mg L−1) for 15 days and stained with heavy metals to show membrane-bound 
granules (G) in an excretory cell, bordered by microvilli (mv). (B) Unstained section (for elemental analy-
sis) with granules still evident. (C) Bright-field STEM image of granule outlined in B. (Some diamond 
knife damage during sectioning is evident). (D) Spot EDX spectra from the granule and the surrounding cy-
toplasm showing the granule composition to be consistent with an aluminosilicate phase containing some 
phosphorus. The counts are normalized to the background signal from the Ni support grid. (E) STEM-EDX 
maps of the granule shown in C, demonstrating the co-localization of Al, Si, O, and minor amounts of P. 
S and V (negative control) were not detected. (F) TEM image of the area outlined in C, indicating that 
the granule is non-crystalline. (G) EF-TEM false colour elemental map shows nanoscale co-localization 
of Al (red in electronic version) and Si (green in electronic version) [both Al and Si are light grey in print 
version]. (H). Al K- and Si K-edge electron energy loss spectra from a digestive gland granule (red in 
electronic version and grey in print version) and from synthetic proto-imogolite (black in both electronic 
and print versions): gift from Dr. D. Lumsdon, The Macaulay Institute, Aberdeen). Similarity in shape of 
the Al K-edges suggests that the allophane phase of the granule is similar in structure to proto-imogolite.
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Figure 20. Evidence for biomechanical forcing and chemical dissolution, weathering of biotite by fungal 
hypha (after Bonneville et al. 2009). (A) BF-TEM image of the cross-section of a hypha (Fg)-biotite (Bt) 
interface, labeled lamella 1 and compared to a cross section of pristine biotite, labeled control lamella. Both 
cross-sections were prepared by focused ion beam milling. Strong diffraction contrast and micro-cavities 
(image inset) are visible in the biotite incubated with the fungal hypha and indicate physical alteration of 
the mineral. (B) Selected area electron diffraction patterns of the interfacial versus bulk biotite in lamella 
1 indicate a misorientation of the biotite at the interface compared to that in the bulk (indexed to biotite 
monoclinic structure; JCPDS reference 01-074-2578). The biotite crystal structure was tilted from a rela-
tive angle of 8.5° in the bulk (point 2) to an angle of 22.5° at the interface with the hypha tip (point 1) to 
obtain the same [010] zone axis diffraction patterns. (C) STEM-EDX derived elemental (symbols) and 
modeled (lines) concentration depth-profiles over the 150 nm below the hypha-biotite interface for K, Al, 
Fe and Mg in a FIB section exposed to a fungal hypha for ~ 70 days, demonstrating clear chemical altera-
tion of the biotite (Bonneville et al. 2011).
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Developments in analyzing poorly crystalline, beam sensitive materials 

It is well known that the electron beam in a TEM/STEM may cause some form of 
specimen alteration during examination and may affect the integrity of the information sought 
from the specimen (Hobbs 1987; Egerton and Malac 2004; Reimer and Kohl 2008). For 
example, in the last section we discussed the FIB preparation and analysis of biotite, which 
is sensitive to damage by the high energy electron beam of the TEM (Bell and Wilson 1981). 
At 300 keV, mass loss occurs as a function of accumulated electron fluence (Ma et al. 1998) 
and this is therefore a major concern when using the focused probe of a STEM (operating 
at 197 keV in the case of Bonneville et al. 2009). There are reports of a threshold dose for 
electron beam induced damage of minerals such as vermiculite (Baumeister and Hahn 1976) 
and a threshold fluence for a biotite has also recently been identified (Ward et al. 2013). This 
has been obtained following a cumulative electron fluence protocol developed for the TEM-
EELS analysis of ferritin and ferrihydrite (Pan et al. 2006, 2010) and for the STEM-EDX 
analysis of hydroxyapatite nanoparticles (Eddisford et al. 2007). Furthermore, similar time 
dependent exposure of amorphous calcium carbonate (ACC) nanoparticles to a high voltage 
electron beam (200 keV) immediately induced the formation of 2-5 nm ordered subdomains, 
which grew and transformed into larger (5-20 nm) crystalline domains (Fig. 21; Rodriguez-
Blanco et al. 2008). This process occurred within the confinement of the large spherical ACC 
nanoparticles and this crystallization is likely the results of dehydration of the initially highly 
hydrated ACC. However, the nature of the resulting crystalline domains (i.e., whether they 
correspond to ‘proto-vaterite’ or proto-calcite’ is unclear as the mechanisms of this beam-
induced crystallization may differ from that occurring in aqueous solution (Rodriguez-Blanco 
et al. 2011). A quantitative understanding of the stability and transformation mechanisms 
of ACC into geologically stable calcium carbonate polymorphs has major implications 
for biomineral formation, which themselves often form from an initial hydrated ACC. For 
example, the formation of coccoliths and foraminifera, the dominant calcium carbonate 
biominerals in our world’s oceans, controls the global carbon cycle. Using novel imaging 
and analytical techniques as described above can help us better understand how the formation 
of such biominerals may be affected by for example changes in climate (i.e., increase in 
atmospheric pCO2 and associated ocean acidification). 

As indicated above, near-edge core-excitation spectroscopy, such as energy loss near-
edge structure (ELNES) analysis, has been demonstrated as a useful tool for studying mineral 
oxidation states and coordination environments (Garvie et al. 1994, 2004; Garvie and Craven 
1994b). Fe L2,3-ELNES specifically has been used to investigate the effects of electron 
dose (via control of electron fluence) in hydrated iron phosphate, ferrihydrite and ferritin/
haemosiderin cores in an iron- overloaded human liver biopsy (see Fig. 22) and the results 
demonstrate the reduction of iron and its transformation from octahedral to tetrahedral co-
ordination under progressively increasing electron dose, consistent with the preferential loss 
of iron coordinating ligands (O, OH and H2O) (Pan et al. 2010). 

By considering the cumulative effect of electron fluence on a mineral, one can extrapolate 
back to the pristine structure or chemical state and, for the case of ferrihydrite (Fh), this 
characterization is very topical because of the potential presence of ‘coordination under 
saturated’ tetrahedral ferric iron sites. First described in 1967, there is still some controversy 
over the precise atomic structure of Fh because its size and defective nature make a definitive 
characterization challenging. One structural model, proposed in 1993 and based on powder 
XRD analysis, describes Fh as three intermixed phases where iron occupies octahedral 
interstices only (Drits et al. 1993). Recently (2007-2010), a new model challenging the 
standard view has been proposed, based predominantly on structural refinement of atomic 
pair-distribution functions (PDF) measured in the synchrotron using total X-ray scattering 
(Michel et al. 2007, 2010). Fh is described in this model as a single phase in which iron 
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occupies both tetrahedral (≤ 10-20%) and octahedral interstices. This new model has received 
some criticism (Rancourt and Muenier 2008; Manceau 2009, 2010, 2011, 2012; Barron et 
al. 2012) and additional support (Maillot et al. 2011; Xu et al. 2011; Harrington et al. 2011; 
Peak and Regier 2012; Guyodo et al. 2012). The TEM measurement of Fe L2,3-ELNES from 
6-line Fh has contributed to this debate however it has not provided a definitive measure of 
the tetrahedral iron content because of the uncertainty in the extrapolation back to very low 
electron fluence (Pan et al. 2010).

More recently, Vaughan et al. (2012) have shown X-ray scattering profiles of synthetic 
2-line ferrihydrite that are consistent with other reports for ferrihydrite. The measurement 
of ~93% octahedrally coordinated ferric iron by extrapolation of the Fe L2,3-ELNES to very 

Figure 21 
 

 

Figure 21. Bright field TEM image time series of the crystallization of amorphous calcium carbonate 
(ACC) upon exposure to the electron beam. From top to bottom, changes in ACC morphology (left) and 
internal structure and ordering (right) as a function of time. The insert in the upper right image shows a 
SAED pattern of ACC revealing only diffuse rings related to poorly ordered materials (from Rodriguez-
Blanco et al. 2008).
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low electron fluence is not, however, in complete agreement with the most recently proposed 
structural model described above (see Fig. 23). Nitrate has also been detected and inferred to be 
a surface contaminant, because its presence does not apparently affect the bulk structure. It may 
be that the incorporation of nitrate affects the surface co-ordination states of the iron and so the 
measurement of tetrahedral iron. This highlights the need for careful and consistent synthesis 
and characterization of ferrihydrites before comparison with structural models is made.

CONCLUSIONS

This review of the chemical analysis of mineralogical micro- and nano-structures in situ 
within the transmission electron microscope has highlighted the two major techniques of 
energy dispersive X-ray analysis and electron energy-loss spectroscopy.

This article has summarized the basic aspects of the excitation mechanisms, the interpre-
tation, the acquisition and processing of both EDX and EELS spectra. Details of instrumenta-

Figure 22. Fitting Fe L2,3-edge TEM EEL spectra to estimate the octahedral ferric Fe content of ferrihydrite 
(after Pan et al. 2010). (A) An example of the result of a non-linear least squares (NLLS) fitting to a Fe 
L3-energy loss edge (i.e., 702-717 eV energy loss) of iron phosphate dihydrate. The experimental spectrum 
is black and the best fit spectrum is red. The inset shows the residual intensity following subtraction of the 
best fit curve. (B) The relative proportions of the four reference spectra that, when combined, produce the 
best fit to the experimental spectrum. (C) The NLLS fitting coefficient estimate of the percentage content 
of total ferric iron (octahedral + tetrahedral coordination) in 6-line ferrihydrite (6LFh) at each accumulated 
electron fluence. (D) The estimated percentage of octahedrally coordinated ferric iron in 6-line ferrihydrite 
at each accumulated electron fluence. The extrapolated ferric and octahedral content at very low fluence 
are 100% and 95% respectively.
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tion have been discussed including the practical usage of the techniques as applied to minerals 
together with the types of chemical information that can be extracted. This has been facilitated 
by the provision of a limited set of examples, although it should be stressed that the interested 
reader should consult the references within this review and further reading material for a much 
more complete list of potential applications. In addition, we have attempted to highlight the 
benefits (and in some cases complications) introduced by the use of small, highly converged, 
aberration corrected probes. 
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INTRODUCTION

Core-level and valence-level X-ray Photoelectron Spectroscopy (XPS), developed in 
the late 1950’s and 1960’s by Siegbahn and coworkers (Siegbahn et al. 1969; Carlson 1975; 
Barr 1993; Fadley 2010) has become an invaluable tool over the last 40 years for studying 
mainly the surface properties and reactivity of a wide range of minerals, predominantly oxides 
(for reviews, see: Heinrich and Cox 1994; Chambers 2000; Salmeron and Schlogl 2008, and 
references in Bancroft et al. 2009; Newburg et al. 2011), sulfides (for reviews, see Hochella 
1988; Bancroft and Hyland 1990; Nesbitt 2002; Murphy and Strongin 2009) and silicates 
(for a review see Hochella 1988; references in Biino and Groning 1998; Oelkers 2001; 
Zakaznova-Herzog et al. 2008). The large majority of these studies have focused on the first 
few surface monolayers of the minerals because of the surface sensitivity of the technique 
(~2-20 monolayers for photon energies of ≤ 1486 eV (Hochella 1988; Nesbitt 2002), and in 
many such cases, XPS has become the technique of choice for surface studies. Silicate XPS 
studies generally have focused on three surface applications outlined by Hochella (1988): (1) 
studies of the oxidation state of near surface atoms (e.g., Fe); (2) studies of sorption reactions 
on mineral surfaces; and (3) studies of the alteration and weathering of mineral surfaces. 
Fewer reports have focused on the fourth application of Hochella (1988), the study of the 
bulk atomic structure and chemical state properties of minerals and glasses. This is surprising 
perhaps, because the large majority (usually >90 %) of XPS line intensities comes from the 
bulk mineral in XPS studies using the typical laboratory Al Kα X-ray sources (1486.6 eV). To 
emphasize this point, the surface S 2p peaks from the first S monolayer on a sulfide such as 
pyrite are barely visible in a 1486 eV Al Kα spectrum (Schaufuss et al. 1998), and one needs to 
employ photon energies about 50 to 100 eV greater than the binding energy of the photopeak 
being studied (i.e., 210 eV for the S 2p line at ~160 eV) to obtain maximum surface sensitivity 
(Nesbitt et al. 2000).

XPS studies of silicates

Considering the plethora of silicate minerals (Deer et al. 2004), there are surprisingly few 
XPS studies of their bulk properties, and this is more striking if compared with the number of 
oxide and sulfide studies. Yin et al. (1971) published the O 1s spectrum of an orthopyroxene; 
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but the bridging oxygen (designated BO with an O bonded to two Si atoms, Si-O-Si) and non-
bridging oxygen (designated NBO with O bonded to one Si and one cation, Si-O-M, where M =  
Na, K, Ca etc.) signals were not resolved, and were incorrectly assigned primarily because 
the spectra were too broad (≥2 eV) to be interpreted properly. Although others collected ad-
ditional spectra of silicate minerals at similar resolution (e.g., Hochella 1988; Hochella and 
Brown 1988), there appeared to be relatively little chemical or structural bulk information 
that could be obtained on crystalline silicates. There were reported, however, some very early 
conventional XPS (Mg or Al Kα sources) valence level spectra of amorphous thin films of SiO2 
(DiStefano and Eastman 1971a,b; Fischer et al. 1977) and these have reasonable resolution. 
The importance of this oxide to the electronics industry explains the emphasis (Himpsel et 
al. 1988). The bulk properties of some silicate glasses have been probed successfully by XPS 
(e.g., Bruckner et al. 1978, 1980; Veal et al. 1982; Jen and Kalinowski 1989; Matsumoto et 
al. 1998). They used O 1s core level spectra to determine ratios of bridging to non-bridging 
oxygen (and other properties) in primarily Na-silicate glasses. The spectra, however, were 
still broad (although Matsumoto’s spectra had narrower peaks); and possible beam damage, 
which modifies the O 1s spectra (Sharma et al. 2001; Nesbitt et al. 2011) was apparently not 
recognized. Until the last few years, there had been no concerted, systematic effort to conduct 
XPS core level studies of the bulk chemical properties of either silicate minerals or glasses.

The disparity between the number of papers for silicates and sulfides/oxides is still greater 
with respect to high resolution synchrotron-based XPS studies, which today provide the best 
spectral resolution with either high surface sensitivity (Schaufuss et al. 1998; Mattila et al. 
2004) or high bulk sensitivity (Fadley 2010), depending on the source energy used. There 
are now a large number of such oxide and sulfide synchrotron XPS studies (see Murphy and 
Strongin 2009; Newburg et al. 2011); but the only silicate studied with synchrotron-based XPS 
is, to our knowledge, that of thin, amorphous films of SiO2 (Himpsel et al. 1988). 

There is likewise a paucity of silicate valence band XPS studies of crystalline silicate 
minerals. A valence band spectrum of olivine reported in the 1980’s (Al-Kadier et al. 1984) 
was broad, noisy and mostly featureless. Ching et al. (1983, 1985) reported XPS valence band 
studies of crystalline Na and Li silicate compounds and Di Pomponio et al. (1995) published 
valence bands of crystalline SiO2 phases. Core level spectra are not reported by these studies. 
There are but a few published valence band XPS studies of Li, Na and Ca silicate glasses (e.g., 
Ching et al. 1983, 1985; Jiang et al. 2003). It appears that XPS studies of silicates are probably 
two decades behind the oxide and sulfide XPS studies. 

Technical advances

Why is there a dearth of XPS studies of the bulk properties of silicate minerals? The 
answer likely lies with the difficulty of analyses using conventional XPS instruments. Unlike 
sulfides, which are mostly semiconductors, the vast majority of silicates (and oxides) are 
non-conductors, leading to charging and differential charging problems. These are mostly 
responsible for the large Si 2p and O 1s linewidths and poor line shapes for the silicates 
compared to XPS studies of semiconductor sulfides. Second, well characterized thin films 
or “perfect” cleavage surfaces, often used for non-conductor oxide studies (e.g., Chambers 
2000), are usually not available for silicates. As a result, reported linewidths for silicate 
minerals up until 2004 have usually been ≥ 2eV (e.g., Hochella 1988; Hochella and Brown 
1988; Biino and Groning 1998; Seyama et al. 1996, 2004) whereas much narrower linewidths 
are obtained for sulfides (less than 1 eV with laboratory sources and ~ 0.5 eV with synchrotron 
sources, Schaufuss et al. 1998; Nesbitt et al. 2000; Mattila et al. 2004; Murphy and Strongin 
2009). Linewidths for silicate glass surfaces (usually fractured) have been somewhat better 
(~ 1.8 eV linewidths for O 1s, and as low as ~1.5 eV in Matsumoto et al. 1998) using both 
non-monochromatic Mg Kα and Al Kα sources (e.g., Bruckner et al. 1978, 1980; Mekki and 
Salim 1999) and monochromatized Al Kα based instruments (Veal et al. 1982; Sharma et al. 
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2001; Matsumoto et al. 1998). The BO and NBO O 1s peaks, however, remained rather poorly 
resolved except for the O 1s spectra in Matsumoto et al. (1998).

XPS has been very useful for Hochella’s three surface applications noted above. But these 
studies used XPS “survey scans” to obtain near-surface compositions and generally did not 
show “narrow scan” XPS spectra from which chemical state information (e.g., oxidation states, 
bonding partners) is obtained. Indeed, in an early attempt to extract chemical bulk information 
from XPS spectra of common silicates, Adams et al. (1972) suggested that there was little 
chemical information available from the very broad lines. Progress in XPS resolution of non-
conductor silicate minerals did not improve appreciably between 1971 and about 2000. As 
mentioned above, the broad O 1s spectrum of pyroxene obtained by Yin et al. (1971) did not 
resolve the bridging (BO) and non-bridging (NBO) oxygen signals and the two O signals 
remained unresolved in 1988 (Hochella and Brown 1988). The two signals remained only 
partially resolved in silicate glasses until the study of Matsumoto et al. (1998), followed by our 
studies (see references in Dalby et al. 2007; Nesbitt et al. 2011; Sawyer et al. 2012). In spite of 
the poor resolution, there were nevertheless many studies which demonstrated the potential of 
conventional XPS to identify changes in bonding and structure through binding energy shifts, 
and these shifts have been useful in distinguishing different coordination environments in 
silicates and aluminosilicates (e.g., Hochella 1988; Biino and Groning 1998). 

Focus of the review

In this review, we focus on recent studies (since 2003) using a modern Kratos Axis Ultra XPS 
instrument which has minimized or eliminated differential charging of nonconductors, thereby 
decreasing dramatically spectral linewidths. This instrument employs a magnetic confinement 
system that traps a “sea” of low energy non-directional electrons above the sample, ready to 
neutralize positive charging on all parts of imperfect surfaces caused by electron emission after 
X-rays strike the sample surface. With this technical advance, it is possible to obtain much 
more chemical information on bulk (and surface) properties of silicate minerals and glasses 
derived from both core-level and valence-level spectra. Other modern XPS instruments (for 
example, the VG Scientific ESCALAB 250Xi) have charge compensation systems that can 
yield linewidths on non-conductors similar to the Kratos Axis Ultra instrument. For example, 
Unveren et al. (2004), showed equivalent Cr 2p linewidths on Cr2O3 powders from the two 
instruments. However, to our knowledge, there are no published reports of any high resolution 
spectra of silicates with other XPS instruments, although Alan Buckley recently demonstrated 
to us that the ESCALAB instrument gave the same Si 2p linewidths to our linewidths on a 
quartz sample. As a result, in this article we focus on XPS results from the Kratos instrument; 
and hopefully, studies using other XPS instruments will generate equivalent published results. 
The mineralogy and geochemistry communities have not yet been fully involved in such silicate 
studies, and most of the examples of silicate spectra will be from our laboratory. We trust the 
potential of the technique is made obvious with this review. Before focusing on recent results, 
some background into XPS theory and practice are summarized, with particular emphasis on 
optimum resolution obtainable for silicate minerals and glasses. 

FUNDAMENTAL PRINCIPLES OF XPS

Photoionization and analysis depths

Fundamental principles have been well reviewed in the previous volume in this series 
(Hochella 1988) and in other reviews (e.g., Bancroft and Hyland 1990; Nesbitt 2002). A summary 
of these principles begins with a “broadscan” XPS spectrum of a bronzite orthopyroxene 
[(Mg0.8Fe0.2)2Si2O6], which extends over a broad range of binding energies (Fig.  1). The 
spectrum was taken with Al Kα radiation (1486.6 eV) at the UWO Surface Science Western 
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laboratory with the Kratos Axis Ultra XPS instrument. Monochromatized Al Kα radiation is 
directed at the sample, and the X-rays ionize the atoms from the surface to 1000’s of Å depth in 
solid phases (Henke et al. 1993)

 A + hν → A+ + e− (1)

where A is an atom in the solid which absorbs an X-ray of energy hν, A+ is the photo-ionized 
product and e− is the photoelectron produced whose kinetic energy is measured by an analyzer. 
With the intensity of common X-ray sources, multiply charged atoms are not formed because 
A+ relaxes to A very rapidly, and before the atom is again excited by a photon. Auger electrons 
and X-ray photons are emitted in the relaxation process (Hochella 1988). Although the X-rays 
penetrate 1000’s of Å into the mineral, the photoelectrons produced are strongly attenuated in 
the solid so that effectively all electrons collected by the analyzer are derived from about 20 
to 30 monolayers (~50 Å) depth (discussed subsequently). The photoelectrons which undergo 
no interaction with the solid (referred to as elastically scattered electrons) have a common 
energy characteristic of the orbital from which they are derived, thus they produce a narrow 
peak in the broadscan. Those electrons which interact with the solid (mostly from deeper in 
the sample) lose kinetic energy, and are referred to as inelastically scattered electrons. These 
contribute to the background rather than to the peaks (see Fig. 1). The kinetic energy (KE) of 
the photoelectron of Equation (1) is given approximately by the Einstein photoelectric equation 
(neglecting small work function terms and charging of the sample):

 BE = hν – KE (2)

where BE is the binding energy of the electron to the nucleus, hν is the incident photon 
energy, and KE is the kinetic energy of the ejected photoelectron measured by a magnetic or 
electrostatic analyzer (see Carlson 1975; Hochella 1988; Nesbitt 2002). In practice, the KE 
of the photoelectrons is scanned, for example, by varying voltages on a lens or hemispherical 
analyzer (Hochella 1988), and the plot shown in Figure 1 is obtained by recording the number 
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of photoelectrons per unit of time as a function of KE (or BE using Eqn. 2 to convert KE to 
BE). Inelastically scattered electrons lose kinetic energy by interactions with the solid; thus 
their BE is calculated by Equation (2) to be located at a higher BE than the elastically scattered 
photoelectrons derived from the same orbital: hence the stronger background on the high BE 
side of every peak in Figure  1. High vacuum conditions are required to minimize surface 
contamination, and to minimize the collisions of photoelectrons with gas molecules which 
decrease the signal intensity (and increase the background). In principle, one can evaluate the 
BEs for all electrons in all elements, except H, if photons of sufficient energy can be generated. 

Non-conductors and sample charging

All analyzed samples lose electrons (via photoionization and release of Auger and secondary 
electrons), but these are immediately replaced in conductors and semiconductors by having the 
sample grounded to the instrument. Grounding cannot neutralize bulk non-conductors. If not 
neutralized, the positive charge on the sample decreases the KE of the ejected electron and 
increases the BE of the photoelectron calculated from Equation (2). For imperfect surfaces, 
different parts of the sample may charge to different extents, leading to photoelectrons with 
variable KE, and to broad, often asymmetric, peaks. With the early non-monochromatized Mg 
Kα and Al Kα sources, the positive charge on non-conductors is partially effectively neutralized 
by electrons from the nearby X-ray source. Since the introduction of monochromatized sources 
(see Siegbahn 1971) in the 1970’s (where the X-ray source is far from the sample), this positive 
charge build-up could not be neutralized by electrons from the X-ray source, and electron 
“flood” guns were introduced which directionally flood the sample with low energy electrons. 
This has decreased the differential charging and decreased linewidths greatly on “near-
perfect” surfaces (e.g., cleavage surfaces and some polymer surfaces) because the linewidth 
of the monochromatized sources are ≤0.4 eV compared to 0.8 eV and 1.0 eV, respectively, for 
non-monochromatized Mg Kα and Al Kα sources. The linewidths of spectra collected from 
material with irregular surfaces (e.g., fracture surfaces and powdered samples) were not usually 
decreased (with a notable exception from the results of Matsumoto et al. 1998), primarily 
because “shadowed” parts of the surface were not neutralized by the directional electrons of 
the flood gun. Peaks consequently remained above 2 eV in most mineral studies (e.g., the O 
1s spectra of silicates taken on a state-of-the-art commercial instrument; Hochella and Brown 
1988; Seyama et al. 1996, 2004; Pokrovsky and Schott 2000a,b). For fractured glass samples 
as noted above, the O 1s linewidths using both types of sources still approach 2 eV (Bruckner 
et al. 1978, 1980; Sharma et al. 2001), with the exception of the results of Matsumoto et al. 
(1998) who obtained linewidths close to 1.5 eV. It is interesting to note that Stipp and Hochella 
(1991) deliberately used a non-monochromatic source to obtain good spectra of cleaved 
CaCO3 because the “monochromatic source caused unstable sample charging resulting in peak 
broadening.” The problem of differential charge neutralization on non-conductors was largely 
overcome by introduction of a unique charge compensation system, as evident from the study of 
Nesbitt et al. (2004), who showed that S 2p spectra of the non-conductor As2S3 were the same 
as that collected from semi-conductor sulfides. Linewidths were narrowest using the charge 
compensation system but the non-monochromated Mg Kα S 2p spectrum was much better than 
the spectrum collected with the monochromated Al Kα source using a conventional flood gun, 
thus corroborating the observation of Stipp and Hochella (1991). 

The Kratos instrument employs a magnetic confinement system, where a “sea” of low 
energy electrons floats above the entire sample, and available to neutralize any positive charge 
on all parts of the sample, regardless of surface morphology (i.e., surface “highs,” “lows” or 
“slopes”). This system has decreased differential charging greatly, leading to much narrower 
linewidths, and to collection of a much greater amount of chemical state information. Samples 
still charge in this instrument (but uniformly), and it is still critical to use a standard to calibrate 
BE of all spectral peaks (Hochella 1988). Furthermore, the standard must be internal to the 
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spectrum. The C 1s peak at 284.8 or 285.0 eV represents adventitious carbon which is universally 
present, and is the most common internal standard (e.g., the small C 1s peak of Fig. 1). 

It is also important here to emphasize that the X-rays and electrons impinging on the 
sample can damage the sample and change relative intensities (Sharma et al. 2001; Dalby et al. 
2007; Nesbitt et al. 2011). To circumvent this damage, it is necessary to take many spectra over 
time to monitor such changes and then extrapolate the intensities back to zero time. Multiple 
spectra are also important to obtain the best linewidths on non-conductors because the charge 
compensation may change slightly over time, resulting in peak broadening even with modern 
neutralization systems. 

Photopeak assignments and intensities

The BEs for all orbital energy levels of all elements have been well characterized to within 
a few eV (Siegbahn 1969; Carlson 1975), and it is now routine to assign the peaks in spectra 
(e.g., Fig. 1) to atomic orbitals from which the photoelectrons originate. Each element generally 
produces numerous peaks. For oxygen, the O KLL Auger peak is near 1000 eV (Al Kα source), 
the O 1s peak is at ~530 eV and the O 2s peak is at ~ 25 eV; whereas Fe gives rise to the Fe 2p 
peaks at ~705eV and the Fe 3p peak at ~50 eV as well as numerous Auger peaks (Fig. 1, Fe 
LMM peaks). Identification of the numerous peaks produced by each element is used to confirm 
the element’s presence. Those emitted from the Fe 2p, Fe 2s, Mg 2s, Mg 2p, Si 2s, Si 2p and C 
1s orbitals are noted in Figure 1, along with the Fe LMM, Mg KLL and O KLL Auger peaks. A 
small amount of adventitious carbon is present as indicated by the C1s photopeak at ~285 eV 
and valence band photoelectrons (mostly O 2p) have a BE of ~ 3-10 eV.

Although these BEs of core level orbitals are characteristic of the element, they may vary 
somewhat (up to 10 eV) due to the nature of the bonding and the valence of the element. This shift 
is referred to as a “chemical shift” (Carlson 1975; Bancroft and Hu 1999). Other complications 
may arise. Energy levels from two elements may overlap. Weak to strong, broad Auger peaks 
may be observed; and their “BEs” are dependent on, and shift with, the energy of the source 
(Hochella 1988). Energy loss features (e.g., satellite peaks) are associated with photopeaks, 
but are located at somewhat higher BE than the associated photopeak and generally are much 
broader than the photopeak; the peak at ~550 eV is one such feature (Fig. 1) and is associated 
with the O 1s photopeak (Hochella 1988). These “peaks” accompany all photoelectron peaks in 
this spectrum, but may not be detectable where the photopeak is of low intensity. 

Photoelectrons derived from all p, d and f orbitals nearly always give rise to spin-orbit 
doublets. These are due to the coupling of the orbital angular momentum (1 for a p electron) and 
spin angular momentum (± ½ ) giving a so-called 2p3/2 and 2p1/2 doublet with relative intensities 
given by 2:1, the multiplicity ratio (Hochella 1988; Bancroft and Hyland 1990). These two 
peaks are apparent in Figure 1 for the Fe 2p orbital at ~ 705 eV and 720 eV. The Si 2p and Mg 
2p energy splittings are too small to be seen in Figure1 but will be addressed subsequently. 

The peak intensities vary enormously from the very strong O 1s peak to the extremely 
weak valence band spectrum (mostly O 2p character). This is primarily due to different photo-
ionization cross sections for the different orbitals (Fig. 2, Yeh and Lindau 1985; Bancroft and 
Hyland 1990). The strongest peak for a given element is normally used for surface analysis. The 
1s level is employed for the light elements (Li, Be, B, C, N, O, F, Ne, and Na), the 2p electrons 
for Mg, Al, Si, P, S, Cl, Ar, and the first row transition elements and the 3d and 4f levels for heavy 
element analysis. The 1s, 2p, 3d and 4f levels usually have the highest ionization cross sections 
using Al Kα radiation (Fig. 2) and have the narrowest linewidths (discussed subsequently). In 
Figure 1, the Si 2s and Si 2p levels have similar peak heights but the Si 2p level has a narrower 
linewidth and this line usually is used to extract chemical state information for Si in silicates. 
The broad Auger peaks (the O KLL peak) generally are not used to extract chemical state 
information.



High Resolution XPS of Silicate Minerals & Glasses 277

Depth of analysis

The analysis depth varies largely with both the photon energy and the angle of take-
off (Fig. 3; Tanuma et al. 1991). Photoelectrons with 1400 eV KE have an escape depth or 
attenuation length of around 8-10 monolayers (~20 Å), (attenuation length corresponds to 63% 
of the total possible intensity, I0; Hochella 1988). Photoelectrons with just 50 eV KE, however, 
have an escape depth of about two monolayers (~5Å) (Fig. 3A). The so-called analysis depth, 
sampling depth, or information depth (corresponding to 95% of the possible intensity I0) 
is three times the above depths (Tanuma et al. 1991). The angle of take-off is 90° for our 
spectrometer, which minimizes surface sensitivity and maximizes bulk sensitivity (Fig. 3B). An 
example of the huge difference in analysis depth is shown in Figure 4 for pyrite (Schaufuss et 
al. 1998; Nesbitt et al. 2000). A unit cell with the 011 face emphasized is shown in Figure 4A. 
Using a 1487 eV photon source, where the KE of S 2p photoelectrons is ~1320 eV, the surface 
contribution is represented by a very small shoulder on the low BE side of the main peak 
(Fig. 4B). A 260 eV photon source (~100 eV KE of S 2p photoelectrons), reveals two distinct 
surface contributions. The sum of the intensities of the surface peaks “a” and “b” is comparable 
to the intensity of the bulk peak “c” (Fig. 4C). Note the spin orbit doublets in these spectra have 
an intensity ratio of very close to 2:1.

Linewidths 

The observed overall linewidth ΓTOT (normally designated FWHM, the full width at half 
maximum) can be written to a first approximation:

2 2 2
TOT instrumental solid (3)Γ = Γ + Γ

where:
2 2 2

instrumental source electron analyzer (4)Γ = Γ + Γ

and:
2 2 2

solid H extra (5)Γ = Γ + Γ
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Figure 3. A) Monolayers of sample from which photoelectrons are derived (escape depth) as a function of 
the kinetic energy of the photoelectron emitted. The escape depth, when multiplied by 3, yields the depth 
from which 95% of the photoelectrons are derived in a solid (the analysis or information depth). B) the per-
centage of the total signal derived from the first atomic layer of Al metal, as a function of the take-off angle 
(Γ), which is 90° for our Kratos spectrometer.
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As shown by Equation (4), the two contributions to the instrumental width Γinstrumental come 
from the source linewidth Γsource and the width from the electron analyzer Γelectron analyzer. In early 
XPS studies, non-monochromatized Mg Kα and Al Kα radiation were used, with linewidths 
Γsource of 0.8 and 1.0 eV respectively. Since the late 1970’s, most instruments have employed 
monochromatized Al Kα radiation, with Γsource of ≤0.4 eV. However, monochromatized SR can 
yield Γsource of less than 0.1 eV. The electron linewidths, Γelectron analyzer, on modern instruments can 
be as low as 0.1 eV. Thus, from Equation (4), the Γinstrumental for a laboratory monochromatized 
Al Kα source can be as low as ~0.3-0.4 eV, whereas Γinstrumental for a SR source can be less than 
0.1 eV.

The Heisenberg lifetime (or natural lifetime) width ΓH (Eqn. 5) is given by the Heisenberg 
uncertainty principle, which in units of eV becomes:

16

H
1/2

4.56 10
 (6)

t

−×
Γ =

where t1/2 is the half-life of the hole state (the core-ionized atom). These lifetimes are controlled 
by the fluorescence and Auger rates which determine how quickly electrons fill the hole 
created by photoionization (Carlson 1975; Bancroft and Hyland 1990; Krause and Oliver 1979; 
McGuire 1971). From both theoretical calculations and experiment, these natural linewidths are 
close to 0.1 eV for the light elements (Table 1).Two points are worth noting. First, ΓH generally 
increases across a row in the periodic table (e.g., from C 1s to O 1s, or Si 2p to S 2p). Second, 
these widths can vary from compound to compound for a given energy level (e.g., 38 meV for 
SiH4 and 79 meV for SiF4). However, it is immediately apparent from the above discussion 
that Γinstumental and ΓH are not significant contributors to the very large silicate total linewidths 
mentioned above (i.e., ~2 eV for non-conducting, bulk silicate solids), and Γextra must be the 
dominant contribution to ΓTOT. 

A few spectra illustrate the above points. The very high resolution spectra of gas phase SiF4 
and SiCl4 shown in Figures 5A and 5B (Thomas et al. 2002) have exceedingly narrow peaks 
(<0.1 eV width) for both the Si 2p3/2 and Si 2p1/2 levels. Nine peaks are resolved for both the 
2p3/2 and 2p1/2 levels. These are due to so-called “final state vibrational splitting” (FSVS) the 
origins of which are illustrated in Figure 5C. The vibrational peaks arise when the Si-X (X=H, 
O, F, Cl) bond length of the final (ion or excited) state is substantially different from that in 
the corresponding ground state (Carlson 1975; Bozek et al. 1991; Bancroft and Hu 1999). The 

Table 1. Natural lifetime linewidths (ΓH) in meV.

Line Experimental Width Theoretical Width

C 1s 95 (CH4) (1), 99 (CO2) (2), 77 (CF4) ((3) 96 (4) 

O 1s 160 (H2O) (5) 150 (H2O) (6)

Si 2p3/2 38 (SiH4), 79 (SiF4) (7) 32 (SiH4), 14 (SiF4) (7,8)

S 2p3/2 70 (H2S) (9) 54 (S) (10)

Ti 2p3/2 100 (11) (Ti) 220 (10), 100 (11,12) (Ti)

References:
1) Carroll et al. (1999)
2) Carroll et al. (2000)
3) Carroll et al. (2002)
4) Coville and Thomas (1991) 
5) Sankari et al. (2003)
6) Carravetta and Agren (1987) 

7) Thomas et al. (2002) 
8) Larkins (1994)
9) Svensson et al. (1994)
10) Krause and Oliver (1979)
11) Nyholm et al. (1981) 
12) McGuire (1971) 
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Si atom in the lowest vibrational state ν0 of the ground state is excited by a photoelectron to 
produce an excited “core-ionized state” which contains a series of vibrational states ν1, ν2,.....
ν9. If the bond length in the core-ionized state (or ion state) is the same as the ground state, 
only one narrow peak corresponding to the transition ν0 (ground state) → ν0 (ion state) will be 
observed. However, for Si in the above molecules, the ion state Si-X bond length is ~0.04 Å 
smaller than the ground state Si-X bond length, a large number of ion state vibrational levels 
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will be accessed—with intensities governed by Frank-Condon factors (Carlson 1975; Bancroft 
and Hu 1999, their Fig. 8)—and yield a large vibrational envelope and a broad peak in the XPS 
spectrum. Note from the left hand side of Figure 5C that the ν0 (ground state) → ν0 (ion state) 
transition (formally the Si 2p BE) yields a very weak peak in the spectrum.

In the gas phase, there are only two significant contributions to the Si 2p individual 
linewidths for these tetrahedral gas phase molecules: the instrumental linewidth (Γinstrumental), 
and the inherent Heisenberg lifetime linewidth (ΓH). The total observed linewidth (ΓTOT) is 
approximated well by:

 ΓTOT
2 = Γinstrumental

2 + ΓH
2 (7)

For the SiF4 spectrum (Fig. 5A), ΓTOT = 87 meV and Γinstrumental = 30 meV (both observed), 
yielding ΓH = 82 meV for each of the vibrational peaks, which agrees well with the experimentally 
derived value of 79 meV obtained by Thomas et al. (2002) through deconvolution of the SiF4 
spectrum (Fig.  5A). Thomas et al. (2002) also demonstrated that the individual vibrational 
peaks are Lorentzian in shape as expected when ΓH dominates the linewidth. Taken as a 
group, however, the overall envelope evolves toward a Gaussian line shape as the number 
of vibrational contributions to the envelope increases. The XPS spectrum collected with a 
conventional source width of >0.3 eV cannot resolve the individual vibrational contributions, 
but yields instead a broad XPS spectrum (Fig. 5C, left) with the line shape having a significant 
Gaussian contribution. This example also illustrates that Γinstrumental = 30 meV (instrumental 
or experimental linewidth) adds less than 10 meV to the total linewidth above the Heisenberg 
linewidth ΓH. 

Solid state spectra have shown broad-
er (usually much broader) linewidths than 
observed for gases. An early illustration 
of minimum silicate linewidths is given 
in the Himpsel et al. (1988) study of very 
thin films of SiO2 on semiconducting Si 
(Fig. 6) taken with Synchrotron Radiation 
(SR). No charging or differential charging 
is expected for this Si wafer, and none has 
occurred, as evident from the Si 2p3/2 line-
width (FWHM) of Si metal which is close 
to 0.5 eV. The Si 2p3/2 linewidth from SiO2 
is, by contrast, 1.24 eV. Although broader 
than the Si 2p linewidth for Si metal, it is 
much narrower than the ~2 eV Si 2p line-
widths of silicates reported in the literature 
(see above). More recent SRXPS studies 
of Si metal observed very narrow Si 2p3/2 
linewidths of about 0.25 eV (Karlsson et 
al. 1994).

All literature up to 2004 reported Si 2p 
and O 1s linewidths (FWHM) for silicate 
minerals and glasses to be much broader 
than the 1.24 eV linewidth reported by 
Himpsel et al. (1988). As an example, Fig-
ure 7 shows the O 1s spectrum of a vacu-
um- fractured pyroxene (jadeite) with line-
widths of 1.7 eV and 1.9 eV for the bridg-
ing and non-bridging peaks, respectively 
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The Si 2p3/2 linewidth of elemental Si is about 0.5 eV 
and the Si 2p3/2 linewidth of SiO2 is much broader 
(~1.24 eV) as a result of vibrational contributions 
(modified after Bancroft et al. 2009).
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(Hochella and Brown 1988). From these spectra it is immediately apparent that Γinstrumental and 
ΓH are not significant contributors to ΓTOT in the pyroxene spectrum, and the Γextra term must 
dominate the silicate linewidths (Eqns. 3, 4, 5). To emphasize this point, note that the S 2p 
linewidths in Figure 4 are also much narrower than the silicate widths. Typically, linewidths for 
sulfides are < 0.5 eV when taken with a Γinstrumental of ~0.1 eV. The silicate linewidths are domi-
nated by a contribution not common to the sulfides; and the controlling factor on the silicate 
linewidths must be assigned to Γextra. 

What is the controlling factor for these large silicate linewidths? The major contributors are: 
differential charging, phonon broadening (common to all solids), and “final state” vibrational 
splitting/broadening (FSVB) noted for the Si gas phase molecules (Bancroft et al. 2009). Other 
effects such as ligand field splitting may be important in non-cubic compounds on the Si 2p3/2 
level (Svensson et al. 1994; Bancroft et al. 2009), but not on the Si 2p1/2 or O 1s levels. To 
determine the factors controlling linewidths, one must first address charge broadening to obtain 
minimum linewidths for non-conductor silicates.

Si 2p AND O 1s LINEWIDTHS: EXPERIMENT AND THEORY

Evidence for minimum linewidths for silicates

The Kratos charge compensation system eliminates differential broadening for most 
insulators, as demonstrated by Nesbitt et al. (2004). They focused on the question: does one 
obtain the same linewidth on a non-conductor as on an analogous semiconductor? Previous 
high resolution studies on Si, Ge, Sn, P, and As gas phase molecules revealed: first, that the As 
3d line had a rather narrow inherent lifetime linewidth (≤ 0.2 eV) with little or no vibrational 
broadening in the ion state (Liu et al. 1992); and second, that the total As 3d linewidths for the 
semiconductor FeAsS was < 0.4 eV using high resolution synchrotron radiation (Schaufuss 
et al. 2000). The As 3d level of two analogous minerals, the non-conductor orpiment (As2S3) 
and the semiconductor arsenopyrite (FeAsS) were studied. The charge compensation system 
is required only for the non-conductor; and this mineral gave a severe test of the charge 
compensation system because fracturing yielded a surface with an irregular fibrous texture. 
The resulting room temperature As 3d spectra for the two minerals are illustrated in Figures 8A 
and 8B. The As 3d linewidths for both minerals are identical at 0.52 eV, and the line shapes are 
the same. In an independent study of the As 3d line in As metal on the same instrument (Mark 
Biesinger at SSW, personal communication) also obtained an As 3d linewidth of 0.51 eV. These 
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Figure  7. Observed O 1s spectrum of jadeite 
(a pyroxene of approximate composition NaAl-
Si2O6). Two peaks have been fitted, a bridging 
oxygen and non-bridging oxygen peak (modi-
fied from Hochella and Brown 1988). The 
peaks are very broad.
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results demonstrate that the charge compensation system works extremely well, and gives no 
observable differential charge broadening. The effects of differential broadening are, however, 
apparent in Figure  8C, which shows an As 3d spectrum of the non-conductor (orpiment) 
collected with a modern SSX-100 XPS instrument using a monochromatic Al Kα source and a 
traditional directional flood gun. This spectrum is broader and gives unexplainable broadening 
in the peak tails, all a result of surface charging. The small peaks in Figures 8A and 8B are due 
to surface species (Schaufuss et al. 2000).

The 0.52 eV linewidths obtained for the As 3d spectra of orpiment and arsenopyrite are 
readily explained. They result primarily from the instrumental width of 0.35 eV (X-ray source 
contribution primarily), from ground state phonon broadening of ~0.1 eV (Leiro et al. 1998), 
and from the As 3d inherent width of ≤ 0.2 eV (Liu et al. 1992). With the As 3d linewidth 
explained, differential charging clearly has not contributed to the spectrum, and with this 
knowledge the silicates were addressed.

Consistent Si 2p and O 1s linewidths and line shapes have been obtained for many different 
silicates (Nesbitt et al. 2004; Zakaznova-Herzog et al. 2005, 2006). Their widths are about 1.0 
to 1.1 eV (Si 2p3/2) and 1.2 to 1.3 (O 1s) eV, regardless of the type of silicate, and regardless 
of the orientation or nature of the surface analyzed (e.g., rough fracture surfaces or smooth 
cleavage surfaces), thus suggesting that charge broadening does not contribute to linewidths of 
these silicates. Additional evidence in now summarized.

Figures  9 and 10 show the optimized Si 2p and O 1s spectra for fractured quartz and 
olivine, respectively (Zakaznova-Herzog et al. 2005), along with the Mg 2p spectrum for 
olivine. As noted by Zakaznova-Herzog et al. (2005), these spectra show well-behaved peak 
shapes and much narrower linewidths than collected previously. In Figures 9A,B, the fit to the 
low binding energy part of the peak is optimized, and these two fits indicate that these peaks are 
slightly asymmetric as predicted by the asymmetric vibrational envelopes in Figure 5 (see also 
the next sections on Si 2p and O 1s vibrational contributions). If the overall fits are least-squares 
optimized as in Figures 9C,D and Figures 10A,B,C the fits to the Si 2p3/2 and Mg 2p3/2 peaks 
are very good, but the O 1s peaks show some small misfit in the tails at both high and low BE 
(Figs. 9D and 10B). For the olivine O 1s spectrum (Fig. 10B), the tail at high BE is especially 
noticeable, and this will be discussed in the ensuing section “Silicate glasses: uncertainties in 
BO% from O 1s spectra.” The total, Si 2p3/2, O 1s and Mg 2p3/2 linewidths (Fig. 10A,B,C) are, 
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Figure 10. Core level spectra of Mg-
rich olivine (Mg1.87 Fe0.13)2SiO4: A) 
The Si 2p spectrum is reasonably well 
fitted with one Si 2p spin-orbit dou-
blet peak, B) The O 1s spectrum is not 
fitted particularly well with only one 
peak, C) The Mg 2p spectrum is well 
fitted with one Mg 2p spin-orbit dou-
blet peak (modified from Zakaznova-
Herzog et al. 2005).
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respectively, 1.01 eV, 1.00 eV and 1.28 eV. Although narrower than obtained for other XPS 
studies, they are nevertheless much broader than the As 3d widths shown in Figures 8A and 
8B. As well, the O 1s and Si 2p3/2 silicate linewidths collected are similar, as apparent from 
the data of Table 2. Some of these data were obtained from our laboratory, and some are from 
other laboratories with the same Kratos instrument (Schindler et al. 2009a,b). As previously 
mentioned earlier in the “Focus of the review” section, an ESCALAB 250 spectrometer also 
obtained a similar Si 2p linewidth on quartz, showing that other charge compensation systems 
will yield equivalent results (Unveren et al. 2004). The O 1s linewidths for the silicates listed 
in Table 2 are between 1.2 and 1.3 eV, whereas the Si 2p3/2 linewidths are 0.1-0.2 eV narrower 
than the O 1s linewidths for the same silicate. Note that these are average values from several 
spectra, and the linewidths in Figures 9 and 10 for individual spectra can be slightly different 
(<0.04 eV) from the widths in Table 2. Even SiO2 pastes and powders give similar linewidths 
(Shchukarev et al. 2004), although the narrowest lines generally are obtained from clean 
fracture surfaces of minerals. In addition, the Si 2p3/2 and O 1s linewidths of quartz decrease 
very little on going from 300 K to 120 K. Also included in Table 2 are the linewidths from 
three oxide phases: TiO2, CaCO3 and Cu2O. The Ti 2p3/2 and O 1s linewidths for fractured TiO2 
(Nesbitt et al. unpublished) are similar to those obtained on thin, non-charging films of TiO2 
(Cheung et al. 2007), providing additional evidence that differential charge broadening has 
been eliminated for fractured nonconductor surfaces. The linewidths for CaCO3 (Nesbitt et. al. 

Table 2. O 1s and M 2p XPS linewidths (FWHM, averaged from several spectra), M-O 
symmetric stretching frequencies, and Debye temperatures or solid silicates and oxides.

Compound T 
(K)

∆Ea

(eV)
M 2p3/2

b 
FWHM 

 (eV)

O 1s
FWHM  

(eV)

M-O 
Stretch
 (cm−1)

ΘD

 (K)

α-SiO2 (1) 120 0.4 1.09 (0.01) 1.23 (0.01) 1081 528,562

300 0.4 1.13 (0.01) 1.23 (0.01)

SiO2 glass (1) 300 0.4 1.16 1.27 1095 ~645 

SiO2 paste (2) 300 0.4 ~1.3

Mg2SiO4 (1)

 (3)
300 0.4 0.99 (0.03) 1.24 (0.03)

1.2 (3) 
830 763,647 

Uranophane(3) 300 0.4 1.1

CaCO3 (4) 300 0.4 1.03(0.03) 1.32 (0.03) 1082 (7,8) 469 (9)

TiO2 (4) 300 0.4 0.97 (0.02) 1.10 (0.01) 628 (7,8) 775(9)

 (5) 300 ~0.4 0.9 1.0

Cu2O (6) 300 0.18 1.0 0.66 553 (7,8) 181-184 (10)

Notes & References:
a) Total Instrumental resolution (photon plus electron) in eV.
b) Errors from our work are in parentheses
1) Bancroft et al. (2009), and references for the M-O stretch and ΘD

2) Shchukarev et al. (2004)
3) Uranophane is: Ca(H2O)5[(UO2)(SiO3(OH)2] Schindler et al. (2009a,b)
4) Nesbitt et al. unpublished results
5) Cheung et al. (2007)
6) Harmer et al. (2009). The O 1s spectrum was taken with an instrumental resolution of 0.18 eV at 610 eV, but 

the Cu 2p spectrum was taken at 1500 eV with an instrumental resolution of 0.35 eV
7) Gadsen (1975)
8) Farmer (1974) 
9) Robie and Edwards (1966)
10) Lippman and Schneider (2000); White (1978)
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unpublished) are much narrower than the linewidths (O 1s 1.8-2.0 eV; C 1s ~1.6 eV) obtained 
previously by Stipp and Hochella (1991) using a non-monochromatic Mg Kα source. Of all 
the samples we have run, calcite has been the most challenging to obtain minimum linewidths, 
and explains why Stipp and Hochella (1991) used a non-monochromatic source rather than the 
higher resolution monochromatic source. Much narrower O 1s linewidths (<0.7 eV) have been 
observed for heavy metal oxides such as Cu2O (Harmer et al. 2009), and they resolved a surface 
chemical shift similar to those seen for the sulfides and arsenosulfides. The M-O symmetric 
vibrational frequencies are given in Table 2 along with Debye temperatures which are important 
in determining broadening from FSVB and phonon broadening (Citrin et al. 1974; Leiro et al. 
1998; Bancroft et al. 2009). With these observations, we conclude that aspects other than charge 
broadening control the Mg 2p, Si 2p3/2 and O 1s linewidths in silicates and we now examine 
FSVB and phonon broadening as the important linewidth contributors. 

Si 2p vibrational contributions

There is a contribution from phonon broadening such as characterized by Citrin et al. 
(1974) and Leiro et al. (1998), but Bancroft et al. (2009) have shown that it alone cannot 
account for the widths observed. The high resolution gas phase Si 2p spectrum of SiF4 (Bozek 
et al. 1991; Thomas et al. 2002) and the close gas phase analogue to silicates, Si(OCH3)4, 
(Sutherland et al. 1992) strongly point to unresolved ion state vibrational splitting (FSVB) as 
the major cause of the broadening in the Si 2p spectrum of silicates. After consideration of all 
possible contributions, Bancroft et al. (2009) concluded that the major contribution is from final 
state vibrational splitting as seen on the gas phase Si spectra (Fig. 5). They also concluded that 
vibrational broadening is the major control on O 1s spectra of silicates and its causes and effects 
are now addressed.

With ejection of a core electron during photoionization, there is a change in the Si-O bond 
length in going from the ground state to the excited (or ion) state (see previous section on 
“Linewidths”), the changed bond length (∆r) allows access to numerous vibrational levels of 
the ion state (Fig. 5C). The most likely transition from a ground state to an ion state vibrational 
level (ground or excited) is within the Franck Condon region (Fig. 5C), which is the region close 
to the intersection of the ion state potential energy curve with the vibrational levels. The most 
probable transition yields the most intense vibrational line in an XPS spectrum (Fig. 5C). The 
Si-O bond length in solid SiO2 and the gas phase analogue Si(OCH3)4 were calculated using 
Car-Parrinello molecular dynamics (CPMD) within the density functional theory formalism 
(Bancroft et al. 2009) to determine the influence of 3 dimensional network bonding in solid 
SiO2 relative to gas phase analogue Si(OCH3)4. The calculated ground state Si-O bond lengths 
were within 0.015 Å of the experimental values for both SiO2 and Si(OCH3)4 (Bancroft et al. 
2009), and these bond lengths are virtually identical at 80 K and 300 K (within 0.003 Å). The 
change in Si-O bond lengths, ∆r, after Si 2p ionization are similar for both solid state SiO2 and 
molecular Si(OCH3)4, and the Si-O bond lengths decrease by 0.04 Å in both compounds. The Si 
2p vibrational envelope (and overall broadening) in both gas phase and solid state compounds 
are consequently expected to be similar, although the Si-O symmetric stretching frequency in 
SiO2 (1081 cm−1) is significantly larger than for Si(OCH3)4 (842 cm−1) or olivine (830 cm−1). 
Our calculations yield ∆r values similar to values obtained previously using other theoretical 
methods on Si gas phase molecules (Thomas et al. 2002); the calculations consequently provide 
reasonable results compared to other theoretical calculations on gas phase molecules. Other 
bond lengths in the ion state increase to compensate for the decrease in Si-O bond length.

The calculations indicate that the vibrational profile in the solid state Si 2p spectra should 
be similar to that for gaseous Si(OCH3)4. The prediction has been tested by taking the vibration-
al contributions to the SiF4 and Si(OCH3)4 and assigning them our instrumental resolution of 
0.4 eV rather than the 0.1 eV for the gas phase spectra in Figure 5. In addition, the original BE 
separations (splitting) between each vibrational peak were retained. The simulated Si 2p spec-
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tra are shown in Figures 11A and B respec-
tively for vibrational splitting of 895 cm−1 
(0.111 eV) (Fig. 11A) and 992 cm−1 (0.123 
eV) (Fig. 11B). As expected, the vibration-
al splittings are no longer resolved in the 
simulations, and even the spin orbit split-
ting is indistinct. The Si(OCH3)4 spectrum, 
which should be a reasonable analogue for 
quartz and olivine Si 2p spectra, is indeed 
qualitatively similar to the Si 2p spectra of 
these solids (Figs. 9A, 10A). Specifically, 
the overall peak shape is asymmetric but 
the Si 2p1/2 contribution is not resolved due 
to the breadth of the vibrational peaks. The 
total linewidth of the simulated spectrum 
for Si(OCH3)4 is 0.80 eV (Fig. 11B), which 
approaches the Si 2p3/2 total linewidths 
observed for quartz and olivine (1.1 eV,  
Table 2).

“Broadened” Si 2p spectra were again 
simulated for the three gas phase species, 
SiF4, SiCl4 and Si(OCH3)4 by varying the 
vibrational peak widths from 0.15 eV (e.g., 
a synchrotron source width) to 0.8 eV (Mg 
Kα source width), and then measuring the 
overall peak width of the Si 2p3/2 signal. 
The variation in Si 2p3/2 linewidths for the 
different vibrational peak widths is pro-
vided in Figure 12, along with a linear best 
fit. The effect of line shape was investigated 
by varying the vibrational peak shape from 
85% Lorentzian (in the original spectrum) 
to 50% Lorentzian (because of the large 
expected Gaussian component from the 
0.4 eV electron/photon contributions). The 
changes had little effect on the total Si 2p3/2 
linewidths; the linewidths in Figure 11, for 
example, decreased by less than 0.02 eV 
from 85% to 50% Lorentzian peak shape.

Four observations are apparent from 
Figure 12. First, the overall linewidths vary 
linearly with the individual peak width 
(instrumental, phonon, etc., see below) of 
each vibrational peak. Second, the Si 2p3/2 
width increases markedly with the vibrational frequency for similar vibrational envelopes. Thus 
the linewidths at an individual peak width with an instrumental resolution of 0.4 eV (vertical 
dashed line) are: 0.50 eV, 0.68 eV and 0.80 eV for SiCl4, SiF4, and Si(OCH3)4, respectively. 
Third, the slopes of these lines (see equations in Fig.12) decrease from 0.82 eV for SiCl4 to 0.74 
eV for SiF4, to 0.62 eV for Si(OCH3)4, as the vibrational splitting in these molecules increases. 
Fourth, the Si 2p3/2 width approaches the single vibrational peak width at large values for a 
(single) vibrational peak width. At a (single) vibrational peak width of 0.8 eV, for example, the 
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Fig. 11Figure  11. Simulated spectra of A) SiF4 and B) 
Si(OCH3)4 using the Kratos Ultra Axis instrumental 
(or experimental) resolution of 0.4 eV. Each vibra-
tional peak of SiF4 and Si(OCH3)4 shown in Figure 5 
was assigned a linewidth of 0.4 eV (the instrumental 
linewidth). The individual peaks then were summed 
to obtain the simulated Si 2p spectra of SiF4 and 
Si(OCH3)4. The vibrational splitting is the energy 
separating each vibrational peak. The vibrational con-
tributions to Si 2p1/2 signal are half the intensity of 
the associated vibrational contribution of the Si 2p3/2 
peak, have the same FWHM and are located at 0.617 
eV greater binding energy (Sutherland et al. 1992) 
than the associated vibrational peak in the Si 2p3/2 
peak (modified from Bancroft et al. 2009).
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Si 2p3/2 linewidth is 0.83 eV for SiCl4. From the relations shown in Figure 12, one would expect 
progressively narrower linewidths for TiO2 and Cu2O because the M-O stretching frequencies 
are substantially smaller than for the silicates and carbonate (Table 2).

O 1s vibrational contributions

The O 1s linewidth is similarly controlled by vibrational contributions. The changes in 
O-Si bond length (∆r) after O 1s ionization for both quartz and Si(OCH3)4 are similar, with the 
O-Si bond length increasing by 0.05-0.06 Å in both compounds (Bancroft et al. 2009). As for Si 
2p vibrational envelopes, O 1s vibrational envelopes for the two compounds should be similar. 
Furthermore, a larger vibrational envelope and broader overall linewidth is expected for O 1s 
spectra compared to Si 2p spectra because of the larger ∆r on O 1s ionization (Fig. 5C). The 
O 1s linewidths (e.g., 1.22 eV in Fig. 9D, 1.23 eV in Table 2) are always slightly broader than 
the component Si 2p3/2 line (e.g., 1.05 eV in Fig. 9C, 1.09 eV in Table 2), indicating that the 
number of component vibrational peaks is probably larger for O 1s than for the Si 2p spectra. 
Similar∆r values for both the gas phase and solid state compounds implies that relaxation 
upon ionization is similar in both states of matter; and the Si 2p vibrational broadening effects 
observed in Si(OCH3)4 gas should also be observed in solid silicates. Also, the O 1s peak is 
expected to be slightly asymmetric as seen in the Si 2p gas phase spectra (Fig.  5), and as 
discussed above for Figures 9B,D and 10B. Indeed, Shchukarev et al. (2004) show a two peak 
fit to their O 1s spectra of SiO2 pastes because of this asymmetry (Bancroft et al. 2009).

Effects of phonon broadening 

The simulated Si 2p3/2 linewidth of 0.8 eV is narrower than the observed linewidth of 
1.1 eV for quartz (Fig. 9A) or 1.0 eV for olivine (Fig. 10A) and as discussed in Bancroft et 
al. (2009), phonon broadening largely accounts for this difference. Phonon broadening also 
is responsible for the decrease in the Si 2p3/2 linewidth (1.13 eV to 1.09 eV in Table 2) as the 
temperature decreases from 300 K (T1) to 120 K (T2) respectively.
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Figure 12. The full width at half maximum (FWHM) of the Si 2p3/2 peak obtained by our spectral simula-
tions are shown for the three gas phase Si 2p spectra. An instrumental linewidth of 0.4 eV (the Kratos instru-
mental linewidth) was used for all simulations. From top to bottom, the simulations are for Si(OCH3)4, SiF4 
and SiCl4. The linear relationship is indicated by the least squares fits for all three molecules. The vertical 
dashed line gives the expected total width of the Si 2p3/2 peak for the three different molecules (modified 
from Bancroft et al. 2009).
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The phonon linewidth ΓPB (0) (T = 0 K) can be estimated using the approximate formula 
(Leiro et al. 1998):

2 2 2 1 2
PB 1 PB 2 PB

D

8 (T T )
(T ) (T ) (0) (8)

3

−
Γ −Γ = Γ

Θ

Taking the ΘD = 528 K (Table 1) for α-quartz, and substituting the above values into Equation 
(8) yields a ΓPB(0) value of 0.39 eV (Bancroft et al. 2009) which probably is an upper limit. 
Thus the vibrational and phonon broadening are the major contributors to the silicate linewidths. 
Also, the low ΘD value for Cu2O (Table 2) is probably the major factor in the small O 1s 
linewidth for this compound. 

To conclude, all silicate XPS spectra are expected (predicted) to give similar linewidths, 
with Si 2p3/2 and O 1s spectra having linewidths of ~1.05 eV and ~1.25 eV respectively, which 
are confirmed subsequently. In addition, a weak asymmetry (Fig. 9A,B) is often apparent in 
these spectra. Other lines (e.g., Mg 2p, Ca 2p) in silicates are usually of width similar to the 
O 1s linewidth, although Na 1s lines tend to be somewhat broader, as expected by the core 
equivalent model (Zakaznova-Herzog et al. 2006).

Experimental and fitting considerations

Minimum linewidths can be readily obtained only on fractured or cleaved surfaces, with 
a relatively clean, high vacuum system. High quality Si 2p and O 1s individual spectra with 
high resolution (total instrumental resolution of 0.35 eV), small spot size (300 mm), excellent 
statistics, and a large number of points (step sizes of 25-50 meV, dwell time per point of 100 
msec) can be acquired in a few minutes with the Kratos instrument. Deposition of adventitious 
C on the sample can broaden the peaks significantly; but our spectra usually show a very small 
C1s peak (Fig.  1). As mentioned previously, Shchukarev et al. (2004) obtained minimum 
linewidths on SiO2 slurries; but our limited experience with fine powders indicates that 
minimum linewidths are more difficult to obtain with powders than from samples fractured or 
cleaved in the vacuum of the introduction chamber. Also, spectra should be collected as quickly 
as practicable, and collection of narrow scans in cycles is required to document changes to 
spectra over time. In this regard, and although differential charging appears to be eliminated in 
our spectra, very small changes in overall sample charging still occurs in the Kratos instrument, 
and spectra collected over long periods will usually be slightly broader than those collected 
over short periods. By collecting spectra in 3 to 5 cycles, changes to the peak shape and BE can 
be monitored. If counting statistics are a concern the cycles can be added, ensuring that there 
is compensation of shifts in BE of the peak. For glasses, the ensuing section shows that beam 
damage is also important, and this cycling is critical to get accurate BO:NBO values. 

Spectral fitting also needs discussion. Symmetric composite Lorentzian/Gaussian functions 
using a Shirley background (Shirley 1972) to all core level spectra of silicates and sulfides has 
been used in this laboratory (CasaXPS software, available from http//www.casaxps.com). The 
background is usually slightly higher at low BE than at high BE (see Fig. 1), and normally has a 
very small effect (<1%) on the calculated peak areas. There are a few situations (not found in our 
studies of silicates) where the background is higher at low BE; but, in any case, it is critical to 
use a consistent method for fitting the background for a given set of spectra. The peak function 
normally used is 30% Lorentzian/70% Gaussian (Nesbitt et al. 2004; Zakaznova-Herzog et al. 
2005, 2006, 2008; Schindler et al. 2009b) which gives a good fit to sulfide and silicate spectra. 
What is the best function to fit these spectra, and is it important for area measurements? Fits 
to the olivine and quartz spectra in Figures 9 and 10 are nearly as good with 50% Lorentzian 
character. Generally, increased Lorentzian character yields slightly decreased linewidths. For 
example, if 50% Lorentzian is used in the quartz spectrum in Figure 9, the O 1s linewidths 
decrease to 1.22 eV from 1.25 eV, with the area of the peak increasing by 1%. The RMS 
residuals are identical for the 30% and 50% fits; the best statistical fit may not be apparent. The 
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small asymmetries seen on the O 1s peaks in quartz (Fig. 9B,D) do not affect the overall O 1s 
area appreciably. As shown in Figure 9D, the positive and negative residuals cancel each other 
out in the area determination- as they should for a least squares fit. The effect of peak shape 
and asymmetry on the determination of BO% in glasses will be discussed further in the section 
“Silicate glasses: uncertainties in BO% from O 1s spectra.”

Chemical shifts in silicates

The Si 2p and O 1s BEs vary considerably depending on the chemical environment of Si 
or O, as shown in Figures 5, 6 and 7. For example, in Figure 5, the Si 2p BE in SiF4 is about 
1.5 eV larger than in SiCl4; and in Figure 6, the Si 2p BE increases by about 4 eV from Si to 
SiO2, with the intermediate Si-O species giving Si 2p BE between Si and SiO2. The O 1s BE 
is also sensitive to the neighboring atoms around the O as shown in Figure 7. The bridging O 
(Si-O-Si) has a higher BE than the non-bridging O (Si-O-Na). These shifts in BE are referred to 
as chemical shifts, and were recognized and rationalized in the initial XPS studies of Siegbahn 
et al. (1969). 

How do these shifts arise? Qualitatively, the Si 2p BE increases from SiCl4 to SiF4 or from 
Si to SiO2 because the electronegative F or O withdraws more Si 3p (and Si 3s) valence electrons 
than Cl or Si respectively. These Si 3p valence electrons shield (to a very small amount) the core 
Si 2p electrons. Thus, a greater removal of Si 3p electron density (in SiF4 or SiO2) results in less 
shielding of the Si 2p electrons than in SiCl4 or Si respectively, the Si 2p electrons are drawn 
closer to the Si nucleus, and the Si 2p BE increases from SiCl4 to SiF4 or Si to SiO2. Considering 
the difference (close to 2 eV) in O 1s BE between the BO and NBO oxygen atoms (Fig. 7), the 
replacement of Si in BO with the electropositive Na in NBO leads to a more negative O in NBO 
and a smaller O 1s BE for NBO. Similarly, the Si 2p BE also becomes smaller (also by close 
to 2 eV) when the electropositive Mg in olivine replaces Si in quartz (Figs. 9C and 10A). Some 
of the electrons from the Na or Mg reside both on the O and the Si via the covalent Si-O bond.

Siegbahn et al. (1969) formulated a simple electrostatic model to explain chemical shifts 
(Bancroft and Hu 1999). Considering that the core electron density lies near the center of an 
electrostatic sphere having a radius given by the mean radius <rv> of a valence electron charge 
qv, then the potential felt by the core electrons (Vi) inside this sphere is given by qve2/rv. The 
chemical shift from an atom to a compound, or one compound to another is then given by: 
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q e
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assuming that <1/rv> is a constant for a given element. Carlson and coworkers (see Carlson 
1975, Table 5.7) tabulated <1/rv>, and <e2/rv> in eV for a change in electron charge (∆qv) of 
1. For example, the ∆Vi values (for ∆qv =1) for the valence orbitals of interest to us are: O 2p 
(31.6 eV), Na 3s (8.8 eV), Si 3p (13.8 eV), K 4s (7.0 eV). Thus, complete removal of one 3s 
electron on going from a Na atom to a Na+ ion should give a chemical shift of 8.8 eV. We might 
expect the O 1s chemical shifts to be large because of the large ∆Vi value above. However, 
one electron from Na is donated to the 6 coordinating O atoms which will decrease greatly the 
expected O 1s chemical shift.

However, there are two other significant contributions to the chemical shift, both of which 
decrease the above expected values by about 50%. These are: first, a point charge term from 
the ionic charges surrounding the atom of interest (e.g., the Na+ surrounding the O in the 
NBO linkage which causes an increase in BE which counteracts the decrease in BE from the 
addition of 2p electrons considered above); and second, a relaxation energy shift ∆R due to 
differences in relaxation of the Si 2p, Na 1s or O 1s electrons after photoionization. This ∆R can 
be determined by obtaining experimentally the shifts in Auger lines together with the BE shifts 
(Aksela et al. 1985), and is much smaller than the electrostatic terms. However, the point charge 
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term can be 50% of the Equation (9) term (Bancroft and Hu 1999), but the trend is always 
determined by Equation (9) (i.e., lower electron density on an atom results in a larger BE). 
Because it is not simple to calculate accurate charges on all atoms in silicates, we use Equation 
(9) to discuss qualitatively the trends in electron density on the Si and O atoms for the O 1s and 
Si 2p BE differences above (~2 eV) for BO (Si-O-Si) in SiO2, and a NBO (Si-O-M ) (M = Mg 
in olivine or Na, K in silicate glasses). 

The large <1/rv> value for the O 2p valence electrons (31.6 eV) versus the Si 3p valence 
electrons (13.8 eV) would initially lead us to predict that the O 1s chemical shift should be 
much larger than the Si 2p chemical shift. There are two effects that alter this first impression 
greatly. First, going from BO to NBO, four O atoms will donate the extra electron density from 
the M atom to the covalently bound Si (all silicates have the SiO4 moiety), and so the Si 2p 
shift would be 4 times the O 1s shift atom if the Si and O share the electron density from M 
equally. With the above <1/rv> values for Si 3p and O 2p, the Si 2p shift would then be larger 
than the O 1s shift [(4×13.8)/31.6 = 1.75)]. The second effect—the more electronegative O will 
retain much more electron density from M than the Si—will decrease this ratio considerably 
to closer to 1. 

Surface core-level shifts in silicates

Discussion of the O 1s spectra in Figures 9, 10 and 11, did not include consideration of 
contributions from surface core-level shifts in silicates (e.g., as seen in Fig. 4C for the S 2p 
spectrum of FeS2) and comment is warranted. Effects of surface chemical shifts on determina-
tion of BO% in glasses are considered in the later section on “Silicate glasses: uncertainties in 
BO% from O 1s spectra.” Surface core level shifts are best observed using low photoelectron 
KE (usually about 50 eV for maximum surface sensitivity) with synchrotron radiation on faces 
of metals (Hufner 1996), and semiconductors. Eastman (1980) first observed core level shifts 
using a high resolution synchrotron source. He observed surface peaks in GaAs and GaSb spec-
tra located at about 0.3 eV lower binding energy on the As 3d and Sb 4d signals, and at about 
0.3 eV higher BE on the Ga signal. As explanation of the surface peaks, when the Ga-As or 
Ga-Sb bond is broken at the surface, the bonding electrons migrate to the more electronegative 
As or Sb, making them more negative than the fully coordinated bulk atoms, thus resulting in 
a surface peak located at lower BE than the bulk As 3d or Sb 4d peak. For Ga, the converse is 
true, yielding a positive BE shift for the surface peak compared with the bulk Ga peak. Only 
one surface peak is seen in all metals and binary semiconductors. For FeS2 (Nesbitt et al. 1998; 
Schaufuss et al. 1998) the S 2p spectrum shows two surface species (with a possible third 
as seen by Mattila et al. 2004), a surface Fe S-S (shifted 0.65 eV from the bulk peak); and a 
broader surface Fe3+S (shifted 1.4 eV from the bulk peak), where the S-S bond has been broken, 
and the Fe2+ is oxidized to Fe3+ when the S-S is reduced to S. As noted earlier in the “Depth of 
analysis” section, at 1486.6 eV photon energies surface peaks become very weak (Fig. 4B, sur-
face contribution ≤ 8% of the bulk peak) whereas these surface peaks approach 50% of the bulk 
peak intensity at ~260 eV (Fig. 4C, about 100 eV above the spectral line energy). As for GaAs 
and GaSb, Harmer and Nesbitt (2004) have shown that the surface chemical shift on the cation 
Fe in both FeS2 and FeAs2 analogues is positive and comparable in magnitude to the S 2p shifts.

There have been no surface chemical shifts observed for silicates. The analysis depth for 
SiO2, was measured at 29 Å (Lu et al. 1995). This is slightly greater than those for sulfides (e.g., 
FeS at 22 Å, Mycroft et al. 1995) so that surface core level peaks should be somewhat weaker in 
silicates than sulfides (<8% of the bulk peak). Harmer et al. (2009) recently observed a surface 
chemical shift (a large value of 0.95 eV) on the O 1s level in Cu2O. Somewhat surprisingly, 
the surface peak had a much lower intensity than expected. The surface contribution was 9% 
of the bulk peak at 610 eV photon energy (where O 1s photoelectrons carry ~70 eV KE) and 
this decreased to 6% at 800 eV photon energy (O 1s electron carry ~270 eV KE), indicating 
a decrease of ~ 1.5% per 100 eV KE increase. At 1486 eV photon energy the KE of the 
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photoelectrons is ~ 950 eV so that and the intensity of the surface peaks should be very small, 
and we estimate the surface peak should be 2% (or less) of the bulk peak (Fig. 3A, Nesbitt 
et al. 2011). There is also a possible surface related peak at high BE on the O 1s spectrum 
of comparable intensity at 800 eV photon energy to the above low BE peak, so that the total 
surface contribution of the surface O 1s peaks on Cu2O at 1486 eV is expected to be less than 
4% of the bulk peak. On ionic solids such as KCl, the surface peak on the Cl 2p spectrum is at 
a 0.4eV BE lower than the bulk peak (Patenen et al. 2012). Thus, it is highly probable that the 
surface chemical shifts in silicates will be < 0.6 eV at lower BE than the main line, and <4% of 
the intensity of the bulk peak, using 1486 eV photons.

The much broader lines observed for silicates compared with FeS2, GaAs or Cu2O, suggest 
that surface chemical shifts on Si 2p or O 1s peaks may never be observed on silicates; instead 
the area of the surface peak is included in the area of the one peak that is normally fit. To il-
lustrate this point, the O 1s spectrum of quartz is employed (Fig. 13). A one peak fit with the 
normal 30% Lorentzian, 70% Gaussian is shown in Figure 13A. The fit is good, with a slight 
asymmetry on the high BE side due probably to the expected vibrational asymmetry mentioned 
previously. The peak shape and slight asymmetry do not affect the overall area of the peak as 
shown above. Figure 13B includes a surface peak whose intensity is ~ 10% the bulk peak, with 
a −0.5 eV surface chemical shift. As just emphasized, the 10% intensity is an overestimate. The 
overall fit is no better than for the single peak fit, and the area of the two peaks in Figure 13B 
is within 0.05% of the one peak fit in Figure13A! The area of a surface contribution with the 
above-noted characteristics is included in a one peak fit; ergo, surface peaks do not affect ap-
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Figure 13. The effect of a possible surface core-level shift on the quartz O 1s peak shape and area. A) one 
major peak with no surface contribution yields a reasonable fit to the data; B) one major peak with an ad-
ditional surface peak (which is 10% the intensity (area) of the major peak and is shifted 0.5 eV to lower 
binding energy) yields a fit as statistically good as the one peak fit; C) one major peak and an additional 
surface peak (which is 10% the intensity of the major peak and is shifted 1.0 eV) gives a decidedly poor fit 
to the spectral data.
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preciably O 1s peak areas of silicates. If the surface chemical shift were greater, say 1.0 eV 
(Fig. 13C), an asymmetry on the low BE tail becomes apparent and would be noticed on inspec-
tion of the spectrum. 

In summary, surface chemical shifts in silicates are probably ~ 0.5 eV or less, and experi-
ence to date indicates that a one peak gives an excellent estimate for the overall area of O 1s 
and Si 2p peaks even if there are small surface core level shifts. The one peak O 1s fits thus give 
the total intensity of both bulk and surface species. Surface chemical shifts will also have a very 
small effect on the determination of BO% for silicate glasses as discussed later in the section 
“Silicate glasses: uncertainties in BO% from O 1s spectra.”

CORE LEVEL BULK APPLICATIONS

Crystalline silicates

Pyroxenes. High resolution is critical to resolve and characterize the O 1s spectra of 
silicates which include both structural BO and NBO (e.g., pyroxenes, Deer et al. 2004). With 
the higher resolution, the O 1s spectrum of diopside [Ca(Mg0.8Fe0.2)Si2O6], for example, reveals 
two resolved peaks as observed in Figure 14A (compare with Fig. 7). The two contributions 
can be immediately assigned based on previous results, the high energy peak to the O atoms 
in the bridging Si-O moiety (Si-O-Si) (BO), and the low energy peak to the O atoms in the 
M-O-Si moiety (M= Mg, Ca, Fe) (NBO). The BEs for these two peaks are similar respectively 
to the BO in quartz, and the NBO in olivine. The ratio of areas of the two peaks NBO:BO 
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should be 2:1 for diopside (there are four NBO and 2 BO in the Si2O6 moiety), but a two peak 
fit with identical linewidths (Zakaznova-Herzog et al. 2006) gives a ratio of 1.6:1. Examination 
of the diopside crystal structure (Clark et al. 1968) indicates three crystallographically distinct 
O atoms in the Si2O6 unit with proportions of 2:2:2, the moieties being Si-O-Si, (Mg,Fe)-O-Si, 
and Ca-O-Si. Three peak fits are shown in Figure 14A and 14B. In Figure 14A, the linewidths 
for all peaks were constrained to be equal, and the areas and peak positions were allowed to 
vary. Each peak in the fit to Figure 14A can be assigned based on the order of electronegativities 
Si>>Mg>Ca: the high BE peak at > 532 eV to the O in the Si-O-Si moiety, the middle peak 
to (Mg, Fe)-O-Si and the low BE peak at ~530.5 eV to Ca-O-Si. Nevertheless, the overall 
fit to the spectrum is unsatisfactory in the region between about 531 eV and 533 eV binding 
energy. A better fit (Fig. 14B) is obtained where the areas of the three peaks are constrained to 
be equal and the linewidths are allowed to vary. The major difference in this second fit is the 
breadth of the middle peak which is represents the (Mg, Fe)-O-Si moiety as previously noted. 
The broader width of the middle peak is expected because the Fe resides with the Mg in the so-
called M1 site, and the Fe-O-Si moiety would give a larger O 1s BE than Mg-O-Si because the 
electronegativity of Fe2+ is greater than that of Mg2+; in effect the middle peak is a composite 
peak with an Mg-O-Si and a Fe-O-Si contribution at slightly different energies.

A similar three peak fit is given for the O 1s spectrum of a bronzite [(Fe0.2Mg0.8)2Si2O6] in 
Figure 14C.The separation between the middle and low energy peaks is only 0.9 eV whereas 
the energy splitting between these peaks in diopside is 1.2 eV. The effect is that the high energy 
BO peak of bronzite is not resolved, and instead produces a shoulder on the two low energy 
NBO peaks. The Fe2+ and Mg2+ are known to order on the M2 and M1 sites respectively 
(Bancroft et al. 1967; Clark et al. 1968), and we can readily assign the middle and low energy 
peaks to (Mg,Fe)-O-Si (Mg,Fe are in M2) and Mg-O-Si (Mg is in M1) respectively as shown 
in Figure 14C. 

Uranyl silicates. Schindler et al. (2009a,b) collected the XPS spectra of many uranyl min-
erals using single crystals and the Kratos instrument, obtaining the same resolution as we ob-
tained for silicate spectral studies. Their O 1s spectrum of Mg-rich olivine, for example, yielded 
an O 1s BE and linewidth of 531.2 eV and 1.2 eV respectively in excellent agreement with our 
results of 531.0 eV and 1.23 eV (Fig. 5, Table 2). Different instrumental settings were used for 
the two different spectra of uranophane and siddyite, to test reproducibility of the spectra. The 
spectrum of an “isolated” SiO4 unit (e.g., olivine) was useful in fitting the complicated O 1s 
spectra of the three uranyl silicates which contain isolated SiO3φ (φ = O, OH) units: uranophane 
and uranophane-β of composition Ca(H2O)5[(UO2)(SiO3(OH)]2, and soddyite of composition 
[(UO2)2(SiO4)(H2O)2]. The O 1s spectra of the three minerals (Fig. 15) yield a maximum just 
below 531.0 eV, a prominent shoulder at ~532 eV and a small shoulder at 533.3 eV. Using the 
SiO4 peak position and width for the isolated SiO4 unit previously noted, a reasonable four peak 
fit to all spectra was obtained using similar BEs and linewidths: 530.6-530.9 eV to the uranyl 
O=U=O unit, 531.2-531.5 eV to the SiO4 unit, 532.2-532.5 eV to the OH, and 533.1-533.6 eV 
to the structural interstitial H2O. The BE for O=U=O, OH and H2O are also in good agreement 
with those in the literature (Zakaznova-Herzog et al. 2008; Schindler et al. 2009b). The OH and 
H2O peaks are broader than the low BE peaks, probably because of larger expected vibrational 
splitting for these species. Some spectra show a very small peak at ~530 eV which is assigned 
to a U-O-U unit. This species does not occur in the bulk structure of these minerals but it may 
be a surface contribution situated along edges of basal surfaces of these minerals. 

The relative intensities of the peaks in Figure 15 do not agree quantitatively with the ex-
pected structural values, but small changes to widths and positions of these peaks can alter the 
ratios significantly. For example, the closely equal intensities for the O=U=O and SiO4 peaks 
in the uranophanes is not expected from the structural 2:3 ratio for these species (Notice that in 
Fig. 15D, the ratio is closer to 3:2). The much lower intensity for the SiO4 peak, relative to the 
O=U=O peak in soddyite is expected from the structural 1:4 ratio, but again the fitted ratio is 
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about 1:2. In addition, the relative intensities of the OH and H2O peaks do not agree well with 
the expected intensities. Some of the discrepancy may be explained by loss of these species in 
the vacuum and the X-ray beam (Ilton et al. 2007). 

The U 4f7/2 spectra of five U-bearing minerals are shown in Figure 16 (Schindler et al. 
2009a). Note that the U 4f spin orbit splitting is large (~11 eV), so that the 4f5/2 line is not vis-
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Figure 15. The O 1s spectra of uranophane, ura-
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ible in these spectra. The major peak at ~382 eV (again, of width ~1.2 eV) can be immediately 
assigned to the U6+ in these minerals. The BEs of the U 4f line are sensitive to the change in 
U-O bonding properties for a large number of different types of uranyl minerals. The U 4f peak 
migrates to higher BE with a decrease in Lewis basicity of the anion group, shifting from 381.3 
eV for O/OH groups, to 381.6 eV for O/ (MOn) (M = Si, P, C, S), to 382.0 eV for (MOn) groups 
such as the SiO4 minerals shown here. This general trend results from the increase of covalency 
of the U-O bond with increasing Lewis basicity of the anion group (Schindler et al. 2009a). The 
observation of small peaks at lower BE which are assigned to U4+ is unexpected. Is it possible, 
as discussed by Schindler et al. that U4+ was incorporated onto a structural site on formation or 
was incorporated in the interstitial structure. The authors did not rule out radiation reduction of 
the U6+, as observed by Ilton et al. (2007). Such reduction is common in the silicate glasses as 
discussed subsequently. 

Novel uranium silicates containing U oxidation states of 4+, 5+ and 6+, several research-
ers (e.g., Lee et al. 2009, Liu and Lii 2011) have used XPS to characterize the oxidation state 
of the U. This knowledge is important for chemical and structural characterization of complex 
novel U silicates such as Cs2USi6O15 and Cs2K(UO)2Si4O12. For example, the U 4f7/2 BE of 
379.7 eV for Cs2USi6O15 is characteristic of U4+ (Liu and Lii 2011); and the U 4f7/2 spectrum for 
Cs2K(UO)2Si4O12 confirms the presence of both U4+ and U5+ (Lee et al. 2009).

Silicate glasses: general aspects

Introduction. Silicate glasses have been used in a wide range of areas for hundreds of years 
(Lewis 1989; Varshneya 1994), and Henderson 2005 has recently published an authoritative 
review on silicate glass structure. A large number of XPS studies have been performed over the 
last 40 years (many in the last few years) predominantly to characterize the glass composition 
and to obtain structural information via BO:NBO values from O 1s spectra. There have 
been, however, other applications. For example, transition metals are used to color glasses, 
and to tailor electrical and magnetic properties (Mekki and Salim 1999; Duan et al. 2011 and 
references), including optical lasing, magnetic, and fluorescent applications (Mekki 2005; Tian 
et al. 2011 and references). Modified silicate glasses and glass ceramics are widely used for 
medical applications, and again XPS is a primary tool to characterize these glasses (Wren et al. 
2011; Li and Kim 2011 and references).

Until the last six years, there has been limited use of XPS techniques to study glass 
structure of silicates, with the work of Bruckner et al. (1980), Veal et al. (1982) and Matsumoto 
(1998) being exceptions. NMR and Raman spectra by contrast have been much more widely 
used (Stebbins 1987; Zhang et al. 1997; Herzog and Zakaznova-Herzog 2011; Maekawa et al. 
1991; Malfait et al. 2007 and references). There are three reasons why XPS has not been used 
to the extent that NMR has been. First, XPS is generally considered to be, and used mostly as, a 
surface technique rather than as a technique to obtain bulk structural properties. We have shown 
above that for Al Kα radiation, the addition of a small surface peak makes no difference to the 
overall area under the peak (Fig. 13). Quantitative XPS bulk measurements are thus feasible. 
Second, until 1998 (Matsumoto et al. 1998), the resolution of the BO and NBO peaks in glasses 
were rather poor (and variable) making it difficult to accurately quantify BO:NBO and BO% 
or XBO values. The recent advancements in charge neutralization previously discussed makes 
the quantification of the NBO:BO ratio and XBO much more simple and accurate. Dalby et 
al. (2007) presented well resolved spectra with consistent linewidths and line shapes for Pb-
silicate glasses; as did Nesbitt et al. (2011) (Fig. 17) and Sawyer et al. (2012) for Na and K 
silicate glasses. The O 1s spectra of Na-silicate glasses include three distinct peaks, a Na KLL 
Auger peak and the O 1s BO and NBO peaks (Fig. 17). The broad, highest BE peak is a Na 
KLL Auger line but it is not related to the O 1s signals. There are other NaKLL Auger lines at 
lower KE (Nesbitt et al. 2011; Fig. 1). The Auger peak should be fitted so that its contribution 
to the highest BE portion of the O 1s peak is taken into account when determining areas under 
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the other peaks. The other peaks represent BO and NBO, the latter being located at the lower 
binding energy (Bruckner et al. 1978; Dalby et al. 2007; Nesbitt et al. 2011; Sawyer et al. 2012). 
The electron density argument outlined in the “Chemical shifts” in silicates section explains 
qualitatively their relative binding energies as shown in the next section. The O 1s spectra of 
Pb and K silicates (Dalby et al. 2007: Sawyer et al. 2012) consist of only the two resolved BO 
and NBO peaks (for example, Fig. 18A, B for two Pb silicate glasses, adapted from Dalby et 
al. (2007) and Nesbitt et al. (2014a)). The two peak O 1s fits shown in Figure 17 are excellent, 
with virtually every data point on the fitted line. Also, there is no hint of asymmetry in these 
spectra. The earlier O 1s spectra of Pb silicates do not have quite as good statistics and are not 
as well resolved, but the fits are still good. In contrast to the O 1s spectra, the Si 2p spectra of the 
Na silicates (Fig. 19) consist of only one doublet of varying linewidth, and the fits are not quite 
as good as the O 1s fits. These spectra (and others) will be discussed in detail in the following 
sections of this review, with a strong focus of using the O 1s spectra to determine BO%, NBO%, 
and free O2−% in silicate glasses. 
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Figure 18. XPS O 1s spectra of Pb-
silicate glasses containing 67% mol% 
PbO (a) and 76.6 mol% PbO (b and c) 
(modified after Nesbitt et al. 2013b). a 
and b) The O 1s spectra are fitted with 
two unconstrained peaks, the smaller 
peak representing BO and the larger 
broader peak representing NBO+O2−. 
c) The O 1s spectrum fitted with a 
BO peak, an NBO peak and an O2− 
peak. The BO and NBO peaks are 
constrained to a FWHM of 1.22 eV 
and the NBO peak is located at 1.43 
eV lower BE than the BO peak, as 
observed for the Pb-silicate glass con-
taining 67 mol% PbO (see Dalby et al. 
2007). The O2− peak was freely fitted.
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Binding energies in Na silicate glasses. The addition of alkalis to silicate glasses affects 
the binding energies of all photopeaks (Matsumoto et al. 1998), and the relationship of the 
Na 1s, Si 2p, O 1s (BO) and O 1s (NBO) BEs to the Na2O content of Na-silicate glasses is 
illustrated in Figure 20 (Nesbitt et al. 2014b). These plots agree well with those of Matsumoto 
et al. (1998) after considering that their C 1s standard is at 284.6 eV rather than our 285.0 eV. 
For example, our slope for the O 1s BO peak (Fig. 20C) of −0.037 eV/mol compares well with 
the Matsumoto et al. (1998) slope of −0.04 eV/mol; and our intercept of 533.2 eV is in good 
agreement with the Matsumoto et al. (1998) value of 533.1 eV after adding 0.4 eV for the 
different C 1s standard BE given above. Increased Na2O concentrations clearly cause the BE of 
each photopeak to shift to lower BE values. As discussed in the “Chemical shifts in silicates” 
section, the 3s valence electrons of Na are shared by (or effectively transferred to) the more 
electronegative atoms (i.e., O and Si) of the glass thus increasing the electron density over O 
atoms within their coordination sphere (i.e., NBO and BO atoms). Because molecular orbitals 
of the glass extend over Si centers, the electron density over all atoms of the glass increases, 
thus decreasing the BE for all Si and O atoms. Qualitatively, the rather similar slopes for the Si 
2p and O 1s lines can be rationalized using the discussion in the “Chemical shifts in silicates” 
section. Thus, the three major contributing factors are: the differences in the <1/rv> values 
for the Si 3p and O 2p valence electrons, the stoichiometry of the silicate glass (four O atoms 
donate electrons to the Si in the SiO4 moiety), and the large electronegativity of O compared to 
Si. The comparison of O 1s and Si 2p slopes is complicated by the fact that the Si 2p spectra 
contain a distribution of BE from the different Q species distribution in each glass having a 
range of BE of probably close to 1 eV. Also, it is probably unexpected at first glance that the BO 
slope (Fig. 20C) is larger than the NBO slope (Fig. 20D). 
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Fig. 20Figure 20. Binding Energies of the Na 1s, Si 2p, O 1s (BO) and O 1s (NBO) core level signals as a function 
of the mol % of Na2O in vitreous silica and Na-silicate glasses. A linear least squares fit was performed on 
the data of each diagram and the results of the fit are included (an original Figure with all data from Nesbitt 
et al. 2011).
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It is also interesting to note that the Na 1s slope is also negative (Fig. 20A). Increased 
Na2O content causes the electron density over all Na atoms to increase (decreasing the Na 
1s BE). For each incremental increase in Na2O, a progressively smaller portion of the Na 3s 
electronic charge is transferred to the O and Si resulting in an increase in Na 3s electron density 
with increasing Na content. Thus, the Na-O bond becomes more covalent with increasing 
Na content. Detailed calculations should provide a more quantitative evaluation and better 
understanding of these trends.

Bulk chemical analysis by XPS. Although XPS is usually considered to be a surface 
analytical technique (see “Depth of analysis” section above), bulk chemical analyses are 
readily obtained, as previously discussed in Hochella (1988) and Bancroft and Hyland (1990) 
(see also “Surface core-level shift in silicates” section, Figure  13 and related discussion). 
There are, however, some important considerations when selecting peaks to be used for bulk 
chemical analysis. Kinetic energies of photoelectrons should be similar to ensure that the 
depth of analysis is the same for all elements (Fig. 3A). This condition, unfortunately, cannot 
be met using conventional instrumentation because photopeaks differ greatly in BE, and 
conventional XPS instruments with fixed source energies do not allow selection of the source 
energy (i.e., rearranging Eqn. 2 yields KE = hν − BE). Fortunately most elements produce a 
number of photopeaks or Auger peaks, and any line may be used to obtain bulk compositions. 
The Si 2p and Al 2p lines have binding energies near 100 and 75 eV respectively so that 
photoelectrons from these orbitals have the similar KEs (~1400 eV) and hence are derived 
from approximately the same depth interval. The O 1s peak, by contrast, is at about 530 
eV (KE of ~950 eV), and reference to Figure 3A demonstrates that O 1s photoelectrons are 
derived from a shallower depth than those from the Si 2p or Al 2p lines. Si atoms are therefore 
“over-sampled” with respect to O, and the resulting analysis will over estimate the amount 
of Si in the sample. This difference is corrected for (with difficulty because escape depths 
vary from one compound to another) in some XPS spectrometer software in their “sensitivity 
factors” (dominated by differences in cross sections, Bancroft and Hyland 1990) but other 
software packages do not make the correction. Use of appropriate standards overcomes this 
problem, and bulk chemical analysis of glasses with errors of about 2% (absolute difference) 
can be obtained. In the absence of standards, and with judicious choice of photopeaks, semi-
quantitative bulk chemical analyses of glasses can be obtained, but errors are substantial (5% 
to 10% absolute; e.g., Nesbitt et al. 2011; Sawyer et al. 2012; Sharma et al. 2001).

Beam damage also affects analytical results (Sharma et al. 2001), as discussed subsequently 
for the O 1s spectra. The effect can be circumvented by an appropriate sampling strategy. The 
first spectrum collected should be a broadscan (from which compositions are derived) which 
generally takes 3 to 5 minutes, thus minimizing the effects of beam damage. A broadscan 
should be collected at the end of the analytical session to determine the extent of damage (with 
respect to composition). Narrow scans should be collected in cycles where each narrow scan 
is collected a number of times so that changes in spectra over time are documented. If, for 
example, 5 cycles were collected with each cycle including the Na 1s, O 1s Si 2p narrow scans, 
changes in the three spectra can be monitored (e.g., Nesbitt et al. 2011; Sawyer et al. 2012). 

Si 2p linewidths. Bancroft et al. (2009) argue that the Si 2p and O 1s linewidths of quartz 
and olivine are determined by two major contributions, vibrational broadening (FSVB) and 
phonon broadening. There are, however, additional factors contributing to small increases in Si 
2p linewidths of silicate glasses. As example, the narrowest, root-mean-square (RMS) fit to the 
one quartz Si 2p spectrum yields a Si 2p3/2 linewidth of 1.05 eV (Fig. 9C; Zakaznova-Herzog 
et al. 2005) whereas the RMS fit to vitreous silica gives a broader Si 2p3/2 linewidth of 1.16 
eV (Fig. 19A). The absence of long range order apparently results in slightly broader peaks, 
perhaps because there are more energetically distinct Si sites in silicate glasses. 
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A more important contributor to linewidth is the number of unique Si moieties (Q-species) 
in a silicate glass. Whereas the number of Q-species observed in most crystalline silicates is 
limited, five Q-species may coexist in silicate glasses (e.g., Stebbins 1987); and each Q-species 
will give rise to a separate, energetically distinct, Si 2p signal. If the energy separating each 
signal is small, a separate signal for each will not be observed. Instead, one broad Si 2p peak 
will result (Sprenger et al. 1993). From a thermodynamic perspective, all five species are 
present in an equilibrated melt, although some may be below detectability (Stebbins 1987). 
Based on electronegativity arguments, the Si 2p peak for the Q4 species should be located at the 
highest binding energy and that of the Q0 species should be located at the lowest binding energy, 
with the Q3, Q2 and Q1 species located sequentially, between the two extremes, as deduced by 
Sprenger et al. (1993) using other criteria.

Vitreous silica contains only Q4-species and its Si 2p3/2 linewidth is 1.16 eV (Fig. 19A) and 
about 10% greater than that of quartz (1.05 eV, Fig. 9C). Olivine contains only Q0-species and 
its Si 2p3/2 linewidth is 1.01 eV (Fig. 10A) and its linewidth is therefore expected to be about 
10% greater value in a glass or 1.1 eV. Because similar vibrational broadening contributes to all 
Q-species in XPS spectra, all Q-species should have linewidths of about 1.1 eV. 

It is now possible to discuss the trends in Si 2p linewidths in Figure  19. Where one 
Q-species of a glass is greatly dominant, the Si 2p peaks should be narrow (e.g., vitreous silica, 
Fig. 19A) and in a glass where two species are equally abundant, a much broader Si 2p peak 
should result (e.g., Fig. 19B). Whether one species or two species dominates in a Na-silicate 
glass depends on the Na2O content of the glass (Stebbins 1987; Maekawa et al. 1991). These 
considerations suggest that Si 2p spectral widths should vary with Na2O content of glasses but 
not in a systematic manner: the Si 2p linewidth will not increase or decrease monotonically 
with respect to Na2O content. Instead it will increase or decrease as Q-species proportions 
change (Fig. 19A to F), and fits using one doublet may not be satisfactory (note the fit to the 
wings of Figs. 19B,C). As for mineral spectra, Si 2p spectra of glass are reproducible for a given 
composition (linewidths within 0.02 eV). 

The effect of changed Q-species abundance is more apparent in K-silicate glasses. A series 
of K-silicate glasses collected by Sawyer et al. (2012) displayed unusual Si 2p peak shapes, 
some showing distinct shoulders and others displaying distinct asymmetry (Fig. 21). These are 
the first XPS data to indicate the presence of Q-species and their effects on the Si 2p spectra. 
Furthermore, the Q-species distributions derived from the XPS spectra are broadly consistent 
with abundances obtained from NMR studies (Maekawa et al. 1991; Malfait et al. 2007), as 
emphasized by Sawyer et al. (2012). There is consequently good evidence that Q-species 
abundances affect the shape and breadth of Si 2p XPS spectra of silicate glasses. Unfortunately 
the resolution is not sufficient to reliably quantify Q-species abundances.

Silicate glasses: O 1s spectra, and NBO and BO linewidths 

The O 1s NBO and BO linewidths for the silicate glasses (Figs. 17 and 18) are similar 
to linewidths of crystalline silicate minerals as explained by Bancroft et al. (2009). NBO 
linewidths of Na-silicate glasses (Fig. 17, lowest BE peak in each spectrum) range from 1.18 to 
1.30 eV and average 1.22 eV, a value similar to the NBO linewidth for olivine which contains 
only SiO4

4− tetrahedra (Fig.  10). The FWHM of the BO signal of vitreous silica (1.25 eV, 
Fig. 17A), is similar to that of quartz (1.23 eV, Table 2) and to the above NBO linewidths. The 
FWHM of all oxygen signals (NBO or BO) to the O 1s spectrum of silicate minerals or glasses 
should be 1.2 eV to 1.3 eV (Bancroft et al. 2009), and should be determined primarily by final-
state vibrational and phonon broadening; each O 1s signal is expected to have about the same 
linewidth.

In contrast to the above conclusion, the linewidths of the BO signals for Na-silicate glasses 
(Figs. 17B to F, and Nesbitt et al. 2011) range from 1.36 eV to 1.52 eV and all are broader 
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than the vitreous silica linewidth (Fig. 17A). Structural properties of crystalline Na-disilicate 
(Na2Si2O5) and metasilicate (Na2SiO3) provide an explanation. McDonald and Cruickshank 
(1967) and Ching et al. (1983) note that Na is bonded to some BO atoms (referred to as the 
BO-Na moiety) but not to others (referred to as the BO moiety) in these crystals. The BO-Na 
bond length is 2.40 Å and is similar to NBO-Na bond lengths which range between 2.28 Å 
and 2.54 Å. The two BO moieties likely exist in Na-silicate glasses and the Car-Parrinello 
Molecular Dynamics calculations of Tilocca and de Leeuw (2006) indicate that Na atoms 
are enclosed in a coordination shell of 5-6 oxygen atoms, of which 60% are NBOs and 40% 
BO atoms. Nesbitt et al. (2011) and Sawyer et al. (2012) argued that each type of BO moiety 
(i.e., BO-Na and BO moieties) should give rise to a separate BO peak (each of 1.2 to 1.3 eV 
in FWHM) due to electron density differences over the O atom of each moiety. The BO-
Na moiety should be located at slightly lower BE than the BO moiety, thus providing an 
explanation for the broadened BO peak in Na-silicate glasses (Figs. 17B to F) over that of 
vitreous SiO2 (Fig. 17A). 

Figure 21. Si 2p spectra of K-silicate glasses. A to D) K-silicate glasses containing respectively 17%, 23%, 
27% and 35% K2O. The peak shapes vary dramatically and non-systematically with K2O content of the 
glasses. Sawyer et al. (2012) fitted two Si 2p spin-orbit split doublet peaks to each spectrum (dashed peaks) 
and observed that their relative intensities were similar to those observed for the dominant Q-species in 
these glasses. The area for each doublet is provided in the upper left corner of each diagram (modified from 
Sawyer et al. 2012).



High Resolution XPS of Silicate Minerals & Glasses 305

Silicate glasses: uncertainties in BO% from O 1s spectra

The next few sections of this review consider the uncertainties associated with BO% 
derived from glass O 1s XPS spectra. The discussion is relevant because oxygen speciation 
in glasses is controversial, mainly because the abundance of free O2− derived from XPS 
measurements is greater than previously considered. These aspects were addressed in three 
publications (Dalby et al. 2007; Nesbitt et al. 2011; and Sawyer et al. 2012) but they are worth 
revisiting to emphasize the nature and magnitude of uncertainties related to O 1s XPS analyses. 
In this regard, the uncertainties associated with BO% for Na and K silicate glasses are ±2%, and 
±3% for the Pb silicate glasses.

X-ray beam damage effects on BO%. Aside from the complications of glass synthesis 
(homogeneity) and exposure of clean fracture surfaces for analysis, collection of high quality 
core level spectra of silicate glasses can be complicated by exposure to the X-ray beam. Sharma 
et al. (2001) demonstrated that the X-ray beam affected Na-Ca-silicate glass (the Na and Ca 
migrate to the surface) and X-ray beam damage (and/or damage from secondary electrons as-
sociated with photoemission) was observed in the three binary glass systems studied in this 
laboratory, the Pb-silicate, Na-silicate and K-silicate glasses (Dalby et al. 2007; Nesbitt et al. 
2011; Sawyer et al. 2012). The phenomenon was not apparent during analysis of crystalline sili-
cates such as olivines and pyroxenes; 
but it seems that glasses containing 
alkalis, alkaline earths and other diva-
lent ions migrate in response to the X-
ray beam. Of particular importance, 
and probably as a result of migration 
of network modifiers such as Na and 
K, the O 1s BO signal commonly is 
enhanced relative to the NBO sig-
nal with increased time of exposure 
(Dalby et al. 2007; Nesbitt et al. 
2011; Sawyer et al. 2012). The prob-
lem can be circumvented by plotting 
BO mol% against exposure time and 
extrapolating to zero exposure time 
(Fig. 22). The first spectrum taken has 
a BO% close to the extrapolated value 
(within 1%) and the second spectrum 
is within 2% of the extrapolated val-
ue. Similar plots for the Pb and K sili-
cate glasses (Dalby et al. 2007; Saw-
yer et al. 2012) also demonstrate that 
the first O 1s spectrum collected gives 
BO% typically within 1% of the ex-
trapolated value. Because the spectra 
were collected in cycles from O 1s to 
Si 2p to Na 1s, it would be possible to 
limit the beam damage if just a few O 
1s spectra were obtained without tak-
ing the other core level spectra. Alter-
natively, low source intensities would 
limit beam damage but would also 
diminish count rates. Regardless of 
the technique used to minimize beam 
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damage, O 1s and other spectra should be collected in cycles so that changes in the spectra can 
be monitored.

Bruckner et al. (1978, 1980), Veal et al. (1982), Jen and Kalinowski (1989), Sprenger et 
al. (1993), Matsumoto et al. (1998) and others conducted XPS studies on Na-silicate and Na-
Al-silicate glasses but none addressed the effects of X-ray beam damage. Some of these data 
consequently are suspect (Nesbitt et al. 2011). Bruckner et al. (1978) and Jen and Kalinowski 
(1989) used an achromatic Mg Kα source to collect O 1s spectra of Na-silicate glasses and 
obtained spectra of reasonable resolution but beam damage may still arise using a Mg Kα 
source, and the extent of beam damage incurred by use of this source remains to be investigated. 

Fitting and reproducibility. It is worth considering the effect of different fitting procedures 
on the calculated BO%. BO:NBO ratios derived from fitting O 1s spectra are insensitive to 
the % Lorentzian used (Table 3, for the 40% Na2O glass – see Fig. 17D, Nesbitt et al. 2011) 
because the peak areas of both peaks change proportionately with different peak shapes. Thus, 
Table 3 shows that the RMS value for the 30% Lorentzian fit is lowest, but the BO % changes 
from 54.2% to 54.5% (less than 0.6% change) on going from a 20% to 80% Lorentzian fit. 
The linewidths for each peak decrease substantially (by 0.08 eV or 7%) using 20% to 80% 
Lorentzian fits but there is almost no change in the calculated BO% (Table 3). Similarly, a 
small asymmetry on both O 1s peaks (not noticeable for the spectrum in Figure 17D but seen 
in Figures  9B,D and 10B) will not affect the BO% significantly. First, the residual plot in 
Figure 9D shows that the positive and negative residuals come close to cancelling each other 
(as they should for a “best” fit), so that the total fitted area of this peak is not sensitive to the 
asymmetry. More importantly, both BO and NBO areas will be equally affected by any small 
asymmetry (as for the above fits to different % Lorentzian shapes), so that the BO% is largely 
insensitive to this asymmetry. The effect of background correction was explored in another fit 
on this same glass. A completely independent fit for the 40% Na2O glass using 30% Lorentzian 
peak gave 54.2% compared to 54.4% listed in the original publication, the difference resulting 
from a slightly different background correction. Thus, the fitting errors on the BO % calculated 
from the well resolved O 1s spectra of silicate glasses are typically less than 1%.

The plots in Figure 22 for Na glasses show BO% for multiple analyses (of the same sample) 
over time of X-ray exposure. For both glasses, the first spectrum yielded BO% within 1% of the 
extrapolated value. Similar effects were seen for the Pb and K glasses (Fig. A2C, AD, Dalby 
et al. 2007; Fig. 7, Sawyer et al. 2012). Separate spectra on two different fractured samples of 
the 15% K2O glass yielded 84.0% and 85.6% BO (Sawyer et al. 2012). Similarly, two different 

Table 3. A comparison of fits with different Gaussian/Lorentzian % to the 
O 1s spectra of the 40% Na2O glass (Fig. 17D, Nesbitt et al. 2011).

% 
Lorentzian

Relative  
RMS

BO  
FWHM

NBO  
FWHM

BO% NBO%

20 1.02 1.39 1.24 54.2 45.8

30 1.001 1.38 1.23 54.22 45.8

40 1.04 1.35 1.20 54.3 45.7

60 1.13 1.33 1.18 54.4 45.6

80 1.31 1.30 1.16 54.5 45.5

Notes:
1) These root mean square residuals are normalized to the value for the 30% fit.
2) This spectrum was independently refit for this review, and the %BO for the 30% fit is 

slightly different than the 54.4% tabulated in Table 3 of Nesbitt et al. (2011).
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fractured samples of two Pb silicate glasses (50% PbO and 67% PbO) yielded BO% within 
0.3% and 1.2%, respectively. Fitting contributes about 1% error to BO%.

Values for the several Na and K glasses are in reasonable agreement with those determined 
on fractured samples by Matsumoto et al. (1998) analyzed alkali silicate glasses using a 
different XPS instrument and somewhat poorer resolution. For Na glasses, their BO% results 
(compared to ours in brackets) for glasses containing 25% Na2O, 33% Na2O, and 40% Na2O 
glasses are: 72.6% (73.7%), 61.9% (63.4%), and 52.3% (54.4%), respectively. Their results are 
consistently lower than ours but they did not show their fits, and their unreported peak widths 
are > 1.5 eV, so we consider that our results are more precise and probably more accurate. 
However, the agreement is within the 2% errors which is the uncertainty that both papers assign 
to these values.

Surface chemical shifts. There is generally good agreement between XBO values derived 
from O 1s XPS spectra and derived from 29Si NMR results for Pb, Na and siliceous (K2O%<0.2) 
K silicate glasses (Maekawa et al. 1991; Fayon et al. 1998; Dalby et al. 2007; Nesbitt et al. 
2011; Sawyer et al. 2012). The agreement demonstrates that no systematic differences exist 
between the two techniques; ergo, surface peaks have introduced no bias to XBO values derived 
from O 1s XPS spectra. This is expected for at least two reasons. First, as discussed in a 
previous section, the intensity of surface peaks for oxides should be < 5% of the total O 1s XPS 
signal (Harmer et al. 2009) using conventional X-ray sources. As shown in the next paragraph, 
this level of surface contribution cannot change the XBO values by more than the 0.02 errors 
assigned. Second, the M-O (M = Na, K, Ca, Mg) bond dissociation energies (Speight 2005) are 
much smaller than the Si-O bond dissociation energy, strongly indicating that there would be 
more M-O bonds ruptured at the surface than Si-O bonds. This would, of course, yield more 
surface Si-ONBO than surface Si-OBO contributions; and as shown below, this would lead to an 
enhancement of the bulk XBO.

Two extreme cases are now presented to illustrate that surface contributions cannot affect 
BO% outside the experimental uncertainties (±2 mol%). The scenarios draw from Figure 13 
and the BO and NBO+O2− peaks of the 35 mol% K-silicate glass of Sawyer et al. (2012). The 
O 1s XPS spectrum of this glass indicates 65.7 mol% (XBO = 0.657) BO, with the remainder 
(34.3%) being NBO+O2− (Sawyer et al. 2012, their Fig. 6i). Consider the first case where: (a) 
there is a surface peak included in the fitted BO peak; (b) the surface peak represents 5% of 
the total O 1s signal; and (c) the NBO+O2− peak has no surface peak. The true BObulk signal 
is obtained by removing the surface signal, and BObulk = (65.7-5.0) = 60.7%. The NBO+O2− 
contribution remains at 34.3%. Normalization to 100% then yields the true BObulk percentage 
= 63.9.0% (i.e., 100*60.7/95) which is within the quoted experimental uncertainty for the K 
silicate glasses (±2 mol%; Sawyer et al. 2012). The second extreme case is the reverse situation, 
with the BO peak having no surface peak, and the NBO peak includes a 5% surface peak. For 
this situation, the area of the BObulk is unaffected by the surface contribution, and it represents 
65.7 mol% of the total O 1s signal, with the NBObulk decreasing by 5% to 32.6 mol%. This 
then yields a true BObulk percentage of 66.8%. As noted above, this increase in the BO% is 
more likely, but is well within the quoted errors of 2 mol%. The other fitting errors (from 
peak shapes, background corrections and small O 1s asymmetry) (see “Experimental and fitting 
considerations” section) are less than 1% of the BO% (or XBO). In summary, measured XBO 
values cannot be different from true bulk values by more than ±0.02 (or ±2 mol%).

Surface H2O and OH. Although the O 1s spectra are taken within minutes after fracturing 
the glass in high vacuum, small amounts of impurities can be observed in the spectra. Very 
small amounts of carbon (usually < 5% of the intensity of the O 1s peak, Fig. 1) are deposited 
on the surface of nearly all mineral and glass samples as evident by development of a C 1s 
XPS peak at approximately 285 eV binding energy. This peak does not affect the analysis of 
O 1s peaks, and it is valuable for calibrating binding energies as indicated previously. The 
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effects of adsorption of H2O, however, may affect O 1s signals. Adsorption of H2O onto a fresh 
fracture surface of glasses or minerals may cause the molecule to dissociate, with H+ bonding 
to dangling NBO and OH− bonding to an unsatisfied Si dangling bond (where a BO-Si bond 
was ruptured on fracture). The first monolayer likely would be OH, which will represent about 
5 mol% of the total O 1s signal. Additional H2O likely would be adsorbed in molecular form 
because the molecule does not dissociate when adsorbed onto a hydroxylated surface (Knipe et 
al. 1995). Chemisorbed and physisorbed H2O is located at > 533 eV binding energy (Knipe et 
al. 1995) and its presence will be obvious in O 1s XPS spectra of glasses. No such contribution 
has been observed for silicate glasses studied in this laboratory, indicating that, if present at 
all, there is no more than a monolayer of OH− on the glass surfaces (i.e., a max. ~ 5 mol% O 
contribution to the O 1s spectrum). 

Detection of hydroxide is difficult for glasses. As example, a small shoulder on the high 
BE side of the olivine O 1s spectrum (Fig. 10B, with ~ 5% of the total O 1s intensity) may 
indicate the presence of surface OH (Zakaznova-Herzog et al. 2005), although its origin remains 
uncertain. The OH peak (BE of 532.5 eV) overlaps the BO peak of vitreous silica (at 533.2 
eV) and is likely to overlap BO signals of most glasses. It may be identified, however, by line 
broadening of the BO peak. Many studies have shown that these O 1s peaks from surface OH 
and H2O have linewidths of > 1.5 eV due to large vibrational broadening (e.g., Biesinger et al. 
2004, 2009; Knipe et al. 1995), which is appreciably broader than the 1.2 eV linewidths of the 
NBO and BO peaks. The BO peak should consequently broaden with accumulation of surface 
OH. The presence of OH will affect BO% and it is worth looking at two numerical examples to 
appreciate the extent of this effect. OH does not appreciably affect BO% for glasses with less 
than 40% Na2O, K2O or PbO, but could be quantitatively significant for glasses containing more 
than 50 mol% modifier oxide. 

We consider two cases where the OH peak is 5% (representing a monolayer) of the total 
O intensity (NBO plus BO peaks). Considering the 35 mol% K2O glass considered above with 
BO= 65.7% and NBO= 34.3% (Sawyer et al. 2012) and assuming the area of the BO peak 
includes a 5% OH peak, the “true” BO% would be 63.9% [100×60.7/(60.7+34.3)] which is 
within experimental uncertainty (±2 mol%, Sawyer et al. 2012). The 50 mol% Pb silicate glass 
has 56.4 mol% NBO+O2− and 42.6 mol% BO (Dalby et al. 2007). A 5% OH peak under the BO 
peak leads to a “corrected” BO of 39.6 mol% [100×37.6/(37.6+56.4)] representing a 3 mol% 
error in the BO mol%, the error quoted for Pb-silicate glasses (Dalby et al. 2007). Pb-glasses 
containing more than 50 mol% PbO would fall outside the quoted uncertainty. There cannot 
be, however, much OH in the O 1s spectra of the Pb-silicate glasses. Considering the glass 
containing 67 mol% PbO (Fig. 18B), the fitted BO linewidth is very narrow at 1.22 eV. An OH 
peak which is ~25% of the total BO intensity (5% OH, 14.4% BO, Fig. 18A) and which has 
a width of ~ 1.5 eV would lead to a broadening of at ~ 0.1 eV, which is not observed. The fit 
in Figure 18B is excellent—the high energy wing, where the broadening from OH would be 
obvious, is not evident. Finally, the O 1s photopeak is slightly but inherently asymmetric to its 
high binding energy side (Bancroft et al. 2009), and the asymmetry may be mistaken for OH− or 
H2O signals.

Na glasses become more hygroscopic with increasing Na content, and a substantial 
increase in OH contribution to the BO peak from 20% Na2O to 55% Na2O should increase 
the BO% linewidth across this series. However, the O 1s linewidth does not increase regularly 
across this series of glasses (Fig. 17). Indeed the linewidths for the 50% Na2O glass (1.39 eV) 
are narrower than for the 25% Na2O glass (1.44 eV) showing that OH is not the cause of the 
linewidth changes in the Na glasses. Rather, there is more than one BO species as discussed in 
a previous section.

Our XPS values for most of the Pb, Na, and K samples agree with 29Si MAS NMR results 
and this agreement is perhaps the most convincing evidence that there are no systematic errors 
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in our BO% (or XBO values). The agreement is remarkable considering the very different 
techniques and measurements. In summary, all of the above evidence indicates that there are 
no systematic errors in the O 1s XPS BO% values. Only, an OH peak can have significant 
systematic effect on our values; and even in this case there are very few of our glasses where 
the quoted BO% could be outside the quoted uncertainties (±2% for the Na and K glasses, and 
±3% for the Pb glasses).

Determination of free oxide O2− and its importance 

Toop and Samis (1962) proposed the presence of the three O species (BO, NBO and free 
O2−) in silicate melts, and calculated activity and other thermodynamic relationships based on 
the model of Fraser (1977). The actual abundance of O2− in melts, however, has been largely 
ignored during the last 30 years and remains contentious (Nesbitt et al. 2014b) in spite of its 
likely importance in affecting reactivity of melts and their physical properties such as diffusion 
and viscosity as has been emphasized (Stolper 1982). The results described below illustrate the 
role of O 1s XPS studies in assessment of oxygen speciation in glasses. 

O2− in Na silicate glasses. The O 1s peaks for Na, K and Pb silicate glasses are well 
resolved, and accurate measurements of the area under the two O 1s peaks can be made (e.g., 
Figure 17; Matsumoto et al. 1998; Dalby et al. 2007; Sawyer et al. 2012). All fits were performed 
with no constraints other than adopting a 30% Lorentzian, 70% Gaussian lineshape function. To 
quantify the fraction of BO, areas under the BO and NBO+O2− peaks are summed and the mol 
fraction of BO (XBO) is determined according to:

[ ]
BO 2

Area of BO Peak
X  (10)

Area of BO Peak  Area of NBO O Peak−
=

 + + 

The resulting XBO values for Na-silicate glasses are plotted Figure 23A (black squares). The 
size of the square represents approximately the uncertainties in both dimensions (experimental 
uncertainty is ±0.02 in mol fraction or ±2 in mol%, Nesbitt et al. 2011). The results agree 
with the previous XPS results of Matsumoto (1998) (black circles) and with XBO values 
obtained from the 29Si NMR spectra (shaded squares) of Nesbitt et al. (2011), and Stebbins 
(1987) (shaded circles). The calculation of XBO from Q-species abundances is simple, and is 
provided elsewhere (Nesbitt et al. 2011, 2014a). The earlier XBO values calculated from the 
XPS data of Veal et al. (1982) (Fig. 23A, open diamonds) were derived from poorly resolved O 
1s XPS peaks. More importantly, Veal et al. (1982) did not correct for beam damage, and their 
anomalously large XBO values probably result from exposure to the X-ray source (see Nesbitt 
et al. 2011). The remarkable agreement of the XPS and NMR results up to XNa2O = 0.40 for 
Na-silicate glasses demonstrates that there are no significant systematic errors in XBO or quoted 
chemical composition obtained by the two totally independent, disparate, measurements, thus 
dispelling concerns that surface chemical shifts or surface contamination affect the XPS results.

Two curves labeled K = infinity and K = 14 are shown on Figure 23A where K is the 
equilibrium constant K for the reaction:

 BO +O2− → 2NBO (11)

The associated mass-action equation is:

2

2

(NBO)
 (12)

(BO)(O )
K

−
=

  

Where Reaction (11) goes to completion, every mole of Na2O reacts with a BO to form two 
moles of NBO. For this condition, K = infinity and there can be no free oxide present for 
melt or glass compositions where XNa2O < 0.67 (the orthosilicate composition) and NBO =Na 
(molar basis). For K = 14, Reaction (11) does not go to completion, and some Na2O remains 
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unreacted with BO. For this condition, some free O2− (O bonded only to Na) is present in the 
glass and NBO<Na (molar basis) for compositions less than XNa2O = 0.67. Furthermore, the 
amount of O2− increases with increasing Na content. Above XNa2O =0.40, the original NMR 
results (Maekawa et al. 1991) lie on the dotted line (labeled K = infinity); in contrast, the NMR 
and XPS results of Nesbitt et al. (2011) lie on the solid line (within experimental uncertainty), 
indicating appreciable free oxide in these glasses (Fig. 23A, dot-dash curve). The amounts are 
quantified in a recent publication (Nesbitt et al. 2014b). Evidence for free oxide is experimentally 
detectable by XPS in glasses where XNa2O > 0.35 and it increases markedly to >15 mol% at the 
orthosilicate composition (i.e., 67 mol% Na2O). The errors in these values are again ±2%. All 
results of Maekawa et al. (1991) lie on the dotted line (K = infinity), and they may have assumed 
that Reaction (11) goes to completion (i.e., NBO=Na on a molar basis), thereby assuming that 
O2− was absent from the Na-silicate glasses studied. Note that the discrepancy between the XBO 
values from of Nesbitt et al. (2011) (XO2− ~ 0.32) and the Maekawa et al. (1991) NMR results 
(XO2− ~ 0.23) for the 55% Na2O sample is about 30%! It is also possible that the glasses used by 
Maekawa et al. (1991) had different thermal histories than those used by Nesbitt et al. (2011).

The conditional equilibrium constant (K) is sensitive to the amount of O2− present. As 
example, the NMR and XPS results for the 50% Na2O glass of Nesbitt et al. (2011) yield 
respectively about 3 and 6 mol% BO (Nesbitt et al. 2014b). The K values derived from the 
NMR and XPS results are about 20 and 14 respectively. Although the NMR and XPS results 
are within experimental uncertainty, the corresponding uncertainty in K values is nevertheless 
large.
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Figure 23. Mol fraction of oxygen species derived from experimental results and calculation are plotted as 
a function of glass composition. A) Numerous XPS and 29Si MAS NMR experimental results are plotted for 
Na-silicate glasses. B) Numerous XPS and 29Si MAS NMR experimental results are plotted for K-silicate 
glasses. On both diagrams BO values derived from experimental results are plotted as symbols. The solid, 
short dashed, dash-dot curves are calculated BO, NBO, O2− values obtained with K = 14 (Na-silicate glass-
es) and K = 2.0 (K-silicate glasses) for the mass action equation K = (XNBO)2/{(XBO)(XO2−)}, which relates 
to the reaction 1BO + 1O2− → 2NBO. The dotted curve is calculated from the above mass action equation 
assuming that K is infinite (K = ∞), which implies that the above reaction goes to completion in both Na- and 
K-silicate glasses. If the assumption were true, important corollaries are that O2− cannot coexist with BO 
and that only one species, NBO, exists at the orthosilicate composition (XNa2O and XK2O = 0.666). Most of 
the data from Nesbitt et al. (2011).
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O2− in Pb silicate glasses. O 1s XPS results for Pb silicate glasses (Dalby et al. 2007) and 
XBO values obtained from 29Si NMR (Fayon et al. 1998) agree over the entire composition range 
up to XPbO = 0.7. Both techniques give XBO values consistent with K = 14 for Reaction (11), 
indicating that the reaction does not go to completion in Pb-silicate glasses. Fayon et al. (1998) 
did not use the constraint that PbO = 2NBO (i.e., K = infinity), hence did not assume that O2− 
was absent. These Pb silicate XPS and NMR results provide strong confirmation that the XPS 
results are accurate within experimental uncertainty, and also that NMR results are consistent 
with XPS results where unsubstantiated constraints are not applied to evaluate Q-species 
abundances. These XPS and NMR results show conclusively that there is at least 15% free O2− 
at 67% PbO, and significant amounts of free O2− at lower Pb contents.

The most direct evidence for free O2− in silicate glasses is provided by the O 1s XPS 
spectrum of a Pb-silicate glass containing 76.6% PbO (Fig. 18B,C, Nesbitt et al. 2014b). A two 
peak fit (Fig. 18B) shows the normal BO and NBO peaks. At this composition there should be 
no BO signal if K = infinity; the BO peak shows that K cannot be infinite. The NBO+O2− peak 
is strikingly broader (1.6 eV) than for the 67 mol% glass (Fig. 18A) indicating that a second, 
strong peak contributes to the 76 mol% glass (Fig. 18B) which was weak or absent from the 67 
mol% glass (Fig. 18A). A three peak fit, constraining the linewidths and the NBO position from 
the earlier O 1s NBO positions, yields Figure 18C. The low BE peak at 529.0 eV is due to free 
O2−, with its BE agreeing with the O 1s BE for PbO (Nesbitt et al. 2014b) as expected. The large 
amount of free O2− (29%) agrees with that expected from the K = 14 curve. 

O2− in K silicate glasses. There is agreement between XPS and 29Si MAS NMR results for 
all the Pb-silicate glasses (Dalby et al. 2007) and for most Na silicate glasses (Fig. 23A). With 
respect to K silicate glasses, however, disagreement between the XPS and 29Si NMR results 
becomes noticeable where XK2O > 0.2. The XBO values derived from XPS (Matsumoto et al. 
1998; Sawyer et al. 2012) are plotted on Figure 23B as solid squares and dots respectively, 
whereas the NMR data plot on the curve labeled K = infinity (Maekawa et al. 1991) or below 
this curve (Malfait et al. 2007). The XBO values derived from the NMR data of Maekawa et al. 
(1991) all plot on the curve labeled K = infinity (Fig. 23B, open triangles) and this suggests 
that they used the relationship NBO = K to constrain the areas in their Q-species assignments. 
Malfait et al. (2007) fitted freely their 29Si MAS NMR spectra, and their data plot below the 
curve labeled K = infinity (Fig. 23B, open diamonds fitted with dashed curve). It is physically 
impossible to access the region below the curve labeled K = infinity if the samples are pure. 
Hence the Q-species distributions derived from the free fits are inaccurate, and are the result 
of spectra too poorly resolved to extract accurate Q-species abundances. Malfait et al. (2007) 
recognized the problem and recalculated their Q-species abundances using two constraints 
which effectively constrained XBO values to fall on the curve K = infinity where NBO = K 
(Fig. 23B). There is no evidence for the assumptions made (e.g., NBO/Si = 2.0 or that NBO=K), 
and their assignments are consequently suspect. 

In an attempt to resolve the above discrepancy between XPS and NMR results, we first 
considered (Nesbitt et al. 2014b) the 29Si NMR spectrum of the K-metasilicate (K2SiO3) glass 
which has four relatively well resolved peaks. Maekawa et al. (1991) was uncertain about 
Q-species assignments to the K-metasilicate glass. They assigned Q0, Q1, Q2 and Q3 species 
to the four peaks and obtained an NBO/Si value of 2.44. Next they assigned Q1, Q2, Q3 and Q4 
species to the four peaks and obtained an NBO/Si value of 1.44. In their words, “the values of 
2.44 or 1.44 for NBO/Si are derived, respectively, instead of the stoichiometric value (2.00).” 
They consequently adopted a third assignment consisting of a Q1, two Q2 and a Q3 species 
which yielded NBO/2.0 = 2.0 for the metasilicate glass. The condition that NBO/Si = 2.0, 
holds for pyroxenes and wollastonite (i.e., crystalline metasilicates), but glasses have no long 
range order and there is no reason why NBO/Si should necessarily equal 2.0 for the K2SiO3. 
As conclusive evidence, the ratio is not realized in the Pb- Na- or Mg-metasilicate glasses 
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(discussed above). In addition, in his review, Henderson (2005) emphasizes that there is no 
independent experimental evidence for two Q2 species in alkali silicate glasses.

Consistent with the Pb and Na glass XPS results, Nesbitt et al. (2014b) discarded the 
assumptions of Maekawa et al. (1991) and assumed instead that the four peaks in the K-meta-
silicate glass spectrum could be assigned initially to Q1, Q2, Q3 and Q4 as initially considered 
(but rejected) by Maekawa et al. (1991). With this reassignment, the XBO values for both sets of 
NMR data (shaded diamond and triangle) lie on or very close to the K = 2 line defined by our 
XPS data. There is equally good agreement for the K-metasilicate and all the other glasses with 
the K = 2 line if the four peaks are assigned instead to Q1, Q2, and two Q3 species. All the XBO 
values plot well above the K = infinity curve indicating appreciable O2− is present. 

The assignment of two Q3 species rather than two Q2 species is given additional credence 
from Raman and NMR results. McMillan et al. (1995) and Matson et al. (1983) both conclude 
that there are two Q3-species in siliceous K-silicate glasses and Duer et al. (1995) observed 
two Q3-species in Na-disilicate glasses (33.3 mol% K2O) and emphasized that these could 
not have been observed in 29Si MAS NMR spectra. In addition, early studies by Zhang et al. 
(1997), Shaller et al. (1999), and Umesaki et al. (1988) proposed the presence of a few percent 
O2− in Ca-silicate, La-doped Na-silicate and Li silicate glasses respectively to explain their 
NMR and Raman spectra. Nasikas et al. (2012) conducted an NMR study of Ca-Mg silicate 
glasses containing between 67 and 72 mol% CaO+ MgO and identified ~ 10% O2− using 29Si 
MAS NMR and 17O MAS NMR spectra. Numerous molecular dynamics (MD) calculations 
indicate the presence of O2− in Na, Ca, Mg and Pb-silicate glasses (Du and Cormack 2004; Sen 
and Tangeman 2008; de Koker et al. 2009; Martin et al. 2009; Karki 2010; Davis et al. 2011; 
Nasikas et al. 2012; Nesbitt et al. 2014b). Additional experimental and theoretical studies of the 
K-silicate glasses (for example, NMR and XPS studies on the same glasses) is obviously now 
required to understand fully the the oxygen and Q-species distributions in K-silicate glasses.

CORE LEVEL SURFACE STUDIES OF SILICATES 

Adsorption on silicate and oxide surfaces 

The focus of this review has been on bulk XPS studies of silicates; but as indicated in the 
introduction, the majority of XPS studies has been focused on the first three surface applications 
outlined by Hochella (1988): 1) the oxidation state of near surface atoms; 2) adsorption 
studies on mineral surfaces; 3) studies of the alteration and weathering of mineral surfaces. 
The following section emphasizes some recent surface applications, and illustrates how the 
new, higher resolution will affect future surface studies. The combination of effective charge 
compensation with the extreme surface sensitivity obtainable with synchrotron sources (via 
sources tuned to appropriate energies) harkens to tremendous opportunities in the near-future to 
study silicate insulator surfaces and their reactivity at a level previously unattained. 

Ilton et al. (2000, 2004) studied the adsorption/reduction of transition metals (e.g., Cr 
and U) on micas (biotites) of general formula K(Fe,Mg)3(Al,Si)3O10(OH)2 and showed that 
transition metals and actinides are readily adsorbed on micaceous surfaces, and can be reduced 
by the Fe2+ in the micas. Their spectra were taken with a state-of-the-art, high intensity, high 
resolution Scienta instrument; but the charge compensation system was inferior to that of the 
Kratos, and peak broadening occurred. The primary goal of the U study was to determine 
whether soluble U6+ can be reduced to the less soluble U4+ at micaceous surfaces thus limiting 
its mobility in the environment. Low concentrations of U6+ (e.g., 5 mM) were reacted with cut 
mica faces for 1-20 hours. Their U 4f XPS spectra were shown for solutions without NaCl and 
with 25 mM NaCl added to the solution. Only U6+ was observed in the experiment where the 
solution contained no NaCl. Although there was some asymmetry on the U6+ peak, there was 
no obvious change in the spectra with reaction time in solution. With NaCl added, the peak 
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shifted to lower binding energies characteristic of U4+. Ilton et al. (2004) found that the amount 
of adsorption, and the amount of reduction, increased with the Fe content in the three micas 
studied. The amount of Na+ and K+ in solution also influenced the amount of U6+ adsorbed; and 
the amount of U4+ produced was dependent on the nature of the surface, with U4+ detected only 
on edges and rough basal surfaces of the micas. A mechanism involving oxidation of the Fe2+ 
in the micas was proposed, with the U6+ being reduced to U4+ by two Fe2+ which are oxidized 
to Fe3+. The U 4f7/2 linewidths (~2eV) collected by Ilton et al. (2004) were substantially broader 
than those reported by Schindler et al. (2009a,b) using the Kratos instrument. Comparison of 
the spectra collected with the two instruments demonstrates the great advantage of using good 
charge compensation systems for surface studies of insulators. 

Ilton et al. (2000, 2004) did not report the Fe 2p spectra from the micas which would have 
provided additional evidence that Fe2+ was the oxidant. Fe 2p spectra are complicated, and 
even with good charge compensation the spectra are difficult to interpret. Nevertheless, and as 
noted by Hochella (1988), it is possible to distinguish the two Fe oxidation states by the Fe 2p3/2 
chemical shift, where the ferric iron is located at higher BE than ferrous iron. XPS studies of 
the Fe 2p3/2 lines on Fe compounds using the Kratos higher resolution (Grosvenor et al. 2004) 
clearly differentiate between the Fe2+ and Fe3+ spectra. In a similar type of study, Chakraborty 
et al. (2011) used XPS and XANES (X-ray Absorption Near Edge Structure) spectroscopy 
to monitor the adsorption of aqueous As on biotite surfaces. The high resolution As 3d XPS 
spectra showed that As 5+ was not reduced on the biotite after 30 days, confirming their XANES 
and thermodynamic results.

Many experimental and theoretical studies (Gupta and Sen 1974, 1975; Carlson 1975; 
Biesinger et al. 2004; Grosvenor et al. 2004) have shown that the 2p spectra of transition metals 
such as Cr3+, Mn4+ (3d3 configurations), and Fe3+ (3d5 configuration), are split into a number of 
lines due to the electrostatic interaction of the 2p5 hole state with the 3d3 or 3d5 valence states. 
This “multiplet splitting” is normally not resolved (e.g., the Cr study by Ilton et al. 2000). With 
the higher resolution obtained with the Kratos instrument, some of the four major multiplet 
peaks in the Cr 2p3/2 spectrum of pure solid CrCl3 have been resolved with individual linewidths 
of less than 1 eV, although the overall Cr 2p3/2 linewidth is still greater than 2 eV (Biesinger et 
al. 2004). 

To our knowledge there are no studies of silicates where both oxidant and reductant have 
been monitored at silicate surfaces. This section consequently finishes with an example where 
the oxidation states of both the reductant and oxidant, and intermediate reaction products, 
were identified on an oxide mineral surface. Nesbitt et al. (1998b) conducted a study where 
adsorption and oxidation of H3AsO3 onto birnessite (MnO2) surfaces were documented. The 
net reaction is:

 MnO2 + H3AsO3 + 2H+ = Mn2+ + H3AsO4 + H2O (13)

The initial, unreacted MnO2 spectrum indicated about 70% Mn(IV), about 25% Mn(III) and 
about 5% Mn(II). After 90 minutes reaction time, Mn(IV) had decreased to 30%, Mn(III) was 
67% and Mn(II) was about 3%, indicating that Mn(IV) had been reduced to Mn(III). Some 
AsO3

3−(surf) had been oxidized to AsO4
3−(surf), and both were observed on the surface at near-

equal amounts; the oxidant (Mn4+) and reductant (AsO3
3−) were observed on the same surface, 

as were their reaction products.

The large amount of Mn(III) can only be derived from Mn(IV) as shown in the reaction:

 2MnO2 + H3AsO3 + H2O = 2MnOOH + H3AsO4 (14)

Mn(III) production requires only one electron to be transferred to the Mn4+ in MnO2, even 
though two electrons must be extracted from As3+ to produce As5+. Monitoring the Mn 2p 
XPS spectrum it was observed that Mn(III) accumulated in the near-surface of birnessite with 
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its largest amount being observed at 90 minutes reaction time. Along with accumulation of 
Mn(III), OH− accumulated at the surface (as apparent in the O 1s spectrum), suggesting that an 
intermediate reaction product was MnOOH. After 90 minutes, Mn(III) decreased in abundance 
(Nesbitt et al. 1998b), suggesting that the surface Mn3+ of MnOOH undergoes reductive 
dissolution in the following reaction:

 2MnOOH + H3AsO3 + 4H+ = 2Mn2+ + H3AsO4 + 3H2O (15)

The sum of Reactions (14) and (15) divided by 2 yields Reaction (13).

These types of study could be conducted at much greater surface sensitivity if the Kratos 
charge compensation system were incorporated into the end station of a synchrotron beam line 
where photon energies could be optimized for maximum surface sensitivity. With selection 
of appropriate photon energies, exceptional surface sensitivity can be obtained (Nesbitt et al. 
2000), and with an appropriate charge compensation system, the surface and bulk peaks would 
be the narrowest possible. This is particularly important for studies of 3d metals with complex 
metal 2p spectra.

Leaching of silicates

There are a large number of XPS studies of leaching of silicates (for reviews, see Hochella 
1988; Oelkers 2001; Zakaznova-Herzog et al. 2008) where changes to core level XPS intensities 
are monitored to document the change in elemental compositions at the leached surface of the 
solid. The older instrumentation used in most of these studies did not allow collection of high 
resolution narrow scans of leached silicate surfaces; but recent advances in XPS technology, 
particularly with respect to charge compensation, allow detailed chemical state information to 
be collected for the leached layer from both O 1s and valence band spectra (e.g., Zakaznova-
Herzog et al. 2008).

There is agreement among most XPS studies that cations such as Mg2+ and Ca2+ of leached 
olivines and pyroxenes are depleted in the surface layer. The general consensus is that the 
exchange of Mg2+ (and Ca2+) for 2H+ is the initial leaching step and that exchange extends to a 
depth of about 20Γ (e.g., Rosso and Rimstidt 2000; Schott et al. 1981; Schott and Berner 1985; 
Oelkers and Schott 2001; Zakaznova-Herzog et al. 2008). Few studies, however, have presented 
high resolution, narrow scans of O 1s, Si 2p or other photolines.

The study of Zakaznova-Herzog et al. (2008) is an exception, and this study illustrates the 
importance of the high resolution achievable with the Kratos instrument. They collected XPS 
spectra of olivine and pyroxenes for pristine surfaces (Figs. 9, 10, 13) and for surfaces leached 
in pH 2 solutions (e.g., Fig. 24) and the following discussion emphasizes the level of detail that 
now can be obtained for pristine and leached silicates. The initial reaction is exchange of Mg2+ 
for 2H+ at the olivine surface:

 2H+
(aq) + Mg2SiO4 → Mg2+

(aq) + H2Mg(M1)SiO4(surf) (16) 

where the Mg2+ of the M2 site is exchanged with the 2H+ which is bonded to oxygen to produce 
two OH groups bonded to Si; that is an Si-NBO moiety → Si-OH moiety and the surface 
complex is denoted as H2Mg(M1)SiO4(surf).

Evidence for the surface complex, H2Mg(M1)SiO4(surf), is obtained from both the O 1s core 
level and the valence level XPS spectra of olivine. We present the valence band (VB) spectra 
first because it provides unique information. The details of the valence band interpretations are 
given in the next section of this review. The VB band spectra for pristine and leached olivine 
are similar (Fig. 24) with the exception of a weak signal at about 13.5 eV BE in the VB spectra 
of leached olivine. Collection of many spectra at different leach times has verified the presence 
of this 13.5 eV peak (Zakaznova-Herzog 2008, their Fig. 9). Density functional calculations 
were performed to simulate the spectrum for the H2Mg(M1)SiO4 surface complex, and the 



High Resolution XPS of Silicate Minerals & Glasses 315

Figure 24. XPS valence band spectra of pristine and leached olivine (dots), and valence bands calculated us-
ing density functional theory (DFT). A) XPS valence band spectrum of pristine olivine (dots), and a Shirley 
background for the data. The solid curve is the forsterite (Mg2SiO4) valence band calculated using DFT. The 
experimental data displays two peaks at about 1.5 and 3.0 eV. These are the Fe 3d eg and t2g contributions. 
These Fe orbitals are not included in the DFT calculation (Nesbitt et al. 2011). B) XPS valence band of ol-
ivine leached in pH = 2 solution for 27 hours (dots). Top curve is the calculated valence band for the species 
H2Mg[M1]SiO4 and the bottom curve is the simulated valence band of forsterite where 15% of the signal is 
that of the surface complex (i.e., top curve of Fig. 23B) and 85% is that of pristine forsterite (i.e., solid curve 
of Fig. 23A). An original diagram with all data, the conditions for the experiments and details of the DFT 
calculations are from Zakaznova-Herzog et al. (2008).
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calculations verify the existence of a peak at ~ 13 eV BE (Zakaznova-Herzog 2008, their 
Figs. 11A and B). The simulated spectra are obtained by convoluting the calculated Density 
of States (DOS) with the theoretical XPS cross sections as discussed in the next section. The 
calculations reveal an intense, narrow peak of Si 3s character DOS at 12.9 eV for the H2Mg(M1)
SiO4 surface complex. The predicted 12.9 eV peak is in reasonable agreement with the observed 
13.5 eV. The result provides reasonable evidence for the presence of the surface complex, hence 
for initial exchange of 2H+ with Mg2+ in the M2 site of olivine.

The intensity of the surface complex peak at 13.5 eV is very weak and an explanation 
is warranted. If the simulated VB spectrum for H2Mg(M1)SiO4(surf) is considered to be one 
monolayer thick, it should contribute about 15% of the intensity of the overall spectrum, 
with 85% coming from unaltered (pristine) underlayers of olivine. The resulting simulation 
has a peak at ~13 eV with similar intensity to the 13.5 eV peak in experimental spectrum 
(Zakaznova-Herzog et al. 2008, their Figs. 11A and B, Fig. 24B,bottom). The experimental 
data and calculations are in close agreement, thus providing confidence that the H2Mg(M1)
SiO4(surf) surface complex is developed on olivine leached surfaces, and strongly supports the 
conclusions of previous studies that H-Mg exchange takes place in the near surface region of 
olivine and pyroxenes. 

There are also changes in core level photopeaks associated with leaching. The O 1s 
spectrum of leached olivine (Zakaznova-Herzog et al. 2008) shows an increase in intensity of 
the 532 eV BE peak shown in Figure 10B, due to OH in Equation (13). The pristine diopside 
O 1s spectrum displays a strong spectral minimum at about 531.9 eV (Fig. 25A). The same 
diopside leached for 3 days (Fig. 25B) shows no such minimum, and the XPS signal has gained 
appreciable intensity in the region of 532 eV. The intensity is due to OH− accumulation in the 
near-surface (solid peak in Fig. 25B) according the following reaction scheme (Zakaznova-
Herzog et al. 2008). Diopside leaching begins at the mineral solution interface with exchange 
of 2H+ for Ca2+ of the M2 site:

 CaMgSi2O6 + 2H+ → Ca2+ + H2Mg(M1)Si2O6(surf)  (17)

where the two H atoms of H2Mg(M1)Si2O6(surf) are attached to O atoms to produce OH− groups, 
This electrophilic exchange reaction is followed by a second, slower electrophilic reaction, 
where the H2Mg(M1)SiO4(surf) is attacked by two additional H+:

 H2Mg(M1)SiO4(surf) +2H+ → Mg2+ + H4SiO4(surf) (18)

After this reaction, all Mg-O-Si bonds at the surface have been ruptured and Mg2+ has been 
released to solution. The two electrophilic reactions are followed by a nucleophilic attack 
of H2O (or H3O+) on bridging oxygen atoms (Si-O-Si moiety in the near-surface) resulting 
ultimately in the release of H4SiO4(aq) to solution. Once steady state is achieved (all reactions 
proceed at the same rate), congruent dissolution then ensues as is seen in most leaching studies 
(e.g., Pokrovsky and Schott 2000a,b).

The leached diopside spectrum in Figure 25B shows a substantial gain in intensity at about 
532 eV (due to OH−) which “fills in” the valley in the pristine spectrum (Fig. 24A). The best 
fit to the pristine diopside O 1s spectrum (Fig. 25A) is superimposed on that of the leached 
spectrum (dotted lines, Fig. 25B), thus emphasizing the gain in intensity due to the OH− signal 
(in bold, Fig. 25B). Also apparent is a slight broadening of linewidths for the leached sample. 
Whereas the three peaks fitted to the pristine signal (Fig. 25A) have a FWHM up to 1.4 eV, a 
FWHM value of 1.5 to 1.6 eV is required to fit properly the leading and trailing edges of the 
leached sample. Nevertheless, the O 1s linewidths are remarkably similar for both pristine and 
leached samples. The intensity of the OH− peak in diopside (~ 14%) is about double that from 
olivine (Zakaznova-Herzog et al. 2008) as expected from Equations (13) for olivine and (14) 
and (15) for diopside. 
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VALENCE LEVEL BULK APPLICATIONS

Nature of the contributions to the valence band

Crystalline minerals. As shown in Figure 1, the orbital contributions to the VB (e.g., O 2s, 
Si 3p, O 2p, Si 3p orbitals) are weak compared with the O 1s, Si 2s, Si 2p core level contribu-
tions. The large intensity differences are due to the large cross sections of the core level orbitals 
(Fig. 2A, O 1s, Si 2s, Si 2p) compared with the much smaller cross sections for the valence 
level orbitals (Fig. 2B, O 2s, Si 3p, O 2p, Si 3p orbitals). For example, the O 2p cross section 
at 1486 eV excitation energy is 200 times less than the O 1s cross section [2×10−4 Megabarns 
(MB) compared to the 4×10−2 MB (Yeh and Lindau 1985)]. Because of the low intensities, long 
counting times (hours) are required to obtain good valence spectra, and any charging or surface 
decomposition can severely degrade the quality of the spectra. As noted earlier, the only good, 
high resolution, valence spectra of a crystalline natural silicate mineral that had been recorded 
with X-rays are the spectra of crystalline and amorphous SiO2 (Fischer et al. 1977; Di Pom-
ponio et al. 1995). 

The small photon cross sections of the valence orbitals make it difficult to collect good 
quality VB spectra for non-conductor silicates. Of greatest concern is surface charging and 
charge shifting of peaks during collection of the spectra. These spectra can be, however, 
collected using the Kratos Ultra Axis instrument; and VB spectra have been collected with this 
instrument for quartz, olivines and pyroxenes (Zakaznova et al. 2005, 2006). The second goal 
was to determine the sensitivity of these spectra to different tetrahedral linkages in silicates 
(e.g., SiO4

4− units in olivines, Si2O6
4− units in pyroxenes, and polymeric (SiO2)n in quartz). With 

collection of high resolution VB spectra, the third objective was to test the quality of theoretical 
calculations by comparing the calculated spectra to the experimental high resolution spectra. 
Until about 2005, such calculations had been reported for VB partial density of states (PDS) for 
only crystalline SiO2 (e.g., Laughlin et al. 1979; Li and Ching 1985; Di Pomponio et al. 1995), 
and a few synthetic Na and Li silicate structures (Ching et al. 1983, 1985). 

A

528530532534536

Binding Energy (eV)

C
o
u

n
ts

/s
e

c
BO 1s of pristine diopside

M2(NBO)

M1(NBO)

BO

528530532534536

Binding Energy (eV)

O 1s of leached diopside
with OH- peak

M2(NBO)

M1(NBO)BO

OH-

NBO+BO peaks

Fig. 25Figure 25. XPS O 1s spectra of pristine diopside and diopside leached for 3 days in pH 2 solution. A) The 
O 1s spectrum of pristine diopside is fitted with three peaks of equal area (solid curves). B) The dots are the 
O 1s spectrum of leached diopside and the dotted curves represent the three-peak fit to the prisitine diopside 
(of Fig. 24A). The solid curve represents the O 1s contribution of OH− and constitutes 15% of the total O 
1s signal. It accounts for the difference between the pristine and leached spectra of diopside. An original 
diagram with all data are taken from files used by Zakaznova-Herzog et al. (2008). Our fits to the two spectra 
are shown and are slightly broader than those of Zakaznova-Herzog et al. (2008).
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The VB spectra of quartz (SiO2), olivine [Mg0.87Fe0.17]2SiO4, diopsidic clinopyroxene 
[Ca(Mg0.8Fe 0.2)Si2O6], and bronzite [Mg0.8,Fe0.2]2Si2O6] are shown in Figure 26 (Zakaznova-
Herzog et al. 2005, 2006). The binding energy of the VB of each mineral is located between ~15 
eV to ~1eV. The O 2s peaks are not shown but are located between 20 eV and 25 eV BE. The 
resolution and counting statistics are sufficiently good to reveal narrow peaks (e.g., peak 5 in the 
olivine spectrum). Indeed, peak 5 in the olivine spectrum has a width of about 1.2 eV which is 
comparable to the Si 2p and O 1s linewidths of olivine, indicating that there has been little or no 
differential charging or charge shifting during the several hours of VB spectral accumulation. 
The highest energy contribution to the olivine valence band is at about 11 eV BE (Fig. 26, peak 
5), and it shifts systematically to higher BE from olivine to the pyroxenes and to quartz, which 
reflects SiO2 connectivity from separate tetrahedra (olivine) to chains of tetrahedra (pyroxenes) 
and to the 3D network of quartz. The Fe 3d band, and particularly the Fe 3d t2g orbitals, 
populate the top of the olivine and pyroxene valence bands (peaks 1 and 2) and are the highest 
occupied molecular orbital. As such, this band is the most energetic and most susceptible to 
reaction with reagents, whether oxidant or acid. Also, Mg-end members of olivine (forsterite), 
orthopyroxene (enstatite) and clinopyroxene (diopside) contain no Fe; hence the Fe 3d peaks 
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Figure 26. Valence band spectra of olivine, bronzite (orthoproxene), diopside (clinopyroxene) and quartz. 
The peaks of the four minerals are numbered 1 to 5 and correspond to the five peaks of Zakaznova-Herzog 
et al. (2005). The Molecular Orbitals (MOs) of SiF4 are shown and as noted by Zakaznova-Herzog et al. 
(2005) are similar to the olivine peaks in the valence band if the Fe 3d peaks are ignored. The valence band 
structures of SiF4 gas and of the SiO4 units of olivine are similar. An original diagram with data taken from 
Zakaznova-Herzog et al. (2005, 2006, 2008), with modifications.
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of Figure 26 (olivine, peaks 1, 2) would be absent. The top of their valence bands therefore will 
be determined by peak 3, which are predominantly O 2p non-bonding orbital contributions 
(Zakaznova-Herzog et al. 2005, 2006). The entire VB band spectrum of forsterite consequently 
spans less than 6 eV, whereas the quartz spectrum (peaks 1 to 5) spans more than 8 eV. 

 Peaks 1-5 in quartz and 3-5 in olivine can be broadly understood as due to molecular 
orbitals for a tetrahedral SiO4 unit; and these peaks are qualitatively similar to the spectra for 
analogous tetrahedral Si(OCH3)4 and SiF4 gas phase molecules (Yates et al. 1985; Sutherland 
et al. 1993). Thus, the shifted SiF4 gas phase molecular orbital energies from the VB spectrum 
in Figure 26 shows the same relative energies and range of energies as the olivine spectrum. 
The low BE peaks in both spectra can be associated with the non-bonding O 2p 1e, 5t2, and 
1t1 orbitals. The higher energy peaks (3, 4 in quartz, and 4, 5 in olivine) can be associated with 
the 5a1 and 4t2 bonding orbitals resulting from O 2p-Si 3p mixing. Fischer et al. (1977) and 
Di Pomponio et al. (1995) assigned peak 5 of quartz as a K 3p line from a K impurity, but the 
assignment cannot be correct because our sample contains no detectable K; consequently, the 
simple MO treatment cannot account for peak 5 in the quartz spectrum. The two weak, low 
energy lines in the olivine spectrum are due to the crystal field split Fe 3d orbitals- the eg and t2g 
levels (Zakaznova-Herzog et al. 2005).

Theoretical calculations have reproduced qualitatively the VB band spectra of crystalline 
SiO2, and several Li, Na silicates (Ching et al. 1983, 1985; Di Pomponio et al. 1995). No 
detailed comparison, however, of theory and experiment was made for two major reasons: 
first, the density of states were not converted to photoemission intensities (see below); and 
second, the spectral quality was not as good with the older XPS instruments and charge 
neutralization systems. The theoretical and experimental valence band spectra for olivine are 
given in Figure  24A. The partial density of states (PDS) were calculated using the known 
crystal structures (Deer et al. 2004) within the pseudopotential density functional theory (DFT) 
using the program SIESTA (Zakaznova-Herzog et al. 2005). As Zakaznova-Herzog et al. (2005) 
demonstrate, the majority of the PDS in the outer valence region arises from the O 2p electrons, 
with very substantial contributions from the Si 3p electrons and smaller contribution from Si 3s. 
The Mg 3s and 3p valence electrons have cross sections that are much smaller than either the O 
or Si valence electrons (Zakaznova-Herzog et al. 2005), and make no significant contribution 
to the VB spectra of olivines or any other silicate. This is also true of all alkali or alkaline earth 
elements in silicates. To convert these PDSs to a photoelectron spectrum, the Gelius model 
(Gelius 1974) is employed, which has been used very successfully for gas phase molecules 
(Bancroft and Hu 1999). The photoionization cross section for a MO is determined by the 
atomic orbital components of that MO multiplied by the appropriate atomic cross sections. 
Mathematically, the intensity of the jth MO (Ij

MO) is proportional to:

MO AO
A A (19)jI P λ λ∝ σ∑

where PAΓ is the probability of finding an electron in the jth MO belonging to the atomic AΓ 
orbital and σAΓAO are the atomic cross sections for all orbitals Γ of atoms A in an MO (Fig. 2). 
These probabilities are given from the population analysis from an MO calculation. For these 
solids, the PSD values have been used instead of the PAΓ for molecules. Thus, each PSD is 
multiplied by the atomic cross sections, and summed at a given energy. 

The comparison of experimental valence band spectra with calculation has been made 
by Zakaznova-Herzog et al. (2005, 2006), and after aligning peak 5 in the experimental and 
calculated spectrum, there is generally good agreement—thus the Gelius treatment works very 
well for solids as well as molecules. As an example of the agreement, the experimental valence 
spectrum for Mg-rich olivine and the calculated valence spectrum for forsterite (Mg2SiO4) are 
illustrated in Figure  24A. If the Fe 3d peaks are ignored there is excellent agreement with 
experiment. DFT calculations were also performed on an olivine containing Fe, and although 
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all the relative intensities are in good agreement, the Fe 3d peaks 1 and 2 are situated at greater 
binding energy relative to peaks 3-5 than observed experimentally.

The same type of DFT calculations were performed for idealized diopside and bronzite 
of compositions CaMgSi2O6 and Mg2Si2O6, respectively and comparison with experimental 
results are reasonable (Zakaznova-Herzog et al. 2006). The calculations reproduce all the major 
features including the relative energies and intensities, the implication being that the different 
cations and small structural differences make relatively little difference to these spectra. Because 
Ca and Mg orbital contributions are minimal in the pyroxenes, and major contributions to their 
valences bands are dominantly O 2p with smaller contributions of Si 3p character, the Si2O6

4− 
unit determines in large part the pyroxene spectral properties. Nevertheless, subtle differences 
between the spectra are reproduced by the calculations. For example, peaks 3 and 4 are shifted 
to slightly higher energy in bronzite than in diopside (Fig. 26); and there is a larger splitting 
between peaks 3 and 4 in bronzite than in diopside. Many more such valence band spectra of 
silicates need to be obtained and calculated; and as discussed in the last section of this review, 
these spectra can be important aids in determining structural changes in silicates and modified 
silicate surfaces. 

Vitreous silica and alkali-silicate glasses. The VB spectra of vitreous SiO2 has been 
documented by many and some very early work provided spectra with good resolution (e.g., 
Stephenson and Binkowski 1976; Laughlin et al. 1979). They are as good as any published 
during the following 30 years. The VB spectrum illustrated in Figure 27 is, however, of greater 
resolution (collected in our laboratory, Nesbitt et al. 2014b). Figure 27A includes the entire 
valence band and the O 2s level, (spectrum standardized to the C 1s line at 285.0 eV). The high 
resolution results from two technical advances; the development of good charge compensation 
systems, and the development of more efficient analyzers. The first compensates for surface 
charging and the latter increases count rates dramatically. The latter advance is as important 
as the former advance because the photon cross sections of the orbitals contributing to valence 
bands generally are very small at 1487 eV photon energy (Fig.  2). The efficient analyzers 
consequently allow collection of high resolution VB spectra in a reasonable time and with good 
counting statistics.

 The O 2s state, centered at about 25.5 eV (Fig. 27B), is strongly asymmetric and in this 
respect much different from the O 1s core-level spectrum (Fig. 19A). Theoretical studies provide 
the explanation for the strong asymmetry in that they indicate numerous orbital contributions to 
the peak. MO calculations of Uchino et al. (1991) and de Jong and Brown (1980) indicate that 
the O 2s band consists mostly of non-bonding O 2s character which is nearly localized on the O 
atom but some Si 3s, Si 3p character is present. de Jong and Brown (1980) calculate 5 separate 
contributions to the O 2s band spanning a BE range of almost 4 eV, which is about the FWHM 
of the collected spectrum. Their calculations indicate that σ, π and non-bonding orbitals of 
mostly O 2p character contribute to and broaden the O 2s band. In addition, asymmetry on the 
O 2s peak may result from the breakdown of the one-electron approximation in Equation (1) 
(Langhoff et al. 1981), giving a number of overlapping peaks from states that are admixtures of 
single-hole and multi-hole states. The O 2s line cannot be considered a core-level line, yet the 
band is mostly localized. One peak fitted to conform to the leading edge of the O 2s band yields 
a FWHM of 2.26 eV, which is much broader than the O 1s core level peak of vitreous silica 
(Fig. 19A), indicating that the O 2s spectrum is more complex than the truly core-level O 1s 
line. Furthermore, and although the fitted peak is already broad, it an entirely inadequate fit to 
the entire O 2s band. At least one additional peak is needed to obtain a reasonable fit. Additional 
theoretical approaches are required to explain its asymmetry and breadth.

The valence band of vitreous silica extends from about 17 eV to 4 eV binding energy. The 
measured VB-Conduction Band (CB) energy gap is about 9 eV (DiStefano and Eastman 1971), 
and at least 4 eV of this gap is shown in Figure 27C. The bottom of the CB consequently is 
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at about +5 eV BE, assuming that the BE scale is accurately standardized. The valence band 
of vitreous silica is conveniently divided into the upper and lower valence band (Fig.  27C, 
UVB and LVB respectively) by a minimum located at about 10.5 eV. Numerous theoretical 
approaches, most of which are in agreement, interpret the UVB (5 to 10.5 eV) to represent 
mostly O 2p non-bonding orbital contributions; whereas the LVB is considered to be composed 
mostly O 2p (with hybridized Si sp3 states) bonding orbital contributions (Sarnthein et al. 1995; 
Tilocca and de Leeuw 2006).

The leading and trailing edges of both the UVB and the LVB have been fitted with a 
70% Gaussian- 30% Lorentzian peak shape, and the linewidths range between 1.20 and 1.55 
eV. The peak widths are as narrow as the vitreous silica Si 2p and O 1s core level line widths 
(Figs. 18A and 20A). The linewidths demonstrate that the upper and lower valence bands do 
not vary (or wander) appreciably in energy within the first Brillouin zone. These band widths 
may be controlled as much by final state vibrational and phonon broadening (as for the Si 2p 
and O 1s linewidths) as by band energy wandering within the Brillouin zone. The conclusion 

18 16 14 12 10 8 6 4
Binding Energy (eV)

C
o

u
n
ts

/s
e

c

LVB

UVB

35 30 25 20 15 10 5 0
Binding Energy (eV)

C
o

u
n

ts
/s

e
c

A
Vitreous Silica

32 30 28 26 24 22 20
Binding Energy (eV)

C
o

u
n
ts

/s
e

c

B

O 2s band (BO)

LVB
UVB

The O 2s band

FWHM = 2.26 eV

FWHM from 1.20 to 1.55 eV

18 16 14 12 10 8 6 4
Binding Energy (eV)

C
o

u
n
ts

/s
e

c

C
LVB

UVB

32 30 28 26 24 22 20
Binding Energy (eV)

B

O 2s band (BO)

LVB
UVB

The O 2s band

FWHM = 2.26 eV

FWHM from 1.20 to 1.55 eV

Fig. 27

Figure 27. Valence and O 2s levels of 
vitreous silica. A) The valence band 
of vitreous silica extends from about 
5 eV to 17 eV and the O 2s level ex-
tends from about 22 eV to 34 eV. The 
valence band is divided into the upper 
and lower valence bands (UVB, LVB) 
by the minimum at about 10.5 eV. 
B) The O 2s level with one peak fit-
ted to the low binding energy edge of 
the peak. The asymmetry of the peak 
requires more than one contribution 
to describe it. C) Each leading and 
trailing edge of the UVB and LVB is 
fitted with one peak. The best fits to 
these edges yields peaks with FWHM 
similar to core levels, indicating that 
band dispersion is limited in vitreous 
silica. Unpublished data are from this 
laboratory.
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is consistent with the theoretical treatment of 
the band structure for α-quartz (Laughlin et 
al. 1979). They calculated the band energies 
for quartz and the bands in the UVB varied by 
less than 2 eV across the first Brillouin zone. 
The quartz valence band is strikingly similar 
to the VB of vitreous silica in all respects 
(Stephenson and Binbkowski 1976) as apparent 
by comparing the VB of α-quartz in Figure 26 
with that of vitreous silica (Fig.  27A). Band 
dispersion within the UVB of both phases likely 
is similar and apparently less than 2 eV, implying 
that individual bands of the UVB are almost as 
narrow as core levels. The narrow valence band 
contributions open the possibility of using VB 
XPS spectra to determine which orbitals are 
quenched and which are formed when SiO2 
polymorphs and vitreous silica are engaged in 
reactions with other substances provided high 
resolution XPS spectra are collected. 

The valence band spectra for three Na-
silicate glasses spanning the compositional 
range 20% Na2O to 55% Na2O are illustrated 
in Figure 28 (Nesbitt et al. 2014b). The highest 
binding energy line is the Na 2s core level 
signal. It is present in the three spectra shown 
but is not considered part of the VB. The peak 
labeled the O 2s band is composite and consists 
of a BO peak and an NBO peak with the latter 
located at somewhat lower BE than the BO 
peak. The relative intensities of the BO and 
NBO component change systematically with 
Na2O content. A fit to the O 2s band of the 20% 
Na2O glass is shown (Fig. 28A). The high BE 
fitted peak (i.e., the BO peak) has a FWHM of 
3.04 eV and the lower BE fitted peak (NBO 
peak) has a linewidth of 1.67 eV. Both are much 
broader than observed for the O 1s spectrum 
(e.g., Fig.  20). As for vitreous silica, there are 
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Figure 28. Valence band, O 2s and Na 2s levels of Na-
silicate glasses illustrating the change in the BO:NBO 
with glass composition. A) The valence band of Na-
silicate glass containing 20% Na2O. The O 2s level has 
been fitted with two peaks (see text for comment). B) 
The valence, O 2s and Na 2s levels of Na-silicate glass 
containing 33% Na2O. C) The valence, O 2s and Na 
2s levels of Na-silicate glass containing 55% Na2O. 
All data are from this laboratory (Nesbitt et al. 2014b). 
These spectra will be accurately calibrated in the forth-
coming publication.
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apparently numerous MO contributions to the O 2s band of the Na-silicates, and these cannot be 
used to evaluate the proportions of BO and NBO in the glass without much more study. 

The valence band of the Na-silicates can be divided into upper and lower valence band, 
and are labeled UVB and LVB (respectively) in Figure 28. The valence band, O 2s and Na 2s 
bands shift systematically to lower BE with increased Na2O content, as for the core level lines 
in Figure 20. In addition, measurements of the areas of the UVB and LVB indicate that there 
is a progressive shift in peak intensity, from the UVB to the LVB with increased Na2O content. 
The details of these findings will be reported elsewhere (Nesbitt et al. 2014a). The shift in VB 
intensity is consistent with the recent Car-Parrinello molecular dynamics calculations of Na-
silicate glass containing 30% Na2O (Tilocca and de Leeuw 2006). They observed that the UVB 
is composed primarily of O 2p non-bonding contributions whereas the LVB consists primarily 
of orbitals of O 2p BO character (with some Si 3p character). The shift in intensity from LVB 
to UVB consequently is expected with increased Na2O content because a greater proportion of 
NBO atoms are expected. 

The VB structure of the glass containing 55% Na2O (Fig.  28C) is different from the 
glasses containing 20% and 33% Na2O. Three distinct peaks are developed but the nature of 
the contributions to these peaks is unknown. To our knowledge there are no DFT or molecular 
dynamics of sodic glasses containing very high Na2O contents. This may be a fruitful area of 
research, both from theoretical and experimental perspectives. At some composition, the Na-
silicate glass must change character from a silicate-based framework to an oxide (O2−) based 
framework. The 55% Na2O glass may represent the initiation of the transition.
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INTRODUCTION

Chemistry and physics of mineral surfaces and interfaces are pivotal in understanding 
the many processes occurring in the extremely diverse domains in which mineral matter is 
encountered, such as geochemistry of soils and aquifers (Morse and Arvidson 2002), interaction 
with microbial organisms (Brown et al. 1999), catalysis (Corma 1995) and nanotechnology 
(Fu and Wagner 2007). The study of mineral surfaces as archetypes of surfaces of insulators 
mostly started twenty years ago, which is rather recent with respect to the general evolution 
of surface science. The likely origin of such delay, surprising given the ubiquity of mineral 
matter, was the difficulty in operating methods dominated by electron probes to deal with 
insulating substrates and to the deterrent effect of the complex chemical composition of the 
encountered compounds. In the burgeoning development of the analysis of mineral surfaces, 
techniques of investigation which belong to the well-stocked toolkit available to surface science 
currently involve both versatile enough traditional methods and emerging techniques that have 
proved relevant. Photoelectron spectroscopy, synchrotron-based diffraction and absorption are 
cornerstones techniques for the analysis of all surfaces, including those of mineral compounds, 
as well as pure photon probes which are not affected by the insulating nature of substrates, 
such as infrared spectroscopy, Raman spectroscopy and X-ray diffraction.

In the 1990’s, a strong incentive for the development of analysis of mineral surfaces came 
from the emergence of atomic force microscopy (AFM) which had the potential ability to 
probe surfaces of insulators and which is a powerful tool for the study of surface topography 
and structure at sub-nanometer-scale resolution (Binnig et al. 1986). Extremely flexible, the 
technique can be used in any condition, either vacuum or gas or liquid phases, and on any 
substrate. The instrument itself is of small size, commercially available, friendly to use and can 
be operated at a very high scientific level at a reasonable cost. AFM is the appropriate near field 
microscopy for the study of surfaces of minerals since, while being mostly insulators, mineral 
substrates are currently found in wet environments and in contact with organic compounds or 
biologic matter.

AFM has become central in a number of issues regarding mineral matter: dissolution, 
precipitation and growth examined on surfaces of both single crystals and particles; hydration, 
acid- base behavior, electrostatic charging for surfaces in moisture or in aqueous solution; 
atomically resolved exploration of surface structures. After a general presentation of the 
experimental AFM methods, the objective of the present Chapter is to review the specific 
approaches that are used in each of these domains on the basis of examples.
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EXPERIMENTAL METHODS

Near-field microscopies were invented in the 1980s. The scanning tunneling microscopy 
(STM) is based on the current that tunnels from a conducting tip to a substrate (Binnig et al. 
1982, 1983). It can only be operated on conducting and semiconducting substrates. The atomic 
force microscopy (AFM), that was implemented a few years later (Binnig et al. 1986), allows 
measurements on any substrate, either conducting or insulating. AFM is performed by means 
of a tip mounted at the end of a small cantilever beam. Upon placing the tip in contact with 
or at the vicinity of the surface of a sample, the forces acting between tip and sample cause a 
deflection of the cantilever, detection of which gives rise to the imaging process.

In STM, the imaging signal is the tunneling current which takes place between the tip and 
surface. The tunneling current decreases exponentially with the tip-surface distance z (Hofer 
et al. 2003):

( ) 2 (1)I z k z∝ ϕ  
Here k is a constant and ϕ is the work function of the two surfaces. The optimal separation be-
tween tip and sample is commonly a fraction of interatomic distance. The current is extremely 
sensitive to the tip-surface distance so that it mostly relies on the atoms of the tip apex that are 
closest to the surface. The rest of the tip has little influence on the tunneling current. The rela-
tive simplicity of the active part of the tip-sample system and the easy detection of the typical 
tunneling currents (of the order of magnitude of 10−9 A) makes atomically resolved imaging 
rather common. The defined physical process involved in STM imaging (Tersoff and Hamann 
1985) explains the agreement found between observation and simulation (Hofer et al. 2003).

In contrast, in atomic force microscopy, the control parameter is the deflection of the lever 
which results from the complex set of forces exerted between tip and sample that involve the 
long-range attractive van der Waals forces and the short-range repulsive Pauli forces. Due to 
electromagnetic field fluctuations, van der Waals forces are universal. If the tip apex is repre-
sented by a sphere of radius R and the surface by a plane, the van der Waals force is given by:
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as a function of the tip-surface distance z (A is the Hamaker constant). In AFM, van der Waals 
forces arise from macroscopic parts of the tip-substrate ensemble. They are of the order of 10−9 
N which is more difficult to detect than typical STM tunneling current. This makes the imag-
ing process more uneasy than in STM (Giessibl 1994; Shluger et al. 1999; Hofer et al. 2003).

Other macroscopic forces are encountered in specific systems. Not found in general 
theories, they are rather simulated in dedicated models. They comprise image and electro-
static forces, magnetic forces (Garcia and Perez 2002; Hofer et al. 2003) and capillary forces 
(Weisenhorn et al. 1989; Garcia and Perez 2002). Image forces are typically observed when an 
ionic compound is facing an electrically conductive medium. Electrostatic forces arise from 
contact potential differences and charges accumulated in tip and substrate. Charges may re-
sult from crystal cleavage, tip-sample contact upon scanning, interface with a solution and, 
if in vacuum, ion bombardment during sample and tip preparation. The attractive capillary 
forces are an important issue for studies in the ambient conditions. When surface and tip are 
hydrophilic, a meniscus is formed when the tip approaches the substrate in moisture. Capil-
lary forces can profoundly affect measurements (Garcia and Perez 2002; Butt et al. 2005). 
Similar effects occur when tip and surface are covered with pollutants (Weisenhorn et al. 1989; 
Giessibl and Binnig 1992).

At the surface of ionic solids, the main contrast between anionic sites and cationic sites 
arises from the interaction of the tip with the alternating electrostatic potential and with the 
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surface polarization induced by the electric field of the tip (Livshits et al. 1999). By exploring 
contrast imaging for an MgO tip model over NaCl, LiF and MgO surfaces, it has been predicted 
that the best contrast that can be achieved in noncontact AFM stems from chemical forces at 
tip-surface distances of 0.4-0.6 nm which are similar to optimum distances in STM (Livshits et 
al. 1999). Small with respect to the above macroscopic forces, chemical forces can distinguish 
atomic identities and can lead to chemical contrast in images (Shluger et al. 1999; Garcia 
and Perez 2002; Giesssibl 2003; Hofer et al. 2003; Barth et al. 2011). Fingerprints of the 
surface chemical contrast being short- range forces, force gradients appear to be better probes 
of surface structures than forces, which have prompted the use of noncontact AFM to study 
surface structure at atomic level (Giessibl 1994, 1995).

AFM set-ups

In AFM, the imaging process is based on the detection of the parameters characterizing 
the deflection of the cantilever that occurs when the tip is approaching the sample. A schematic 
representation of AFM is given in Figure 1. The sample is mounted on a piezoelectric tube that 
allows displacements (i) in the z direction to control the tip-sample distance interaction and 
(ii) in the x and y in-plane directions for imaging. The feedback loop that drives the relative 
vertical position of the tip with respect to the surface (z direction) is found in all AFM modes. 
The control of phase and amplitude of the vibrating tip is needed to operate AFM in tapping 
mode and noncontact mode (see below). Tips are commonly made of silicon or silicon nitride. 
The radius of the tip apex is typically a few tens of nanometers. Different techniques have 
been used to detect the deflection of the lever, including scanning tunneling microscopy and 
capacitive measurements. Popular methods are to date optical beam detection which is based 
on the reflection of a laser beam on the lever (Meyer and Amer 1988, 1990) and self-sensing 
piezoresistive or piezoelectric levers (Giessibl et al. 2011). Atomic force microscopy is an 
extremely flexible method. By means of specific set-ups, it can be used in air, water and ultra-
high vacuum (UHV). First operated in the so-called contact mode as the tip is bought into 
intimate contact with the surface, AFM was soon after its invention run in dynamic modes 
(Martin et al. 1987; Albrecht et al. 1991) in which surfaces are probed by vibrating tips, either 
in intermittent contact with the substrate or in noncontact mode.

Figure 1. Schematic representation of an AFM device. The sample is mounted on a piezoelectric tube that 
allows displacements (i) in the z direction to control the tip-sample distance interaction and (ii) in the x and 
y in-plane directions for imaging. The deflection of the cantilever is detected by the optical beam deflection 
method (Meyer and Amer 1988, 1990). The relative vertical position of the tip is controlled by a z-feedback 
loop. The control of phase and amplitude of the oscillating cantilever is needed to operate AFM in tapping 
mode and noncontact mode.
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Contact mode. In the so-called contact mode, the tip is in hard contact with the surface. 
The instrument can be operated in two ways (Maurice 1996). In constant force mode, the 
deflection of the lever is kept constant during sample rastering by adjusting the height of the 
sample via the z-feedback circuit. Tip-surface interactions can be dominated either by attractive 
van der Waals forces or by repulsive forces. Alternatively, in constant height mode, the tip is 
brought into contact with the surface and the deflection of the lever upon scanning reflects the 
short-range repulsive forces acting on the tip. The z-piezo is used to keep the tip and surface in 
contact. This mode allows fast scans. It is best adapted to rather flat surfaces of hard substrates 
in the absence of capillary forces. Indeed, soft substrates are susceptible to tip-induced scratch 
and both tip and surface may be damaged under scanning high relief if the z-piezo fails to 
compensate for changes in height. In contact mode, dimensional measurements are perturbed 
by various tip–sample interactions whose effects can be minimized by appropriate choices of 
tip and cantilever (Yacoot and Koenders 2008).

Scanning macroscopic crystals (Giessibl and Binnig 1992; Maurice 1996; Pachon-
Rodriguez et al. 2011) or nanoparticles (Bickmore et al. 2001; Kuwahara 2006) by a tip in 
contact mode may damage surfaces. AFM in contact mode is mostly operated in the repulsive 
regime where repulsive short-range forces balance the van der Waals attraction. The force 
exerted by the tip on the substrate involves a contribution parallel to the surface which 
corresponds to frictional forces. Together with adhesive forces they may erode the surface 
parallel to the scan direction (Maurice 1996) and strongly modify dissolution rates (Kuwahara 
2006) and step velocity (Pachon-Rodriguez et al. 2011). In microtopography studies, 
interaction forces can be minimized (Dove and Platt 1996) by an appropriate implementation 
of the microscope (Dove and Platt 1996; Maurice 1996) and, more specifically, by adjusting the 
set-point to minimize the force applied to the substrate (Shiraki et al. 2000; Larsen et al. 2010). 
For dissolution and growth experiments, tips are commonly operated with forces ~ 10 nN  
(Hillner et al. 1992a; Xu et al. 2010).

It has been predicted that a monoatomic tip penetrates into a graphite substrate when the 
force exerted exceeds ~ 10 nN and breaks atomic bonds beyond 50 nN (Abraham and Batra 
1989). Nevertheless, any limit may be questioned. Tip-induced erosion has been observed when 
scanning with tip loads < 10 nN (Nakahara et al. 1995; Pachon-Rodriguez et al. 2011) and 
even in attractive mode (Nakahara et al. 1995). KBr(100) surfaces were imaged with atomic 
resolution in the attractive regime with a loading force of ~ 1 nN whereas higher values were 
shown to lead to surface damage and contamination of the cantilever with sample material 
(Giessibl and Binnig 1992). The higher limit of the loading force was even estimated to less 
than 10−10 N (Ohnesorge and Binnig 1993) from experimental observations of calcite surfaces 
in water. These values are to be compared to the limit of 10−9 N predicted for a tip apex made 
of a unique atom (Abraham et al. 1988) and can be inferred by dividing the binding energy per 
bond by the bonding length (Giessibl 1994). A way to control that the contact of the tip does 
not affect the morphology of the sample surface in given conditions, is to check whether the 
observed phenomenon is robust with respect to tests that involve operation of the tip at a higher 
frequency or a higher load than those currently used, scans in different directions, analysis of 
unfiltered images, change of tips and substrates (Maurice 1996; Shiraki et al. 2000). 

AM-AFM and FM-AFM. In the dynamic operation mode of AFM, or noncontact AFM, 
the cantilever is oscillated at or near its resonance frequency to map the force gradient between 
the tip and surface when scanning over the surface. The occurrence of force gradients result 
in changes in phase and amplitude of the lever oscillations which are controlled by mounting 
the lever on an actuator (Fig. 1). Detection is based on either the Amplitude Modulation (AM) 
technique (Martin et al. 1987), or the Frequency Modulation (FM) technique (Albrecht et 
al. 1991) or phase variation (Loppacher et al. 1999). Amplitude, frequency and phase can 
be alternatively used as feedback parameters to map out the scanned surface. Force gradient 
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measurements are much more sensitive to change in tip-surface interaction than direct forces 
measurements. In particular, noncontact AFM can achieve atomic resolution via the detection 
of the chemical forces in vacuum (Giessibl 1995; Reichling and Barth 1999; Garcia and Perez 
2002; Hofer et al. 2003; Lauritsen and Reichling 2010; Barth et al. 2011) and in gas or liquids 
(Fukuma et al. 2005a,b,c; Rode et al. 2009).

AM-AFM and FM-AFM can be compared on the basis of their response to a change in the 
tip- sample interaction (Albrecht et al. 1991). In AM-AFM mode, the cantilever is operated at 
a constant frequency near resonance and the feedback parameter is the oscillation amplitude. 
The occurrence of a force gradient between the tip and sample modifies the compliance of the 
lever which gives rise to a shift in the amplitude of the lever vibration. A change in amplitude 
results in a new steady-state and two transient components, a transient decay and a beat term, 
which involve time constants ~Q/ω0 indicative of the time needed by the lever to reach its new 
stationary amplitude. The tip is oscillated with small amplitude of ~1 nm and the cantilever 
stiffness is decreased to improve the sensitivity (Martin et al. 1987). In AM-AFM, high (low) 
Q values lead to slow (fast) responses, which makes the technique suitable for analysis in 
air and in liquids but prevents its use in vacuum conditions in which Q values are quite high 
(Albrecht et al. 1991).

The frequency modulation AFM (FM-AFM) will be labeled herein noncontact AFM (nc-
AFM) since it is often referred to in this way (Hofer et al. 2003; Lauritsen and Reichling 
2010; Barth et al. 2011). Change in the force gradient changes the oscillator frequency that is 
detected within a single oscillation cycle on a time scale of τFΜ ≈ 1/ω0. Therefore, the method 
allows improvement of the sensitivity through increased Q values (Albrecht et al. 1991). 
In nc-AFM mode, the cantilever is excited at its resonance frequency (~ 50-300 kHz) at a 
constant oscillation amplitude of ~10-40 nm in vacuum and less than 1 nm in water (Fukuma 
et al. 2005a,b,c; Rode et al. 2009). In the vicinity of the surface, the force gradient causes 
a shift ∆f—detuning—in the cantilever resonance frequency f. When scanning the surface 
in the so-called constant detuning mode, variations in detuning ∆f due to change in force 
gradient are used to generate a feedback signal that keeps the detuning constant, which results 
in a topographic image of the surface (Reichling and Barth 1999; Enevoldsen et al. 2008; 
Ostendorf et al. 2008). Alternatively, changes in detuning ∆f can be directly recorded while 
compensating for variations in tip-surface distance (Barth et al. 2001; Foster et al. 2001; Rode 
et al. 2009; Schütte et al. 2010), which may be viewed as an approximation to the constant 
height mode (Barth et al. 2001). The z regulation can even be switched off (Rahe et al. 2008). 
A detailed diagram of the nc-AFM set-up and detailed explanation on the amplitude and phase 
controllers can be found in Couturier et al. (2005).

The parameters which characterize nc-AFM devices are commonly determined by trial and 
error on the basis of commercially available products. Attempts to optimize those parameters 
suggest that, although existing systems are correctly operated, stiffer cantilevers would allow 
(i) a strong reduction of the oscillation amplitude and, in turn, an increased sensitivity to the 
surface potentials responsible for chemical contrast and (ii) a decrease in thermal noise and 
detector noise that are both inversely proportional to the oscillation amplitude (Giessibl 1997; 
Giessibl et al. 2000; Garcia and Perez 2002). Suggested sensors are tuning forks (Giessibl 
et al. 2004, 2011). Other current challenging issues are the achievement of high-effective 
Q-factors (Lübbe et al. 2010) and the improvement of the signal to noise ratio. In this respect, 
it has been proposed to mount a laser diode outside the vacuum chamber and to connect it to 
the AFM set-up by an optical fiber (Torbrügge et al. 2008).

Tapping Mode AFM (TM-AFM). AM-AFM and FM-AFM were initially both operated 
without contact with the substrate. The successful development of an AM mode in which 
the tip probes the surface in the repulsive regime at the lower turning point of each periodic 
excursion led to the so-called “tapping-mode” (TM-AFM) (Zhong et al. 1993) also referred 
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to as “intermittent contact AFM”. In contrast with AM-AFM which was operated with small 
oscillation amplitude of the lever (Martin et al. 1987), tapping mode is run by oscillating the 
tip with oscillation amplitudes that are typically from 20 to 100 nm to eliminate capture by the 
surface fluid layer. Stiff cantilevers with spring constants of 20 to 50 nN and high Q factors 
up to ~ 1000 are used to overcome the tip-surface sticking (Zhong et al. 1993). Moreover, 
although contrast formation is due to repulsive forces, the operation mode minimizes the tip 
and sample degradation by reducing the contact and lateral forces and by shortening the time 
during which the tip is in contact with the sample. In Figure 2, AFM images recorded in 
contact mode of a silica surface covered with residual polymer coating are compared to TM-
AFM images of the same surface. Images recorded in tapping mode appear not only better 
resolved than contact mode images, but also more reliable (Zhong et al. 1993). The technique, 
which is intermediate between contact mode and noncontact mode, is easier to operate than 
noncontact mode. Imaging is based on the detection by the feedback system of the changes 
in oscillation amplitude caused by the intermittent contact of the tip with the sample surface. 
Used in air and in liquid, the tapping mode is often preferred to contact mode to avoid tip/
sample degradation (Zhong et al. 1993). The method is particularly relevant to clay mineral 
surface studies (Bickmore et al. 1999; Bosbach et al. 2000; Kuwahara 2006; Can et al. 2010).

Figure 2. AFM images of a silica optical fiber surface containing residual polymer coating, recorded in 
constant force mode and in tapping mode (Zhong et al. 1993). All images are presented as acquired, except 
for a global plane subtraction: (a) AFM image in constant force mode using a pyramidal Si3N4 tip: smeared 
out surface features are partly assigned to tip deterioration; (b) The enlarged scan area of (a) acquired im-
mediately after enlargement shows the “scan mark” corresponding the area scanned in (a); (c) AFM image 
in contact mode using an etched silicon tip: the resolution is improved but smearing features are still visible 
along the scan direction; (d) Topographic image of the same sample surface recorded using the tapping 
mode AFM: the image was reproducible and did not degrade after several scans. [Used by permission of 
Elsevier, from Zhong et al. (1993), Surf. Sci. Lett. 290, Fig. 1, p. L691.]
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Experimental conditions

As commonly observed in surface studies, the properties of mineral substrates depend on 
their history. Therefore, the preparation of well-defined surfaces is a prerequisite condition for 
a reliable analysis. Special attention is also paid to liquid cells since these are needed for the 
achievement of experimental conditions representative of realistic environments.

Surface preparation. Surface analysis requires a strict control of contamination of the 
substrate under examination. For example, it has been noticed that water perfectly wets freshly 
cleaved calcite but forms droplets on this substrate after exposure during a few hours to the 
surrounding atmosphere, which indicates that the surface becomes hydrophobic; in the same 
series of experiments, it was also observed that a calcite crystal cleaved in vacuum without 
baking shows some surface contamination immediately following fracture (Stipp and Hochella 
1991). For vacuum studies, the adventitious carbon which comes from the conditions of 
preparation of the sample modifies the reactivity of the surface (Stipp and Hochella 1991) and 
significantly changes the surface potential (Toikka and Hayes 1997). Samples manipulated in 
ambient conditions are exposed to water vapor and CO2 from the surrounding atmosphere prior 
to being analyzed. On calcite (Stipp et al. 1996) and barite (Bokern et al. 2002), amorphous 
films that extended over nanometers while escaping visual inspection and light microscope 
examination were observed by AFM (Fig. 3). To record reliable data, one must use freshly 
cleaved surfaces (Stipp and Hochella 1991; Reichling and Barth 1999; Larsen et al. 2010), or 
samples kept in controlled conditions, and check the cleanliness of the substrate under study by 
the techniques available in the experimental set-up in which experiments are performed.

Surfaces can be cleaved either in vacuum or in dry conditions to avoid contamination. 
However, they often exhibit charges that prevent AFM analysis. Electrical neutrality can be 
achieved by either annealing in vacuum (Barth and Henry 2007), or exposure to a high enough 
relative humidity (Xu et al. 1998), or by setting up a bias voltage (Foster et al. 2001).

Liquid cells. Dedicated liquid cells have been implemented to allow variable temperature 
and pressure within the cell during the analysis of minerals at the contact of solutions (Jordan and 

Figure 3. AFM height images of cleaved barite (001) surfaces (Bokern et al. 2002): (a) In air just after 
cleavage with steps due to direction of cleavage; (b) After exposure for two days to ambient conditions. The 
barite surface is coated with a 4-8 nm thick film which is soft enough to be displaced by the scanning tip. 
The rough film was attributed to dissolution and precipitation of species formed in the hydration layer that 
covers the barite surface in moist air. [Used by permission of Elsevier, from Bokern et al. (2002), J. Cryst. 
Growth 246, Figs. 1 and 2, p. 142.]
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Rammensee 1996; Higgins et al. 1998). The objective was in particular the study of kinetics of 
dissolution that are too slow to be observed by AFM in normal conditions. Thermal equilibrium 
can be reached by circulating a hot solution which is neutral with respect to the dissolution 
process prior to undertaking experiments. Specific designs involving a pressurization of the cell 
are needed for operation at a temperature higher than the ambient boiling point of the solution. 
A hydrothermal cell has been designed by Higgins et al. to perform in situ AFM analysis in 
aqueous solution up to 423 K under a pressure of 6×105 Pa (Higgins et al. 1998). Temperature, 
pressure and flow rate are controlled, although pressure and flow rate are not independent.

Flow rates may influence data (Hillner et al. 1992a,b; Dove and Platt 1996). Fluxes too 
high cause distortions of the cantilever and drifts in images. Fluxes too low fail to feed the 
surface with fresh solution and create an apparent diffusion-limited regime. An indication of 
the relevance of the flow rates chosen to run an experiment is the independence of the step 
velocities on those rates (Xu et al. 2010). Great care must be taken about the preparation of 
solutions. Solutions can be bubbled by argon to remove CO2 traces when appropriate (Shiraki 
et al. 2000). When performing measurements from the solution in parallel to the microscopic 
analysis by AFM, the surface exposed to the solution must be controlled and its area has to be 
carefully determined (Shiraki et al. 2000). Coating the sides of the crystal restricts dissolution 
to the crystalline face under study (Shiraki et al. 2000). Solutions are currently not recirculated 
(Hillner et al. 1992a).

Dissolution and growth take place at the extreme surface of materials, although they are 
analyzed in conditions in which it is not easy to control that the substrate under study is in 
a suitable shape. The elimination of carbon contamination requires specific pre-treatments 
(Franks and Meagher 2003). Impurities also come from the solutions used in the experiments. 
Stipp and Hochella (1991) prepared and stored solutions in all-glass systems, with careful 
cleaning by nitric acid, milliQ and distilled MilliQ water. To avoid unwanted dissolution of 
silica from glass containers, Larsen et al. (2010) preferred to use Teflon jars and polypropylene 
bottles filled with MilliQ water prior to being annealed, rinsed and dried.

DISSOLUTION, PRECIPITATION AND GROWTH

The dissolution of minerals is central to Earth crust history, geochemical cycles and human 
activities. Many efforts have been devoted over decades to the determination of reaction rates 
of the mineral matter via the study of powders in aqueous solution. Nevertheless, macroscopic 
approaches hardly lead to a description of the specific sites of the surface of the material which 
control reaction rates. Indeed, the knowledge of the effects of crystallographic orientations and 
surface defects on dissolution, growth and adsorption rates is a prerequisite to go beyond kinetics 
and understand mechanisms (Gratz et al. 1990; Dove and Rimstidt 1994). Made of dissimilar 
ions, mineral compounds often show anisotropic behaviors in aqueous solutions. In the early 
1990s, the capacity of the emergent AFM technique to explore in situ the microtopography of 
surface samples with lateral and vertical resolution in the nanoscale range allowed a number of 
specific observations regarding the behavior of mineral substrates in solution.

Studies have mainly focused on carbonates (Morse and Arvidson 2002; Duckworth and 
Martin 2004; Morse et al. 2007)—particularly calcite (Hillner et al. 1992a,b, 1993; Gratz et 
al. 1993; Dove and Hochella 1993; de Leeuw et al. 1999; Shiraki et al. 2000; Teng et al. 2000; 
Arvidson et al. 2003, 2006; Kristensen et al. 2004; Lüttge and Conrad 2004; McEvoy et al. 
2006; De Yoreo et al. 2009; Larsen et al. 2010; Ruiz-Agado et al. 2010; Xu et al. 2010) and 
sulfates (Bosbach and Rammensee 1994; Bosbach and Hochella 1996; Bosbach et al. 1998; 
Risthaus et al. 2001; Bockern et al. 2002; Fan and Teng 2007; Bose et al. 2008; Pachon-
Rodriguez et al. 2011; Kuwahara 2011). On clay mineral particles, edge surfaces and steps are 
known to be more prone to exchange with the surrounding solution than basal planes. These 
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active sites which represent a minor percentage of the total area can be characterized by ex 
situ (Brady et al. 1996; Zbik and Smart 1998) and in situ (Bickmore et al. 1999) AFM studies.

However, the AFM analysis encounters kinetic limits regarding the analysis of moving 
steps and edges. Moreover, discrepancies appear between microscopic and macroscopic data 
(Arvidson et al. 2003; Metz et al. 2005). Therefore, the determination of dissolution and 
growth rates by AFM techniques questions the comparison between data recorded in different 
conditions.

Determination of reaction rates at crystal surfaces from step velocities

Anisotropic dissolution. An archetype of anisotropic behaviors of crystallographically 
oriented surfaces is the (1014) plane of calcite (Fig. 4) in which both calcium and carbonate 
ions form rectangular sublattices. This plane is easily obtained by cleavage of the rhombohedral 
lattice of calcite. In both dissolution (Hillner et al. 1992a,b; de Leeuw et al. 1999; Shiraki et 
al. 2000; Arvidson et al. 2003; Xu et al. 2010; Ruiz-Agado et al. 2010) and growth processes 
(Hillner et al. 1992a,b, 1993; Gratz et al. 1993; Teng et al. 2000; Kristensen et al. 2004; 
McEvoy et al. 2006; De Yoreo et al. 2009; Larsen et al. 2010) moving steps are characterized 
by AFM, using the methods of Land et al. (1997) (Fig. 5) and Teng et al. 2000) (Fig. 6). 
Inhibition of dissolution (Dove and Hochella 1993; Lüttge and Conrad 2004; Arvidson et 
al. 2006) and effects of the solution composition (Ruiz-Agado 2010, 2012) have also been 
examined. Structurally non-equivalent obtuse [441]+ and [481]+ and acute [441]− and [481]− 
steps are evidenced on the (1014) plane of calcite (Figs. 6 and 7). Moving steps are observed 
by AFM. Inhibition of dissolution has also been examined (Dove and Hochella 1993; Lüttge 
and Conrad 2004; Arvidson et al. 2006). Reactions rates are determined via the measurement 
by AFM of step velocities. The volume V of calcite dissolved per unit area and unit of time is 
defined by (Shiraki et al. 2000)

(3)step stepV v nh=

where vstep and hstep are the step velocity and height, respectively, and n is the number of steps 
per unit area. The step velocity vstep is an average between velocities of obtuse and acute steps 

Figure 4. Calcite (1014) cleavage plane. The surface unit cell is shown. The position of the carbonates with 
respect to the surface is indicated via the position of the oxygen atoms. A zig-zag chain found by protruding 
oxygen atoms is featured by a dotted line. A schematic of the hexagonal unit cell is on the left. The shaded 
zone indicates the cleavage direction.
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which differ most of the time. The rate of dissolution per unit area is

tan (4)step step
topography

m m

v v
R h

V V
= ∆ = θ

 
where Vm is the molar volume and ∆h (Fig. 5b) is the slope of the calcite surface (height over 
a unit length) which is equivalent to tanθ. The apparent slopes that result from the step motion 
upon scanning (Figs. 5c,d) was accounted for by the method of Land et al. (1997) which gives 
the step velocity as a function of the angles θU and θD of the steps with respect to the scanning 
direction for scan up and scan down, respectively (Figs. 5a-c):
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where R is the scan rate per time unit, S is the scan size, N is the number of lines in the image 
and θT is the angle between the horizontal and the true orientation of the step motion (Land 
et al. 1997). An alternative method to determine the step speed is to scan the surface with the 
slow scan axis disabled as illustrated in Figure 6 in the case of the growth of calcite (Teng et 
al. 2000).

Changes in anisotropy of step velocities. Changes in step velocity were used to determine 
velocity ratios during calcite dissolution (Larsen et al. 2010). At constant pH (fixed at 8.5 using 
KOH) and ionic strength (set at 0.1 M with KCl), the (Ca2+) to (CO3

2−) activity ratio, ξ, was 
varied from 0.1 to 100 to observe the spiral growth of calcite. The saturation index, which is 
defined as:
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where K is the equilibrium constant of dissolution of calcite, was fixed to 0.6. The geometry 
of the spiral growth pyramids observed by AFM (Fig. 7a) was characterized by differential 
interference contrast (DIC) microscopy to determine the absolute growth velocities of obtuse 
and acute steps. The initial growth solution, with ξ = 1, produced pyramids with spreading 

Figure 5. Method for determining step velocity using AFM (a) down scan and (b) up scan imaging; (c) 
schematic representation of step speed (Eqn. 5) and step direction (Eqn. 6) as determined from measure-
ments. Experiments were performed on carnavalin. [Used by permission of Elsevier, from Land et al. 
(1997), Surf. Sci. 384, Fig. 3, p. 141.]



Analysis of Mineral Surfaces by AFM 341

velocities that were almost identical on the acute and obtuse sides and, thus, the angle θ (as 
defined in Fig. 7b) was essentially 180°. Within the experimental solutions (ξ ≠ 1), the change 
in the relative velocities of acute and obtuse steps results in change in θ. Neglecting the shift 
of the apex of the pyramid because of the very small aspect ratio (height/diameter ~ 10−3) of 
the hillock, the following relationship is derived from Figure 7b:

sin and sin (8)
2 2

o a

x x

θ + γ θ − γ   =   
     

where x is the distance from the apex of the pyramid to the obtuse/acute corners of the pyramid, 
a and o are distances from the apex to the acute and obtuse steps, respectively. The angles θ 
and φ are defined in Figure 7b. Increase in lengths o and a results from step motions, so that
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Larsen et al. (2010) have used the analytical model of Zhang and Nancollas (1998) known as 
‘kinetic ionic ratio’ which accounts for the interaction of dissimilar ions with kink sites on the 
basis of the Kossel model (Kossel 1927). The step velocity is expressed as a function of the 
product r = (kA/kB)(aA/aB) of the ratios of the activities aA and aB of the A and B ions and of 
the rate constants kA and kB for their incorporation at step sites. Quite successful to represent 
the velocity of obtuse steps, the model failed to account for acute steps since dissimilar 
crystallographic directions cannot be described on the basis of the sodium chloride lattice. 
Therefore, the acute step velocity was represented empirically. For both obtuse and acute 
steps, velocity decreases with increasing relative Ca2+ activity, consistent with the results from 
batch experiments, where bulk growth rate is strongly influenced by changes in the Ca2+:CO3

2− 
activity ratio. A reversal in the relative obtuse and acute step velocities was observed at log ξ = 
0.1 indicating that, because a high CO3

2− activity is required to accelerate the growth of acute 

Figure 6. AFM imaging of a spiral hillock formed during the growth of the (1014) surface of calcite in su-
persaturated CaCO3 solution (Teng et al. 2000). On the left image, the slow scanning direction was enabled 
whereas it was disabled on the right image. Steps are mono-molecular with a height of 0.3 nm. The angle 
ω which allows to determine the step velocity has been measured on the two sides (right) of the glide line 
(left) to determine the velocity of both acute and obtuse steps. [Used by permission of Elsevier, from Teng 
et al. (2000), Geochim Cosmochim Acta 64, Figs. 1, p. 2258.]
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steps, Ca2+ is attached at higher rate than CO3
2−. The authors suggested that the velocity reversal 

depends on both the activity product (constant in their experiments) and the activity ratio and 
that the incorporation of ions is controlled by dehydration of ions and geometry of step sites. 
Therefore, the high Ca2+:CO3

2− concentration ratio observed in natural waters is a significant 
parameter that must be considered in models describing calcite growth kinetics (Larsen et 
al. 2010). More generally, impurity molecules or background electrolytes can strongly affect 
dissolution and growth, as in the specific case of calcite (Ruiz-Agado 2010, 2012).

Figure 7. Geometry of a spiral pyramid of growing calcite upon change in growth conditions (Larsen et 
al. 2010): (a) AFM images of growing pyramids recorded in air, after removal from the solution, for dif-
ferent values of the activity ratio ζ (given in Figure). Obtuse steps are oriented toward the south and east; 
(b) schematic representation. For an activity ratio ζ = 1 (see text), the angle between the acute and obtuse 
“side” is 180° (light grey color). Change in the activity ratio (ζ ≠ 1) results in difference in velocity for acute 
and obtuse steps. The apex of the pyramid shifts towards the slower steps and the above angle diverges 
from 180°. Starting from a change in ζ at a time t0, changes in shape are shown at different time t1 and t2. 
The distance x between the apex and the corner of the pyramid was then used to determine relative step 
velocities via Equations (8) and (9). A velocity reversal was inferred for ζ ≈ 0.1, the velocity of the obtuse 
steps becoming faster below that value. Texts and symbols are rewritten for clarity. [Used by permission of 
Elsevier, from Larsen et al. (2010), Geochim Cosmochim Acta 74, Figs. 4 and 5, pp. 2104-2105.]
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Size and shape of clay minerals

In a way comparable to surface of bulk crystals, clay minerals particles show very 
anisotropic surfaces on which edge surface areas, steps and basal planes play quite different 
roles regarding the chemical activity and surface charging (Wieland and Stumm 1992; Zhou 
and Gunter 1992). Observations of the microtopography of kaolinite nanoparticles by ex situ 
AFM have proven that the contribution of edge surface areas and basal surface steps to the total 
surface charge has often been underestimated (Brady et al. 1996; Zbik and Smart 1998) and 
that the ionization of edge sites dominates; it has even been shown that ionization of the basal 
planes of kaolinite particles is not needed to account for the observed proton adsorption (Brady 
et al. 1996). On the basis of AFM observations that the talc basal planes carry a permanent 
negative charge, while the charge on edge surfaces is highly pH-dependent, the DLVO (after 
Derjaguin, Landau, Verwey and Overbeek) theory could be applied to those anisotropically-
charged particles to demonstrate that the attractive interaction between talc basal planes and 
edge surfaces dominates the rheological behavior of talc particle suspensions (Yan et al. 2013).

The direct observation of nanoparticles in solution faces several difficulties. Particles must 
be fixed on a substrate that sticks particles but not the tip and which is smooth enough to allow 
the unambiguous observation of the supported powder. Three experimental methods for prepar-
ing supported clay particles for AFM analysis in aqueous solutions were proposed (Bickmore 
et al. 1999). Two techniques rely on the surface charge of phyllosilicates which combines a 
dominant structural negative charge delocalized on basal planes and a pH variable charge with 
a point of zero net proton charge (PZNPC) between 2-6. A first suggestion is to fix particles 
at the surface of a polished sapphire crystal where point of zero charge is between 8-9. It was 
observed that phlogopite particles were stabilized sufficiently for TM-AFM analysis for pH 
values below the point of zero charge (PZC) of sapphire (positively charged substrate) and 
above the PZNPC of the clay particles (negatively charged particles) (Fig. 8a). The very flat 
surface allows the analysis of particles of any size and shape. However, the technique is best 
suited for particles with strong permanent surface charge. A second method consists in using a 
polyethyleneimine(PEI)-coated mica surface which has an isoelectric point (IEP) of about 10 
and shows a large positive charge for pH values lower than its IEP (Fig. 8b). The adhesion of 
particles on the PEI-coated mica is stronger than on alumina so that contact mode AFM can be 
used to image particles. The pH values at which particles stick on the substrate are mostly ac-
counted for by the expected surface charges although, in some cases, surface roughness and hy-
drogen bonds are stressed to play a role. A third way to prepare clay minerals for in situ analysis 
in aqueous solution was to deposit particles on a thermoplastic adhesive film spread over a steel 
plate. The method is suitable for any kind of particles, regardless of the surface charge, provided 
they are of well-defined shape and of rather large size. In situ study by AFM of dissolution pro-
files (Fig. 8c) and measurements of change in particle dimensions using computerized analysis 
have allowed the determination of reaction rates normalized to the edge surface area (ESA), the 
comparison to rates normalized to the total surface area (TSA) (Bosbach et al. 2000; Bickmore 
et al. 2001, 2002; Tournassat et al. 2003; Brandt et al. 2003; Köhler et al. 2005; Kuwahara 2006, 
2008; Can et al. 2010) and the measurement of friction coefficients (Kosoglu et al. 2010).

Limits of the AFM observation

AFM analysis of step velocity. The direct determination of reaction rates through 
measurements of step velocities suffers from several limits. The accurate determination of 
the number of steps per unit area requires the choice of a wide enough scanfield (Jordan and 
Rammensee 1996) and measurements of step velocities by the methods described above (Land 
et al. 1997; Larsen et al. 2010) need appropriate scan speeds. Step velocities that are either too 
slow or too fast cannot be accurately determined. Step motion must be stationary, and steps 
must be long enough to lead to reliable values of step velocity (Higgins and Hu 2006). Steps 
must move by ∼10 times the lateral resolution per image (Higgins and Hu 2006). Conversely, 
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steps with velocities that strongly overcome the scan speed are hardly observed (Lasaga and 
Lüttge 2001). Moreover, an increased scan velocity may cause scan- induced erosion of the 
surface (Maurice 1996). Finally, the instrument bandwidth limits the measurable step velocity 
(Higgins and Hu 2006).

It is generally estimated that AFM can be used to observe dissolution or growth processes 
occurring at rates in the range of 10−10-10−5 mole m2 s−1 (Dove and Platt 1996; Jordan and 
Rammensee 1996) on the basis of step velocity ranging between 10−4 to 10 nm s−1. Dissolution 
rates of celestite and barite are easily measured (Dove and Platt 1996). Those of calcite (Dove 
and Platt 1996), dolomite (Lasaga and Lüttge 2001), brucite (Jordan and Rammensee 1996) 
and gypsum (Bosbach and Hochella 1996) lie in the upper limit of the observable range. For 
the many mineral surfaces that show much lower rates of dissolution than those, dissolution 
can be monitored by an appropriate choice of circulating solutions (Bosbach and Rammensee 
1994) as well as by an increase in temperature (Higgins et al. 1998).

Effect of tip pressure on the apparent step speed. The tip-induced erosion of surfaces is 
an important issue for AFM analysis of reaction rates at mineral surfaces (Dove and Platt 1996; 

Figure 8. Tapping mode AFM height images of clay mineral particles: (a) Ground phlogopite particle 
electrostatically fixed to a polished sapphire substrate under deionized water. Maximum particle height = 
789 nm (Bickmore et al. 1999); (b) Kaolinite particle fixed to a PEI-coated mica substrate under deionized 
water. Maximum particle height = 201 nm (Bickmore et al. 1999); (c) In situ dissolution sequence at pH 2 
and 29±1° of a (001) surface of a chlorite particle mounted onto a sample holder which was coated by a thin 
layer of thermoplastic adhesive. Top: opening of an etch pit within a TOT layer. Bottom: the same surface 
captured 1200s after top figure; the etch pit marked by the square is now 1 nm in depth, corresponding to 
one TOT sheet (Brandt et al. 2003). [Used by permission of The Clay Mineral Society publisher of Clays 
and Clay Minerals, from Bickmore et al. (1999), Clay Clay Miner 47, Figs. 1 and 4, pp. 576-577 and of 
Elsevier from Brandt et al. (2003), Geochim Cosmochim Acta 67, Fig. 5, p. 1459.]



Analysis of Mineral Surfaces by AFM 345

Maurice 1996; Shiraki et al. 2000; Butt et al. 2005; Larsen et al. 2010). Contact mode scan-
ning was often shown to result in an enhanced wear of substrates, in particular in the presence 
of water. For example, the local dissolution rate of calcite was seen to be increased by over an 
order of magnitude for normal forces of 270 nN in aqueous solution whereas no wear features 
could be observed in dry conditions (Park et al. 1996). Using mica and silicon tips, it has been 
demonstrated that defects produced by the rupture of Si–O bonds at the surface, which are not 
visible in contact mode AFM images, have a noticeable contribution to friction (Kopta and 
Salmeron 2000). For forces that depend on the hardness and solubility of the substrate, the most 
common observation is an erosion of atomic steps which results in an increase in step velocity 
upon dissolution (Park et al. 1996; Nakahara et al. 1995). Frictional forces are higher when the 
tip moves up a step than when it moves down (Nakahara et al. 1995). Tapping mode AFM is fre-
quently used to reduce tip-sample in-
teraction (Zhong et al. 1993; Hansma 
et al. 1994), in particular to study the 
microtopography of nanoparticles in 
solution (Bickmore et al. 1999, 2001, 
2002; Brandt et al. 2003; Tournassat 
et al. 2003; Metz et al. 2005; Kuwa-
hara 2006; Can et al. 2010).

However, surfaces may be 
modified by scanning with weak or 
even negative loads (Nakahara et al. 
1995). In the case of NaNO3 surfaces 
exposed to moist air, it was observed 
(i) that the growth rate of tip-induced 
ridges does not depend linearly on 
the applied force and (ii) that ridges 
appear at a relative humidity of 35-
40% but not above 50%, as if the 
stress was mediated by the water 
film via either a dielectric shielding 
mechanism or an increase in pres-
sure beneath the tip (Nakahara et 
al. 1995). During the dissolution of 
a cleaved gypsum crystal, two dis-
solution regimes were observed as a 
function of the tip pressure (Pachon-
Rodriguez et al. 2011) (Fig. 9a). 
Forces higher than 10 nN resulted 
in a jump in step velocity with re-
spect to step speed observed below 
that value (Fig. 9b). The high force 
behavior was explained by a wear 
mechanism (Park et al. 1996) where-
as the rate enhancement at forces < 
10 nN was suggested to arise from 
a contribution of the elastic strain to 
the chemical potential, as a conse-
quence of the tip-induced increase in 
the pressure solution (Pachon- Ro-
driguez et al. 2011).

Figure 9. AFM imaging in contact mode of the dissolution 
of gypsum (Pachon-Rodriguez et al. 2011). Step velocity 
was determined by the method of Teng et al. (2000): (a) At 
a constant saturation index (Eqn. 7), an increase in load (in-
dicated in the figure) was seen to increase the step speed; 
(b) Two dissolution regimes were identified as a function of 
the load. Below 10 nN, the rate of dissolution increases as a 
function of the strain exerted on the lattice. Above that value, 
the tip was suggested to erode the substrate. [Reprinted Figs. 
1 and 4 from Pachon-Rodriguez et al., Phys. Rev. Lett. 107, 
146102 (2011). Copyright (2011) by the American Physical 
Society.]
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AFM rates versus bulk rates

For a given system, values of dissolution and growth rates determined by different groups 
on the basis of the measurement of step velocities on crystal surfaces are often in good agree-
ment, which means that data are reproducible (Shiraki et al. 2000). However, those rates are 
systematically lower than rates derived from the analysis of powders in solutions, with dis-
crepancies that are often of one or two orders of magnitude (Jordan and Rammensee 1996; 
Morse and Arvidson 2002; Arvidson et al. 2003; Lüttge et al. 2003; Morse et al. 2007) as illus-
trated in Figure 10 (Morse and Arvidson 2002). Reasons invoked are the CO2 pressure, grain 
size, crystallographic orientations (step density that must be higher on powders than on crystal 
surfaces), contaminants which are more efficient on extended surfaces than on powders (Ar-
vidson et al. 2003) and the suspicion of incongruent dissolution behavior (Lüttge et al. 2003). 
Authors also point to the difficulty of definition of the reactive area in the sense that some 
extremely reactive sites, such as outcrops of dislocation or micro-damaged areas, might not 
be correctly sampled by microscopic analyses (Shiraki et al. 2000; Lüttge et al. 2003; Morse 
et al. 2007). Finally, diffusion of products away from the surface has to be properly accounted 
for; indeed, measurement of the surface reaction rate constant for gypsum in water using ho-
lographic interferometry, free from the influence of mass transport, gives clues to explain the 
inconsistency between published dissolution rates of calcite and aragonite (Colombani 2008).

Regarding clay minerals, the comparison between data is an important issue to achieve 
unified descriptions of nanoparticles in solution. Specific surface areas of clay nanoparticles 
are commonly determined by the Brunauer-Emmett-Teller (BET) method. However, the reli-
ability of the BET method for the calculation of reactive surface area is questioned since, for 
a given clay mineral, depending on the history, exfoliation and porosity can increase the BET 
surface area while the edge surface area remains constant (Metz et al. 2005).

The above discrepancies also raise questions about mechanisms, in particular regarding 
the link between dissolution mechanisms and concentrations of dissolved components:

•  On the basis of the observation of steps moving away from etch pits into the surface, 
the stepwave model (Lasaga and Lüttge 2001; Arvidson et al. 2003; Kurganskaya 
et al. 2012) (Fig. 11) suggests (i) that the mechanism of dissolution (etch pits open-
ing up or not) depends on undersaturation and (ii) that the main role of etch pits is 
to serve as sources of train of steps (Lasaga and Lüttge 2001; Arvidson et al. 2003, 
Kurganskaya et al. 2012). In the same spirit, the use of the basal/edge surface ratios 
for characterizing dissolution rates was questioned on the basis of the observation of 
strong variations of those ratios during the course of dissolution of mica (Kurgan-
skaya et al. 2012). Arvidson et al. have noticed about the debates on microscopic 
and macroscopic measurements that the issue is not to determine the “best number” 
(Arvidson et al. 2003) but to build up models that combine mechanistic information 
from AFM to kinetic data from bulk solutions (Arvidson et al. 2003; Morse et al. 
2007).

•  Although the BCF (Burton, Cabrera and Franck 1951) model has been demonstrated 
to apply to the dissolution of quartz (Gratz et al. 1991), its application to the case of 
calcite is unclear. Using high- resolution in situ atomic force microscopy (AFM) and 
kinetic Monte Carlo simulations of step-edge structure, steps were shown to exhibit 
low kink density and weak step edge fluctuations. A mechanism determined by the 
kinetics of attachment and detachment was suggested (De Yoreo et al. 2009).

•  Sorption may strongly perturb dissolution and growth. Using frictional force 
microscopy for imaging in situ a calcite substrate immersed in aqueous solutions, 
ions such as Cd2+, Sr2+, and La3+ were seen to either initiate or passivate surface 
growth; the monomolecular surface played a central role, serving as both dissolution 
sites for the substrate and nucleation sites for the overgrowth (Hay et al. 2003).
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Another concern is the change in surface orientation in the course of a reaction, in line 
with the more general suggestion that the reactive area should have both a geometric and an 
energetic definition (Lüttge 2005, 2006). For example, the formation of (111) facets during the 
dissolution of the periclase (001) surface (Jordan et al. 1999) is consistent with the observation 
(Hacquart and Jupille 2007, 2009) supported by numerical simulation (Geysermans et al. 
2009) that MgO(111) is the stable hydroxylated orientation of MgO.

FORCE MEASUREMENTS

In contact with aqueous solutions, surfaces become charged. Surfaces charges are 
involved in the DLVO theory which combines long range dispersion forces and double layer 
interaction. In aqueous solution, the surface hydroxyl groups react with proton and hydroxyl 

Figure 10. Comparison of values of the 
dissolution rate of calcite that were de-
rived from AFM data with those deter-
mined in solution (Morse and Arvidson 
2002): closed squares are AFM rates 
and closed triangles are bulk rates (both 
from Shiraki et al. 2000). Although 
AFM-derived values are smaller than 
the average, they are within the range of 
the bulk values determined under similar 
conditions (Shiraki et al. 2000). Other 
data which show higher dissolution rates 
are from measurements in solution (see 
Morse and Arvidson for references). 
[Used by permission of Elsevier, from 
Morse and Arvidson (2002), Earth-Sci. 
Rev. 58, Fig. 10, p. 67.]

Figure 11. Schematic illustration of 
stepwave formation on muscovite (001) 
surface (Kurganskaya et al. 2012): (a) 
consecutive steps moving from a dislo-
cation center; (b) steps generated around 
etch pits and point defects form a unique 
stepwave; (c) TOT layers shown as par-
allel plates. [Used by permission of El-
sevier, from Kurganskaya et al. (2012), 
Geochim Cosmochim Acta 97, Fig. 6, p. 
127.]
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groups of the solution to create either a positively or negatively charged surface. The surface 
charge is positive (negative) for pH lower (higher) than that of the isoelectric point (IEP) of 
the surface at which the zeta potential of the surface is zero (Parks 1965). The surface charge 
may also be anisotropic or may appear at specific sites corresponding to lower coordination 
numbers, vacancies, impurities or adsorbates. Another major phenomenon occurs at the 
vicinity of a surface in water. Over distances of a few nanometers from a surface in water 
solution, the water density profile and interaction forces oscillate with a periodicity close to 
molecular diameter. The interactions giving rise to the layered structure of the water are called 
hydration forces (Israelachvili and Pashley 1983; Israelachvili 1991). Water structuration and 
charges control the particles growth (Jolivet 2000), the stability of colloids (Israelachvili 1991) 
and the adhesion processes (Fowkes 1990). These phenomena are of crucial importance for 
mineral surfaces that are prone to hydration and charging. This has given rise to many specific 
developments (or adaptation) of experimental AFM approaches.

Hydration forces

The DLVO theory fails to account for the interfacial phenomena that involve objects that 
approach at distances less than a few nanometers. In aqueous solutions, the formation of struc-
tured water layers at interfaces is the main cause of the non-DLVO behavior (Israelachvili 
1991). The phenomenon has little effect on the force measurements aimed at probing surface 
charges since the DLVO approach applies for tip-substrate distances used in these measure-
ments (Lin et al. 1993; Franks and Meagher 2003). Conversely, structured water layers may 
have important consequences at distances shorter than a few nanometers and, more specifi-
cally, for AFM analysis of surfaces at sub- nanometer distances.

Structured water layers. A direct confirmation of the importance of hydration on mineral 
surfaces comes from force-distance measurements between silica microspheres and muscovite 
mica surfaces (Acuna and Toledo 2011). The surface roughness of both microspheres and 
substrates was estimated to be in sub-nanometer range. The excess repulsive force determined 
by subtracting the DLVO theory from the experimental data (Fig. 12a) was fitted by an 
empirical double exponential law, which is close to that found for the glass-silica interaction, 

Figure 12. Repulsive forces between glass microspheres of 20 mm in size and a muscovite mica surface. 
Experiments were performed in various solutions at pH ~ 5.1 (Acuna and Toledo 2011): (a) Excessive 
repulsive force obtained by subtracting values derived from DLVO theory from the sum of a series of AFM 
measurements; (b) AFM measurement performed in a 10-4M aqueous NaCl solution at pH ~5.1. The line 
is to guide the eyes. The period of 0.25 nm of the oscillations is assigned to successive water layers (see 
also Fig. 18). [Used by permission of Elsevier, from Acuna and Toledo (2011), J. Colloid Interf. Sci. 361, 
Figs 1 and 2, p. 399.]
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and is poorly sensitive to the nature and concentration of the electrolyte, and to the pH of the 
solution. The examination of a single force curve revealed oscillations with a period of about 
0.25 nm (Fig. 12b) that were attributed to water layers in the same way as those that were 
observed between two mica surfaces (Israelachvili and Pashley 1983).

Hydrophilic and hydrophobic attraction. Structured water layers are also involved in ap-
parently macroscopic phenomena. An example is given by the flotation of fluorite and calcite. 
Fluorite has a much better flotation response than calcite, which indicates that adsorption of 
surfactants is easier on fluorite than on calcite. Force measurements between calcium dioleate 
spheres and cleaved fluorite and calcite surfaces were compared to the DLVO theory derived 
from the calculation of the van der Waals contribution and of the electrical double-layer con-
tribution (Fa et al. 2005). Since calcium dioleate and calcite are negatively charged at pH 8.1 
at which the experiments were performed, the observed repulsion between the two surfaces 
was assigned to electrostatic interactions. However, the sizeable attraction which is observed 
in experiments for small sphere-surface distances escapes the DLVO theory. Molecular dy-
namic simulation was undertaken to determine the water structure at the hydrophilic surfaces 
of fluorite and calcite. On fluorite, the layered structure involves three layers with a separation 
of 0.26 nm that is larger than a water molecule. On calcite five or six water layers are formed 
which are denser than in the case of fluorite. Therefore, the structure of the water layer plays a 
central role in the attraction/repulsion of hydrophobic dioleate spheres at hydrophilic surfaces. 

Determination of the point of zero charge (PZC)

Acid-base interactions. Acid-base interactions play a pivotal role in dissolution, 
precipitation, agglomeration, transport of matter in aqueous solutions and adhesion (Fowkes 
1990) between dissimilar media. Surface charges that develop as a function of concentration 
and pH in aqueous solution are a driving force for the partition of the ionic species between 
solutions and surfaces and for the behavior of suspensions of colloidal particles (Israelachvili 
1991). Under the assumption that H+ and OH- are potential determining ions for oxides in 
aqueous solutions, the nature of the surface charges that appear on surfaces as a result of the 
dissociation of water molecule is expressed as a function of pH (Parks et al. 1965). The point 
of zero net proton charge (PZNPC) is defined as the pH at which proton uptake is balanced by 
proton removal. It characterizes the Brönsted acidity or basicity of a substrate. More generally, 
the point of zero charge (PZC) is defined as the pH at which positive and negative charges 
arising from adsorption of H+, OH− and other ions are in equal numbers (Sposito 1998). A 
closely related parameter is the ζ potential which is the potential at the plane of shear between 
the surface with adlayers adsorbed from the solution and the bulk of the solution. The pH at 
which the ζ potential is zero is called isoelectric point (IEP) (Parks 1965). In the absence of 
ions specifically adsorbed from the solution, the PZC and IEP are similar and the two terms 
are alternatively used by authors. The pH values corresponding to PZC and IEP are commonly 
derived from titrations performed on powder suspensions.

The drawback of the determination of the donor-acceptor character of surfaces by analyzing 
powders is the absence of information on crystallographic orientations. Indeed, acid-base 
properties are expected to depend on the structure of surfaces since the ability of the surface 
sites to capture protons relies on coordination numbers (Goniakowski and Noguera 1995). 
Measurements on defined orientations are prerequisites to obtain reference data by combining 
experimental and theoretical approaches. In this context, the examination of the PZC of 
α-Al2O3(0001) by AFM is by far the most common study. The frequent comparison of AFM data 
with measurements made on powders (Franks and Meagher 2003) or by other approaches such 
as Second Harmonic Generation (SHG) (Stack et al. 2001; Fitts et al. 2005), Sum-Frequency 
Generation (SFG) (Stack et al. 2001), Sum-Frequency Vibrational Spectroscopy (SFVS) (Sung 
et al. 2011), streaming potential (Franks and Meagher 2003), offers an opportunity to evaluate 
the reliability of AFM in characterizing acid-base properties of surfaces.
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Point of zero charge of alumina surfaces. From the DLVO behavior, it is expected 
that the double layer forces measured between tip and surface are proportional to surface 
potentials. Consequently, in the region in which electrostatic forces dominate van der Waals 
forces, the tip-surface interaction is repulsive when surface and tip bear charges of similar 
sign, attractive when charges are of opposite sign (Lin et al. 1993). Therefore, when pH is 
varied, a switch in the attractive/repulsive regime occurs at the PZC of the substrate. AFM 
measurements dedicated to the study of PZC are performed by approaching the surface with 
either a conventional AFM silicon nitride tip (Lin et al. 1993; Stack et al. 2001) or a silica 
microsphere (made hydrophilic) glued on a cantilever (Veeramasuneni et al. 1996; Meagher et 
al. 2002; Franks and Meagher 2003; Tulpar et al. 2005) (Fig. 13a). Set-ups are similar to those 
used to probe double layer forces (Ducker et al. 1991; Acuna and Toledo 2011).

Alumina surfaces are prepared in very similar manner by the various groups. Polished 
alumina crystals are cleaned by nitric acid etch and rinses in purified or deionized water, and/
or in ethanol, acetone, surfactant solutions, with differences that appear marginal (Stack et 
al. 2001; Meagher et al. 2002; Franks and Meagher 2003; Fitts et al. 2005; Sung et al. 2011). 
When it has been analyzed, the level of the residual contamination by carbon was judged 
acceptable (Franks and Meagher 2003). As determined by AFM, the pH at which PZC was 
observed ranges from 4 to 6 (Larson et al. 1997; Stack et al. 2001; Meagher et al. 2002; Franks 
and Meagher 2003; Tulpar et al. 2005). AFM data were confirmed by measurements performed 
in parallel on the same surfaces by different techniques, as for example SFG (Stack et al. 2001) 
and streaming potential (Franks and Meagher 2003). Separate measurements by SHG (Fitts 
et al. 2005) and SFVS (Sung et al. 2011) on similar crystal surfaces were also compared to 
AFM data. The overall consistency of the data demonstrates the reliability of measurements. 
Nevertheless, values of pH at which PZC of flat surfaces is observed are significantly lower 
than those observed on powders (Franks and Gan 2007; Franks and Meagher 2003). A 
puzzling point is that the PZC of plasma-etched alumina crystal surfaces is found at pH similar 

Figure 13. Interaction forces in an electrolyte between a silica microsphere glued at the end of a cantilever 
and an alumina surface (Franks and Meagher 2003): (a) (1102) face of an α-alumina crystal in 0.001 M 
KBr solutions with, from top to bottom curves, pH values of 9.25, 8.0, 6.95, 6.45, 6.0, 5.3 and 4.65. As 
pH decreases, forces switch from repulsive (positive forces) to attractive. Arrows indicate jump-to-contact; 
(b) Zeta potential for various crystal orientations that were derived from forces measurements similar to 
those shown on the left figure. Intersects with the zero line give the values of pH corresponding to PZCs. 
[Used by permission of Elsevier, from Franks and Meagher (2003), Colloid Surface A 214, Figs 3 and 6, 
pp. 106 and 107.]
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(9.3) to those of alumina powders. It was observed at pH = 9.3, in excellent agreement with 
electrokinetic measurements recorded in parallel (pH = 9.1) (Veeramasuneni et al. 1996), and 
at pH = 8.5 (Tulpar et al. 2005).

Therefore, differences in PZC between flat surfaces on the one hand and powders and 
plasma-etched surfaces on the other hand, are reproducibly observed, independently on the 
technique which is used. Indeed, the pH values corresponding to PZC depends on the surface 
orientation, as observed for (001) and (101) faces of goethite (Gaboriaud and Ehrhardt 2003), 
and there exists a tendency for high index crystal surfaces to exhibit PZC at higher pH (Franks 
and Meagher 2003; Fitts et al. 2005) which can be understood on the basis of the expected 
properties of low-coordinated surface atoms (Goniakowski and Noguera 1995). For α-alumina 
surfaces of various orientations, the PZC is found at pH ranging between 5 and ~ 7 by AFM, with 
α-Al2O3 faces in the order (0001) ≈ (1120) < (1102) ≈ (1010) (Frank and Meagher 2003; Fitts 
et al. 2005; Sung et al. 2011) (Fig. 13b). Although the PZCs of more open crystal orientations 
are found at higher pH values (~ 7) than the basal α-Al2O3(0001) orientation, the difference 
does not fill the gap between flat surfaces and powders whose PZCs are observed in the pH 
range 8 to 9.4. The reason commonly invoked to explain the discrepancies is that the low-
coordinated sites of the external surface of powder particles may not be correctly reproduced 
by single crystal surfaces since the charging behavior of surface hydroxyls depends upon the 
number of aluminum atoms to which the hydroxyl is bound as well as the coordination of the 
aluminum ion (octahedral or tetrahedral) (Franks and Gan 2007).

Kelvin Force Probe Microscopy (KPFM)

Principle of the method. The detection of local changes in surface potential using AFM in 
noncontact mode was first developed to detect charges (Weaver and Abraham 1991) and probe 
difference in work function (Nonnenmacher et al. 1991) at metallic and semiconduconductor 
surfaces with lateral sub-micrometric resolution. Implemented on AFM set-ups, the so-called 
Kelvin Probe Force Microscopy (KPFM) technique (Nonnenmacher et al. 1991) was based on 
the same principle as the Kelvin method which consists in measuring the current i(t) through 
a plate capacitor vibrating at a frequency ω that is approached in close proximity to a surface:

( ) cos( ) (10)CPDi t V C t= ∆ ω ω

where VCPD is the contact potential difference (CPD) and ΔC the change in capacitance 
(Nonnenmacher et al. 1991). An additional voltage applied to the plate until the current 
vanishes gives the measure of the VCPD. The KPFM machine was aimed at achieving high 
lateral resolution (Nonnenmacher et al. 1991; Weaver and Abraham 1991). The method 
was first operated in ambient conditions, in AM-AFM mode in which the amplitude of the 
cantilever oscillation induced by the electrostatic force is measured directly (Kikukawa et al. 
1995). It was then run in nc-AFM mode in ultra-high vacuum to achieve contact potential and 
topographic analysis (Kitamura and Iwatsuki 1998). The force gradient is detected by applying 
between tip and sample a voltage V = [Vdc + Vac sin(ωt)] that combines dc and ac voltages. If 
z is the tip-sample distance, the resulting electrostatic force Fel given by
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involves a dc component and two ac components oscillating at ω and 2ω, respectively (Hudlet 
et al. 1995). The amplitude of the ω contribution is minimized when the tip-sample dc voltage 
Vdc component is equal to VCPD (Glatzel et al. 2003). In addition, the amplitude Vac of the ac 
component contributes quadratically to the topographic image that can therefore be recorded at 
the same time as the KPFM image, provided amplitude, phase shift and Kelvin-probe feedback 
are controlled (Loppacher et al. 2004).
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An alternative use of nc-AFM to probe contact potential was developed by applying a dc 
bias on electrically conducting tips (Sturm et al. 2005). On alumina films, the bias dependence 
of the response of the charges was quantitatively explained (Sturm et al. 2005) by a model 
involving the electric force gradient between the fixed charge and its image in the tip and by 
accounting for the image of the tip in the sample (Terris et al. 1989; Hudlet et al. 1995). The 
sign and the distribution of the charges over the sample depth were sketched and correlations 
between height profiles and charge suggested a relationship between surface charge and 
microstructure (Sturm et al. 2005).

A shortcoming of the KPFM analysis based on the locking detection of the force gradient 
is the lack of quantitative meaning of the measurements. Glatzel et al. have measured the 
work function difference between gold islands and highly oriented pyrolytic graphite (HOPG) 
substrates on which they were deposited (Glatzel et al. 2003). The expected value of ≈ 400 mV  
was neither found in AM- mode nor in FM-mode, although the analyzed gold islands (50-
100 nm) were significantly larger than the tip radii (10 nm). Indeed, the measurements were 
strongly dependent on the tip shape. Long tips were seen to be more appropriate for KPFM 
measurements (Glatzel et al. 2003), in agreement with a model which predicts that good 
resolution in potential maps is obtained by long tips on cantilevers of minimal width and 
surface area (Jacobs et al. 1998).

Surface charges on insulating materials. The surface double layer arising at the surface 
of ionic materials containing cationic impurities (extrinsic case) has been studied on alkali 
halide surfaces that possess a net negative charge originating from negative cation vacancies 
(Barth and Henry 2007). The space charge region arising at the surface in the presence of cation 
impurities requires negative cation vacancies to preserve charge neutrality. Kelvin probe force 
microscopy (KPFM) images recorded on cleaved KCl(100) crystals annealed at 420-470 K  
to reach an equilibrium charge state are shown in Figure 14 (Barth and Henry 2007). A bias 
voltage involving dc and ac components was applied at the rear side of the sample and the 
tip was grounded. The contact potential was mapped out by minimizing the electrostatic tip-
surface interaction. At the corners of crossing steps or along steps of higher indices otherwise 
evidenced by the topographic analysis (Fig. 14a), KPFM images revealed bright spots (Fig. 
14b) that were assigned to negative surface charges, as indicated by the more positive CPD 
voltage needed to compensate electrostatic forces on those spots. Indeed, in the representation 
of the interaction of the tip with a point charge (Terris et al. 1989), the negative charge created 
by the positive bias compensates for the positive image charge arising from a negative surface 
charge that is in turn balanced by a positive charge at the back of the crystal (Barth and Henry 
2007). The size of the bright spots (≈ 20 nm) was comparable to the tip radius (Fig. 14b).

Surfaces of doped ionic compounds were also studied. The surface double layer observed 
at the surface of NaCl(100):Mg2+ (NaCl crystals doped by Mg2+ impurities) was suggested 
to explain the progressive discharge of the charging observed just after cleavage of ionic 
crystals (Barth and Henry 2007). Then, the structures of Susuki precipitates at the surfaces 
of NaCl(100):Mg2+ and NaCl(100):Cd2+ were imaged at atomic resolution by nc-AFM (Barth 
and Henry 2008). The positions of the Na+, Cl−, Mg2+ and Cd2+ ions in the cubic structure of 
the precipitates were identified by the combination of numerical simulations and nc-AFM 
atomically resolved images of the surface (Foster et al. 2009). The technique provides a 
general tool for characterizing ionic surfaces at atomic scale.

Work function vs. topography of thin films. Thin films can be probed by STM, as well 
as work function change. However, atomic force microscopy is the only technique that can 
analyze simultaneously the topography and the work function change, as in the AM-AFM 
ultra-high vacuum study of KBr and NaCl thin films deposited on a Cu(111) crystal (Glatzel et 
al. 2009). The topographic image, its schematic representation and the corresponding KPFM 
image are presented in Figures 15a, 15b and 15c, respectively (Glatzel et al. 2009). The active 
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adjustment of the dc component of the voltage to determine the contact potential difference 
variation tends to continuously eliminate electrostatic forces between tip and substrate, which 
allows a determination of heights in good conditions (Sadewasser and Lux-Steiner 2003). 
Based on a method proposed by Sadewasser and Lux-Steiner (2003), Glatzel et al. (2009) 
simulated the tip-sample interaction. The tip was described with a staircase profile to represent 
a series of parallel plate capacitors. Theoretical heights compared within 10 to 20% to mea-
surements (Glatzel et al. 2009). 

Figure 14. Kelvin probe force microscopy (KPFM) measurements on the KCl(100) surface (Barth and 
Henry 2007): (a) surface topography (150×150 nm2)—with atomically flat terraces separated by monoa-
tomic high steps—analyzed simultaneously with (b) potential image during KPFM measurements on a 
(001) surface of a pure KCl crystal; voltage differences which show charges at crossing points between 
steps and on steps with higher indices; (c) constant height zooming (18×18 nm2) of the area shown in an 
ellipse in (a) without the KPFM modulation. Kinks on the <100> steps are marked by arrows. Black holes 
suggest stronger tip-substrate interaction (stronger detuning) in the vicinity of kinks. [Reprinted Fig. 1 
from Barth and Henry, Phys. Rev. Lett. 98, 136804 (2007). Copyright (2007) by the American Physical 
Society.]



354 Jupille

ATOMICALLY RESOLVED SURFACE STRUCTURES

The complexity of the control parameters of AFM with respect to STM makes the 
achievement of images at atomic resolution in force microscopy more difficult than in tun-
neling microscopy (Giessibl 1994). Nevertheless, atomic resolution was achieved soon after 
the invention of STM on many surfaces and in particular on mineral surfaces using AFM in 
contact mode and then in noncontact mode.

Structures in contact mode

Atomically resolved AFM in contact mode. Atomically resolved AFM images were 
recorded on many surfaces of mineral crystals. The surface structure of illite/smectite 
nanoparticles supported on freshly cleaved HOPG was evidenced by AFM in contact mode 
and, in the case of very thin clay particles, compared with STM analysis (Lindgreen et al. 
1991). The cleaved barite (001) surface analyzed by AFM in variable deflection mode in 
saturated BaSO4 solution was suggested to be bulk-terminated (Bosbach et al. 1998). AFM 
analysis of NaCl(001) (Meyer and Amer 1990), LiF(001) (Meyer et al. 1991), KBr(001) 
(Giessibl and Binnig 1992) were performed in contact mode. Atomic scale dislocation defects 
were observed on the (001) surface of mineral anhydrite analyzed in contact mode (Sokolov 
et al. 1999). Atomically resolved images of clinochlore, muscovite (Sokolov et al. 1997) and 
mineral astrophyllite (Sokolov and Henderson 2000) were obtained in the presence on electric 
double layers to decrease the tip load by compensating for the long-range attractive force.

The (1014) cleavage plane of calcite (Fig. 4) has been over years a test bed for structural 
analysis by AFM. AFM measurements in contact mode were operated either in air (Stipp 
et al. 1994) or in liquid phase (Hillner et al. 1992a,b; Rachlin et al. 1992; Ohnesorge and 
Binnig 1993; Stipp et al. 1994; Liang et al. 1996). Most atomically resolved AFM images have 
revealed the zigzag rows attributed to the protruding oxygen atoms (Fig. 4)—although the 
lateral amplitude of the zigzag chain was seen to vary from 0.07 nm to 0.21 nm (Liang et al. 
1996)—and have identified the rectangular surface unit cell (Rachlin et al. 1992; Ohnesorge 
and Binnig 1993; Stipp et al. 1994; Liang et al. 1996). A contrast in intensity between oxygen 
rows such that every second carbon row appears brighter was described as “paired rows” 
(Stipp et al. 1994). A modulation along the [010] direction results in a (2×1) structure (Stipp et 

Figure 15. Simultaneous imaging of the topography and contact difference potential for NaCl(100) films 
supported on Cu(111) (Glatzel et al. 2009): (a) Topography of a 300×300 nm2 area shown schematically 
in (b) to highlight the different layer heights (numbered from 0 (bare copper surface) to 3); (c) Contact 
potential image (VCPD = 600 mV) which presents a clear contrast between the bare copper surface and 
covered areas as well as between different layer heights. The zone shown with a better contrast in the inset 
corresponds to the middle right of the image (a), which gives an estimate of the resolution that is achieved 
by the method. [Used by permission of IOP Publishing Ltd, from Glatzel et al. (2009), Nanotechnology 
20, Fig 1, p. 264016-3.]
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al. 1994) first seen by LEED (Stipp and Hochella 1991). It was suggested to be due to twisting 
of some surface carbonate groups after cleavage (Stipp et al. 1994).

Atomic resolution in attractive regime. When approaching a surface, the tip jumps toward 
the surface when the force gradient of the interaction potential between tip and substrate Vts 

exceeds that of the spring, which corresponds to the fulfillment of the following condition 
between the second derivatives of the potential energies (Burnham and Colton 1989; Giessibl 
1997; Garcia and Perez 2002):
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where Vts is the tip-sample attractive force interaction potential and k is the cantilever stiffness. 
The jump-to-contact corresponds to a switch between attractive and repulsive regime. Attempts 
were made to reduce the load in the repulsive regime (Sokolov et al. 1997, 1999; Sokolov and 
Henderson 2000, 2002). Atomic resolution could also be achieved by compensating for long-
range attractive forces by long-range forces due to an electrical double layer (Sokolov et al. 
1997; Sokolov and Henderson 2000). The tip was even operated in attractive regime (Giessibl 
and Binnig 1992). Indeed, atomically resolved images of KBr (001) surfaces were recorded 
without damaging the surface using AFM operated in attractive regime with tip-substrate 
forces of ≈−1 nN , and differences in contrast (Fig. 16) were assigned to the two kinds of ions  
(Giessibl and Binnig 1992). 

The limit of the tip-surface interaction in contact mode has been explored by Ohnesorge 
and Binnig (1993). They analyzed the cleaved surface (1014)  of calcite by AFM in water 
to avoid the occurrence of capillary forces (Drake et al. 1989) and to screen the van der 
Waals forces. The AFM was operated in the so-called variable-deflection mode in which the 
deflection is directly recorded as the signal data since no feedback is applied. The elimination 
of the jump-to-contact (Weisenhorn et al. 1989) evidenced by the absence of hysteresis in 
the approach and retract curves allowed the collection of images at any tip height. Since the 
maximum attractive force (4.5 × 10−11 N) was of the order of magnitude of the van der Waals 
attraction between two single atoms at equilibrium distance, the AFM image was suggested 
to correspond to individual surface atoms probed by single tip atoms. Reproducible zigzag 
arrays were assigned to the protruding surface oxygen atoms and surface calcium ions were 
identified. Upon further approach of the surface, the tip front atom entered the repulsive regime 
while secondary microtips imaged the surface in a similar way as the primary tip at the onset 
of the tip approach. At the end of the tip approach, in the repulsive regime, distorted structures 
were attributed to elastic deformations (Ohnesorge and Binning 1993).

Surface structures analyzed by AFM in dynamic mode

Structural analysis in nc-AFM mode has developed because the atom-site dependent 
contribution to the AFM signal is enhanced by measuring the gradient of the interaction force 
instead of the force itself (Giessibl 1994, 1995). Moreover, noncontact AFM is nondestructive 
since the tip-substrate interaction is restricted to attractive forces. Since the mid 1990’s, nc-
AFM has become pivotal for structural study of insulator surfaces in the laboratory (Giessibl 
1994, 1995; Barth and Reichling 1999). 

Atomic resolution by nc-AFM in vacuum. Atomically resolved images were collected 
in vacuum by nc-AFM on many mineral surfaces, including rutile (Fukui et al. 1997a,b; Rahe 
et al. 2008), fluorite (Reichling and Barth 1999), reconstructed α-Al2O3(0001) (Barth and 
Reichling 2001), magnesium oxide (Barth and Henry 2003), cerium oxide (Namai et al. 2003), 
Mica (Rahe et al. 2008), calcite (Schütte et al. 2010), and antigorite (Palacios-Lidon et al. 
2010). Strong progress has been made in theoretical modeling. The combination of numerical 
simulations with experiments provides information on the tip-surface system and allows study 
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of surface structure and properties with atomic resolution (Shluger et al. 1999; Garcia and 
Perez 2002; Hofer et al. 2003; Barth et al. 2011).

The structure of the (1014) cleavage plane of calcite (Fig. 4) has been studied using nc-
AFM in vacuum (Schütte et al. 2010) and in water (Rode et al. 2009). Analyses performed in 
water are discussed in the next paragraph. AFM in ultra-high vacuum was operated in almost 
constant height mode in which contrast arises from frequency shift. Cleaved crystals were 
annealed to 480 K for 1 h to remove surface charges. The n-doped silicon cantilevers were 
sputtered by argon ions at 2 keV for 5 min to remove contaminants. Atomic-scale defects on 
AFM images demonstrated the atomic imaging of the (1014) calcite surface (Fig. 17). The 
deviation of the zigzag chain along the [421] direction (Rachlin et al. 1992; Ohnesorge and 
Binnig 1993; Stipp et al. 1994; Liang et al. 1996) and the row pairing (Stipp et al. 1994) were 
observed (Fig. 17a). The formation of the (2×1) structure (Stipp et al. 1994) was confirmed 
(Fig. 17b,c). The observation performed in vacuum discards any foreign adsorbate as being 
at the origin of the structure, which appears instead as a true reconstruction of the calcite 
surface, in agreement with lattice energy minimization (Kristensen et al. 2004). However, the 
occurrence of the (2×1) reconstruction depends in a reproducible manner on the tip-sample 
distance. It is visible at large and small tip distance as a contrast modulation of the dark lines, 
but not observed at intermediate separations. This phenomenon and the dramatic changes 
in deviation of the zigzag chain and changes in contrast of the (2×1) reconstruction which 
accompany changes in tip apex (Fig. 17a,b) are suggested to explain the running controversies 
about the structure of the (1014) cleavage plane of calcite.

Noncontact AFM in aqueous solution. In liquids, the very low quality factor of cantilever 
has long prevented the use of nc-AFM for atomically resolved analysis of surfaces. A few 
years ago, on the basis of detailed analyses of AFM noise (Fukuma et al. 2005a) and set-up 
(Fukuma et al. 2005b,c), nc-AFM could be operated in liquid to image surfaces at atomic 
resolution. The frequency noise in liquid is much larger than in vacuum due to the low Q factor 
of the cantilever resonance which results in a low force sensitivity and a low spatial resolution 
in nc-AFM. The optimal signal-to-noise ratio was achieved by using oscillation amplitudes of 
the order of atomic distances which, in addition, enhance the sensitivity to short-range forces. 
In vacuum environments, small-amplitude operation requires tips stiff enough to avoid tip 

Figure 16. Analysis in attractive regime of the KBr(001) surface using AFM operated in static mode 
(Giessibl and Binnig 1992). 1.3×1.3 nm2 AFM images. Differences in contrast along both [100] and [010] 
cuts were assigned to the two kinds of ions. [Used by permission of Elsevier, from Giessibl and Binnig 
(1992), Ultramicroscopy 42-44, Fig. 5, p. 286.]
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adhesion, which partially reduces the benefit of sensitivity enhancement. In contrast, due to the 
reduced long range attractive interaction forces in liquid, small oscillation amplitudes do not 
lead to tip adhesion (Fukuma et al. 2005b,c). Moreover, great care was taken about the laser 
detection. The laser power was kept at a level such that the noise performance of the sensor 
was essentially limited to the photodiode shot noise to avoid unwanted contributions. The 
“optical interference noise” due to laser scattering, which is of particular importance in liquid 
cells, was reduced. The laser beam was collimated and focused to achieve a laser spot size 
close to the size of the cantilever. The reflectivity of the backside of the lever was improved 
with a metal coating. The noise performance was tested both in air (Fukuma et al. 2005a) and 
in liquid environments (Fukuma et al. 2005a,b). During the analysis of the cleaved muscovite 
mica in water by nc-AFM, it has been observed that, when images were recorded with atomic 
resolution, the tip- substrate distance was shorter than the distance between the surface and 
the first structured layer. This means that atomic resolution can only be achieved if the tip 
penetrates continuously the structured water layer (Fukuma et al. 2005a,b).

The perturbation of the analysis of the surface by both water-induced forces and structuring 
of the water layer was evidenced by a study of a mica surface in solution (Kimura et al. 2010). 

Figure 17. FM-AFM analysis of the (1014) surface of calcite in vacuum at quasi-constant height (Schütte 
et al. 2010). Scanning directions are indicated on images by arrows in the upper right: (a) imaging at room 
temperature: differences in contrast in the zigzag chains observed along the [421] direction were assigned 
to the so-called row-pairing (sites surrounded by ellipses). Rectangles correspond to unit cells. The change 
in deviation of the zigzag chain from top (0.1 nm) to bottom (0.2 nm) follows a change in tip since the two 
images have been collected on different days with different tip apex. On top right, an atomic-size defect 
demonstrates true atomic resolution imaging; (b) imaging at 110 K (downward image) the (2×1) recon-
struction. A sudden change in contrast (shown by arrows) observed during the scan is assigned to a sudden 
change in tip apex; (c) zoom on the bottom of (b). [Used by permission of American Chemical Society, 
from Schütte et al. (2010), Langmuir 26, Figs. 2 and 4, pp. 8297 and 8299.]
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Forces were mapped (Fig. 18a) by means of a nc-AFM set-up in a plane perpendicular to a 
cleaved muscovite mica surface in 1M KCl aqueous solution. Forces F(z) were probed in the 
direction normal to the surface (z) in successive in-plane (x) positions so as to draw a two 
dimensional picture. The AFM was operated with low-noise deflection sensor and vibration 
amplitudes of 0.2 nm peak to peak. The hysteresis of the F(z) curves allowed to check that the 
scanning velocity was low with respect to the relaxation time of water molecules. The water 
layers in the vicinity of the mica surface show a faint structure which reflects the periodicity 
of the hexagonal structure of the substrate (Fig. 18b). Different tip-substrate interactions have 
been observed at centers and borders of the hexagons of the surface lattice (Figs. 18c,d). 
Specific contrasts observed on some sites were attributed to solvated potassium ions (Figs. 
18e,f). The exploration in three dimensions of the vicinity of the muscovite mica surface 
in water shows (i) the occurrence of structured water layers and (ii) the perturbation of the 
analysis of the solid surface by those structured layers.

The (1014)  cleavage plane of calcite was analyzed in Milli-Q water using a similar nc-
AFM set-up (Rode et al. 2009). Gold-coated p-doped silicon tips were used. The cantilever 
oscillation amplitude was kept constant at a level of 0.2-2.0 nm. Images were obtained in con-
stant height mode, with contrast arising from frequency shift. The observation of monoatomic 
surface defects and of steps was taken as an evidence for the achievement of atomic resolution. 
Images patterns with zigzag rows were assigned to the protruding oxygen atoms of the carbon-
ate surface groups that defined unit cell dimensions of 0.5 nm in the [010] direction and 0.8 
nm in the [421]  direction. In addition, pairs of two dots were attributed to the so-called row 

Figure 18. Two-dimensional force mapping by FM-AFM at the vicinity of a cleaved muscovite mica 
surface in water (Kimura et al. 2010): (a) schematic representation of the experiment. A two- dimensional 
(2D) mapping of the shift in frequency ∆f was performed by measuring ∆f along the vertical direction (z) 
at successive in-plane positions (x); (b) schematic representation and AFM image of the surface structure; 
(c) 2D mapping shows the layered structure of water at the vicinity of the surface as well as the in-plane 
structure which fits the periodicity of the substrate; (d) representation of (c); (e) other 2D mapping which 
shows, on some sites, repulsive forces that are attributed to solvated potassium ions; (f) schematic repre-
sentation of (e). [Used by permission of American Institute of Physics, from Kimura et al. (2010), J. Chem. 
Phys. 132, Figs 1 and 2, p. 194705- 2 and 3.]
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pairing. Rows of bright dots separated by more discrete rows were observed. The identification 
of calcium atoms (Rachlin et al. 1992) was confirmed. However, the (2×1) structure (Stipp et 
al. 1994; Schütte et al. 2010) was not clearly observed.

Chemical identity of surface atoms. The capability of nc-AFM to determine the chemical 
identity of the surface atoms was demonstrated in a series of publications on cleaved CaF2(111) 
surfaces (Reichling and Barth 1999; Foster et al. 2001, 2002; Barth et al. 2001) (Fig. 19a). The 
distance control loop was operated at a small gain to achieve an effective constant height mode 
and to use the frequency detuning to reflect the tip-surface interaction. Tips were bought in 
contact with the calcium fluoride surface prior to imaging, likely to collect a small part of the 
sample to give the tip apex a defined ionic termination. This is quite a common method in nc-
AFM (Hofer et al. 2003). A bias was applied to the tip to reduce the effect of residual charging 
due to cleavage. Reproducible experimental images with triangular features having their apex 
along <211> surface directions were obtained by scanning the CaF2(111) surface (Fig. 19b) 
(Foster et al. 2001). A statistical examination of intensity profiles reveals a secondary peak the 
intensity of which is about half that of the main peak and located at a distance of 0.25 ± 0.05 
nm (Fig. 19b).

Since the apex of the tip may generate a positive or negative electrostatic potential, theoret-
ical simulations were performed by terminating the tip with a nanocube of MgO whith terminal 
ion of either Mg2+ or O2− to produce either a positive or negative potential (Foster et al. 2001). 
The theoretical image obtained with a magnesium-terminated tip (Fig. 19c) nicely agrees with 
the experimental pattern (Fig. 19b). In simulation, maximum detuning corresponds to the most 
protruding F- ions (labeled (2) in Fig. 19c) with an enhancement of the contrast due to a local 
outward displacement of these ions when the tip passes over the surface. The second F− layer 
(labeled (3)) is also felt by the tip. In the intensity profile, it gives rise to a secondary maximum 
located at 0.22 nm from the main feature. The simulation shows that the Ca2+ ion corresponds 
to a dip in detuning (labeled (1)).The simulation predicts that the use of a tip terminated by an 

Figure 19. Chemical identity of the surface atoms of CaF2(111) by FM-AFM (Foster et al. 2001): (a) sche-
matic representation of the lattice of fluorite with (111) surface orientation (side view); (b) experimental 
image recorded at constant height. The intensity profile is given along the [121] direction indicated by the 
white line; (c) the numerical simulation with a tip apex terminated by Mg2+ gives rise to a positive potential 
(see text), in agreement with experimental findings of (b). A combination of protruding F− (2) ions and F− 
(3) ions from the second layer (see (a)) gives rise to bright triangles. The repulsive forces between Ca2+ and 
Mg2+ lead to dark patches. This means that the tip, which was prepared by contact with the fluorite surface 
was likely terminated by a calcium ion. [Reprinted Figs. 2 and 3 from Foster et al. (2001). Copyright (2001) 
by the American Physical Society.]
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oxygen ion produces an image made of spots in the form of disks. Maximum detuning cor-
responds to the passage at the top of Ca2+ ions and a secondary maximum is expected between 
the two F- ions. Such an image was actually recorded experimentally (Foster et al. 2002). The 
alternative occurrence of negative and positive potential at the tip apex likely depends on the 
contact on the fluorite surface.

Combined STM and AFM approaches. Insulating oxides have been much studied in the 
form of metal-supported films involving a few atomic layers to avoid charging and to benefit 
from the flexibility of scanning tunneling microscopy (STM) and spectroscopy (STS). Other 
incentives to develop thin films were (i) the control of surface defects and stoichiometry and 
(ii) the synthesis of new structures that do not exist in bulk materials (Nilius 2009).

However, nc-AFM and STM studies of bulk crystals can be combined in the case of some 
oxides, such as zinc oxide (Dulub et al. 2003), rutile (Onishi and Iwasawa 1994), hematite 
(Becker et al. 1996), and galena (Becker and Hochella 1996), that are conductive enough to 
allow STM analysis. Iwasawa and coworkers were first to stress the benefit that could be drawn 
from the combination of the essentially different STM (Onishi and Iwasawa 1994) and AFM 
(Fukui et al. 1997a) probes in a series of experiments on the TiO2(110) rutile surface. The 
(110) face of the tetragonal D14

4h-P42/mnm rutile TiO2 has a rectangular unit cell. The surface 
exhibits parallel rows of alternating five- and six-coordinated titanium atoms in the [001] 
direction. On the six-fold coordinated titanium, there are rows of bridging oxygen atoms that 
are protruding above the surface. The STM imaging at positive sample bias to probe unoccupied 
states exhibits alternating bright and dark rows running in the [001] direction. First-principle 
calculations demonstrated that bright rows corresponded to the five-fold coordinated surface 
Ti atoms, in agreement with the expectation that the tunneling current probes electronic states 
rather than surface geometry (Diebold et al. 1996). Titania surfaces are easily reduced via the 
creation of oxygen vacancies in the bridging oxygen row. On STM images, these appear as 
faint spots on the dark rows. Isolated hydroxyl groups that result from the dissociation of water 
molecules on oxygen vacancies give rise to brighter spots and double hydroxyl groups lead to 
even brighter features. By nc-AFM imaging of the TiO2(110) surface, rows formally similar 
to those seen in STM are seen (Fukui et al. 1997a). However, it was shown that the contrast 
in nc-AFM was due to the sign of the charge on the tip apex (Lauritsen et al. 2006). By gentle 
contacts of the AFM tip on the TiO2(110) surface, the image contrast could be reversed and 
switched from bright spots between bright rows to dark spots on bright rows (Fig. 20a,b). 
Increasing contrasts were observed for oxygen vacancies, single hydroxyl groups and double 
hydroxyl groups in this order (Fig. 20a,b). Numerical simulations of the tip-sample ensemble 
with a tip terminated by a MgO nanocube with either Mg2+ or O2− termination, could mimic 
the experimental change in contrast (Fig. 20a,b) in a way comparable to the above described 
analysis of the alkali halide surface atoms.

Numerical simulation of nc-AFM images commonly use model of tips. Conversely, a 
quite elegant experiment has modeled tips by combining experiments and calculations. From 
an interplay between nc-AFM and STM data simultaneously recorded on TiO2(110), and 
atomistic STM simulations based on multiple scattering theory, the state of the scanning tip 
was determined. The analysis of the AFM contrast reduced the number of tips to be considered 
in a full simulation and tips could be modeled. The technique may facilitate precise modeling 
and chemical identification of surface species (Enevoldsen et al. 2008).

CONCLUSIONS

Atomic force microscopy (AFM) is a very powerful technique for imaging mineral sur-
faces at sub-nanometer-scale resolution, regardless of the insulating character of the substrates, 
in any environment, vacuum, air and liquids. In AFM, the control parameter is the deflection 
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of the lever which results from the complex set of long-range and short-range forces exerted 
between tip and sample. Because macroscopic parts of the tip-surface ensemble are involved 
in long-range interactions, high-resolution AFM images are more difficult to record than STM 
(scanning tunneling microscopy) images.

Firstly operated in the so-called contact mode, including constant height mode and 
constant force mode, AFM was soon after its invention run in dynamic modes in which 
surfaces are probed by vibrating tips. Detection is based on either the Amplitude Modulation 

Figure 20. Noncontact AFM imaging and simulations of the rutile TiO2(110) (Lauritsen et al. 2006). The 
tip was made positive or negative by contact with the substrate prior to sampling the structure (3×3 nm2 im-
ages): (a) experiment and simulation with a negative tip apex. The images are formally similar to STM im-
ages. The five-coordinated Ti are seen as bright rows and vacancies (1), single (2) and double OH (3) give 
rise to bright spots of increasing brightness (brightness means attractive tip- surface forces). Simulated im-
ages are shown below the experimental images; (b) Conversely, the protruding oxygen rows appear bright 
when probed by the positive apex. Vacancies (4), single OH (5), double OH (6) correspond to dark spots. 
Therefore, in this case, the contrast in nc-AFM is dominated by electrostatic forces instead of dispersion 
and short-range repulsive forces. Simulated images are below the experimental data. [Used by permission 
of IOP Publishing Ltd, from Lauritsen et al. (2006), Nanotechnology 17, Figs. 3 and 5, pp. 3439 and 3440.]
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(AM) technique or Frequency Modulation (FM) technique. In AM-AFM, low Q values lead 
to fast responses, which make the technique suitable for analysis in air and in liquid. The 
successful development of an AM mode in which the tip probes the surface in the repulsive 
regime at the lower turning point of each periodic excursion led to the “tapping-mode” (TM-
AFM) which is often preferred to contact mode to avoid tip/sample degradation.

Scanning surfaces by a tip in contact mode may damage surfaces, modify dissolution rates 
and step velocities. For dissolution and growth, tips are commonly operated with forces ~ 10 
nN. Nevertheless, any limit may be questioned. Tip-induced erosion has been observed below 
that limit and even in attractive mode. During AFM studies, it is suggested to check whether 
the observed phenomena are robust with respect to tests in more stringent conditions.

In the early 1990’s, the flexibility of the AFM technique enabled a breakthrough with regard 
to the dissolution and growth of mineral surfaces in solution. Indeed, macroscopic approaches 
relying on the analysis of powders in solution hardly lead to a description of the specific sites 
of the surface which control reaction rates. In situ AFM study of surfaces allowed a completely 
new mechanistic approach to the processes occurring at the mineral-solution interface. Models 
could be based on the analysis of individual crystallographic orientations, advancing and 
receding steps, moving edges, and formation of etch pits. However, rates calculated from AFM 
observation of moving steps are systematically lower than those determined by conventional 
powder methods. Discrepancies partly rely on the actual definition of reactive areas and on 
transport in solution. They also question the existing models, in particular regarding the link 
between dissolution mechanisms and concentrations of dissolved components.

Acid-base interactions play a pivotal role in dissolution, growth, agglomeration, transport 
of matter in aqueous solutions and adhesion. Acid-base properties are expected to depend on 
the structure of surfaces since the ability of the surface sites to capture protons relies on coordi-
nation numbers. A test case is the determination of the PZC of alumina surfaces. Reproducible 
experiments show that PZC for α-alumina crystal surfaces are found at much lower pH values 
(~ 5-7) than alumina powders (~ 9). The observation does not depend on the technique that 
is used since values derived from optical methods agree with those determined by near field 
microscopy. Although care must be taken about a possible contamination of flat surfaces in 
ambient conditions, the most likely reason for this behavior is that the powder surface exhibits 
a higher proportion of low-coordinated sites than crystal surfaces.

Atomic force microscopy was used soon after its invention to analyze the structure of 
mineral surfaces with atomic resolution. More recently, imaging of structure, chemical con-
trast and charges has been performed in AM-AFM, often called noncontact (nc) AFM. First 
developed in vacuum, the technique is now operated in gas and liquids by decreasing the 
oscillation amplitude of the cantilever. A major strength of nc-AFM is its ability to distinguish 
the chemical specificity of surface atoms. This leads not only to the analysis of the chemical 
contrast by controlling the charge of the tip termination, but also, in combination with numeri-
cal simulations, to defined tip-surface ensembles. Surface charges can be analyzed by Kelvin 
probe force microscopy (KPFM) at nanometer-scale resolution. Combinations of topographic 
analysis with tunneling microscopy or Kelvin probe microscopy and numerical simulations 
also open up great prospects.
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INTRODUCTION

Optical spectroscopy is concerned with the measurement of the absorption, reflection 
and emission of light in the near-ultraviolet (~250 nm) through the mid-infrared (~3000 nm) 
portions of the spectrum. The human interface to the geological and mineralogical world is 
primarily visual. Optical spectroscopy is, in particular, well suited to investigating the origin 
of color in minerals. The reflection spectroscopy of minerals has been motivated to a large 
extent by interest in remote sensing. Emission spectra are usually studied in reference to 
luminescence phenomena. Studies of mineral color, metal ion site occupancy, oxidation states 
and concentrations have generally been done with absorption spectroscopy. This chapter 
concentrates on single crystal absorption spectroscopy. 

Absorption of light by crystals can occur for a number of reasons. For many minerals, 
the presence of ions of transition elements (e.g., Ti, V, Cr, Mn, Fe, Co, Ni, Cu) in their various 
oxidation states is the cause of light absorption. In some minerals, the individual ions cause 
the light absorption while in others it is the interaction between ions such as between Fe2+ and 
Fe3+ that causes color. In some minerals, rare-earth elements are an important source of color. 
Some minerals are colored by small molecular units involving metal ions (UO2

2+, CrO4
2−) or 

anions (S3
− in sodalites). Many sulfide minerals such as cinnabar (HgS) and realgar (As4S4) 

owe their color to band gaps in the semiconducting sulfides. Other important sources of color 
in minerals are the products of radiation damage which can be metal ions that have changed 
oxidation states, electron vacancies (called “hole” centers), or unpaired electrons located on 
crystal defects or on ions that are not normally associated with unpaired electrons. All of these 
are commonly studied, in part, with optical spectroscopy.

Historically, the study of the spectroscopy of minerals began in the attempt to understand 
the origin of color in minerals. The color and beauty of minerals and gems has, for thousands 
of years, attracted people to the materials of the geologic world. Serious study of mineral 
spectra together with interpretation of those spectra began in the mid 1900’s through the efforts 
of scientists such as Sof’ya Grum-Grzhimailo (Institute of Crystallography, Russia, who 
published from 1936 to 1972), Alexiei Platonov (National Academy of Sciences of Ukraine, 
who has published from 1964); and Roger Burns (MIT, who published from 1964 to 1995).

In principle, optical spectra can provide quantitative information about the concentration 
of common metal ions that are the chromophores (source of color) in crystals. In practice, 
improvements in methods for determining X-ray site occupancies, Mössbauer spectra, and 
other methods have generally surpassed optical spectroscopic methods for site occupancy 
determinations. Likewise, improved analytical methods such as LA-ICP-MS and improved 
electron microprobe analyses have proven easier to calibrate than optical spectroscopic 
methods. The primary advantage of the optical methods comes from the fact that the spectra 
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integrate the concentration of the metal ions from the entire volume of the crystal compared to 
what are generally near-surface analyses by most of the other quantitative methods. Nothing 
has surpassed optical spectra as a means of studying the origin of color in gems and minerals. 
Such studies are usually conducted together with quantitative analyses of the crystal.

GENERAL CONCEPTS

Numerous textbooks present discussions of the theories which govern electronic 
transitions. Ligand field theory and molecular orbital theory are commonly used to provide 
a theoretical underpinning to the light absorption of transition metal ions. Burns (1970) and 
Marfunin (1979), in particular, develop the theory with many mineralogical examples. Wildner 
et al. (2004) also present an extensive discussion of the theoretical underpinnings. A number 
of the important concepts were considered in the first edition of this volume (Rossman 1988) 
and are briefly outlined below. 

Six types of processes generally contribute to the optical absorption spectra of minerals: 

1)  Electronic transitions involving electrons in the d-orbitals of ions of the first row 
transition elements such as Cr3+, Mn3+, Fe2+ and Fe3+. These transitions involve 
rearrangement of the valence electrons, and give rise to absorption in the visible and 
near-infrared region. The spectra they produce are often called either crystal-field 
spectra or ligand-field spectra after the theories used to describe them. They are a 
major cause of color in many minerals and are, by far, the most studied. 

2)  Electronic transitions which involve displacement of charge density from one ion to 
another. These charge transfer processes are of two general types. 

   The first typically involves charge transfer between an anion and a cation. The one 
most commonly encountered in mineral spectroscopy is the transfer of electron 
density from a filled oxygen orbital to a partially occupied Fe3+ orbital. These 
transitions usually require higher energies than crystal field transitions and produce 
absorption bands which are centered in the ultraviolet region. In the case of ions in 
higher oxidation states such as Fe3+ and Cr6+, the wing of the absorption band will 
extend into the visible part of the spectrum, causing absorption which is strongest in 
the violet and extends towards the red. The yellow-brown color of some Fe3+ minerals 
is a result of this wing of absorption. There has been very little experimental work on 
this type of charge transfer in minerals due to the difficulty of preparing samples thin 
enough to keep these high intensity absorptions “on scale”. 

   The second type of charge transfer transition is intervalence charge transfer 
(IVCT), also called metal-metal charge transfer. It involves movement of electron 
density between metal ions in different oxidation states. The pairs or clusters of 
cations typically share edges or faces of coordination polyhedra. Relatively low 
concentrations of these pairs can produce appreciable absorption. The deep blue of 
sapphire is a familiar example of color caused by this type of transition. The Fe2+-Fe3+ 
and Fe2+-Ti4+ intervalence interactions are common. In some meteoritic minerals, the 
Ti3+-Ti4+ interaction is also prominent. 

3)  Absorption edges result from electronic transitions between the top of a valence band 
and the bottom of the conduction band. Any photon with energy greater than this 
band gap will be absorbed. These types of absorption bands are usually encountered 
in sulfides. The red color of cinnabar is the result of a band gap which allows light 
with wavelength longer than 600 nm to pass while absorbing shorter wavelengths. 
The band-gap of most silicate minerals typically is located far into the ultraviolet 
region and, thus, generally does not contribute to the color of silicate minerals. 
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4)  Overtones of vibrational transitions. The most commonly encountered bands 
in the near-infrared are the overtones of OH and H2O groups. The spectrum of 
beryl contains both absorption from Fe2+ and from the vibrational modes of H2O 
molecules. Vibrational overtones are readily recognized because they have much 
smaller widths than electronic transitions which can occur in the same spectral 
region. These transitions are both narrow and relatively low intensity, often located in 
the near-infrared portion of the spectrum. As such, they normally have little influence 
on the color of minerals. The blue color of thick layers of glacial ice is the result of 
absorption of light by these transitions.

5)  Electronic transitions involving f-orbitals of uranium and the rare earth elements. 
These electronic transitions involve electrons in inner orbitals that are shielded from 
the coordination sphere of the central metal ion. Thus, absorption bands from the 
trivalent rare-earths tend to be much sharper than most of the bands from the third-
row transition metals and tend to have only small shifts in wavelength with changes 
in the coordination number and geometry of the cation.

6)  In many minerals, absorption of light is associated with electron-hole centers and 
molecular ions produced by ionizing radiation. The spectra of these centers can 
often be quite difficult to interpret. Smoky quartz, blue feldspar, green diamonds and 
blue calcite are examples of this process. Often, color in minerals arises from the 
combined action of d-orbital transitions from metal ions together with color centers 
from natural irradiation.

To better understand the first 
process involving electrons in the 
d-orbitals, we need to understand how 
the d-d transitions occur. We can first 
consider a transition metal ion floating 
freely in space with no other atoms 
nearby. In this case all five d-orbitals 
will have the same energy (Fig.  1a). 
If a conductive sphere of charge if 
brought around the metal ion, the 
orbitals will rise in energy because 
electrons in these orbitals experience 
more electrostatic repulsion (Fig. 1b). 
If the charge on the sphere is now 
separated into six discrete lumps 
of charge centered on the vertices of an octahedron, we have a situation resembling a metal 
ion in octahedral coordination. In this case, three of the orbitals “sneak” between the charge 
centers (the dxy, dxz, and dyz orbitals) which effectively lowers their energy compared to the two 
orbitals which collide with the charge centers and experience greater repulsion (the dx2-y2 and dz2 
orbitals). The energy separation between the lower three and upper two orbitals is commonly 
referred to by both the capital Greek letter “Δ”, and the symbol “10dq”.

When an electron that is located in a lower orbital encounters a photon of the appropriate 
energy, it can be promoted to a higher energy, empty orbital. When this occurs, light is 
absorbed, a d-d transition occurs, and, if the absorption process involves photons in the range 
of visible light, the mineral will have color. The absorbed energy is usually converted into 
heat and the crystal will become warmer by a tiny amount. Sometimes, much of the absorbed 
energy is dissipated through fluorescence.

Diagrams, known as Tanabe-Sugano diagrams, named after scientists who produced the 
first diagrams of their type (Tanabe and Sugano 1954a,b), help us to understand the origin of 

Figure 1. Diagrams illustrating the concept of orbitals split-
ting into groups of different energies when points of charge 
are located at the vertices of an octahedron.
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the absorption bands in mineral systems that owe their color to the common metals of the third 
row transition elements (Ti, V, Cr, Mn, Fe, Co, Ni and Cu). Many books and web pages that 
deal with transition metal chemistry, coordination complexes and ligand field theory explain 
these diagrams and the theory behind them in greater detail.

The diagram in Figure 2 illustrates the energy states of Fe3+ in a situation where the 
ions (commonly oxide ions in minerals) bonded to the iron are arranged in perfect octahedral 
symmetry. The horizontal axis is related to the separation between the t2g and the eg orbitals 
normalized by a parameter “B”, one of the Racah parameters, that is effectively related to the 
covalency of the bonding. The vertical axis is the energy of the various states of the system (in 
units of thousands of wavenumbers), again normalized by the parameter “B”. 

The lowest energy configuration of electrons in the orbitals is called the ground state. 
Each configuration is given a symbol that reflects the symmetry of the wave functions used to 
mathematically describe the system. The superscript prefix represents the number of unpaired 
electrons according to the formula 2s + 1 where each unpaired electron has a spin number, s, 
of ½. For Fe3+ the ground state symbol is 6A1g. It is the horizontal line located at zero energy. 
A typical value for Δ/B is illustrated by the intersection of the vertical dashed line in Figure 
2 with the horizontal axis. Light of the appropriate energy will promote an electron and raise 
the system to the first excited state, labeled 4T1g, indicated by the sloping black line at the 
energy where the dash line intersects the 4T1g line. The spin number changes from 5 unpaired 
electrons in the ground state to only 3 unpaired electrons in the first excited state because any 
promotion of an electron from the t2g requires that two electron be paired. 

The downward slope of the 4T1g line with increasing Δ/B is worth noting. As thermal 
energy causes the metal-oxygen bonds to vibrate, the value of Δ will change. Depending on 
when a photon interacts with a cation, the instantaneous Δ value will vary over a small range. 
Because of the slope of the 4T1g line, the value of E will also change. The result is that this 
optical absorption band will have considerable width. The same is true when the excitation 
take the ion to the 4T2g state. The next transition to a state with 3 unpaired electrons is actually 
a pair of states that just happen to fall at nearly the exact same energy, namely the 4A1g and 
4Eg states. The slope for these states is very shallow. As a result, when the metal-oxygen bonds 
change length during vibrations, there will be significantly less variation in the E/B value. The 
result is a narrow absorption band. 

Figure 2. A portion of the Tanabe-Sugano diagram for Fe3+ in an octahedral environment.



Optical Spectroscopy 375

An absorption band representing a transition to the next state, also with 4Eg symmetry, 
is also narrow. This band is often not observed because it buried under other absorptions. 
Absorption bands at even higher energies are almost never observed in minerals. Additional 
states with the superscript 2 appear as grey lines on the diagram above. These are states of the 
system in which two electrons are both promoted to higher energy and paired. This type of 
transition is of very low probability and, if seen at all in a spectrum, will produce a band of 
very low intensity.

UNITS

Wavelength and energy

Wavelengths are usually presented in units of nanometers and energies are commonly 
presented in units of wavenumbers. Older literature presents wavelengths in Ångstroms (10 
Å = 1 nm). In the physics-focused literature, energy may be expressed in electron volts (eV). 
Interconversions among the units commonly used for mineral spectra are: 

Wavelength  Wavenumber  Energy Color 

333 nm = 30,000 cm−1 = 3.72 eV ultraviolet
400 nm = 25,000 cm−1 = 3.10 eV violet
500 nm = 20,000 cm−1 = 2.48 eV green 
750 nm = 13,333 cm−1 = 1.65 eV red 

1000 nm = 10,000 cm−1 = 1.24 eV near infrared 
2000 nm = 5,000 cm−1 = 0.62 eV near infrared 

Intensities

The intensity of an absorption band is related to the concentration of the absorbing ion 
in the crystal. Thus, optical spectra can be used for quantitative determinations of the amount 
of particular ions in crystals. There is a long history in the chemical sciences of using optical 
spectra for quantitative analyses. In mineralogy, there has been significantly less use of spectra 
for this purpose, in part because of the need to generate calibration standards, and in large part 
because of the added complexities associated with anisotropic crystals.

The intensity of light passing through a crystal at a given wavelength can be measured in 
units of percent transmission, 

 %T = 100 × I/I0 (1)

where I0 is the intensity of light incident upon the crystal, and I is the intensity passing through 
the crystal. Most instruments present the intensity in absorbance units: 

 Absorbance (A) = –log10(I/I0) (2)

This unit is useful because, according to the Beer-Lambert law of solution colorimetry, the 
absorbance is linearly related to the concentration of the absorbing species and to the thickness 
of the sample: 

 Absorbance = ε × path × concentration  (3)

where path is in cm and concentration is in moles per liter. The molar absorptivity, also referred 
to as the extinction coefficient, ε, is a constant for each system of interest. The concentration in 
a “liter” of crystal can also be calculated as the following example demonstrates: 
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Consider the concentration of Fe2+ in a grossular garnet of density 3.61 and with 1.10 wt% 
FeO. One liter of the crystal (1000 cm3) weighs 3610 grams, of which 1.1% or 39.71 g is FeO. 
The formula weight of FeO is 71.85, so the number of moles of FeO in one liter of crystal is 
39.71/71.85 = 0.553 moles. There is one mole of Fe in FeO, so the concentration of Fe2+ is 
also 0.553 moles per liter. 

THE EXPERIMENT – SAMPLE AND EQUIPMENT CONSIDERATIONS

Qualitative spectra, which tell where the absorption bands are, can be obtained by 
measuring the transmission of light through the sample without regard to sample preparation, 
as long as the sample is not too thick to allow adequate transmission for the instrument to 
measure. However, the samples are usually oriented (by morphology, optics or X-rays) so that 
light propagates along a crystal axis or an axis of the optical indicatrix. Windows are polished 
on the two sides of the sample to improve the transmission quality and to exactly define the 
sample thickness. For optimum results, the thickness of the sample should be adjusted (often 
by trial and error) so that the absorption bands are “on scale.” Ideally, absorbances will not 
exceed 2 for the most accurate data on many spectrometers. For a darkly colored mineral such 
as augite, the optimal thickness may be a few tens of micrometers, whereas a pale blue beryl 
(aquamarine) may optimally be a centimeter thick. 

Types of spectrometers

A variety of instrument types are now in use for measuring the optical spectrum of a min-
eral. Instruments that use diffraction gratings to disperse light use a tungsten-halogen bulb for 
visible and near-infrared wavelengths, and either a deuterium lamp or a xenon arc lamp for 
the ultraviolet region. The detection systems can include photomultiplier tubes, PbS detectors, 
diode-arrays, or CCD detectors. The diode-array systems use silicon diodes for the visible and 
UV regions, and InGaAs arrays for the near-infrared. They, and the CCD detectors, offer the 
advantage of simultaneous detection of many wavelengths at once (up to several hundred nano-
meters, depending on the spectroscopic resolution of the instrument). These spectrometers can 
work with samples on the order of 100 mm in diameter in the visible spectral region, but usually 
require larger diameters in the near-infrared because of the lower sensitivity of the detectors 
used in this energy region. In general, larger sample diameters give better quality data.

Commercial microscope spectrometers are available from a few vendors, although, 
some labs have constructed their own microscope systems from components. Microscope 
spectrophotometers can work with samples from a few micrometers to a few tens of micrometers 
in diameter although necessarily compromising the orientational purity of the incident light 
because the microscope optics converge the light on the sample and, as a result, do not maintain 
the E-vector perfectly parallel to the plane of the sample (Goldman and Rossman 1978).

Fourier Transform spectrophotometers are also used, with or without microscopes, 
particularly in the near-infrared region. Those with InGaAs detectors can work in the near-
infrared region with samples a few tens of mm in diameter. 

For minerals of symmetry lower than cubic, it is necessary to obtain separate spectra with 
linearly polarized light vibrating along each axis of the optical indicatrix. To obtain polarized 
light, either crystal polarizers or sheet polarizers are commonly used. Crystal polarizers, such 
as calcite polarizers of the Glan Taylor or Glan Thompson design provide excellent polarization 
ratios that are significantly higher than those that can be obtained from various types of film 
polarizers. An additional advantage of the calcite polarizers is the broad wavelength range 
over which they polarize light with high efficiency. Film polarizers commonly require separate 
polarizers for the UV, visible, and near-IR regions. 
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NOMENCLATURE OF THE DIFFERENT SPECTRA

While useful information can be obtained about the identity and oxidation state of ions 
in crystals from unoriented crystals that are studied in unpolarized light, a more quantitative 
and more fundamental understanding of the origin of color can usually only be obtained with 
orientated crystals studied with linearly polarized light. The number of spectra required to 
describe the spectrum of a mineral depends on the crystal system of the mineral. 

Cubic crystals such as garnets require just one spectrum. Polarized light is not required and 
the sample can be oriented in any direction. Such crystals usually present minimal difficulties 
for orientation if zonation within the crystal is not an issue.

For uniaxial crystals (tetragonal and hexagonal crystals), two spectra are required. One 
is taken with polarized light vibrating parallel to the c-axis and other with light vibrating 
perpendicular to the c-axis. The spectra are usually called the E\\c and E⊥c spectra or the ε 
and ω spectra where ε corresponds to the ε index of refraction obtained with light polarized 
parallel to c (E\\c), and ω corresponds to the ω index of refraction obtained with light polarized 
perpendicular to the c-axis (E⊥c). In some of the literature, the E\\c spectrum is called the 
π-spectrum and the E⊥c spectrum, the σ-spectrum. With uniaxial crystals, any direction 
perpendicular to the c-axis will provide the E⊥c spectrum.

In the case of optically biaxial crystals, three spectra are required. The three spectra needed 
to completely describe an orthorhombic crystal can be named, a, b, and c spectra (after the 
crystal axes to which the light is polarized), the α, β, and γ spectra (after the refractive indices 
that would be measured with light polarized in the respective directions), or the X, Y, and Z 
spectra (after the axes of the indicatrix in which the α, β, and γ refractive indices that would 
be measured. It is important to note that the order of the α, β, and γ refractive indices does not 
necessarily correspond to the a, b, and c axes. Unfortunately, particular care must be used in 
correlating the morphological directions of an orthorhombic crystal with the optical directions 
because different authors have used different conventions for naming both the morphologic and 
crystallographic axes. 

For biaxial monoclinic crystals the spectra are usually called the α, β and γ spectra or 
sometimes the X, Y and Z spectra, where the α spectrum is obtained in the X vibration direction 
in which the α refractive index would be measured, Y = β and Z = γ. At a minimum, those three 
spectra are required to describe a monoclinic crystal. Dowty (1978) has discussed some of the 
special requirements for a full optical description of monoclinic minerals discussed further in 
the “Intervalence Charge Transfer in Low Symmetry Crystals” section later in this chapter.

INTENSITIES AND SELECTION RULES

Absorption bands can vary greatly in their intensity. Ruby with 0.1 % Cr3+ is deep red 
when 1 mm thick, whereas orthoclase with 0.1% Fe3+ is essentially colorless at the same 
thickness. A variety of selection rules derived from quantum mechanics governs the intensity 
of the various types of absorption phenomena. These rules are extensively discussed in books 
devoted to the chemical physics of optical spectroscopy such as Harris and Bertolucci (1978), 
the various editions of Cotton (1971), and the classic book by Wilson et al. (1955).

The Laporte selection rule 

Transitions between two d-orbitals or two p-orbitals are forbidden, but transitions between 
s-and p-orbitals or between p-and d-orbitals are allowed (Laporte Selection Rule; Laporte and 
Meggers 1925).

This means that oxygen-to-metal charge-transfer transitions (from an oxygen p-orbital 
to a metal d-orbital) will occur with high probability. Photons of the appropriate energy will 
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stand a high probability of being absorbed, and the resulting absorption band will be intense. 
Ideally, transitions within the d-orbitals would be forbidden, but, in fact, will occur with low 
probability and will produce correspondingly low intensity absorptions. All of the examples of 
single metal ion spectra that follow are examples of transitions within the d-orbitals.

In practice, these “rules” do not rigidly control the intensity of spectra because there 
are various ways to weaken them. A common factor is mixing of d-and p-orbitals to produce 
a hybrid state which has character intermediate between the two extremes. Also, geometric 
distortions of otherwise fully symmetric coordination environments will relax the Laporte 
rule. Distortions from full symmetry can occur because of the local structure of the phase, 
or even during the vibrations of the metal-oxygen bonds. An example is provided by the 
mineral gillespite where the d-d transitions are Laporte-forbidden, but where coupling with 
vibronic motion of the Fe-O bonds makes the absorption of visible light possible (Burns et al. 
1966). Nevertheless, the intensity of crystal-field absorption bands from ions of the common 
transition metals will be about a factor of 1000 times less than the oxygen-to-metal charge-
transfer bands. 

Spin-forbidden transitions 

An additional selection rule is the spin-multiplicity selection rule. It states that the total 
number of unpaired electrons on an atom must remain the same before and after an electronic 
transition occurs. Because all orbitals in Mn2+ and Fe3+ are half-filled, the only possible 
electronic transitions involve pairing electrons in an orbital with the necessity of changing the 
spin of one of the electrons. Consequently, the Mn2+ and Fe3+ transitions are spin-forbidden. 
In fact, they can occur, but with very low probability. Spin-forbidden bands can occur in the 
spectrum of any ion with two or more valence electrons. An example appears in the spectra of 
Cr3+ in kyanite discussed in a following section.

QUANTITATIVE CONCENTRATIONS FROM OPTICAL SPECTRA

Optical spectra are widely used for quantitative analysis in solution chemistry. In principle, 
quantitative metal ion concentrations and even site occupancies could be obtained from the 
optical spectra of minerals. To determine quantitative site-occupancies or total cation content, 
the ε value from the Beer-Lambert law (commonly known as Beer’s Law) must be known for 
the system of interest, and it must be reasonably constant in a solid solution series. These plots 
require an independent determination of the ion’s concentration in a number of crystals (e.g., 
by electron microprobe analysis). In practice, very few mineral systems have been examined 
in enough detail to establish Beer’s law plots. When such information is available, quantitative 
site occupancy data can be obtained. Those which have a nearly linear correlation between 
absorbance and concentration are Fe2+ in garnets (White and Moore 1972), olivines (Hazen et 
al. 1977), orthopyroxenes (Goldman and Rossman 1978) and feldspars (Mao and Bell 1973; 
Hofmeister and Rossman 1984).

The ε values for a number of other ions in minerals are available, but they represent a 
single measurement and do not explore the variation of ε with composition along a solid 
solution series or with concentration of the absorbing ion. In practice, optical spectra generally 
have not competed favorably with other analytical methods such as LA-ICP-MS or electron 
microprobe analysis for determining concentrations of cations, but, in some cases, optical 
methods have particular advantages such as integrating through the entire volume of a sample, 
and providing information about concentrations of cations in a particular crystal site. In 
principle, optical methods can also have the advantage of quantitatively working with a single 
oxidation state of a cation in a crystal if calibration standards are available. 
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IDENTIFICATION OF THE OXIDATION STATES OF CATIONS

One of the most useful aspects of optical spectra is its ability to identify the oxidation state 
of many common cations. This is based, in part, on the fact that different cations have different 
numbers of electrons involved in electronic transitions, and on the fact that different cations 
have different sizes and geometries that influence the electrostatic repulsion that their electrons 
feel from the neighboring ions when their valence electrons undergo electronic transitions. 

The spectra of many cations are sufficiently distinctive to allow identification of their 
oxidation states (e.g. Fe2+ vs. Fe3+; Mn2+ vs. Mn3+; Cr3+ vs. Cr6+). When a metal ion is present 
in two oxidation states, it is difficult to determine the quantitative ratio because of the general 
lack of adequate calibration standards that are available for the optical data. An example of 
how such calibrations can be done is the determination of Fe2+ and Fein feldspars (Hofmeister 
and Rossman 1984). Total iron is first determined by X-ray fluorescence and/or electron 
microprobe analysis and Fe3+ is determined by electron paramagnetic resonance (EPR) 
spectroscopy (Pan and Nilges 2014, this volume). Fe2+ is then determined by difference. These 
determinations are then used to calibrate the optical spectrum. Several examples of the spectra 
of cations in different oxidation states are presented in the following sections.

A GALLERY OF SPECTRA OF METAL IONS COMMONLY RESPONSIBLE 
FOR THE OPTICAL SPECTRA OF MINERALS.

Titanium

Ti4+ has no valence d-electrons and as such does not have absorption in the visible region 
by itself. Ti3+ has one valence electron which can be excited to a higher energy by visible 
light. Consequently, Ti3+ minerals will have absorption in the optical region. This oxidation 
state is formed only under conditions more reducing than those found in the terrestrial 
environment; Ti3+ is found primarily in meteorites, lunar samples and synthetic phases. Ti3+ 
in octahedral coordination is a comparatively 
weak absorber and is easily overpowered by 
other cations which might be present. Two 
complicating factors must be considered: Ti4+ 
can enter into intervalence charge transfer 
(IVCT) with Fe2+ to produce strong absorption 
(Manning 1977; Burns 1981). This process 
has been implicated in the color of a variety 
of minerals such as blue sapphire and orange-
brown micas. Many early reports of Ti3+ in 
the spectra of terrestrial minerals are probably 
due to the Fe2+-Ti4+ interaction. Ti4+ can also 
enter into interva1ence charge transfer with 
Ti3+ producing intense absorption in the red 
to near-infrared. The blue meteoritic hibonite 
(Fig. 3) is the result of this IVCT interaction. 

Vanadium

Trivalent vanadium is the cause of vivid colors in a number of minerals and gemstones. It 
produces a diversity of colors because the locations of its absorption bands are sensitive to the 
details of the size and symmetry of the vanadium site. The spectrum of vanadian tourmaline 
(Fig. 4) and grossular (Fig. 5) are representative. The spectroscopy of vanadium in minerals 
has been reviewed by Schmetzer (1982). The positions of the V3+ absorption bands are close 
to those of Cr3+ in the same site. Consequently, the color of a particular mineral is frequently 

Figure 3. Spectrum of Ti3+-Ti4+ IVCT in blue 
hibonite from the Murchison meteorite plotted for 
1 mm thickness.
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similar regardless of whether the chromophore is Cr3+ or V3+ (e.g., both green grossular and 
green beryl can be colored by either Cr or V). 

Tetravalent vanadium is infrequently encountered but when present in minerals is 
normally in the form of the vanadyl ion (VO2+) that is characterized by a spectrum that is 
centered in the red. Comparatively few mineralogical examples of this have been published. 
Canvaniste, CaVOSi4O10·4H2O, (Fig. 6) and apophyllite that contains a few thousand ppm of 
the vanadyl ion (Fig. 7) are two of the more common examples of this ion. Vanadate fluxes are 
sometimes used in mineral synthesis. The blue color of some of pyroxenes synthesized with 
these fluxes comes from ~0.1% substitutional vanadium in the form of the vanadyl ion in the 
large cation site.

Chromium

Chromium is a moderately common minor component of many common minerals that 
contributes to the spectra of minerals in the trivalent state. The familiar red color of rubies 
and green color of emeralds are both due to Cr3+ in an aluminum site. Like vanadium, the 
exact position of the Cr3+ absorption bands will depend upon the particulars of the Cr site, 
including metal-oxygen distances, site distortion and degree of covalency. Because the molar 
absorptivity (ε value) of Cr3+ is high (typically 40-60) compared to Fe2+ (typically 3-6), a 
minor amount of Cr3+ (0.X%) can dominate the spectrum of many common ferro-magnesian 
silicates. The colors of green micas, pyroxenes, and amphiboles often result from traces of 
Cr3+ as much as from the primary iron component. 

Figure 4. The spectrum of V3+ in the yellow-green 
tourmaline, olenite, from Amstahl, Austria, plotted 
as 1 mm thick. After Ertl et al. (2008).

Figure 6. The spectrum of the VO2+ ion in blue 
cavansite from near Wagholi, Pune District, Maha-
rashtra, India plotted as 1.0 mm thick.

Figure 5. The spectrum of V3+-containing grossu-
lar garnet (tsavorite variety) from East Africa, plot-
ted as 1 mm thick.

Figure 7. The spectrum of the VO2+ ion in green 
apophyllite from Pune, India, plotted as 1.0 mm 
thick. After Rossman (1974).
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In the spectrum of many Cr3+ minerals, sharp, weak bands near 700 nm appear in the 
spectrum. These are spin-forbidden bands that result from a change in the number of unpaired 
electrons during the electronic transition. These bands are weak in the spinel spectrum (Fig. 8) 
but easily observed in the kyanite spectrum near 700 nm (Fig. 9).

Chromate, CrO4
2−, produces intense 

colors due to its oxygen to Cr6+ charge-
transfer band that is centered in the 
ultraviolet. The brilliant orange and yellow 
colors of crocoite (PbCrO4) and vanadinite 
(Pb5(VO4)3Cl) are from the chromate ion. 
In the case of vanadinite, a small amount of 
CrO4

2− is involved in a solid solution with 
VO4

3−. Because of the experimental difficulty 
of obtaining on-scale spectra of the intensely 
absorbing chromate bands, few single-crystal 
spectra of chromate in minerals are available. 

Manganese

While small amounts of Mn2+ are found 
in many minerals, it is seldom a significant 
contributor to the spectrum of the phase. That 
is because all electronic transitions of Mn2+ 
are spin-forbidden. Therefore, the absorp-
tion by small amounts of Mn2+ in minerals 
is very weak and usually overpowered by the 
spectra of many other cations that may be 
present. The spectrum of Mn2+ in octahedral 
coordination consists of two weak bands at 
longer wavelength and a sharp band near 412 
nm (Fig. 10). Only the sharp 412 nm band is 
seen in the spectrum of many minerals when 
minor amounts of Mn2+ occur in the presence 
of greater quantities of Fe2+. 

In contrast to Mn2+, Mn3+ is an intense 
absorber which usually produces red through 
lavender colors. Common examples include 
piemontite, red tourmaline and pink micas. 
Mn3+ can also produce a green color such as 
found in the viridine variety of andalusite. 
Mn3+ spectra can vary from a dominant single 
band with shoulders in the case of sites of fairly 
regular symmetry as seen in the pink, Mn3+-
containing diaspore (AlO(OH)) spectrum 
(Fig. 11) to the well-separated pairs of bands 
that occur in the spectrum of green andalusite 
(Fig. 12) and orange kyanite (Fig. 13). In rare 
instances, Mn2+ enters tetrahedral sites such 
as found in the spectacularly fluorescent zinc 
silicate, willemite. Its spectrum is shown in 
Figure 14.

Figure 8. The spectrum of Cr3+ in red spinel, from 
Mogok, Myanmar, plotted as 1.0 mm thick.

Figure 9. The spectrum of the Cr3+ in blue kyanite 
from a kyanite eclogite from the Reitfontein kim-
berlite, South Africa, plotted as 1 mm.

Figure 10. Spectrum of red rhodochrosite from the 
N’Chwaning Mines, Kuruman, South Africa, that 
shows the typical broad, broad, sharp band set go-
ing towards shorter wavelength.
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Iron

Iron is the most commonly encountered 
transition element in minerals and is 
responsible for the color of most rock-
forming minerals. Fe2+ is usually found is 
sites that are somewhat distorted from an 
ideal octahedron. Its spectrum consists of a 
pair of bands centered near 1000 nm. The 
spectrum of siderite (Fig. 15) is representative 
of phases that contain Fe2+ sites that are not 
highly distorted from octahedral symmetry. 
The two components of the Fe2+ bands 
become more separated as the site becomes 
more distorted from octahedral geometry. In 
the case of the amphibole M(4) site and the 
pyroxene M(2) site, the two components can 
be separated by about 1000 nm (Fig. 16). 

Faye (1972) and Goldman and Rossman (1977) have discussed the relationship between 
the magnitude of the splitting and the nature of the Fe2+ site. The detailed analysis of an optical 

Figure 11. Spectrum of pink diaspore, AlO(OH), 
from Hotazel, S.W. Africa plotted as 1.0 mm thick. 
Its pink color of diaspore is due to Mn3+ substitut-
ing for Al.

Figure 12. Spectrum of green andalusite from 
Minas Gerais, Brazil, plotted as 1.0 mm thick. Its 
green color arises from its content of ~1.08 wt% 
Mn.

Figure 13. Spectrum of orange kyanite from Mau-
tia Hill, Tanzania, that contains Mn3+ in aluminum 
sites plotted as 1.0 mm thick. After Chadwick and 
Rossman (2009).

Figure 14. The spectrum of willemite, Zn2SiO4, 
from Franklin, New Jersey, containing Mn2+ in a 
tetrahedral site, plotted as 1.0 mm thick.

Figure 15. The spectrum of Fe2+ in siderite from 
Ivigtut, Greenland, that shows two overlapping 
bands in the 1000-1300 nm region from Fe2+ an 
octahedral site of only minor distortion. Plotted for 
1.0 mm thickness.
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absorption spectrum first requires knowledge 
of the symmetry of the cation site. Selec-
tion rules which establish the polarization of 
the various bands are then determined from 
group theory. An example of such an analysis 
for Fe2+ at the M2 site of orthopyroxene ap-
peared in Appendix A of the first edition of 
this chapter (Rossman 1988). 

For many common minerals, the spec-
trum is further complicated because of con-
tributions from iron in multiple distinct sites. 
The spectrum of forsterite is a case in point 
(Fig. 17) where four distinct absorption bands 
occur in the 700-1600 nm region that repre-
sent two contributions each from both the M1 
and M2 sites. Although the intensity of the 
M2 band in the γ-polarization is several times 
more intense then the M1 bands near 850 nm 
in the α- and β-polarizations, the concentra-
tion of Fe in the M2 site is not necessarily 
greater than the concentration in the M1 site. 
This is because the ε values (molar absorp-
tivity) for the two sites are not equal. Iron in 
more-distorted sites tends to have a signifi-
cantly higher probability for absorbing light 
than iron in a more regular site.

The electronic transitions of Fe3+, like 
those of Mn2+, are spin forbidden due to their 
d5 electronic configuration. Any electronic 
transition demands that the ion goes from 
a configuration of five unpaired electrons 
to one with 3 unpaired electrons and 1 pair. 
Such transitions have low probability of hap-
pening. Consequently, minerals with dilute 
Fe3+ are pale colored due to weak absorption. 
They generally show a characteristic pattern 
of two broad, low-energy absorptions, la-
beled T1g and T2g, and a sharp band near 440 
nm (Fig. 18). Because the wavelengths of the 
two broad bands are sensitive to the exact 
structural details of the Fe3+ site, they are of 
use in remote sensing to identify iron oxides 
and polymorphs of FeO(OH). Often, because 
of overlapping contributions from other ions, 
only the band at 440 nm is visible. Occasion-
ally it is possible to observe additional Fe3+ 
bands near 376 nm as are seen in Figure 18. 

The spectrum in Figure 18 presents an 
excellent opportunity to demonstrate the use of a Tanabe-Sugano diagram discussed in Figure 
2 earlier in this chapter. Moving from low energy (right side) to high energy (left side) the 

Figure 16. The spectrum of the clinopyroxene, 
augite, from Cedar Butte, Oregon. The spectrum 
is dominated by Fe2+ absorption near 1010 and 
2300 nm from Fe2+ in the highly distorted M2 site. 
Weaker absorption from Cr3+ occurs near 650 and 
400 nm.

Figure 17. The spectrum of forsterite from San 
Carlos, Arizona, showing four bands in the 700-
1500 nm region where two bands came from each 
of the M1 and M2 sites.

Figure 18. Spectrum of phosphosiderite, 
FePO4·H2O, from Kreuzberg, Germany, plotted as 
1.0 mm thick that shows the typical pattern of two 
broad bands at lower energy followed by a sharper 
band near 440 nm.
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breadth of the first two bands (the 6A1g → 4T1g and 6A1g → 4T2g transitions) compared to the 
sharpness of the next two bands (the 6A1g → 4A1g,4Eg and 6A1g → 4Eg transitions) is obvious.

Sites of different coordination number present different Fe2+ spectra. The most extensively 
studied has been the spectrum of Fe2+ in the garnet 8-coordinated site. It consists of three bands 
in the near-infrared region plus spin-forbidden bands in the visible region (Fig. 19). Tetrahedral 
Fe2+ transitions occur at lower energies, usually consisting of a pair of bands centered in the 
1800 to 2000 nm range (Fig. 20). If the Fe-O bond lengths were the same, the average energy 
of the tetrahedral absorptions would be 4/9 the average energy of the octahedral absorptions. 
The absorption intensity of tetrahedral Fe2+ is greater than octahedral Fe2+. In general, a metal 
ion at a site which lacks a center of symmetry (non-centrosymmetric site) will have a greater 
probability of absorbing light then one at a centrosymmetric site. A very different pattern for 
four-coordinated iron is provided by Fe2+ in a square-planar site such as those of gillespite 
(Fig. 21) and eudialyte. Another example (Fig. 22) of Fe2+ in a non-octahedral site is provided 
by Fe2+ in the irregular geometry of the Ca-site in plagioclase feldspar.

Tetrahedral Fe3+ is encountered in a number of minerals including micas and pyroxenes 
and certain framework silicates such as feldspars (Fig. 23). Its absorption intensity is several 
times greater than that of Fe3+ in an octahedral site because of the non-centrosymmetric site. 

An additional factor that strongly influences the colors of iron-containing minerals arises 
from a combination of absorption by the individual ions, Fe2+ and Fe3+, and from intervalence 
charge transfer between Fe2+ and Fe3+ or between Fe2+ and Ti4+ , as well as from oxygen-to-
Fe3+ charge transfer. The combination of these multiple causes of absorption contributes the 
dark color of many common iron-containing silicate minerals such as pyroxenes (Fig. 24), 
amphiboles and micas.

Cobalt

Cobalt is seldom encountered in minerals at concentrations high enough to impact 
the optical spectrum. When it does, it typically occurs in octahedral coordination as Co2+ 
and causes a pink color such as that in cobaltian-calcite (Fig.  25). When Co2+ is situated 
in a tetrahedral site, it is a strong absorber producing a blue color in synthetic spinels and 
contributes to the deep blue color of some rare, natural spinel crystals (Fig. 26).

Nickel

Nickel is an infrequent contributor to the spectra of minerals. It is usually present as 
Ni2+ at an octahedral site and gives rise to a green color in phases such as the chrysoprase, a 
variety of chalcedony that contains minute grains of nickel-containing layer silicates (Fig. 27). 
In addition to the Ni2+ features near 650, 730 and 1100 nm, the spectrum shows increasing 
absorption that rises towards short wavelengths. The rise results from wavelength-dependent 
scattering of light from the fine nickel silicate particles within the quartz host. A narrow water 
overtone feature is also present near 1400 nm. The annabergite spectrum (Fig. 28) shows the 
three major regions of absorption that arise from Ni2+ in an octahedral site.

Copper

Cu2+ is an intense absorber that produces the familiar green and blue colors of the numerous 
copper minerals such as azurite and malachite. Although there are many Cu2+ minerals, 
there has been very little work on their single crystal spectroscopy due to the difficulty of 
preparing the minerals thin enough for on-scale spectroscopy when the copper concentration is 
comparatively high. Elbaite tourmaline produces an especially beautiful blue color that results 
from the incorporation of Cu2+ in the Y-site (Fig. 29).

The Cu+ ion by itself does not contribute to the optical absorption spectrum of minerals. 
The color of Cu(I) oxides is due to band gap absorptions which are discussed in a following 
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Figure 19. The spectrum a pyrope-almandine 
garnet with three components in the near-infrared 
at about 1250, 1600 and 2200 nm due to Fe2+ in 
the distorted eight-coordinated cubic site. Weaker, 
sharper features between 350 and 800 nm are spin-
forbidden bands. Plotted as 1.0 mm thick.

Figure 20. The spectrum of staurolite from Pizzo 
Forno, Switzerland, plotted as 1.0 mm thick that 
shows broad absorption bands from Fe2+ in a tetra-
hedral site with accompanying sharper bands from 
OH groups.

Figure 21. The spectrum of Fe2+ in the square-
planar, four-coordinated site of gillespite, 
BaFe2+Si4O10, from Incline, California, plotted as 
1.0 mm thick.

Figure 22. Spectrum of plagioclase feldspar 
(~An70) from Lake County, Oregon, plotted as 1.0 
mm thick, showing the bands in the 1250 - 2300 
nm region from about 0.3 wt% Fe2+ in the large, 
distorted Ca sites. Absorption from OH is in the 
2800-3000 nm region. After Hofmeister and Ross-
man (1983).

Figure 23. Spectrum in the gamma orientation 
of tetrahedral Fe3+ in sanidine with 0.42% Fe2O3 
from Itrongay, Madagascar, plotted for 1.0 mm 
thickness.

Figure 24. The spectrum of the clinopyroxene, 
diopside, from Binntal, Wallis, Switzerland, that 
shows strong absorption near 950 and 1050 nm 
from Fe2+ in the M1 site and a comparatively weak 
absorption near 1050 nm from Fe2+ in the M2 site. 
The band near 780 nm arises from Fe2+- Fe3+ IVCT.
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section. Cu(0) was implicated in the color 
of some unusual green and red plagioclase 
feldspars from basalt flows; absorption was 
attributed to small clusters of copper atoms 
(Hofmeister and Rossman 1985). 

Rare Earth Elements and Uranium

The spectra of the rare earth elements in 
their normal 3+ oxidation state come from 
electronic transitions involving the f-orbitals 
that are comparatively shielded from the 
environment of the neighboring atoms. 
Because the f-orbitals are not involved with 
bonding, they are only weakly perturbed by 
the vibrations of the neighboring atoms and, 
as a result, their absorption bands are much 
narrower than those that involve d-orbitals. 
They show up as groups of sharp bands in 
the absorption spectra. Typically, these spectra are dominated by absorption features from 
Nd3+ and Pr3+. The Nd3+ spectrum is most commonly encountered in minerals such as monazite 
(Fig.  30) and apatite (Fig.  31). In the apatite spectrum there is also a broader, underlying 

Figure 25. Pink cobaltian calcite that contains 
six-coordinated Co2+ from the Arhbar Mine, Bou 
Azzer, Morocco, plotted as 1.0 mm thick. 

Figure 27. The unpolarized spectrum of Ni2+ in 
chrysoprase from Marlborough, Queensland, Aus-
tralia, plotted for 1.0 mm. 

Figure 26. Spectrum of 1 mm thick blue spinel 
from Baffin Island, Canada, that contains tetrahe-
drally-coordinated Co2+.

Figure 28. Absorption spectrum of Ni2+ in a (010) 
cleavage slab of annabergite, Ni3(AsO4)2·8H2O, 
from Laurium, Greece, plotted for 0.10 mm thick-
ness.

Figure 29. The spectrum of blue elbaite tourma-
line from Paraiba, Brazil, showing strong absorp-
tion bands in the 700 to 1000 nm region from Cu2+ 
in the Y-site of the mineral. Also present are the 
first overtones of the O-H vibrations occur 1450 
nm. Plotted for 1.0 mm thickness. After Rossman 
et al. (1991).
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absorption from radiation damage possibly 
related to the SO3

− ion (Gilinskaya and 
Mashkovtsev 1995). Occasionally, features 
from Pr3+ are encountered in the 400-500 
nm region such as occur in the spectrum of 
bastnäsite (Fig. 32).

Uranium is normally important in the 
spectrum of minerals that have the UO2

2+ 
ion in their structures. Typically this will 
cause a bright yellow color due to strong 
absorption in the 400 to 500 nm region of 
the spectrum such as is seen in the autunite 
spectrum (Fig. 33). The spectrum of uranium 
in a lower oxidation state is not commonly 
encountered except in the case of metamict 
zircons (Fig. 34).

Figure 34. Spectrum of a partially metamict, yel-
low-green zircon from Sri Lanka plotted as 1.0 mm 
thick. Narrow bands, mostly from U4+, dominate 
the spectrum. 

Figure 31. Spectrum of apatite from Durango, 
Mexico, showing sharper bands from Nd3+. Plotted 
as 1.0 mm thick.

Figure 33. Spectrum of a (001) cleavage of autun-
ite, Ca(UO2)2(PO4)2·10-12H2O, from the Daybreak 
Mine, Washington, shows vibronic structure of the 
UO2

2+ ion with several narrow features in the 400 
to 500 nm region. Plotted as 1.0 mm thick.

Figure 30. The unpolarized spectrum of monazite, 
CePO4, from the Southern Pacific Silica Quarry, 
Lakeview Mountains, California, plotted as 1.0 
mm thick from a (100) slab. The spectrum is domi-
nated by narrow Nd3+ absorptions.

Figure 32. The spectrum of bastnäsite, CeCO3F, 
from the Zagi Mountains, Pakistan, plotted as 1.0 
mm thick in an unspecified orientation. In addi-
tion to Nd3+ features throughout the spectrum, Pr3+ 
bands in the 420 to 500 nm region are present.
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INTERVALENCE CHARGE TRANSFER

Intervalence charge transfer (IVCT) is the dominant cause of color of many common rock-
forming minerals such as amphiboles, pyroxenes, micas, tourmalines and aluminosilicates. In 
most minerals, the charge transfer is either between Fe2+ and Fe3+ or between Fe2+ and Ti4+. 
One of the structurally least complicated examples is vivianite, Fe2+

3(PO4)2·8H2O. Vivianite’s 
structure contains simple pairs of Fe2+ in edge-shared octahedral isolated from other iron 
atoms by intervening phosphate ions and water molecules. When one of the Fe ions in the pair 
oxidizes to Fe3+, an intervalence interaction between the two Fe ions occurs and a strong IVCT 
absorption develops in the spectrum (Fig. 35). Because all the Fe-Fe vectors are aligned in the 
same direction (along the b-axis), the absorption occurs in the E\\b direction.

In systems that have more than two ions connected to each other, the IVCT interaction 
occurs, but the band center will appear at longer wavelengths (lower energies) than at which it 
is found in simpler systems such as vivianite. The spectrum (Fig. 36) of ilvaite is an excellent 
example. Ilvite, CaFe2+

2Fe3+OSi2O7(OH), contains double chains of octahedra occupied by 
both Fe2+ and Fe3+. Whereas the IVCT band in vivianite peaks near 680 nm, the IVCT band 
in ilvaite peaks near 1090 nm. A study of the role of iron-site polymerization on the IVCT 
spectrum was presented by Amthauer and Rossman (1984).

Intervalence charge transfer between two ions of different elements is well-known in 
the case of Fe2+-Ti4+ interactions. Numerous examples exist (Mattson and Rossman 1988) 
including micas and tourmalines (Fig.  37). Because more energy is required to move an 
electron from Fe2+ to an ion of a different element, Fe2+-Ti4+ IVCT occurs at higher energy 
(lower wavelength) than IVCT from Fe2+-Fe3+. The Fe2+-Ti4+ IVCT usually occurs in the 400 
to 500 nm region if the octahedral sites share a common edge. In other systems with more 
complicated structures containing both iron and titanium such as kyanite (Fig, 38) multiple 
IVCT bands occur in the spectrum that are commonly assumed to arise from Fe2+-Ti4+ IVCT 
at higher energies and from Fe2+-Fe3+ IVCT at lower energies.

Intervalence charge transfer in low-symmetry crystals

Low-symmetry crystals in the monoclinic and triclinic systems present additional 
complexities, particular when intervalence charge transfer occurs. The complexities arise from 
the fact that the metal-metal orientation may not coincide with a principal axis of the optical 
indicatrix. Thus, the “full” extent of absorption from the intervalence interaction will not occur 
in a principal optical direction.

Clinopyroxenes are monoclinic. The optical spectra of the clinopyroxene from the Angra 
Dos Reis meteorite (Fig.  39, top) show the profound difference in light absorption when 
light is linearly polarized to vibrate along the principle axes of the indicatrix. Under these 
conditions, the α, β and γ spectra are obtained for light vibrating along the X, Y, and Z axes 
of the indicatrix. One of these directions is confined to be parallel to the b-axis of the crystal, 
but the other two will occur in the (010) plane and will not align with either the a- or c-axis. 
In contrast to these directions, the spectra taken with extinction parallel to the c-axis shows 
higher intensity of the 490 nm Fe2+-Ti4+ IVCT band than is seen when polarized along any of 
the principal axes of the indicatrix. That is because the E-vector is optimally aligned to cause 
electrons to exchange between the two ions in the chain of M1 sites that is aligned along the 
c-axis. Likewise, when the E-vector is aligned perpendicular to c, the IVCT interaction is 
not activated and essentially no indication of the 490 nm band is seen. While this has been 
recognized for several decades, very few monoclinic crystals have been studied in all five 
orientations. 

The complete characterization of a triclinic crystal is even more complicated. The three 
principal spectra, α, β, and γ, taken along the axes of the indicatrix are commonly obtained. 
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Figure 35. Spectrum of vivianite, 
Fe2+

3(PO4)2·8H2O, from Mullica Hill, NJ, showing 
the intense absorption in the E\\b direction aris-
ing from the interaction of Fe3+ with Fe2+. After 
Amthauer and Rossman (1984).

Figure 36. Spectrum of ilvaite, 
CaFe2+

2Fe3+OSi2O7(OH), from Elba, Italy, plotted 
for 1.0 mm thickness. The spectrum is dominated 
by the IVCT from Fe2+-Fe3+ interaction. After 
Amthauer and Rossman (1984).

Figure 38. Spectrum of kyanite from Mitchel Co., 
North Carolina, showing two intervalence charge 
transfer bands that are assumed to arise between 
Fe2+ and Fe3+ (centered near 800 nm) and Fe2+ and 
Ti4+ (centered near 600 nm). Very weak Fe3+ fea-
tures occur near 450 nm.

Figure 37. Spectrum of uvite tourmaline from the 
Wata Poore area, Kundar Province, Afghanistan, 
that is dominated by the broad Fe2+-Ti4+ IVCT ab-
sorption near 450 nm.

Figure 39. Spectra of the clinopyroxene in the 
Angra dos Reis meteorite taken (top) in the princi-
pal directions of the optical indicatrix (α, β and γ) 
compared to spectra taken (bottom) with the crys-
tal oriented such that there are extinction directions 
parallel and perpendicular to the c-axis. From Mao 
et al. (1977) and plotted for 1 mm thickness.
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Yet, other spectra parallel and appropriately perpendicular to the three crystal axes would also 
be obtained in a complete characterization. Such a complete characterization of a triclinic 
crystal has, most likely, never been done. 

BAND GAPS

In semiconducting minerals, optical absorption occurs when electrons are promoted 
from the valance band to the conduction band. In contrast to absorptions from the common 
metal ions, these transitions rise rapidly once the photon energy exceeds the band gap. They 
also cause intense absorption. Minor components in the host phase may have energy levels 
between these bands and can cause additional absorption. Such absorption spectra of only 
a few minerals have been examined, in contrast to the much greater number of minerals in 
which metal ions cause ligand-field optical transitions. One important reason for this is that 
it is very difficult to prepare samples thin enough for such measurements. Normally studies 
of band gaps in oxides and sulfides are conducted on synthetic products made by evaporation 
techniques with samples only a few micrometers thick.

While it is difficult to obtain spectra of minerals that show the peak of the band gap 
absorptions, it is much easier to obtain spectra that show the onset of the band gap absorption. 
Figure 40 shows the onset of the band gap absorption in pyrite at about 1600 nm. Even though 
pyrite is opaque in the visible spectrum, if it is devoid of other impurities, it can become highly 
transparent in the near infrared. Other minor components, such as cobalt, can cause additional 
absorption as seen in Figure 40. Other highly colored minerals can have the onset of band gap 
absorption in the visible part of the spectrum. Figure 41 shows that in the case of cinnabar, 
transmission only occurs in the red portion of the spectrum (above 610 nm) which accounts 
for the red color of this mineral.

RADIATION-INDUCED COLOR CENTERS

Many minerals owe their color to the effects of natural irradiation through the decay of 
40K or the uranium series. 40K is a naturally-occurring radioactive isotope with a half-life of 
1.2 × 109 years. In one of its decay modes, it emits a gamma ray with an energy of 1.46 million 
electron volts that can penetrate tens of centimeters through typical silicate rock. The gamma 
ray energy is extremely large compared to the binding energy of a valence electron in metal 

Figure 41. Onset of band gap absorption in 0.2 
mm thick cleavage slabs of cinnabar from the Al-
madén Mine, Spain, and orpiment from the Getch-
ell Mine, Nevada.

Figure 40. Absorption spectra of 0.2 mm thick 
slabs of Cananea, Mexico, pyrite showing the on-
set of the band gap absorption at about 1500 nm, 
and the effect of cobalt substitution in the pyrite on 
the near-infrared transmission. Data obtained from 
Kulis (1999). 
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ions or oxide ions. Consequently, the gamma rays can strip electrons from the constituents of 
a crystal and change the oxidation state of both cations and anions. Furthermore, the ejected 
electron can travel through the crystal until it becomes trapped by various mechanisms such 
as by reducing an ion or by occupying an anion vacancy in the crystal. The various ions and 
trapped electrons can have their own electronic states and cause color. They are commonly 
referred to as color centers and display characteristic spectra that can be difficult to interpret at 
an atomic level. A few examples follow.

A mineral commonly colored by radiation-induced color centers is quartz in the form of 
dark-brown to black smoky quartz (Fig. 42). Although the absorption diminishes towards the 
near-infrared region, the amount of absorption in the visible region is enough to absorb most of 
the visible light resulting in a color close to black. If the amount of radiation damage is small, 
or if the crystal is thin, then some red and orange wavelengths will come through resulting in 
a brown color. The absorption is associated with the Al-content of the crystal and involves O− 
(oxygen single minus ion). The atomistic interpretation of this spectrum remains incompletely 
understood (Weil 1984).

Colored diamonds owe their color to both minor components such as boron and nitrogen 
and to a variety of color centers. One of the color centers that arises from irradiation is the 
GR1 (general radiation 1) center shown in Figure 43. The spectrum is believed to arise from a 
carbon vacancy in the diamond induced by the irradiation. In addition to the broad absorption 
band, fine structure features in the spectrum corresponding to hindered rotational motion in the 
defect. Gemological laboratories that examine diamonds routinely obtain such spectra at LN2 
temperature which causes the fine structure to sharpen.

Topaz is commonly commercially irradiated to turn it blue for use as a gemstone. It also 
occurs in nature with a blue color. The absorption spectrum (Fig. 44) has not been related 
to any trace metal ion component, but is a direct product of the irradiation. The Al-O−-Al 
center involving the oxygen single minus ion is thought to be associated with the color, but the 
detailed cause of the absorption bands remains a matter of discussion (Rossman 2011).

Elbaite tourmaline is another mineral that commonly shows the effects of natural 
irradiation and which is irradiated in the commercial market for gemstones (Fig. 45). In this 
mineral, naturally occurring Mn2+, when irradiated, is converted to Mn3+ by the natural flux 
of gamma rays (Reinitz and Rossman 1988). This process occurs in pegmatites which are 
rich in feldspar that contains weakly radioactive 40K. Tens of millions of years of natural 
irradiation are required to bring about an intense color change. Other pegmatite minerals such 

Figure 42. Smoky quartz associated with amazon-
ite feldspar at Crystal Peak, Colorado, that shows 
multiple broad absorption features that are the re-
sult of natural irradiation. Plotted for 10 mm thick-
ness.

Figure 43. The room-temperature spectrum of a 
3.0 mm thick green diamond showing a broad ir-
radiation-induced absorption band centered about 
650 nm.
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as lead-containing potassium feldspar (amazonite variety), apatite, beryl (morganite variety) 
and spodumene (kunzite variety) are also commonly colored by natural 40K irradiation.

VIBRATIONAL OVERTONES AND COMBINATIONS

Vibrational absorption is usually considerably narrower than the absorption from 
electronic transitions. Overtones of these motions and combinations of modes often show up 
in the spectra of minerals that contain water molecules or OH groups. Both water molecules 
and OH groups typically absorb in the 3500 cm−1 region. Their first overtone will be at about 
7000 cm−1 which corresponds to about 1400 nm and the second overtone occurs at around 
950 nm. Water bending occurs near 1600 cm−1. The combination of water bending with 
a water stretching motion occurs around 5100 cm−1 (1600 + 3500 cm−1) or 1950 nm. The 
exact wavelength of these features will vary with the hydrogen bonding state of the hydrous 
component.

These features are easily seen in 
the spectrum of beryl (Fig.  46) from 
Vldar Ukinsky, Ukraine. This particular 
sample has been heat-treated to make 
the blue aquamarine variety by remov-
ing the golden color component of the 
naturally-occurring crystals.

ARTIFACTS

Interference fringes

A problem that is often encoun-
tered while obtaining spectra is the pres-
ence of interference fringes which show 
up as regular variations in the intensity 

Figure 44. Spectrum of naturally irradiated blue 
topaz from the St Anns Mine, Zimbabwe, plotted 
as 10 mm thick. The narrow features are absorp-
tion from the OH in the crystal.

Figure 45. Spectrum of elbaite from the Himalaya 
Mine, Southern California, that has been artifi-
cially irradiated with gamma rays to increase the 
intensity of its color. Except for the absolute in-
tensity of the features, the spectrum is identical to 
the spectrum of the naturally irradiated material. 
Prominent features are associated with the for-
mation of Mn3+ from the irradiation of Mn2+ that 
naturally occurs in the crystal. Weak OH overtones 
occur near 980 nm. Plotted for 1.40 mm thickness.

Figure 46. Beryl from Vldar Ukinsky, Ukraine, that 
displays numerous, sharp vibrational overtones and 
combination modes from water molecules. Iron absorp-
tion occurs in the 500-1200 region. 7.63 mm thick. 
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of the spectrum that resemble sine waves (Fig. 38). They may arise from light that reflects from 
the back face of the crystal to the front face which, in turn, is reflected back in the direction in 
which light is propagating through the crystal. They may also arise from cracks or cleavages 
within the crystal, or even from the air gap between the crystal and the crystal holder. Their 
presence is dictated by the physics of optics, but there are strategies that can be used to mini-
mize their presence. Anything that destroys the flatness of the crystal surface, or the index of 
refraction difference between the crystal and its surrounding medium (air or a glass slide, etc.) 
will minimize interference fringes. One surface of the crystal can be intentionally rounded to 
destroy its flatness. This works especially well for thicker crystals where the non-uniformity of 
the thickness does not introduce a significant 
error in quantitative intensity determinations. 
Alternatively, a surface can be lightly abrad-
ed to destroy the uniformity of the surface. 
Transparent, high-index liquids can be added 
to the surface of the crystal to destroy the in-
dex contrast. For crystals held on a support-
ing glass slide in microscope spectrometers, 
addition of a small amount of liquid such as 
water or glycerine between the crystal and 
the glass can prove helpful. The difficulty of 
the artifact is amplified when grating changes 
occur during scans over a wide wavelength 
range. The sudden discontinuity of the pat-
tern at 600 nm in Figure 47 is the result of 
such a range change.

Wood’s grating anomaly

At certain wavelengths, sudden changes in the intensity of light diffracted by a grating 
can occur (Wood 1902). The magnitude of the change depends on the polarization of the 
light incident on the grating (Stewart and Gallaway 1962). If the orientation of the extinction 
direction of the crystal being studied is not aligned exactly with the polarizer, the resultant 
elliptically polarized light can produce artifacts in the spectrum that resemble narrow, weak 
absorption bands or sudden shifts in the baseline. If the spectroscopist is familiar with their 
instrument, such artifacts will be edited out of the final data. Occasionally, spectra with these 
artifacts have appeared in the literature.

TEMPERATURE AND PRESSURE DEPENDENCE

When crystals change temperature, the coefficient of thermal expansion demands that the 
length of metal-oxygen bonds will change, and perhaps, bond angles will change as well. These 
changes will influence the ligand fields surrounding metal ions and will result in changes in 
the wavelengths and bandwidths of spectra (Fig. 48). Such changes may occur anisotropically. 

Likewise, when the external pressure is greatly increased, the metal-oxygen bonds and 
bond angles will change even if no phase change occurs. This, too, will result in a change in 
the ligand fields surrounding metal ions and will result in changes in the spectrum (Fig. 49). A 
similar change can occur in the luminescence spectrum of a phase when pressure is applied. 
The ruby pressure standard used in diamond cells (Silvera et al. 2007) is a direct application 
of this effect.

To illustrate the sensitivity of the optical absorption band position to changes in the metal-
oxygen distance in a crystal, consider the case of Ti3+ dissolved in water in octahedral coordi-

Figure 47. Interference fringes in the spectrum of 
the ruby variety of corundum produce periodic os-
cillations in the data.
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nation with oxide ions as the species Ti3+(H2O)6. This system has only one d electron in one of 
the t2g orbitals. The electronic transition puts the electron in one of the higher-energy eg orbit-
als where the energy separation between the t2g and eg orbitals is Δ. Crystal field theory tells us 
that the magnitude of Δ is proportional to 1/r5 where r is the metal-oxygen distance. The Ti-O 
distance is ideally 2.02 Å and the absorption band of Ti3+ dissolved in water is at about 20,300 
cm−1 (493 nm). If we could compress the Ti-O bond by 1%, the absorption band would shift 
to 469 nm, and if we could compress the Ti-O band by 10%, the band would shift to 292 nm. 

ABSORPTION BAND INTENSIFICATION

The intensities of certain metal ion absorption bands do not always scale with 
the concentration of the metal ion. Important example involves systems in which the 
concentration of Fe3+ is high or in which the Fe3+ ions are structurally paired. In these systems, 
antiferromagnetic interactions between Fe3+ ions provide a mechanism by which the intensity 
of absorption can increase dramatically. 
Such intensification has been observed by 
a number of authors (Krebs and Maisch 
1971; Rossman 1975, 1976a,b; Bakhtin and 
Vinokurov 1978). This effect is related to the 
strength of the magnetic coupling between 
the pair of cations. Generally, shared O2− 
ions lead to stronger magnetic coupling than 
shared OH− ions. In favorable cases, the 
amount of absorption intensity enhancement 
can be more than an order of magnitude. The 
dark orange to red colors of many ferric iron 
minerals such as hematite (Rossman 1996) 
are caused by such interactions (Fig.  50). 
Iron in other oxides such as spinels is also 
subject to intensification (Andreozzi et 
al. 2001). Similar enhancement occurs in 
the d5 Mn2+ system. Examples presented 
include galaxite, MnAl2O4 (Hålenius et al. 
2007) and the helvite-genthelvite system, 
(Mn,Zn)4(Be3Si3O12)S (Hålenius 2011).

Figure 49. Pressure dependence of the unpolarized 
spectrum of Cr3+ in a 0.05 mm thick (010) slab of 
clinopyroxene from the Mir kimberlite pipe, Yaku-
tia, Russia. From Taran et al. 2011.

Figure 48. Temperature dependence of the E⊥c 
orientation of Cr3+ in corundum (ruby variety).

Figure 50. A spectrum that compares the inten-
sity of the first Fe3+ absorption band near 860 nm 
in andradite garnet (Ca3Fe2Si3O12) and hematite 
(Fe2O3). In andradite, the Fe3+ ions are isolated 
from each other by intervening Ca and Si. In he-
matite, the Fe3+ ions are situated adjacent to each 
other where they experience magnetic interactions 
and intensification of the optical absorption bands. 
Spectra are presented such that both phases present 
an equal number of Fe3+ ions in the optical path.



Optical Spectroscopy 395

The intensity of Fe2+ absorption bands (d-d transitions) can also be greatly enhanced by 
interactions with neighboring Fe3+ ions (Smith 1978; Amthauer and Rossman 1984; Mattson 
and Rossman 1987). This effect is in addition 
to the intervalence charge-transfer absorption 
which generates a new absorption feature. A 
detailed theoretical explanation of such 
enhancements has yet to appear. 

Figure 51 shows three tourmalines that 
range from a blue elbaite with only Fe2+ 
through green elbaite with Fe2+ and a little 
Fe3+ to black dravite with significant amounts 
of both Fe2+ and Fe3+. The noteworthy 
property is the comparative increase in the 
intensity of the E⊥c spectrum compared to 
the E\\c spectrum. In the lower spectrum of 
an elbaite with no Fe3+ the intensities of the 
Fe2+ bands in the 700 and 1200 nm regions 
are about the same in both polarizations. In 
the upper spectrum of a dravite with both 
Fe2+ and Fe3+, there has been a remarkable 
increase in the intensity of the Fe2+ bands 
in the E⊥c spectrum. In addition to the Fe2+ 
absorptions, the center spectrum shows an 
absorption band from Fe2+-Ti4+ intervalence 
charge transfer at about 420 nm, and all 
spectra show OH overtones near 1400 nm.

COMPILATIONS OF MINERAL OPTICAL SPECTRAL DATA

The first edition of this chapter (Rossman 1988) presented an extensive list of references 
to published spectra of dominantly single-crystal mineral optical spectra emphasizing papers 
published after 1965 that deal with natural minerals. A greatly expanded and up-to-date, 
revised version of the original list with over 700 references is available at: 

 http://minerals.gps.caltech.edu/REFS/Index.html

Most of these references are now reasonably easy to find with on-line search programs such 
as SciFinder Scholar, Google Scholar, GeoRef, and Web of Science. The main exceptions 
are the references in the gemological literature that are not well-covered in the on-line search 
programs. Many spectra of the gem minerals have been presented in the literature from a 
variety of gemological organizations. Some of the literature can be accessed on the website of 
the Gemological Institute of America under the Article Topic –Color search.

 http://www.gia.edu/gia-news-research

An online source of many gem spectra (but not always with oriented samples) is the 
Gemological Institute of America’s gem project: 

 http://www.gia.edu/gia-gem-database

The extensive Russian language literature on mineral spectroscopy is under-represented in 
these lists, although the book by Platonov (1976) provides an entry into the extensive pre-1976 
Russian literature primarily from the author’s works and other Russian language papers. In 
addition, numerous mineral spectra and raw data, including data files for most of the spectra 

Figure 51. Tourmalines from bottom to top: blue 
elbaite from, Usakos, Namibia, plotted as 1.0 mm 
thick; center: dark green elbaite from northeastern 
Afghanistan plotted as 0.50 mm thick; top: black 
dravite from Sweeney Canyon, California, plotted 
as 0.02 mm thick.
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in this chapter, are available at: 

 http://minerals.gps.caltech.edu/FILES/Visible/Index.html

The book by Burns (1970) remains the most comprehensive general introduction to the 
field of optical spectroscopy of minerals, with many examples of mineral spectra. The chapter 
by Burns (1985) serves as useful abbreviated introduction to the field. The book by Marfunin 
(1979) is a wide ranging introduction which goes more deeply into the theoretical aspects 
of mineral spectroscopy but which does not have many examples of actual data. Both Burns 
(1970) and Marfunin (1979) provide extensive lists of references to mineral spectra. Chapters 
in Strens (1976) are on optical spectra of minerals as are chapters in Berry and Vaughan 
(1985). Libraries of mineral spectra are available for the remote sensing community but do not 
include single crystal data.

The language of spectroscopy makes use of the terminology of group theory to describe 
individual orbitals, symmetry properties of molecular units, and individual electronic 
transitions. A variety of books from the chemical sciences discuss this nomenclature and the 
theory behind it, although none of these books is directed at mineralogical applications. Cotton 
(1971) is one of the most useful introductions to group theory from an inorganic perspective. 
The chapters by Wildner et al. (2004) in the European Mineralogical Union’s Spectroscopic 
Methods in Mineralogy contain a detailed review of the theoretical concepts of crystal field 
theory which is used to understand the interaction of a metal ion’s valence electrons with the 
atoms (ligands) that surround it. 

An overview of color in minerals is presented by Nassau (1978). Nassau (2001) is a wide 
ranging introduction to color in solids including many examples of color and spectroscopy in 
minerals and gemstones. Several volumes of the Reviews of Mineralogy and Geochemistry 
series contain chapters devoted to the spectroscopy of specific mineral groups [volumes 2 
(Feldspars, 2nd edition 1983), 7 (Pyroxenes 1980), 9a (Amphiboles 1981), 13 (Micas 1984), 
and 14 (Microscopic to Macroscopic 1985)].

CONCLUDING THOUGHTS

Originally, much of the interest in mineral spectroscopy was motivated by the desire to 
understand the origin of the color and beauty of minerals. It was further amplified by the desire 
to understand the sometimes spectacular changes seen in the color of minerals when observed 
in thin section with polarized light. Optical spectroscopy remains the indispensible tool for the 
study of color in minerals and continues to find wide application particularly in the study of 
the gem minerals. 

Historically, there was also interest in determining the ratio of oxidation states of elements 
such as iron and manganese in minerals which furthered the desire to understand the quantitative 
aspects of mineral spectroscopy. It is certainly possible to derive quantitative information 
on the oxidation states of cations in crystals, but significant difficulties are associated with 
proper calibration of the methods. Today, the quantitative analysis aspects of site-specific 
analysis through optical spectroscopy have largely being replaced by other analytical methods, 
particularly by improved X-ray structural determinations. Improved analytical methods such 
as LA-ICP-MS can now more easily obtain elemental concentrations at low levels than can 
be obtained from optical spectroscopy with the attendant calibration and orientation issues. 
Nevertheless, optical spectroscopy does remains important in niche applications where the 
need to analyze the whole volume of a crystal exists, or where suitable oxidation state-specific 
alternative methods may not exist.

At this time, the single-crystal optical absorption spectra of a little over 100 mineral 
groups representing about 250 mineral species are available in print or online. They represent 
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the common rock-forming mineral groups and gemstones. This leaves on the order of 1000 
colored, transparent minerals that have yet to be studied. A comparatively small number 
of these have been studied as powdered samples, but not as single crystals. Many of these 
unstudied phases are uncommon weathering products available only as tiny crystals. Many of 
these phases represent structures unknown in the widely practiced spectroscopy of metal ions 
and their coordination complexes in solutions. Their spectra may hold information important 
for the production of new pigments, for new electro-optic devices, or for new photocatalysts or 
for other unforeseen applications. Unless they are studied, we will never have this information. 
Clearly, much work remains to be done.
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ABSTRACT

This chapter reviews detection of materials on solid and liquid (lakes and ocean) surfaces 
in the solar system using ultraviolet to infrared spectroscopy from space, or near space (high 
altitude aircraft on the Earth), or in the case of remote objects, earth-based and earth-orbiting 
telescopes. Point spectrometers and imaging spectrometers have been probing the surfaces of 
our solar system for decades. Spacecraft carrying imaging spectrometers are currently in orbit 
around Mercury, Venus, Earth, Mars, and Saturn, and systems have recently visited Jupiter, 
comets, asteroids, and one spectrometer-carrying spacecraft is on its way to Pluto. Together 
these systems are providing a wealth of data that will enable a better understanding of the 
composition of condensed matter bodies in the solar system.

Minerals, ices, liquids, and other materials have been detected and mapped on the Earth 
and all planets and/or their satellites where the surface can be observed from space, with the 
exception of Venus whose thick atmosphere limits surface observation. Basaltic minerals (e.g., 
pyroxene and olivine) have been detected with spectroscopy on the Earth, Moon, Mars and 
some asteroids. The greatest mineralogic diversity seen from space is observed on the Earth and 
Mars. The Earth, with oceans, active tectonic and hydrologic cycles, and biological processes, 
displays the greatest material diversity including the detection of amorphous and crystalline 
inorganic materials, organic compounds, water and water ice.
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Water ice is a very common mineral throughout the Solar System and has been unambigu-
ously detected or inferred in every planet and/or their moon(s) where good spectroscopic data 
has been obtained. 

In addition to water ice, other molecular solids have been observed in the solar system 
using spectroscopic methods. Solid carbon dioxide is found on all systems beyond the Earth 
except Pluto, although CO2 sometimes appears to be trapped in other solids rather than as an ice 
on some objects. The largest deposits of carbon dioxide ice are found on Mars. Sulfur dioxide 
ice is found in the Jupiter system. Nitrogen and methane ices are common beyond the Uranian 
system. 

Saturn’s moon Titan probably has the most complex active extra-terrestrial surface 
chemistry involving organic compounds. Some of the observed or inferred compounds include 
ices of benzene (C6H6), cyanoacetylene (HC3N), toluene (C7H8), cyanogen (C2N2), acetonitrile 
(CH3CN), water (H2O), carbon dioxide (CO2), and ammonia (NH3). Confirming compounds 
on Titan is hampered by its thick smoggy atmosphere, where in relative terms the atmospheric 
interferences that hamper surface characterization lie between that of Venus and Earth. 

In this chapter we exclude discussion of the planets Jupiter, Saturn, Uranus, and Neptune 
because their thick atmospheres preclude observing the surface, even if surfaces exist. However, 
we do discuss spectroscopic observations on a number of the extra-terrestrial satellite bodies. 
Ammonia was predicted on many icy moons but is notably absent among the definitively 
detected ices with possible exceptions on Charon and possible trace amounts on some of the 
Saturnian satellites. Comets, storehouses of many compounds that could exist as ices in their 
nuclei, have only had small amounts of water ice definitively detected on their surfaces from 
spectroscopy. Only two asteroids have had a direct detection of surface water ice, although its 
presence can be inferred in others. 

INTRODUCTION

The remote detection, identification, and mapping of materials using spectroscopy 
and imaging spectroscopy has been a rapidly advancing and maturing science over the last 
two decades, and promises significant advances into the future. Spectrometers and imaging 
spectrometers are now flying on many spacecraft throughout the Solar System, providing a 
wealth of new data that has led to many new discoveries. As of this writing, spectrometers and 
imaging spectrometers are in orbit or have recently flown past Mercury, Venus, Earth, Earth’s 
Moon, Mars, several asteroids, Jupiter, Saturn, and on the way to Pluto. Aircraft-based sensors 
also play a key role in terrestrial imaging spectroscopy. This chapter will give a few examples 
of this very large and diverse field. The information is so vast, that the analogy for this chapter 
will be like taking a drink from Niagra Falls, thus we can cover only a small portion of the field. 
In order to limit the scope of this chapter, we limit discussions to spectroscopy of reflected 
solar radiation and thermally emitted light, and mostly exclude gamma-ray or radio wavelength 
spectroscopy. We only discuss remote detections across space (fly-by or orbiting spacecraft or 
in the case of the Earth, high altitude aircraft, above about 15 km). We exclude surface landers 
on other moons and planets.

Spectroscopy is a tool that has been used for decades to identify, understand, and quantify 
solid, liquid and gaseous materials, especially in the laboratory. In disciplines ranging from 
astronomy to chemistry, spectroscopic measurements are used to detect absorption features due 
to specific chemical bonds or electronic transitions, with detailed analyses used to determine the 
abundance and physical state of the detected absorbing species. Spectroscopic measurements 
have a long history in the study of the Earth and planets (e.g., Hunt 1977; Goetz et al. 1985; 
Pieters and Englert 1993; Clark 1999, Clark et al. 2003, 2007).
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Reflectance and emittance spectroscopy of natural surfaces are sensitive to specific 
chemical bonds and transitions in materials, whether solid, liquid or gas. Spectroscopy has 
the advantage of being sensitive to both crystalline and amorphous materials, unlike some 
diagnostic methods, like X-ray diffraction. Spectroscopy’s other main advantage is that it can 
be used up close (e.g., in the laboratory) to far away (e.g., to look down on the Earth, or up at 
other planets). Spectroscopy’s historical disadvantage for materials identification is that it is 
sometimes too sensitive to small changes in the chemistry and/or structure of a material. The 
variations in material composition often cause shifts in the position and shape of absorption 
bands in the spectrum. Thus, with the vast variety of chemistry typically encountered in the 
real world, spectral signatures can be quite complex and sometimes unintelligible. However, 
that is now changing with increased knowledge of the natural variation in spectral features and 
the causes of the shifts. As a result, the previous disadvantage is turning into a huge advantage, 
allowing us to probe ever more detail about the chemistry of our natural environment (Pieters 
and Englert 1993; Clark 1999, Clark et al. 2003, 2007, 2013 and references therein).

Spectroscopic remote sensing from space, or high altitude aircraft requires the detection of 
reflected solar radiation at shorter wavelengths or thermally emitted light at longer wavelengths. 
The transition of predominantly reflected solar to predominantly emitted thermal radiation 
varies as a function of distance from the sun, and the object’s albedo. The transition from 
reflected solar to emitted thermal emission occurs at approximately 1.5 mm at Mercury, 2.5 
mm for our Moon, 3 mm for the Earth, 3.5 mm for Mars, ~6 mm for Jupiter’s satellites, ~7 mm 
for Saturn’s satellites, and beyond about 10 mm for the Neptune system (e.g., see Clark 1979).

Ice is probably the most abundance single mineral found in the Solar System. Ice 
technically refers to the mineral ice, solid H2O, that is found naturally on the Earth. In the 
planetary sciences “ice” has become known as any volatile material that is frozen. Thus, in the 
planetary literature we discuss water ice, CO2 ice, SO2 ice, benzene ice, methane ice, etc. This 
chapter will also review such ices found on the surfaces of planets, their satellites, and small 
bodies in the Solar System.

The major elements that formed the solar system were hydrogen, carbon, nitrogen, and 
oxygen, often referred to as CHON material. When chemically combined, these elements 
produce molecules with low condensation temperatures—volatiles—with H2O being the most 
refractory of these. Sulfur can also contribute to the volatile inventory, and the abundances of 
CHON + S material can be appreciable. The inferred molar elemental abundances present in 
the protoplanetary nebula, relative to hydrogen, of O, C, N, and S are 0.085, 0.036, 0.011, and 
0.002, respectively (Anders and Grevesse 1989). 

Under the reducing conditions produced by the presence of H2, the expected closed-shell 
molecules are H2O, CH4, NH3, and H2S and these are observed as volatile gases or condensates 
in the atmospheres of the giant planets. Depending on thermal and chemical conditions in 
protoplanetary and protosolar nebulae, some or all of the above molecules, as well as those 
formed in more oxidizing conditions, will be incorporated in the forming satellites, comet 
nuclei, and dwarf planets. Examples of some stable volatiles formed under oxidizing conditions 
are CO, CO2, N2, and SO2. Minor species may include CH3OH, HCN, HCNO, etc. These 
volatiles condense in varying proportions at rates that are highly dependent on temperature and 
molecular interaction energies, ultimately forming the diverse ices that are found on outer solar 
system bodies.

In their pure states, molecules can condense in crystalline or amorphous forms, with 
crystalline compounds exhibiting a variety of polymorphs. The occurrence of a particular phase 
depends on the formation conditions, particularly the temperature and starting state (gaseous or 
liquid), and the subsequent thermal and irradiation history. For example, the freezing of liquid 
water produces hexagonal ice whereas amorphous, cubic, or hexagonal ice can be produced by 
condensation of the vapor at different temperatures. 
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Most minerals on and within solar system bodies are not pure, but contain other minerals 
or impurities. These mixed minerals can exist in many forms. The minor constituent can be 
randomly dispersed as isolated molecules within the crystalline or amorphous matrix (a solid 
solution). These molecules can be substitutional or interstitial, or trapped within defects or 
closed channels, sometimes existing as micro-atmospheres in voids (e.g., spectroscopically 
interacting O2 molecules in H2O ice, (Johnson and Jesser 1997; Loeffler et al. 2006) or CO2 
gaseous inclusions in minerals. 

Closer to the sun, where temperatures in the solar nebula were hotter, rock forming min-
erals condensed in greater abundances. The solid surfaces of the terrestrial planets, Mercury, 
Venus, Earth and Mars are dominated by silicate and basaltic mineralogies and their weathering 
products.

DETECTION OF MINERALS AND THEIR  
SPECTRAL PROPERTIES

The main method for remotely detecting minerals and compounds is by studying sunlight 
reflected from the surface under study (reflectance spectroscopy), and/or the heat emitted in the 
thermal infrared (thermal emission spectroscopy). Materials absorb light at specific characteristic 
wavelengths, thus spectroscopy can be used to directly and unambiguously detect a compound 
(given sufficient spectral range, resolution and signal-to-noise ratio). Other methods of remote 
sensing, such as neutron absorption only sense the presence of atoms, so do not directly detect a 
specific chemical compound, and require instrumentation in close proximity to the surface (e.g., 
low orbit). Reflectance and emittance spectroscopy, however, can be used to probe surfaces 
both near and to the outer reaches of the Solar System from the Earth’s surface as well as from 
spacecraft. See Clark (1999) for a review of the different types of transitions and vibrations that 
lead to absorption features in spectra. 

While absorption features are diagnostic of material identities, it is the scattering processes 
that control the light returned from a surface to a detector. Scattering occurs from mineral-
vacuum (or gas) interfaces, grain boundaries or crystal imperfections, or from discrete 
impurities mixed in the surface of a material such as a particulate coating. In order to make an 
unambiguous detection of a particular material there must be a high enough intensity signal 
returned to the detector over a sufficient spectral range and with sufficient resolution to resolve 
diagnostic spectral features. Figure 1 illustrates the issue of sufficient spectral resolution for 
three operational terrestrial sensors compared to a laboratory spectrum. 

A significant problem in detecting materials from space using reflected sunlight is correction 
of remotely sensed data for effects of the solar spectrum, and absorption and scattering from 
any atmosphere between the surface and spectrometer. Figure 2 gives an example. Remotely 
sensing surface composition through such an atmosphere poses challenges. The atmospheric 
transmission and scattering effects must be accurately corrected, however the atmospheric 
models are still evolving and correction methods are complex. Clark et al. (2002, 2003) discusses 
various methods for correcting terrestrial imaging spectroscopy data. Transmission and aerosol 
scattering is a significant problem on only 4 bodies in the Solar System where we can observe 
the surface: Venus, Earth, Mars, and Titan, Venus being the most difficult. Model transmissions 
for the Earth, Mars and Titan are shown in Figure 3. The mid-infrared transmittance of the 
Earth’s atmosphere is shown in Figure 4, which shows even less transmission, mostly due to 
absorption by water.

Another problem in remotely sensing compounds is that the apparent strength of spectral 
features changes with grain size of the material. Not only do the absorption features change 
shape, the overall shape of the spectrum can also change. This is illustrated in Figure 5 with Ice.
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Figure 1. Comparison of sensors with different spectral resolutions. Landsat TM with 6 bands in the vis-
ible to near-infrared spectrum cannot resolve any absorptions typical in minerals. The MODerate resolution 
Imaging Spectrometer (MODIS) has enough spectral channels to barely resolve some spectral features in 
the visible portion of the spectrum, but not in the important near-infrared. The Airborne Visible and Infra-
Red Imaging Spectrometer (AVIRIS), however, has sufficient spectral range and resolution to resolve many 
common absorption bands found in a wide variety of minerals and other compounds. The gray bands on 
the AVIRIS spectrum represent regions of the terrestrial atmosphere with strong absorptions. The spxnnnn 
entries are U.S. Geological Survey spectral IDs. Adapted from data in Clark (1999) and Clark et al. (2007).

Figure 2. Observed signal of sunlight reflected from the Earth’s surface measured at a height of 20 km by 
AVIRIS. The red line is the derived path radiance from the signal, light scattered by the atmosphere in the 
direction of the detector. To derive a surface reflectance spectrum, the solar spectrum, path radiance, and 
atmospheric absorption needs to be removed. DN stands for “Data Number” and is a relative scale. From 
Clark et al. (2002).
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Figure 3. Model 1-way atmospheric transmission spectra for the Earth, Mars, and Titan. The dominant 
absorption in the Earth’s atmospheric transmission is water vapor, with ozone providing the UV drop. The 
dominant absorption in Mars’ atmospheric transmission is carbon dioxide and dust aerosol absorption plus 
scattering. The dominant absorption in Titan’s atmospheric transmission is methane and hydrocarbon aero-
sol absorption plus scattering. Earth spectrum from Clark (1999), Mars from P. Irwin (personal communica-
tion, 1997), and Titan from Clark et al. (2010a). The transmission of Venus’ atmosphere would be too low to 
register on this plot; transmission at 1 mm is <~ 0.00002 (Baines et al. 2000).

Figure 4. Atmospheric transmittance in the mid-infrared is compared to scaled grey-body spectra. Most 
of the absorption is due to water. Carbon dioxide has a strong 15-mm band, and the dotted red line shows 
the increased absorption due to doubling CO2. Also shown is the black-body emission at 288 K and the 
grey-body emission from water and a sandstone scaled to fit on this transmittance scale. The water and sand-
stone curves were computed from reflectance data using: 1 - reflectance times a black-body at 288 Kelvin. 
Adapted from Clark (1999).
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Spectroscopic characterization of minerals is well-covered in Pieters and Englert (1993), 
Clark (1999), and Clark et al. (2007), and references therein. Detection strategies are discussed 
in Clark et al. (2003) and references therein. Spectroscopy of ices are reviewed in Clark et al. 
(2013) and more briefly below.

Detection of a particular mineral on a planetary surface is only one aspect of understanding 
the geology and chemistry of the surface. Mapping the locations and geologic context greatly 
enhances our understanding of planetary surfaces, including their origin. Mapping solid and 
liquid compounds on a planetary surface is accomplished with imaging spectrometers. There 
are several types of imaging spectrometers. Two widely used diffraction grating types include 
whiskbroom scanners which collect spectra in a cross-track manner by using an oscillating 
mirror to sequentially reflect light from each spatial location in a scene to a spectrometer one 
pixel at a time, and pushbroom scanners which measure the spectra of all the pixels across an 
image simultaneously using an area array detector and the forward motion of the spacecraft. 
Whiskbroom scanner data are more easily calibrated because the same detector array measures 
the spectrum of every pixel in the scene, but dwell time on a given pixel is relatively short so 
images can be noisy. Pushbroom scanners have longer dwell times on each pixel so provide 
a less noisy image, but images are commonly plagued by along-track image artifacts caused 
by miscalibration of adjacent pixel array elements. See Goetz et al. (1985) and Clark et al. 
(2003) for more details. Whiskbroom systems include the NASA JPL classic Airborne Visible/
Infrared Imaging Spectrometer (AVIRIS), flown on high altitude aircraft above the Earth 
(Green et al. 1990) and the NASA Visual and Infrared Mapping Spectrometer (VIMS) currently 
orbiting Saturn (Brown et al. 2005a). Pushbroom imaging spectrometers include the Compact 
Reconnaissance Imaging Spectrometer for Mars (CRISM) (Murchie et al. 2007) which is 
currently orbiting Mars on the Mars Reconnaissance Orbiter (MRO). Broadband imaging 
systems like the Mars Themis (Christensen et al. 2004) and HiRISE (McEwen et al. 2007) are 
not discussed because they are not spectrometers, nor imaging spectrometers.

Figure 5. Illustration of changing ice absorption band shapes and strengths with grain size. The near-infra-
red spectral reflectance of A) a fine grained (~200 mm diameter) water frost, B) medium grained (~300 mm) 
frost, C) coarse grained (400-2000 mm) frost and D) an ice block containing bubbles and frost on the surface. 
The larger the effective grain size, the greater the mean photon path that photons travel in the ice, and the 
deeper the absorptions become. Curve D is very low in reflectance because of the large path length in ice but 
scattering from fine frost at the surface raises the reflectance. Adapted from data in Clark (1981), and Clark 
and Lucey (1984) with level corrections from the reflectance standard.
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MINERAL AND FROZEN VOLATILES SPECTRAL SIGNATURES

H2O (ice)

Water ice phases and spectral features as a function of temperature are discussed in detail 
by Mastrapa et al. (2013). Ice forms multiple crystal structures, including cubic (Ic), hexagonal 
(Ih), and amorphous solids (Hobbs 1975 and references therein) which might be encountered 
on planetary surfaces in the solar system. The spectra of crystalline water ice (Fig. 5, and see 
Grundy and Schmitt 1998) display particularly broad absorptions because the water molecules 
are orientationally disordered. In hexagonal or cubic ice, the oxygen atoms are in a well-defined 
crystal structure, but the hydrogen bonds point randomly toward neighboring oxygen atoms.

Mastrapa et al. (2008) measured the optical constants of crystalline and amorphous ice 
from 20 to 120 K and reviewed formation conditions for amorphous versus crystalline water 
ice. Below about 135 K, amorphous ice is expected to condense from the vapor phase if the 
rate of growth is slow. Thus, we might expect amorphous ice to be present in the Jupiter system 
and beyond. However, as we will see, with the probable exception of the Jupiter system, where 
surfaces are being irradiated by particles caught in Jupiter’s magnetic field, outer solar system 
surfaces are dominated by crystalline H2O. 

In amorphous ice, the absorptions shift to shorter wavelengths. The Fresnel peak near 3.1 
mm also shifts to shorter wavelengths, and the temperature sensitive 1.65-mm absorption be-
comes very weak. See Clark et al. (2013). 

SO2 ice

SO2, a colorless gas at room temperature, is a common terrestrial volcanic (and industrial) 
effluent and also present in Venus’s atmosphere, possibly from recent volcanic activity. It is the 
major component emitted from Jupiter’s volcanically active moon Io. SO2 is a bent molecule of 
the form O-S-O and is a stable sulfoxide, with SO and S2O being much less stable. Oxidation 
of SO2 in the presence of H2O produces sulfuric acid, evident in the Earth’s atmosphere as acid 
rain and in Venus’s atmosphere as the ubiquitous sulfuric acid clouds and haze. 

SO2 is more refractory than NH3, it liquefies at ~263 K and freezes at ~200 K. Within the 
temperature range of 90 K to 120 K, appropriate for Jovian satellites, the SO2 vapor pressure 
varies by five orders, from about 10−4 nbar to 10 nbar. SO2 is amorphous when condensed at tem-
peratures < 70 K, but crystallizes at temperatures > 70 K (Schmitt et al. 1994). Condensed SO2 
forms many different textures (Nash and Betts 1998). The condensation, evaporation, and meta-
morphism of pure SO2 and mixed ices have been discussed by Sanford and Allamandola (1993). 

Useful reviews of SO2 properties by Schmitt et al. (1998b) and Nash and Betts (1998) are 
found in the Solar System Ices book (Schmitt et al. 1998a). Infrared and ultraviolet spectroscopy 
of SO2 is summarized in Carlson et al. (2007).

Nitrogen ice (N2)

Although nitrogen is cosmochemically abundant, the high volatility of N2 ice makes it un-
stable except at extremely low temperatures characteristic of the outer edge of the Solar System. 
There are two low-pressure phases of N2 ice. Above 35.61 K, the stable form is beta N2 ice, an 
orientationally-disordered hexagonal close packing solid (Scott 1976). It is difficult to detect 
spectroscopically, because N2 is a non-polar molecule in which vibrational absorptions are not 
easily excited. Only when an N2 molecule collides with another molecule is a dipole moment 
temporarily induced, enabling a photon around 4.25 mm to excite its 1-0 fundamental vibration-
al mode (e.g., Shapiro and Gush 1966; Sheng and Ewing 1971). This collision-induced absorp-
tion is relatively broad (~100 cm−1 in wavenumber units), compared with gas-phase absorptions 
due to fixed dipole moments, owing to the modulation of the vibrational transition by the trans-
lational motion of the colliding pair. See Clark et al. (2013) for further review and references.
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Hydrocarbons and other ices

Hydrocarbons are a diverse category of organic compounds, comprising numerous 
families without heteroatoms and with functional groups of solely hydrogen and carbon 
atoms. The simplest hydrocarbons are the alkanes – singly bonded molecules with no reactive 
functional groups. Hence, they tend to combust at relatively high temperatures, even though 
they are composed entirely of low atomic weight atoms, and have a generic chemical formula 
of CnH2n+2. If the carbon backbone contains a C-C double bond, the hydrocarbon is termed an 
alkene, and it has a formula of CnH2n (e.g., propene, C3H6); with a C-C triple bond, it is called an 
alkyne whose formula is CnH2n−2 (e.g., propyne, C3H4). In the singly bonded alkanes, hydrogen 
atoms will bond to all the remaining positions on the carbon atom, and they are known as 
saturated hydrocarbons. Unsaturated hydrocarbons then, are those with doubly or triply bonded 
carbon atoms, and they will have less than their ‘full’ complement of hydrogen atoms. Together, 
these straight (or branched) chain hydrocarbons are known as ‘aliphatic’ compounds, and also 
include such derivatives as fatty acids (Wade 2005).

In general, spectra of different families share different spectral characteristics while spectral 
properties are similar within a family (also called group or series). For example, Figure 6 shows 
spectral differences among ices in the alkane, alkene, and alkyne groups from Clark et al. 
(2009). In alkanes, the C-H stretch fundamental occurs near 3.4 mm, whereas in the C-C double 
bonded alkenes, the C-H stretch shifts closer to 3.2 mm, and in the C-C triply bonded alkynes, 
the C-H stretch shifts to nearly 3.0 mm (Fig. 6).

The carbon skeleton can close in on itself in two ways: by creating a ring of singly-bonded 
carbon atoms of any length equal to or greater than three (cycloalkanes, known as alicyclic 
hydrocarbons), or by the overlapping of p orbitals from adjacent carbon atoms into pi (π) bonds 
to create a benzene ring (C6H6). The benzene ring with overlapping p orbitals is particularly 
stable, and forms the basis of the aromatic hydrocarbon family.

Most organic molecules are infrared active, displaying absorption features associated 
with stretching and bending vibrations. For example, the C-H stretch fundamental of aromatic 

Figure 6. Reflectance spectra of propane, propene, propyne and benzene ices. From Clark et al. (2009).
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hydrocarbons occurs near 3.3 mm (Fig. 6) and a bending mode absorption has been used to 
detect benzene ice on Saturn’s moon Titan. Because these transitions are specific to the atoms 
and their chemical bonds, and are similar regardless of the type of larger molecule within which 
they are contained, an examination of the IR spectrum will reveal an enormous amount of 
information about an unknown compound (e.g., as seen in Fig. 6). Clark et al. (2009) observed 
that the spectral complexity of organic ices first increases as molecular weight increases, then 
decreases at higher molecular weights. The loss of spectral structure at high molecular weights 
is probably due to many overlapping absorptions averaging out small details.

Methane ice (CH4)

Methane deserves special attention as the smallest and simplest alkane, as well as being 
the hydrocarbon most widely observed as an ice on solar system bodies. It is readily detected 
spectroscopically by means of numerous overtones and combinations of four fundamental 
vibrational transitions. These are a symmetric mode ν1(A1) at 2914 cm−1 (3.43 mm), a doubly 
degenerate ν2(E) bending mode at 1526 cm−1 (6.55 mm), and triply degenerate stretching ν3(F2) 
and bending ν4(F2) modes at 3020 and 1306 cm−1 (3.31 and 7.66 mm), respectively (Grundy et 
al. 2002). Two different condensed phases occur at zero pressure. At temperatures below 20.4 
K, CH4 exists as a cubic crystal, whereas above that temperature, it loses its orientational order 
and long-range coordination, resulting in broadened bands similar to (but not identical to) those 
of liquid methane (e.g., Ramaprasad et al. 1978; Martonchik and Orton 1994). Temperature-
dependent spectra have been measured for methane ice between 0.7 and 5 mm, revealing subtle 
changes with temperature that offer an as-yet unexploited potential for remote sensing of CH4 
ice temperatures (Grundy et al. 2002). Methane molecules dispersed in nitrogen ice exhibit 
slightly different spectral behavior, characterized by subtle wavelength shifts toward blue 
wavelengths as well as the loss of a weak transition at 1.69 mm (Quirico et al. 1997b). This 
property provides a way to remotely distinguish diluted from pure CH4, as well as the potential 
to detect smaller quantities of nitrogen ice than can be readily detected through observation of 
the much weaker N2 ice absorptions, with specific applications discussed later in this chapter.

MINERALS AND COMPOUNDS IN THE SOLAR SYSTEM  
DETECTED WITH SPECTROSCOPY

We will now discuss the detections of minerals and other compounds on planets and their 
satellites in our Solar System.

Terrestrial planets

Mercury. Vilas et al. (2012), Izenberg et al. (2012), and Riner and Lucey (2012) have 
searched for spectral features in the MErcury Surface, Space Environment, GEochemistry, and 
Ranging (MESSENGER) spacecraft data of the planet Mercury. To date, no plausible spectral 
features for identifying mineralogy, for example, pyroxene absorptions like those seen on the 
Moon have been found. It appears that the surface of Mercury is intensely space-weathered, 
where the surface minerals are partially destroyed, leaving rinds enriched in nano-phase 
metallic iron. See Hapke (2001) and Chapman (2004) for more on terrestrial space weathering, 
and Clark et al. (2012) for space weathering effects in the outer solar system.

Venus. Venus has a thick highly scattering atmosphere, making it the most difficult surface 
to be detected from space (excluding Jupiter, Saturn, Uranus, and Neptune whose surfaces, if 
they exist are impossible to see with UV to far infrared light). Three spacecraft have detected 
thermal emission from the surface using near-infrared wavelengths: Galileo NIMS (Carlson et 
al. 1991), Cassini VIMS (Baines et al. 2000), and Venus Express VIRTIS (Müller et al. 2008, 
Titov et al. 2009 and references therein). Baines et al. (2000) showed that it could be possible to 
use a few windows in the Venetian spectrum to detect broad electronic absorptions due to iron 
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in surface minerals and Hashimoto et al. (2008) have used these windows and suggested felsic 
materials in Venus’s highlands.

Earth. The Earth is the only planet whose temperature is near the melting point of water 
where both liquid and solid water exists on the surface. This condition enables a complex 
hydrologic cycle of both solid and liquid water eroding, reshaping and weathering the surface. 
Active plate tectonics recycles crustal minerals, and creates active volcanism which leads to a 
variety of important mineral-forming conditions. Over three thousand minerals have been found 
naturally occurring on the Earth (e.g., Fleischer and Mandarino 1995). Dozens of minerals 
have been detected at the Earth’s surface using spectroscopy from high-altitude aircraft (e.g., 
the NASA JPL Airborne Visible/Infrared Imaging Spectrometer, AVIRIS), commercial aircraft 
spectrometers, and spacecraft. The Earth’s high carbon and nitrogen environment, energy 
sources, and hydrologic cycle provide a unique surface composition with abundant water, 
organic compounds, and life. The Earth’s surface is dominated by liquid water, solid water, 
vegetation, and, in some locations, minerals in exposed rocks and soils. 

While there are many imaging spectrometers on the way to, or have recently flown by or 
orbited, or are currently orbiting planets and satellites throughout the Solar System, very oddly 
there is only one (non-military) true imaging spectrometer in orbit around the Earth, the aging 
EO-1 Hyperion system (e.g., Barry et al. 2001). Because the Hyperion instrument is relatively 
old and its near-infrared performance is significantly lower than that of aircraft systems, many 
studies rely on systems like the NASA JPL Airborne Visible/Infrared Imaging Spectrometer 
(AVIRIS) system (Green et al. 1990) and other commercial systems which fly at lower altitudes.

The number of terrestrial applications of spectroscopy from space or aircraft is stunning, 
ranging from mineral mapping (e.g., Clark et al. 2003 and references therein) as shown in 
Figures 7a and 7b, acidic mine drainage and mineralization impact (e.g., Swayze et al. 2000), 
ecosystems mapping, vegetation species and chemistry (e.g., Kokaly et al. 2003; Clark et 
al. 2003; Ustin et al. 2009 and references therein), ice and snow mapping, including snow 
grain size and snow-water-vegetation mixtures (e.g., Clark et al. 2003; Painter et al. 2003 and 
references therein), mapping chlorophyll in water (Clark et al. 2003; Clark and Wise 2011), 
assessments of environmental disasters (the World Trade Center Disaster: Clark et al. 2001, 
2006; the 2010 Gulf of Mexico Deepwater Horizon oil spill: Clark et al. 2010b), and detection 
of fires/thermal hot spots through thick smoke, determining temperature and sub-pixel areal 
extent (Clark et al. 2003, 2006). Remote sensing had been tried for decades to derive a method 
to determine the amount of oil on the ocean’s surface without much success. But in the most 
recent disaster, the Gulf of Mexico 2010 oil spill, by using absorption features in oil and the 
spectral resolution of AVIRIS, Clark et al. (2010b) simultaneously solved for the oil:water ratio 
of intimate mixtures (e.g., water-in-oil emulsions), thickness of the mixture and their sub-pixel 
areal fraction to derive oil volume per pixel. Such unmixing is only possible using the many 
wavelengths provided by a visible to near-infrared imaging spectrometer.

The Earth’s Moon. Water ice is thought to exist in the permanently shadowed craters on 
the moon and neutron spectrometer data from Lunar Prospector (Feldman et al. 1998, 2000, 
2001) showed that hydrogen is present in the lunar polar regions. More recently Clark (2009), 
Pieters et al. (2009), and Sunshine et al. (2009) reported that adsorbed water is extensive in 
the lunar surface raising the likelihood that some of it has migrated and is trapped in the polar 
regions. Coleprete et al. (2010) reported detection of water vapor and water ice in the ejecta 
from the NASA LCROSS impact into South Pole crater Cabeus A. They also claim detection of 
other volatile compounds. Paige et al. (2010) reported temperatures as low as 38 K in Cabeus 
A, where many volatile compounds might exist as ices.

The Chandrayaan-1 spacecraft with the Moon Mineralogy Mapper (M3) is the only imaging 
spectrometer to orbit the Moon covering the reflected solar spectral range. The M3 instrument 
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has been used to detect and map a variety of minerals on the Moon, including the pyroxene solid 
solution series, olivines, feldspars and spinels (e.g., Pieters et al. 2011 and references therein). 
Kramer et al. (2011) showed an interesting link between the enigmatic lunar swirls which seem 
to lack hydroxyl that occurs in the surrounding rocks and soils.

Mars. Orbital high spectral resolution mapping of Mars over the last two decades with the 
Thermal Emission Spectrometer (TES) on Mars Global Surveyor (Christiansen et al. 1992), 
Observatoire pour la Minéralogie, L’Eau, les Glaces et l’Activitié (OMEGA) on Mars Express 

Figure 7. (a) Imaging spectroscopy mapping results from AVIRIS imaging spectrometer data over Cuprite, 
Nevada for absorptions in the 1-mm spectral region due to Fe2+ or Fe3+. All the Fe2+ - Fe3+ absorptions overlap 
making separation difficult. Yet through spectroscopic analysis, not only can the minerals be distinguished, 
but mixtures could be distinguished based on the shape of the overlapping absorption features. From Swayze 
et al. (2003) with modifications. 
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(Bibring et al. 2004a), and the Compact Reconnaissance Imaging spectrometer for Mars (CRISM) 
on the Mars Reconnaissance Orbiter (Murchie et al. 2007) has led to numerous discoveries of 
mineral phases on the surface. One of the main goals that these imaging spectrometer share 
is the search for minerals formed during the early part of Martian history when water existed 
temporarily at the surface and for longer periods at depth. The spectral signatures of minerals 
frequently provide information about their environment of formation. Some minerals hint at 
metamorphic processes caused by elevated temperature and pressure caused by impacts. Clays 
and evaporites require water to form and are sensitive to formative pH conditions that can 
influence the preservation of fossils. Kaolin group minerals and the sulfate mineral alunite 

Figure 7. (b) Imaging spectroscopy mapping results from AVIRIS imaging spectrometer data over Cuprite, 
Nevada. The results distinguish kaolinite, alunite, carbonate, mica and other minerals, separate kaolinite 
from alunite-dominated areas, and also indicate where both occur as mixtures. From Swayze et al. (2003) 
with modifications.
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may indicate the past presence of hydrothermal activity around hot spring deposits or acidic 
paleolakes. In this way, spectroscopists can use orbitally detected minerals as proxies to focus 
rover missions on the most promising sites in the search for evidence of past life. 

During its operation from 1996 to 2006 the TES interferometer, which measured mid-
infrared wavelengths for 3 km pixels on the surface, was used to discover concentrations of 
hematite in Meridiani Planum (Christensen et al. 2000), leading to its selection as a landing 
site for the Mars Exploration Rover Opportunity. Other mineralogic discoveries include olivine 
in Nili Fossi (Hoefen et al. 2003), globally distributed pyroxene (Christensen et al. 2001), 
and possibly carbonate (Bandfield et al. 2003) and zeolite minerals (Ruff 2004) distributed 
globally in the Martian dust. Originally, Christensen et al. (2001) thought TES data indicated 
the presence of basalt in the southern highlands and more silica-rich andesite in the northern 
plains. Wyatt and McSween (2002) argued that these more silica-rich spectral detections are 
actually weathered basalts with thin coatings of silica glass. Nevertheless, TES may have 
revealed the presence of rare exposures of granitoid rocks in the central uplifts of two adjacent 
craters (Bandfield et al. 2004) suggesting the presence of mechanisms that can produce highly 
differentiated magmas. 

OMEGA led the way in orbital visible – near infrared spectroscopic mineral discoveries 
on Mars with its typical 1-2 km pixel resolution. Detailed variations in Fe-pyroxene distribution 
were documented by Mustard et al. (2005). Gendrin et al. (2005) identified the monohydrated 
Mg-sulfate kieserite in layered deposits on the surface while gypsum-rich sand dunes were 
identified by Langevin et al. (2005) at circumpolar latitudes. Poulet et al. (2005) observed 
sparsely distributed phyllosilicates such as montmorillonite, Fe/Mg smectite, and nontronite 
consistent with an early stage of neutral to alkaline Martian hydrologic activity. Based on these 
and other mineral discoveries, Bibring et al. (2006) recognized several eras of mineralogic 
evolution on Mars: the “phyllocian” (~4.5 to 3.8 billion years ago) where aqueous alteration at 
more neutral pH formed phyllosilicates in the oldest terrain, the “theiikian” (~3.8 to 3.3 billion 
years ago) where sulfates were formed in a more acidic environment, and the “siderikian” (~3.3 
billion years ago to the present) where anhydrous ferric oxides formed from slow weathering 
primarily in the absence of liquid water. 

CRISM, the latest orbital visible-near infrared spectrometer to orbit Mars, is a pushbroom 
imaging spectrometer that has two data collection modes: a targeted hyperspectral mode that 
measures light from 0.36 to 3.92 mm over 544 spectral channels at a spatial resolution up to 
18 m per pixel, and a multispectral imaging mode that collects subsets (e.g., 72, 94, or 262) 
of its 544 channels at a spatial resolution of 100 to 200 m per pixel (Murchie et al. 2007). 
The hyperspectral mode produces full spatial resolution 10 × 10 km hourglass-shaped images 
with 18 m pixels or half spatial resolution 10 x 20 km images with 36 m pixels. In targeted 
mode, CRISM spectral sampling is approximately 6.5 nm. CRISM is gimbaled so it can swivel 
to perform continuous spectral measurements on a target while the spacecraft flies over the 
location. This allows higher spatial and spectral resolution measurements to be obtained with 
better signal-to-noise ratios. Gimbaling also allows acquisition of up to 11 images of the same 
target at varying emission angles during an overpass to facilitate separating surface absorptions 
from atmospheric ones. Recently, CRISM began acquiring targeted hyperspectral images with 
along-track overlap to produce images with 3-12 m pixel resolution over the most interesting 
areas (e.g., rover sites). 

CRISM data can be calibrated to apparent reflectance by first converting the data from 
instrument units to I/F (the ratio of the reflected intensity to the incident intensity of sunlight), 
next photometrically correcting it, then assuming Lambertian scattering applies, dividing it 
by the cosine of the incidence angle, and lastly correcting it for atmospheric gas absorptions 
by dividing by a scaled atmospheric transmission spectrum of Olympus Mons as explained 
in Mustard et al. (2008). Image noise can then be reduced using a filtering algorithm that 
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replaces outlier pixels in the spectral and spatial dimensions of the image cube (Parente 2008). 
Remaining noise is further reduced in each column by dividing individual pixel spectra by 
a spectral average calculated from pixels lacking narrow vibrational absorptions from that 
column. Alternatively, a DISORT-based radiative transfer model can be used to convert I/F data 
to surface Lambert albedo resulting in spectra nearly free of atmospheric gas artifacts (McGuire 
et al. 2008). This last method is compute intensive so has been applied to only a select group 
of CRISM scenes.

CRISM has allowed planetary scientists to leverage its fine pixel resolution to identify, 
in unprecedented detail, an even broader array of carbonates, phyllosilicates, opaline silica, 
sulfates, and zeolites on the Martian surface. Ehlmann et al. (2008) identified Mg-carbonate in 
the Nili Fossae region formed by alteration of olivine by hydrothermal fluids or near-surface 
water that were not destroyed by more acidic conditions later in Martian history. A number of 
researchers (Murchie et al. 2009; Mustard et al. 2008; Bishop et al. 2008; Noe Dobrea et al. 
2010) have noted that extensive phyllosilicate-rich layers, in some cases hundreds of meters 
thick, blanket old eroded highland areas. At the highest spatial resolution, these layers resolve 
in places into a lowermost Fe/Mg-smectite unit, a middle montmorillonite unit, and an upper 
kaolinite-rich unit suggestive of a weathering profile as conditions became more acidic with 
time. Curiosity, the Science Laboratory rover, successfully landed in and has begun exploring 
Gale Crater where CRISM has identified diverse phyllosilicate and sulfate mineralogy in a 5 
km high pile of layered rocks believed to have recorded climatic conditions during the first 
billion years of Martian history (Milliken et al. 2010). Gale crater is 152 km in diameter and is 
just 5º south of the equator. Stratigraphic exposure in the central mound is more than twice that 
of the Earth’s Grand Canyon (Thomson et al. 2011). The rover will traverse the central mound 
examining the lowermost section and then upper portion to determine if these sediments record 
the progressive “drying out” of Mars.

Ehlmann et al. (2009) summarizes spectral evidence for nontronite, Mg-rich smectite, 
chlorite, prehnite, serpentine, kaolinite, K-mica, opaline silica, Mg-carbonate, and the Na-
zeolite analcime in and around the Nili Fossae region. They suggest these minerals may indicate 
that low-grade metamorphism or hydrothermal aqueous alteration has occurred in this region in 
the past. Milliken et al. (2008) identified opaline silica on Mars based on CRISM spectra that 
were initially confused with the Al-rich smectite montmorillonite. Under terrestrial conditions 
opal has a broader 2.2-mm absorption compared to that of montmorillonite (Fig. 8). But under 
simulated Martian conditions weakly hydrogen bonded water normally present under relatively 
humid terrestrial conditions is lost causing the 2.2-mm absorption to narrow so it forms a better 
spectral match to CRISM spectra of widespread Martian surface rocks. Ehlmann et al. (2011) 
argue that spectroscopic evidence of minerals from assemblages formed under anoxic high 
temperature conditions, a high ratio of primary to secondary minerals, and observed stratigraphic 
relations indicate substantial amounts of clay formed by hydrothermal groundwater circulation 
and that cold, arid conditions with only transient surface water existed at the surface since the 
early Noachian period nearly 4 billion years ago. This explanation diminishes the need for an 
atmosphere thick enough to support persistent liquid water and clay formation by near-surface 
weathering (Bibring et al. 2006; Ehlmann et al. 2011).

Sulfate deposits on Mars are similarly detectable. Bishop et al. (2009) identified 
szomolnokite, a monohydrated Fe-sulfate in light-toned mounds within Valles Marineris and 
hydrated silica with hydroxylated ferric sulfate on the surround plateau. Lichtenberg et al. 
(2010) noted that a wide expanse of hydroxylated ferric sulfate underlies what is probably 
a layer of szomolnokite deposited as part of an evaporitic sequence in Arma Chaos. Several 
workers (Farrand et al. 2009, Milliken et al. 2008) have identified the yellow Fe-sulfate 
hydroxide jarosite in areas where water may have been present. Wray et al. (2011) used CRISM 
to map the distribution of a bathtub-ring of sulfates (i.e., gypsum, poly- and mono-hydrated 
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Mg/Fe sulfates, and jarosite) and phyllosilicates (i.e., kaolinite, montmorillonite, and Fe/
Mg-smectites) deposited as an evaporative scum by the receding waters of 900-meter deep 
paleolake that once partially filled Columbus Crater. Swayze et al. (2008) identified K-alunite 
in light toned layers on the floor of Cross Crater in the southern highlands in association with 
kaolinite, montmorillonite, and opal (Fig. 9). These minerals form partially concentric zones 
with alunite at the core suggestive of terrestrial relict acid-sulfate hydrothermal deposits. The 
relatively low-temperature (<100 °C) spectral signature of the alunite and its presence at the 
foot of the crater wall suggest it may have formed by precipitation in hydrothermal springs 
where acidic-water discharged into a lake that filled the crater to several hundred meters depth. 
Deposits in this crater and those in Columbus Crater would be excellent sites for future rover 
missions looking for evidence of past life.

As a general rule, the relative timing of phyllosilicate and sulfate deposition on Mars 
appears to be controlled by a progressively drying climate. Thollot et al. (2012) have found an 
exception, where a closed depression in the Noctis Labyrinthus region of Mars holds several 
hundred meters of stratified material enriched in phyllosilicates and sulfates, and both formed 
in situ during the Late-Hesperian epoch (3.4 to 3.0 billion years ago) after the Noachian period 

Figure 8. Laboratory spectra of montmorillonite and an opaline coating on a 3,000-5,000 year old basalt 
from Mauna Loa, Hawaii, at terrestrial conditions and simulated Martian surface conditions compared with 
an average of 120 spectra from MRO CRISM scene HRL000044AC collected over the plains around Valles 
Marineris south of Melas Chasma. Artifacts due to CO2 have been replaced by the dashed line to facilitate 
spectral comparison. Box encloses CRISM spectrum and lab mineral spectra measured at simulated Martian 
conditions. Figure modified from Swayze et al. (2007).
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(4.1 to 3.8 billion years ago) when most phyllosilicates are thought to have formed. Their 
evidence suggests that the broadly diverse mineral assemblages formed from local volcanic 
activity and related hydrothermal alteration, and that geological setting may be just as important 
as geological timing when trying to understand orbitally detected mineral deposits. 

Mars has seasonal and remnant polar caps of H2O and CO2 ices, as well as permafrost 
and geologic features indicative of glacial flow and sublimation of water ice from below the 
surface. Mars’ seasonal polar caps extend down to about 50° latitude (e.g., James et al. 1993 
and references therein). Due to present day obliquity, the southern hemisphere is drier than the 
northern hemisphere. The southern residual cap is dominated by CO2 ice while the northern 
residual cap is dominated by H2O ice (Farmer et al. 1976; Kieffer et al. 1976). However, it has 
recently been confirmed that an H2O cap underlies the southern CO2 remnant cap (Byrne and 
Ingersoll 2003; Bibring et al. 2004b).

More than 25% of the atmospheric CO2 condenses each year to form the seasonal 
caps (Forget et al. 1995; Kieffer and Titus 2001). The NASA Phoenix lander and Mars 
Reconnaissance Orbiter, Compact Reconnaissance Imaging Spectrometer for Mars (CRISM), 
and the High-Resolution Imaging Science Experiment (HIRIS) instruments have quantified 
growth of the northern seasonal polar cap of H2O and CO2 at 68° N latitude (e.g., Cull et al. 
2010; Fig. 10). During winter, the CO2 ice grows to a depth of about 0.35 m with a thin layer 
of H2O ice on the surface.

Asteroids and comets 

Although asteroids generally show only silicate minerals on their surfaces, ice has been 
reported in two asteroids, 24 Themis (Rivkin and Emery 2008; Campins et al. 2009) and (65) 
Cybele (Licandro et al. 2011). Both objects have a weak absorption at 3-mm best described 

Figure 9. CRISM spectra of light-toned layered units on the floor of the 65 km diameter late Noachian 
Cross Crater in the southern highlands of Mars. Spectra were extracted from CRISM scene FRT0000987B; 
number of pixel spectra averaged listed at left end of each spectrum. Vertical lines mark position of diag-
nostic absorptions used to identify mineral phases and their mixtures. Wxl = well crystalline; Al-mont. = 
Al-montmorillonite. Figure modified from Swayze et al. (2008).
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by water ice. However, strongly hydrogen bonded water can also display absorptions at the 
wavelengths where ice absorbs and higher signal-to-noise ratio spectra are needed to confirm 
this weak absorption. In addition, Themis has been reported to contain organic material 
(Campins et al. 2010; Rivkin and Emery 2010). 

Comets are dark, with reflectances of only a few percent, and their surfaces are commonly 
thought of as carbonaceous lag deposits, the refractory remains left behind by the sublimation of 
dirty ice. While water is the major volatile species on comets, detection of water on the surface 
has been elusive. Davies et al. (1997) detected weak absorptions attributed to water ice in comet 
Hale-Bopp but the spectra included the coma. They also showed possible evidence for the ice 
being amorphous, but the low signal-to-noise ratio and weak absorption strength precludes a 
definitive detection when considering the far infrared spectrum of amorphous versus crystalline 
ice. Lellouch et al. (1998) also reported detection of ice in the coma of Comet Hale-Bopp. The 
temperatures they derived, 170 K, for their observations are too high for amorphous ice. A 
detection of ice on a comet nucleus without interference from the coma, comet Tempel 1, was 
reported by Sunshine et al. (2006) using the Deep Impact spacecraft where small exposures of 
ice were seen by the imaging spectrometer. The Deep Impact extended mission shows isolated 
patches of water ice on Comet Hartley 2 (Sunshine et al. 2012). While water ice has been 
detected on comets, to date, no other ices have been definitively detected via spectroscopy. 

Jupiter system

Jupiter has four large moons, discovered 400 years ago by Galileo, and three of these 
(Europa, Ganymede, and Callisto) were found to have water ice surfaces (Kuiper 1957; 
Moroz 1965; Johnson and McCord 1971; Pilcher et al. 1972; Fink et al. 1973). Over the years 
these bodies have been studied using airborne (telescopes on terrestrial aircraft looking up) 
and ground-based spectroscopy using telescopes (Pollack et al. 1978; Clark 1980; Clark and 
McCord 1980), by infrared spectroscopy from the Galileo spacecraft in orbit around Jupiter 
(Fig. 11), and from the New Horizons flyby of the Jovian system (Grundy et al. 2007). While 
no water ice was found on the innermost of the Galilean satellites – Io –sulfur dioxide ice was 
identified by (Fanale et al. 1979; Hapke 1979; Smythe et al. 1979) on the surface of this moon, 
the most volcanically active object in the solar system. The vigorous heating that powers Io’s 
volcanoes is the periodic solid-body tidal flexing arising from this moon’s orbital eccentricity. 
An important aspect of Jupiter’s satellites is the energetic radiation environment they suffer, far 

Figure 10. CRISM spectrum of the Mars Phoenix landing site (solid line) from orbit and model results 
(dotted lines) obtained at Ls~19.3°. Water ice dominates the spectrum with smaller amounts of CO2 ice. The 
horizontal axis is the wavelength in microns. From Cull et al. (2010).
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Figure 11. Reflectance spec-
tra of the Galilean Satellites. 
Geometric albedo spectra 
derived from ground-based 
and spaceborne instruments 
are shown top to bottom as 
a function of distance from 
Jupiter. Volcanic Io exhibits a 
rich infrared spectrum of SO2 
with possible but unidenti-
fied polysulfur oxide (PSO) 
absorption present. The blue 
edge of sulfur is evident along 
with a feature at 5 mm due to 
the S4 molecule. SO2 and pos-
sibly S8 absorptions are found 
in the ultraviolet region. Eu-
ropa has a leading (L)-trailing 
(T) side dichotomy so we 
distinguish these cases. SO2, 
polymeric sulfur, and likely 
S4 are present on the trail-
ing hemisphere along with 
a hydrate shown at infrared 
wavelengths by distorted wa-
ter bands. Nearly pure H2O 
is present on Europa’s lead-
ing side and there is less blue 
and ultraviolet absorption 
on that face compared to the 
sulfurous trailing side. Hy-
drogen peroxide and carbon 
dioxide are also apparent in 
Europa’s infrared spectrum. 
Ganymede has less exposed 
ice and the geometric albedo 
is lower due to broad non-ice 
absorption. Callisto is almost 
completely covered with dark 
non-ice compounds and both 
Callisto and Ganymede show 
spectral features possibly due 
to a hydrosulfide or carbonic 
acid, possibly SO2, and po-
tentially a CN compound. 
Trapped O2 is present on all 
three of the icy satellites. The 
Galileo ultraviolet spectrom-
eter data shown for Callisto 
and Ganymede were kindly 
provided by A. Hendrix and 
here normalized to the geo-
metric albedos derived by 
Nelson and Hapke. Data from 
Clark and McCord (1980), 
Nelson et al. (1987), Noll 
et al. (1995), Spencer et al. 
(1995), Hendrix et al. (1999), 
Jessup et al. (2002), Geissler 
et al. (2004), and Hendrix and 
Johnson (2008).
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more powerful than elsewhere in the solar system. Consequently, the surfaces of these bodies, 
and particularly that of Io and Europa, will experience modification by radiation chemistry (see 
review by Johnson et al. 2004).

Gravity data show that Io is a differentiated silicate body with an Fe or Fe + FeS core, 
whereas the outer three Galilean moons contain significant water ice, with increasing H2O 
content as one moves outward from Jupiter. Europa is differentiated and may have an internal 
structure similar to Io’s but with an overlying 100-200 km H2O mantle that comprises 10% 
of the satellite’s mass. This H2O cover is thought to consist of a 2-20 km icy crust covering 
an ocean of up to 100 km thickness. As in the case of Io, tidal flexing provides the heat to 
sustain a liquid ocean which is likely in contact with the rocky mantle. Ganymede, the largest 
satellite in the solar system and larger than Mercury, has more water than Europa, contributing 
to approximately half of the satellite’s mass. An outer icy crust and mantle, about 200 km thick, 
is thought to cover an ocean that is sandwiched between layers of high-pressure ice in different 
phases. Beneath the H2O mantle is a differentiated rocky body with a Fe-containing liquid core 
acting as a magnetic dynamo. Callisto is less differentiated than its sibling satellites, but has 
about the same relative water content and likely an ocean also, based on Galileo magnetic field 
data. However, due to their distance from Jupiter, tidal heating is much less efficient for these 
outer two satellites compared to Io and Europa.

In the following paragraphs we discuss the ice (SO2 and H2O) and non-ice surface 
compositions of Jupiter’s Galilean satellites. General reviews can be found in recent publications 
(Bagenal et al. 2004; Lopes and Spencer 2007; Pappalardo et al. 2009; Dalton et al. 2010; Clark 
et al. 2013). Io and Europa’s surface compositions are reviewed in Carlson et al. (2007) and 
Carlson et al. (2009), respectively. 

Io. Io is the innermost of the four Galilean satellites and exhibits a young, volcanically 
active surface that is rapidly resurfaced at an average rate of about one cm per year. The surface 
is nearly completely covered by sulfur dioxide ice and elemental sulfur, the exceptions being 
in the hot volcanic areas and fresh lava flows where silicates may be exposed. Gaseous SO2 is 
a volcanic effluent, derived from the degassing of hot magma, and is the dominant volcanic gas 
component, accompanied by minor amounts of SO and S2 (Zolotov and Fegley 1998, 1999, 
2000; Spencer et al. 2000) and other species such as NaCl (Lellouch et al. 2003), identified 
and mapped through ground-based microwave spectroscopy. SO2 contributes nearly all of the 
absorption features in Io’s spectra (Fanale et al. 1979; Hapke 1979; Smythe et al. 1979; Schmitt 
et al. 1994; Nash and Betts 1995; Carlson et al. 1997). The global abundance and grain sizes of 
the SO2 particles indicate that optically thick SO2 deposits of mm-size grains are concentrated 
in Io’s equatorial regions (Carlson et al. 1997; Laver and de Pater 2008; 2009) and confirm 
earlier measurements of (McEwen 1988), who studied Io’s surface using ultraviolet and visible 
Voyager images. These equatorial deposits are strongly associated with active volcanoes and 
arise from volcanic venting of gaseous SO2 into the plumes and atmosphere with subsequent 
deposition onto colder surfaces as frost. The relatively large grain sizes indicate sublimation and 
condensation metamorphism for these deposits. 

In contrast, fine grained SO2 frost was found at mid-and high-latitudes (Carlson et al. 1997; 
Doute et al. 2001; Laver and de Pater 2008, 2009). SO2 frost sublimates during the day due 
to relatively high surface temperatures. Although most of it re-condenses locally during the 
nighttime, SO2 molecules slowly migrate toward higher latitudes and colder regions (Matson 
and Nash 1983). The high-latitude SO2 deposits appear transparent under normal-incidence 
illumination and therefore are thought to be optically thin (Geissler et al. 2001). They tend to 
remain as small grains as originally condensed because of the colder environment and rapid 
radiolytic destruction of the SO2 grains at higher latitudes (Wong and Johnson 1996). The poles 
of Io appear red due to the radiolytic destruction of SO2 and the production of elemental sulfur. 
The possible condensation of SO2 during the ~2.5 hour eclipses of Io by Jupiter during each 
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orbit has long been a subject of interest; see the recent review and time-resolved infrared spectra 
of Io at eclipse reappearance (Cruikshank et al. 2010a).

Sulfur dioxide is a thermochemical product of hot magmas and its presence is indicative 
of volcanic conditions. The ratios of SO and S2 to SO2 in the volcanic plumes are consistent 
with high-temperature volcanism in a silicate mantle that is deficient in Fe-metal (Zolotov and 
Fegley 2000). Being a high-temperature chemical product, SO2 probably represents a very 
minor contribution to the satellites total mass. However, since it is a very volatile, it is likely 
that most of Io’s SO2 is at or near the surface. The solid and gaseous forms of SO2 are evident 
in the surficial ices and the overlying sublimational and plume-derived atmosphere, but there is 
evidence that liquid SO2 forms a near-surface “aquifer.” Scarps and sapping channels provide 
one line of evidence (McCauley et al. 1979; McEwen et al. 2000; Moore et al. 2001) and 
uniform topographic infilling of a crater by SO2 (Lopes et al. 2001) provides further evidence 
for SO2 “ground water” (Fig. 12). It has been estimated that the upper 1 km of Io is rich in the 
volatiles SO2 and sulfur (McEwen et al. 2000).

Io is intensely irradiated by Jupiter’s magnetosphere, forming sulfur trioxide. The signature 
of SO3, as well as S8 and SO2, may be present in thermal emission spectra of Io (Khanna 
et al. 1995; Hanel et al. 2003). A related species, disulfur monoxide (S2O), was investigated 
by (Baklouti et al. 2008) but interference by strong SO2 bands precluded its observation. 
Polysulfur oxides (PSO) may be present on Io and produce a broad absorption in the 4.5-mm 
region (Baklouti et al. 2008). Ion irradiation can also sputter surface atoms and molecules into 
an atmosphere around Io and into escape orbits. Neutral and ionized toroidal clouds are formed 
around Jupiter and provide a source of sulfur, oxygen, sodium, potassium, chlorine, and other 
possible species to other satellites. This is particularly important for Europa, where the tori 
strike the trailing hemisphere and provide a source of sulfur and other elements. 

Sulfur on Io is emplaced on the surface by volcanic plumes, primarily as S2, while sulfur 
volcanism may occur on Io and produce sulfur lava flows. Elemental sulfur can exist in a variety 
of forms (linear chains, cyclic) and with innumerable lengths. The most stable form is cyclo-
octal and some of Io’s sulfur is likely in this form, the remaining being polymeric with some 
tetrasulfur S4 (Fig. 11, top panel). 

Figure 12. The interior of a volcanic caldera near Chaac (indicated by arrow) on the Galilean moon Io is 
filled with spectroscopically identified very pure SO2 that appears white and to be topographically controlled 
inflows of liquid SO2. 
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The high temperatures of Io’s volcanoes, up to 1700 K, indicate silicate volcanism but 
the rapid resurfacing by plume and sublimated SO2 has precluded definitive identifications of 
silicates on the surface. Geissler et al. (1999) found a region on Io with an absorption at 0.9 mm 
and suggested that it was caused by a ferrous iron feature present in Fe-containing magnesian 
orthopyroxenes. This is a plausible suggestion as such minerals are associated with the most 
primitive terrestrial rocks and possess a high melting temperature. 

Europa. Europa orbits Jupiter at about 1.6 times the distance from Jupiter as Io and is the 
innermost of the water-ice-containing Galilean satellites. Although it contains less bulk H2O 
than Ganymede or Callisto, the surface exhibits much more exposed water ice and hydrate than 
the other H2O-icy Galileans due to its greater surface activity, a consequence of tidal heating 
(the crater age is a mere 50 My as reported by Zahnle et al. 2003). The leading hemisphere 
of Europa, in the sense of orbital motion, presents the purest ice as determined by infrared 
spectroscopy which probes the upper sub-millimeter depths of the surficial materials. Both 
amorphous and crystalline ice are present, with a greater proportion being the amorphous form 
(Hansen and McCord 2004). The presence of amorphous and crystalline phases are the result 
of two competing processes—the increase in disorder and amorphization of ice crystals by 
energetic particle bombardment, and thermally-induced phase transformation of amorphous ice 
to the lower energy cubic ice form or the even lower energy hexagonal ice phase. 

The second major constituent on Europa is a hydrated species, predominant on the 
trailing side and associated with the dark material that produces Europa’s hemispherical color 
dichotomy—the red, trailing hemisphere and the whiter, leading hemisphere. This icy hydrate 
is a complex of some molecule X (or groups of molecules) surrounded by hydration shells of 
water, often in stoichiometric proportions, as Xn·mH2O. One suggested source of this hydrate is 
a salty subsurface ocean, the X being a salt such as MgSO4, forming hydrates such as epsomite 
MgSO4·7H2O and others (McCord et al. 1998b, 1999). A second hypothesis is that radiolysis 
of exogenic (Iogenic) sulfur implanted on Europa’s trailing hemisphere produces hydrated 
sulfuric acid (Carlson et al. 1999b, 2002, 2005). The associated dark material is thought to be 
polymeric sulfur (Carlson et al. 1999b) since most salts and acids are colorless in the visible 
spectral region. The association of hydrate and dark material with geological features on the 
trailing side implies an endogenic process, either emplacement of material from the subsurface 
ocean or thermal modification of exogenically-derived material, forming lag deposits. Many 
hydrated salts exhibit spectral features in the infrared (Dalton et al. 2005; Clark et al. 2007). 
A linear (areal) mixing model has recently been applied and used to infer composition and 
variations across Europa’s surface (Shirley et al. 2010; Dalton et al. 2012, 2013; Cassidy et al. 
2013). The model used many hydrated materials in the fitting, each with a constant grain size, 
and with areal rather than intimate mixing. Since spectral characteristics are strongly grain-size 
dependent, the uniqueness of the solutions and identifications must be viewed with caution. 
Suggestive evidence for the presence of epsomite (MgSO4·7H2O), based on a characteristic 2.07-
mm feature, has been found recently by (Brown and Hand 2013). They suggest emplacement of 
Mg2+ and other cations from Europa’s ocean as chlorides and subsequent radiolysis (see below) 
with H2O ice and exogenic sulfur to produce sulfate salts. However, models with significant 
salt, like those proposed above, are incompatible with Europa’s 3-mm to 5-mm spectrum, which 
is very dark compared to salts (e.g., see salt spectra in Clark et al. 2007). Future models and 
interpretations need to include intimate mixtures and the full spectral range of data available 
for Europa.

The magnetospheric environment at the orbit of Europa is almost as damaging as at Io, and 
several radiolytic species are observed. As mentioned above, native sulfur exists on the surface 
and is radiolyzed to the polymeric form and as the red chromophore tetrasulfur (Carlson et 
al 2009; Hand and Brown 2013). Molecular oxygen is found on Europa (Spencer and Calvin 
2002), and is radiolytically formed and trapped in H2O ice, as is hydrogen peroxide H2O2 
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(Carlson et al. 1999a). SO2 is observed and is a radiolytic product of sulfate decomposition 
(Johnson et al. 2004; Carlson et al. 2009; Hendrix et al. 2011). CO2 is also found (Smythe et 
al. 1998; Hand et al. 2007; Hansen and McCord 2008) and this ubiquitous molecule could be 
from endogenic or exogenic sources (see discussions below). These minor species may exist in 
Europa’s near surface as mixed clathrate hydrates (Hand et al. 2006). 

Ganymede. Ganymede is also a differentiated body, but is unique because it has an intrinsic 
magnetic field arising from dynamo motions within a molten iron core. Ganymede and Callisto 
contain more ice than Europa, but both exhibit darker, less icy surfaces than does Europa. The 
major source of this dark material is probably the direct infall of meteoritic material and from 
impact debris ejected from Jupiter’s more plentiful but smaller outer satellites. This process 
should also occur on Europa, but Europa’s vigorous current or recent surface activity has diluted 
and buried the meteoritic material within the ice shell. 

Ganymede’s surface has roughly equal proportions of amorphous and crystalline ice 
(Hansen and McCord 2004); the small proportion of amorphous ice compared to Europa is 
presumably due to the lower incident flux of high-energy magnetospheric radiation and 
shielding by Ganymede’s magnetic field. Bright, icy polar caps are observed on this satellite 
and the boundary between the icy polar regions and the less icy lower latitudes closely coincides 
with the transition from open to closed magnetic field lines. This suggests surface brightening 
by energetic magnetospheric particles streaming in on open field lines and striking Ganymede’s 
polar surfaces. This brightening may be produced by ice grain disruption (Johnson 1997), 
creating smaller grains and more scattering sites, which decreases the absorption and increases 
the albedo, or by sputtering and thermal segregation (Khurana et al. 2007). 

A hydrate, possibly similar to Europa’s, has been identified on Ganymede and suggested 
to have been formed from MgSO4-rich brine emplaced from the ocean below (McCord et al. 
2001). Ganymede once had an active surface but any such emplacement must have occurred 
in the distant past since the surface age is ~ 2Gy (Zahnle et al. 2003). With subsequent 
meteoritic infall and gardening, it is unclear how these salt minerals could be present in the high 
concentrations that were observed. The geological process that erupts material from a 200-km 
deep ocean is also unclear. A second class of hydrate, associated with dark crater rays, has been 
identified by Hibbits and Hansen (2007) and found to be similar to C-type asteroid or Callisto 
non-ice materials. This hydrate may be material from, or modified by, the impactor. 

Three water-related radiolytic species are found on Ganymede: molecular oxygen (Spencer 
et al. 1995; Calvin et al. 1996), ozone (Noll et al. 1996; Hendrix et al. 1999a), and possibly 
hydrogen peroxide (Hendrix et al. 1999b). Transient, localized SO2 concentrations have been 
suggested (Domingue et al. 1998) and spectral information indicates the presence of other 
species. Since these features are similar to those found in spectra of Callisto, they are described 
in the following section. 

Callisto. Callisto, the outermost icy Galilean satellite, has a bulk composition that is about 
half H2O and half rocky silicates. In contrast to the inner three Galilean satellites, Callisto is only 
partly differentiated, with denser rocky components that slowly settled, or are currently settling, 
to the center (Schubert et al. 2004). The lack of tidal heating and the low rate of gravitational 
settling may not provide sufficient energy to cause geological activity on the surface. Callisto 
has a very old surface, mostly covered with a layer of dark material, presumably from meteoritic 
infall and outer satellite-derived ejecta material. Both impact cratering and mass wasting 
have exposed the icy “bedrock” over approximately 10% of this ancient surface, showing the 
presence of water ice that is predominantly crystalline with grain sizes (diameters) of ~ 200-
400 mm (Hansen and McCord 2004). Water molecules tend to segregate by sublimation and 
condensation on cold, bright ice surfaces, but the dark material also has an H2O component, 
probably including adsorbed H2O. Because the temperatures attained by the dark material are 
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high (~ 150-160 K), some of these water molecules sublimate during the day and re-condense 
at night, so thermal segregation is not complete. The radiolysis product O2 has been observed 
on Callisto (Spencer and Calvin 2002) and H2O2 has been suggested (Hendrix et al. 1999b). 

NH3 has not been observed on the surface, but CO2 is found on the surfaces of Callisto and 
Ganymede (Carlson et al. 1996; McCord et al. 1997; McCord et al. 1998a; Hibbitts et al. 2000, 
2002, 2003) as well as on Europa as noted above. A tenuous CO2 atmosphere has also been 
found on Callisto, indicating loss from the surface. The surficial CO2 is not an ice, based on the 
spectral position of the absorption feature, and CO2 ice is too volatile to be stable at Galilean 
satellite temperatures; instead the molecules appear to be trapped in the dark material. The 
source of CO2 could be degassing from the interior (Moore et al. 1999) or an exogenic source 
or production mechanism. SO2 has been suggested as a surface component based on ultraviolet 
(Lane and Domingue 1997; Noll et al. 1997) and infrared spectra (McCord et al. 1997, 1998a; 
Hibbitts et al. 2000). SO2 is also quite volatile, and cannot exist as a direct condensate but 
could be trapped similar to CO2. Hendrix and Johnson (2008) have questioned the ultraviolet 
SO2 identification and interpreted Galileo ultraviolet spectra as absorption by carbonized 
organics. The radiolysis of organics in ice by energetic electrons as would occur in the Jovian 
magnetosphere does produce trapped CO2 (Hand and Carlson 2012). Infrared evidence for the 
presence of aliphatic hydrocarbons has been suggested by (McCord et al. 1997, 1998a). Two 
other spectral features have been identified on both Callisto and Ganymede, one at 3.88 mm 
and thought to be due to a hydrosulfide compound (-SH) (McCord et al. 1997, 1998a) or the 
CO2-related compound, carbonic acid (H2CO3) (Hage et al. 1998). Another common feature for 
these two satellites occurs at 4.57 mm and is possibly due to a –CN-containing tholin (McCord 
et al. 1997, 1998a). 

Saturn system

It has long been known that the surfaces of Saturn’s rings and major satellites, Mimas, 
Enceladus, Tethys, Dione, Rhea, Hyperion, Iapetus, and Phoebe are predominantly icy objects 
(e.g., Fink et al. 1975; Clark et al. 1984, 1986, 2005, 2008a; Roush et al. 1995; Cruikshank et 
al. 1998a, 2005; Grundy et al. 1999; Owen et al. 2001; Filacchione et al. 2007, 2008; Cuzzi 
et al. 2009). Whereas the reflectance spectra of these objects (Figs. 13-16) in the visible range 
indicate that a coloring agent is present on all surfaces, only Phoebe and the dark hemisphere 
of Iapetus display spectra markedly different from very pure water ice (e.g., Cruikshank et al. 
2005; Clark et al. 2005, 2012; Jaumann et al. 2009 and references therein). The relative purity 
of the ice in Saturn’s satellites and rings may be the result of a singular catastrophic event (e.g., 
Canup 2010; Asphaug and Reufer 2013).

Dark material was first inferred in the Saturn system by J. D. Cassini (1672), and verified 
by Murphy et al. (1972) and Zellner (1972). The nature of the dark material has been studied by 
numerous authors, sometimes with conflicting conclusions, including Cruikshank et al. (1983), 
Vilas et al. (1996), Jarvis et al. (2000), Owen et al. (2001), Buratti et al. (2002), and Villas et 
al. (2004). The new Cassini VIMS data provide a greater spectral range (0.35 to 5.1 mm in 
352 wavelength channels) in reflected solar radiation, with higher precision, and show new 
absorption features not previously seen in these bodies (e.g., Buratti et al. 2005; Clark et al. 
2005, 2008a, 2012; Cruikshank et al. 2007, 2008). These new VIMS observations also spatially 
resolve the satellite surfaces enabling maps of compounds to be made, leading to additional 
insights into the nature of the icy satellite surfaces. The spatial resolution of derived maps of 
materials from VIMS data is variable depending on fly-by distances, and ranges from tens of 
kilometers per pixel to sub kilometers per pixel.

The Cassini spacecraft entered the Saturn system in 2004, and the Visual and Infrared 
Mapping Spectrometer (VIMS) began obtaining spatially resolved spectra of Saturn’s satellites 
and rings (Brown et al. 2005a; Figs. 13-16). The VIMS has provided a wealth of spatially 
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resolved compositional data on the satellites (e.g., Phoebe: Clark et al. 2005; Iapetus: Buratti 
et al. 2005, Cruikshank et al. 2007, 2008; Enceladus: Brown et al. 2006; Jaumann et al. 2006; 
Dione: Clark et al. 2008a; Jaumann et al. 2009; Clark et al. 2012) and rings (e.g., Nicholson et 
al. 2008; Cuzzi et al. 2009). The satellites and rings are dominated by crystalline H2O ice with 
trace amounts of CO2 (Fig. 15) and dark material (e.g., Fig. 14 and Fig. 16 spectra B and C) 
although it is not clear if the CO2 is an ice, trapped, or both (Cruikshank et al. 2010b). Trace 

Figure 13. Cassini VIMS reflectance spectra of Saturn’s rings corrected for fill factor. The spectra are domi-
nated by absorptions from water ice and an UV absorber. Adapted from data in Cuzzi et al. (2009).

Figure 14. Spectra of bright and dark regions on Saturn’s satellite Dione. Inset shows weak CO2 observed 
in areas with dark material. From Clark et al. (2008a).
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organics and ammonia absorptions are seen in some satellites but again, it is not clear if the 
absorptions are due to ices or trapped molecules. Unusual colors and spectral shapes of the 
satellites and rings in the UV to visible are currently explained by a combination of Rayleigh 
scattering by small particles (ice grains as well as contaminants) and an UV absorber by one of 

Figure 15. CO2 on icy objects in the Saturn system detected by the absorption near 4.25 mm. No CO2 has 
been detected in spectra of the rings. CO2 absorption appears strongest on satellites with dark material. From 
Clark et al. (2008a).

Figure 16. Spectra of Iapetus, showing a sequence from regions of dark material (black spectrum) to higher 
concentrations of water ice (blue). From Clark et al. (2012). 
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the contaminants (Clark et al. 2008a,b, 2012; see reviews by Jaumann et al. 2009; Cuzzi et al. 
2009; Hendrix et al. 2012).

The surface composition of Titan is still enshrouded in a cloud of mystery despite the initial 
flood of data from the Cassini spacecraft and the Huygens probe. Although the composition of 
Titan’s atmosphere is known (Coustenis et al. 1999, 2003, 2005, 2006a,b, 2007; Flasar et al. 
2005; Teanby et al. 2009 and references therein), with most of the observed gases having been 
predicted using models of UV photolysis and reactions of atmospheric methane and nitrogen 
(Yung and DeMore 1999; Vuitton et al. 2008 and references therein), the many less volatile 
molecules that coat and/or make up the solid surface have yet to be identified. Tholins are the solid 
end products of photolysis and electron discharge experiments done in terrestrial laboratories 
with gases common in Titan’s atmosphere and are one type of mixture of compounds theorized 
to exist on Titan (e.g., Sagan et al. 1992; Imanaka et al. 2004; Quirico et al. 2008). Table 1b in 
Clark et al. (2010a) lists known solid compounds on Titan through 2009, and include benzene 
(firm), with many tentative or inferred compounds including ices of cyanoacetylene (HC3N), 
toluene (C7H8), cyanogen (C2N2), acetonitrile (CH3CN), H2O, CO2, and NH3. 

The Cassini RADAR has provided the highest spatial resolution images of Titan’s surface 
from Saturn orbit but is a mono-frequency system that provides compositional information only 
through the dielectric constant of the surface at its operating wavelength of 2.16 cm (Elachi et 
al. 2005). Only the Descent Imager-Spectral Radiometer, DISR, on the Huygens probe and 
VIMS from the Cassini Saturn orbiter have the capability to provide combined spectral plus 
spatial information about the surface (Tomasko et al. 2005; Schroeder and Keller 2008; Sotin 
et al. 2005; Barnes et al. 2005, 2007, 2008; McCord et al. 2006, 2008; Rodriguez et al. 2006; 
Brown et al. 2008; Nelson et al. 2009; Soderblom et al. 2009; Clark et al. 2010a). The DISR 
was limited in wavelength range out to 1.7 mm but obtained very high spatial resolution over a 
limited area during the descent of the Huygens probe; VIMS measures wavelengths out to 5.1 
mm (Fig. 17) and can cover large parts of the surface of Titan, but at much more limited spatial 
resolution (a few km /pixel are common and a few small areas have been spectrally imaged 

Figure 17. Reflectance spectra of Titan’s bright (red line) and dark (blue line) regions. The gray areas in the 
plot are regions of strong absorption from atmospheric methane through which the surface is not detected. 
From Clark et al. (2010a).
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at sub 300 meters). Terrestrially synthesized tholins do not match the spectral slope in data 
from the Huygens DISR (Tomasko et al. 2005; Schroeder and Keller 2008) or Cassini VIMS 
(McCord et al. 2006). The DISR spectra of Titan’s surface show a blue spectral slope from 1 to 
1.6 mm that is distinctly “un-tholin” like and show what qualitatively appears to be a water-ice 
absorption, but the complete H2O feature was not covered by the spectrometer (Tomasko et 
al. 2005; Schroeder and Keller 2008). Schroeder and Keller concluded the absorption did not 
match water ice. Also, the 1.25-mm H2O absorption was not observed even though expected 
in the models presented by Tomasko et al. (2005) and Schroeder and Keller (2008). In situ 
analyses have detected methane, ethane, and tentatively identified cyanogen, benzene, and 
carbon dioxide on the surface from the Huygens GCMS (Niemann et al. 2005). Ammonia and 
hydrogen cyanide were the main pyrolysis products of the aerosols measured by the Huygens 
in situ pyrolysis experiment during its descent (Israel et al. 2005) and those aerosols could rain 
down to the surface, but pyrolysis products are not necessarily compounds in the aerosols. 
Higher in Titan’s thermosphere, benzene was first detected in the stratosphere by ISO and CIRS 
(Coustenis et al. 2003, 2007), and the Cassini Ion and Neutral Mass Spectrometer (INMS) 
instrument has detected high abundances of benzene along with toluene above 900 km (Waite et 
al. 2007). Toluene is an interesting molecule after benzene because toluene consists of a benzene 
ring with a methyl functional group, -CH3, replacing one of the hydrogen atoms attached to the 
benzene ring. Toluene is a possible larger organic molecule that may be compatible with VIMS 
surface spectra of Titan.

Clark et al. (2010a) presented evidence for surface deposits of solid benzene, (C6H6) 
(Fig. 18), solid and/or liquid ethane, (C2H6), or methane (CH4), and clouds of hydrogen 
cyanide (HCN) aerosols using diagnostic spectral features in data from the Cassini VIMS. 
Cyanoacetylene (2-propynenitrile, HC3N) is indicated in spectra of some bright regions, but 
the spectral resolution of VIMS is insufficient to make a unique identification although it is 
a closer match to the feature previously attributed to CO2. Acetylene (C2H2), expected to be 
more abundant than benzene on Titan according to some models, was not detected. Water ice, 
if present, must be covered with organic compounds to the depth probed by 1-mm to 5-mm 
wavelength photons: a few millimeters to centimeters. While many organic compounds have 
now been detected in the atmosphere and on Titan’s surface, we still have only a small spectral 
database of solid organic compounds measured at Titan temperatures (about 92 K) to compare 
with spectra of Titan. Spectra of additional compounds are needed, along with higher spatial and 

Figure 18. Spectra of Titan showing an absorption attributed to benzene ice. From Clark et al. (2010a).
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spectral resolution data of Titan’s surface in order to better understand the full compositional 
range of compounds there.

Saturn’s moon Titan has a close analogy to Earth’s hydrologic cycle where instead of liquid 
water, methane and ethane exist as liquids at the surface. Similar to liquid water lakes and 
rivers on the Earth, Titan has liquid methane and ethane lakes and rivers in a currently active 
methanologic cycle. These two bodies are unique in the Solar System in that regard.

Uranus system

The Uranus system was investigated by the Voyager II spacecraft in 1986, but that probe 
had no near-infrared spectral-imaging capability. Accordingly, compositional studies of the 
Uranian satellites and rings have relied on ground-based telescopic observations, progressing in 
parallel with advances in infrared instrumentation technology. Prior to the Voyager encounter, 
low spectral resolution (bandwidths ~2% of the wavelength) circular-variable filter (CVF) 
spectrophotometry led to detection of broad water ice absorptions at 1.5 and 2 mm on the five 
major satellites of Uranus: Miranda, Ariel, Umbriel, Titania, and Oberon (Cruikshank 1980; 
Cruikshank and Brown 1981; Soifer et al. 1981; Brown 1983; Brown and Clark 1984; Brown et 
al. 1991). Spectrometers based on infrared detector arrays enabled higher quality near-infrared 
spectra to be obtained (Fig. 19), with spectral bandwidths of around 0.1%, revealing the 1.65-mm 
water ice band on all five satellites, indicative of cold crystalline H2O ice (Grundy et al. 1999; 
Bauer et al. 2002). An apparent dip in Miranda’s spectrum near 2.2 mm has been tentatively 
attributed to ammonia ice (Bauer et al. 2002) but this identification has not yet been confirmed. 
Repeated observations of the other four satellites have shown no comparable 2.2-mm features, 
but did reveal the presence of a narrow triplet of CO2 ice absorptions near 2 mm on Ariel, 
Umbriel, and Titania, but not Oberon (Grundy et al. 2003, 2006). Interestingly, the strengths 
of these CO2 ice absorptions were found to be spatially variable, being strongest on the trailing 
hemispheres of the satellites, and also on the satellites closer to Uranus (whether or not Miranda 
fits this pattern remains to be tested). This spatial pattern is consistent with in situ production 

Figure 19. Reflectance spectra of the Uranian satellites showing strong water absorptions and narrow CO2 
absorptions. Note the asymmetric (toward longer wavelengths) 2-mm ice absorption of Oberon indicating 
the presence of sub-micron ice grains.
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of CO2 from local H2O plus carbonaceous materials driven by Uranian magnetosphere charged 
particle radiolysis, balanced by relatively rapid sublimation loss (Grundy et al. 2006). Water ice 
absorptions were seen to exhibit the opposite pattern, being deepest on the leading hemispheres 
of Ariel, Umbriel, and Titania (although perhaps not Oberon; Grundy et al. 2006). This pattern 
of deeper water ice absorptions on leading hemispheres is also seen in the Jovian and Saturnian 
satellite systems, but the cause remains uncertain. Possibilities include preferential gardening 
of icy regoliths by impactors impinging on leading hemispheres (Zahnle et al. 2003), and 
preferential sputtering removal of H2O ice via magnetospheric charged particle bombardment 
on trailing hemispheres (e.g., Cheng et al. 1986; Eviatar and Richardson 1986; Pospieszalska 
and Johnson 1989; Johnson 1990). No ices have been identified to date in spectra of the Uranian 
rings (e.g., Soifer et al. 1981; Pang and Nicholson 1984; Baines et al. 1998). The low albedos 
of Uranian satellites and ring particles implies the presence of a darkening agent, which has 
long been presumed to be carbonaceous in nature, although its precise composition remains 
unknown.

The Neptune system and beyond

The Neptune system was explored by Voyager 2 in 1989, providing a wealth of physical 
details. But, as with the Uranus system, almost all compositional information about ices in 
the Neptune system came from Earth-based observations. Neptune’s largest satellite, Triton, 
provides particularly interesting and complex examples of outer solar system ice geology. Early 
Triton results came from a series of near-infrared CVF spectrometer observations (~2% spectral 
resolution) during the 1970s and 1980s, leading to the discovery of methane, nitrogen, and 
water ice absorptions (Cruikshank and Silvaggio 1979; Apt et al. 1983; Cruikshank and Apt 
1984; Cruikshank et al. 1984, 1988, 1989; Rieke et al. 1985).

The advent of array spectrometers with cryogenic optics resulted in much higher quality 
spectra (Fig. 20), leading to the discovery of CO, CO2, and C2H6 ices (Cruikshank et al. 1993; 
Bohn et al. 1994; DeMeo et al. 2010). The higher spectral resolution and signal precision 
enabled by these instruments revealed subtle wavelength shifts in the methane bands consistent 

Figure 20. Near infrared spectra of Triton and Pluto are compared in this figure. Features arising from CH4, 
CO, CO2, H2O, and N2 are identified.
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with the CH4 molecules being dispersed in nitrogen ice (Cruikshank et al. 1993; Quirico et al. 
1999), a situation anticipated from thermodynamic arguments (Lunine and Stephenson 1985). 
They also revealed the phase of Triton’s water ice to be predominantly crystalline (Cruikshank 
et al. 2000; Grundy and Young 2004).

A picture of Triton emerged of a solar-powered, active world in which volatile N2, CO, and 
CH4 ices sublimate and condense in response to seasonal insolation on a substrate of H2O and 
CO2 ices (which are non-volatile at Triton surface temperatures), leading to an array of bizarre 
landforms and even jetting of sublimated nitrogen gas out of fissures, with possible aeolian 
transport of non-volatile H2O and CO2 ice dust (e.g., Brown et al. 1990; Hansen and Paige 
1992; Stansberry et al. 1996; Grundy et al. 2002). Evidence for short-term changes in the visible 
wavelength parts of Triton’s spectrum reinforced the perception of an active Triton (Hicks and 
Buratti 2004), as did the paucity of impact craters in Voyager images (Schenk and Zahnle 2007). 
To explain the large optical path-lengths required by the observed 2.15-mm N2 absorption 
band, Triton’s N2 ice could have an unusually compacted texture, perhaps more like a sintered 
slab than the usual particulate soils encountered on planetary surfaces (e.g., Eluszkiewicz 
1991; Grundy and Stansberry 2000). Based on seasonal models, latitudinal heterogeneity in 
the spatial distribution of Triton’s ices is expected, but time-resolved spectroscopy reveals a 
longitudinal heterogeneity as well (Grundy et al. 2010). The N2 and CO ices seem to co-occur, 
and to be much more abundant on Triton’s Neptune-facing hemisphere. Despite being mostly 
dissolved in N2 ice, Triton’s CH4 shows a very different longitudinal pattern, with its strongest 
absorption seen on Triton’s trailing hemisphere. The H2O and CO2 ice absorptions show little 
or no longitudinal variation, as if they are globally distributed, perhaps as wind-blown dust.

To date, H2O ice has only been detected on one other body in the Neptune system, the 
satellite Nereid (Brown et al. 1998, 1999). Little is known beyond photometric colors regarding 
compositions of Neptune’s other satellites and rings (e.g., Dumas et al. 2002).

Objects at Neptune’s heliocentric distance and beyond (the transneptunian region, also 
known as the Kuiper belt) have surface temperatures sufficiently low (<~50 K) for multiple ices 
to condense on their surfaces. The equilibrium temperature, Teq, of a solid body is a function of 
both the heliocentric distance (a) of the objects and their albedos, (q), following the relation Teq 
= 280 K ((1−q)/a2)1/4. For an object at 30 Astronomical Unitts (AU) with an albedo of 0.04 this 
gives Teq =50.6 K. Larger heliocentric distances, a, and/or higher geometric albedos, q, lead to 
even lower temperatures. For objects near condensation thresholds, there is a positive feedback 
favoring the stability of icy surfaces once the threshold for formation is met. The stability of 
ices is also a function of surface gravity and the ability of a body to limit atmospheric escape. 
Schaller and Brown (2007) have calculated the expected stability for CH4, N2 and CO ices in 
outer solar system bodies and find that objects with diameters below 1000-1500 km are not 
expected to have retained significant amounts of these ices on their surfaces. The handful of 
larger objects in the Kuiper Belt can retain these materials, and apparently have.

Methane ice was first detected as a solid in the solar system in an infrared spectrum of 
Pluto (Cruikshank et al. 1976). More recently, solid CH4 has been identified in the large Kuiper 
Belt Objects (KBO) Eris (Brown et al. 2005b), Sedna (Barucci et al. 2005), and Makemake 
(Licandro et al. 2006), as reviewed by de Bergh et al. (2013). The signal-to-noise ratio and 
wavelength coverage of spectra of small outer solar system objects have steadily improved.

For Pluto in particular, high signal-to-noise ratio spectra show that it shares many spectral 
features with Triton (Fig. 20) including multiple discrete features of CH4, although the two 
clusters of features due to CO2 ice in Triton’s spectrum are absent from Pluto’s spectrum. The 
quality and detail of the spectra allow for detailed analyses comparing band strengths and posi-
tions to constrain the detailed physical state of the ices on the surface. As with Triton, the beta 
N2 2-0 absorption is interpreted as arising from optical path lengths in beta N2 ice of the order 
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of many centimeters, implying unusually coarse particle sizes or perhaps a sintered glaze of N2 
ice, as noted above (e.g., Eluszkiewicz 1991; Grundy and Stansberry 2000). The existence of 
the ~2.16-mm side band in spectra of both Pluto and Triton has been used to place upper limits 
on the temperature of N2 ice on those bodies (Grundy et al. 1993; Tryka et al. 1993, 1994). 

Even without directly detecting its absorption bands, it may be possible to infer the presence 
of N2 ice from its effect on absorptions from other species. For instance, when CH4 is dispersed 
in N2 ice, the much stronger CH4 bands are shifted to slightly shorter wavelengths (Quirico and 
Schmitt 1997a), an effect which has been reported in spectra of Eris and Makemake, in addition 
to Pluto and Triton. Unfortunately, details of how the distinct CH4 bands shift depend on the 
relative concentrations of N2 and CH4 are not yet fully understood (e.g., Brunetto et al. 2008; 
Cornelison et al. 2008), and the uniqueness of N2 in its ability to shift CH4 absorption bands has 
yet to be established. For instance, Tegler et al. (2010) report that dilution of CH4 in argon ice 
produces similar shifts.

Pluto shows evidence for time-varying albedo features on its surface (Buie et al. 2010). 
Seasonal effects are expected to result in redistribution of surface ices over time. Grundy et al. 
(2013) have recently shown what appears to be seasonal evolution of features on Pluto over a 
decade of observation. Differing longitudinal variations of CH4 and N2 ices suggest that these 
two ices may be physically segregated on the surface. In contrast, CO and N2 vary together with 
longitude, implying they are intimately mixed. Ethane ice has also been reported in spectra of 
Pluto, notably using bands at 2.27, 2.405, 2.457, and 2.461 mm (DeMeo et al. 2010), where it 
presumably forms through radiolysis and or photolysis of CH4 (Moore and Hudson 2003).

Water ice has been detected on numerous Kuiper belt objects and Centaurs, both small 
and large (e.g., Dotto et al. 2003; Barkume et al. 2008; Guilbert et al. 2009). However, it seems 
to be absent from some of them. For most of the smaller objects, the bands are fairly shallow, 
consistent with their low albedos. Systematic changes in albedo and color from the Kuiper belt 
through the inner solar system could be linked to the sublimation loss of H2O ice (Grundy 2009; 
Lamy and Toth 2009). Reports of weak absorptions at 2.2 mm in spectra of Kuiper belt objects 
have been tentatively attributed to ammonia or ammoniated species (e.g., Delsanti et al. 2010) 
and an absorption at 2.27 mm in spectra of several objects has been interpreted as resulting from 
methanol ice (Cruikshank et al. 1998b; Merlin et al. 2012).

The dwarf planet Haumea along with its largest satellite Hi’iaka are noteworthy for their 
particularly deep water ice bands (e.g., Barkume et al. 2006; Trujillo et al. 2007; Pinilla-Alonso 
et al. 2009). Several members of the Haumea collisional family also have similar water-rich 
spectral characteristics, suggesting they could be fragments of the icy mantle of a differentiated 
target body (Brown et al. 2007; Leinhardt et al. 2010).

A similar catastrophic impact scenario may apply in the Pluto system (Canup 2005, 2011). 
Unlike Pluto, the largest satellite Charon has a water ice dominated surface (Buie et al. 1987). 
Additionally, Charon’s spectrum shows strong evidence for NH3 ice (Cook et al. 2007). Charon 
may represent a sample of Pluto’s mantle material which was too small to retain the more 
volatile CH4, N2, and CO ices which mask Pluto’s own mantle from view. The compositions of 
Pluto’s small satellites remain unknown.

SUMMARY

Minerals and ices are ubiquitous in the solar system. From the Earth and farther from the 
Sun, water ice and other more volatile ices are common. As our observational technology has 
improved, we have found more minerals and other solid compounds in more locations. If water 
ice in the poles of Mercury can be confirmed, water ice would be found throughout the solar 
system on every planet and/or their moons with the exception of Venus.
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The Earth displays the greatest mineralogic diversity in the Solar System, due to two 
primary factors. First and foremost, the active volcanism, plate tectonics, and weather in a 
relatively warm environment provide the conditions for many chemical processes, leading to 
diverse compositions. Second, because we live on the Earth, we can study it in far greater detail 
than any other moon or planet. 

But as we explore other worlds, we are finding they too have diverse mineralogy. On Mars, 
for example, it was difficult to prove a case for any clay minerals on the surface as recently as a 
decade or so ago. But now with orbiting imaging spectrometers with spatial resolutions as low 
as about 20 m, smaller outcrops are being found to contain diverse mineralogy indicative of a 
more complex geologic history.

There are outstanding issues. Some small absorptions seen in spectra of outer solar system 
objects have yet to be identified. For example, possible SO2 absorptions on the outer three 
icy Galilean satellites need confirmation. A 2.42-mm absorption seen in spectra of Saturn’s 
satellites, identified as trapped H2, needs confirmation, and a 5.01-mm absorption seen in 
spectra of Titan remains unidentified. Some absorptions seen in CRISM spectra of Mars are 
also still unidentified or poorly understood. This implies a continuing need for improving 
spectral libraries of reference compounds.

Water ice dominates most icy objects in the outer solar system. But why is the ice so 
pure in Saturn’s rings and most satellites, yet Titan is covered in organics? Similarly, Pluto 
is covered in organics yet its moon Charon displays a relatively pure water ice surface. What 
drives most surfaces to show such pure water surfaces with few other ices is unknown. Where 
are the expected signatures of ammonia or ammonia-water mixtures? If methane is so abundant 
on Pluto, Triton, Eris, Makemake, and Titan, why is it not abundant on other objects?

Why are some objects very high in albedo with relatively pure ice surfaces while others 
are very dark (e.g., Phoebe, the two faces of Iapetus, brighter Hyperion, dark Callisto versus 
brighter Ganymede and Europa)? Some of the answers certainly relate to resurfacing (e.g., 
Europa and Enceladus), whereas others display ancient heavily cratered surfaces that are still 
bright (e.g., Rhea) and still other ancient surfaces are dark (e.g., Phoebe). The mechanisms 
leading to these diverse surface compositions are not completely understood, although there is 
a trend in the Jupiter and Saturn systems for increasing darkening on moons farther from the 
planet, implying that dark dust preferentially coats the outer moons, probably from sources 
external to the system.

How are molecules complexed with one another, as in the case of CO2 and CH4 enclathrated 
in H2O, and what are the spectroscopic and physical-chemical implications of the processes that 
lead to complexing?

If water condenses below 135 K, it is expected to be amorphous. Yet the spectra of water ice 
throughout the solar system is dominated by crystalline ice (where our spectra are of sufficient 
quality to distinguish between amorphous versus crystalline water ice), with the exception of 
icy satellites orbiting within Jupiter’s inner magnetosphere where intense radiation can destroy 
the ice crystal structure. Even in the outer solar system beyond Saturn, where temperatures are 
well below 90 K, observed water ices are at least partially crystalline. Why we do not observe 
more amorphous ice is a mystery.

Spectroscopy and imaging spectroscopy have played major roles in exploring the solar 
system, and will continue to do so into the future.
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INTRODUCTION

Infrared spectroscopy was developed at the beginning of the 20th century for analytical 
chemical purposes and it is remarkable that the first contribution of the first issue of Physical 
Review, one of the first and among the most important physical magazines, published in 
1883, was devoted to “a study of the transmission spectra of certain substances in the infra-
red” that included also a plate of a quartz rock crystal (Nichols 1883). In 1905, William W. 
Coblentz released the very first database of IR spectra where the characteristic wavelength 
at which various materials absorbed the IR radiation were listed. For more than a century IR 
spectroscopy has been considered as a powerful analytical tool for phase identification and to 
characterize the structural features and quantify molecules or molecular arrangements in solids, 
and also in liquids and gases. This technique has been used extensively by organic chemists, 
and since the 1950s it has been recognized as a fundamental technique in mineralogical and 
Earth sciences in conjunction with X-ray diffraction (Keller and Pickett 1949, 1950; Launer 
1952; Adler and Kerr 1965). The first “encyclopedia” of IR spectra of minerals appeared in 
1974 (Farmer 1974) and is still a primary reference for those using infrared spectroscopy as a 
tool in material science.

In the late ‘60s and beginning of ‘70s a new IR technique, Fourier-transform infrared 
(FTIR) spectroscopy, was developed and later a new class of spectrometers was commercially 
available, based upon the combination of a FFT (Fast-Fourier-Transform) algorithm and 
computers. The advantage of these instruments over the previously used wavelength-dispersive 
spectrometers is fully described in several books, e.g., Griffiths and de Haseth (1986) and 
Smith (1996). Briefly, in FTIR spectrometers IR light is focused through an interferometer 
and then through the sample. A moving mirror inside the apparatus alters the distribution of 
infrared light (wavelength) that passes through the interferometer. The recorded signal, called 
an interferogram, represents light output as a function of mirror position, which correlates with 
wavelength. A FFT data-processing transforms the raw data into the sample spectrum. A major 
advantage of the FTIR spectrometers is that the information in the entire frequency range is 
collected simultaneously, improving both speed and signal-to-noise ratio (SNR). 
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During the last decades, several books have been devoted to the application of 
spectroscopic methods in mineralogy, e.g., Volume 18 of Reviews in Mineralogy (Hawthorne 
1988). Several short courses (e.g., Beran and Libowitzky 2004) and meetings have addressed 
particular aspects of spectroscopy, such as the analysis of hydrous components in minerals and 
Earth materials (e.g., Keppler and Smyth 2006). In these books, a complete treatment of the 
infrared theory and practical aspects of instrumentation and methods, along with an exhaustive 
list of references, can be found. 

The present chapter is intended to cover those aspects of infrared spectroscopy that have 
been developed in the past decade and are not included in earlier reviews such as Volume 18 
of Reviews in Mineralogy. These new topics involve primarily: (1) the use of synchrotron 
radiation (SR), which, although not a routine method, is now rather extensively applied in 
infrared studies, in particular those requiring ultimate spatial and time resolution and the 
analysis of extremely small samples (a few tens of micrometers); (2) the development of 
imaging techniques also for foreseen time resolved studies of geo-mineralogical processes 
and environmental studies.

There are now several synchrotron beamlines around the world that are dedicated to IR 
spectroscopy and microscopy, hosting an ever-increasing number of multidisciplinary users. 
Interest in synchrotron-IR radiation (SR-IR) increased in the last 20 years because of its unique 
properties and effective advantages, including the possibility to perform experiments using an 
intense fully-linear polarized light source.

A non-thermal SR source is an intense source whose emission at long wavelengths is 
asymptotic and, for accumulated electrons at E > 0.5 GeV, does not depend on the energy. 
Its intensity is also proportional to the large horizontal opening angle and to the current 
circulating in the storage ring. The unique features of SR-IR radiation overcome limitations 
of conventional “benchtop” instruments and open new fields of applications, in particular 
those associated to extreme experimental conditions (e.g., high-pressure, cryogenic/high 
temperatures).

As we will discuss in more details later, the main advantage of synchrotron radiation over 
conventional black body sources is its brilliance, which is defined as the photon flux density 
normalized to the source area and to the horizontal and vertical angle of emission (photons/
mm2/mrad2). The gain in brilliance of an infrared SR source with respect to a conventional 
source is from 100-1000 times going from the near-IR (NIR) to the far-IR (FIR), and increases 
when working at small apertures. It is worth stressing, however, that the best advantage of 
a SR source over a conventional source is obtained when using a confocal microscope or 
when performing time-resolved experiments. A microscope has a confocal geometry when 
the objective and the collector share the same focus at the sample location and both have a 
small aperture, placed at the conjugated focus, limiting the illuminated or the detected area 
of the sample, respectively. The use of small apertures such as pinholes allows images with a 
high spatial resolution to be obtained, but at the cost of a low throughput. In this latter case the 
signal-to-noise ratio (SNR) must ensure the recognition of small features in the image. The 
drawback of the use of pinholes or extremely small apertures (say < 20 mm2) in a microscope is 
the dramatic degradation of the SNR and the need to increase the collection time unless using 
brilliant SR sources.

In addition, the recent advent of area-detectors (“focal-plane-array, FPA”) has 
revolutionized the world of mid-IR FTIR spectroscopy. These arrays are composed of small 
IR detectors (pixels) a few tens of microns or less in dimension, and allow the acquisition of 
thousands of IR spectra simultaneously generating mid-IR (MIR) images with a high resolving 
power. The optical system of an IR microscope equipped with a FPA is an apertureless imaging 
system, whose ultimate spatial resolution is comparable but never better than that attainable by 
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confocal microscopes. Nevertheless, FPAs enable different imaging modes at the resolution 
of a few microns and, thanks to their sensitivity and read-out speed, massive and fast data 
collection within minutes are possible (Bhargava and Levin 2001; Petibois and Déléris 2006; 
Petibois et al. 2010a).

For Earth science materials, SR-IR has been applied in studies where an improved spatial 
resolution was needed, for example for fine-grained synthetic crystals, or when high brilliance 
was needed, such as in high-pressure (HP) studies using diamond-anvil cells (DAC) (Scott et 
al. 2007; Noguchi et al. 2012). The new imaging capabilities of FTIR detectors were used to 
address features such as zoning of volatile species across the sample or possible configurational 
changes of structurally-bound carbon molecular species (e.g., CO2 vs. CO3) during the crystal 
growth. Such features, which are barely accessible with micro-analytical techniques, may 
provide constraint in terms of physico-chemical parameters relating to the conditions of 
formation of the samples, and important information on the evolution of geological systems 
vs. time. Some significant recent studies that explore the use of FTIR imaging to investigate 
experimental systems and to monitor processes in real time will be reviewed here. 

FTIR MICROSCOPY AND IMAGING TECHNIQUES 

More than a century ago, Ernst Abbe showed experimentally that the resolving power 
of an optical instrument is subject to a physical limit, i.e., the diffraction limit, which cannot 
be overcome by designing better objective lenses. The diffraction limit is ~ 2λ/NA where NA 
is the numerical aperture of the microscope objective. Working with commercial objectives 
having NA ~0.6, the resolution is 3 to 4 times the wavelength (~ 1.7 mm at 4000 cm−1). In a 
confocal microscope, where the objectives are placed both before and after the sample, the 
spatial resolution can be improved to ~ λ/2 (Minsky 1988). 

The goal of FTIR microscopy is to achieve the best spatial resolution at the sample location, 
i.e., to allow imaging to the diffraction limit. However, as it has been shown recently (Levin 
and Bhargava 2005; Levenson et al. 2006; Bhargava and Levin 2007), the concept of spatial 
resolution in IR imaging is not an independent parameter: it is diffraction limited and is also 
affected by both the optical design (e.g., objectives and apertures) and contrast. To avoid the 
chromatic aberration, IR microscopes are equipped with two Schwarzschild objectives, which 
are based on two spherical mirrors centered on the same optical axis and allow magnifications 
of 15× or 36× with numerical apertures (NA) in the range 0.3-0.7. The magnification, the 
parameter that determines how much small features in the specimen can be enlarged, must be 
adjusted in proportion to distance (see Fig. 1). To increase the magnification, the objective of 
the microscope has to be positioned nearer to the specimen to be observed. The correlation 
between the magnification and the NA of the objective and the condenser of a microscope is: 
M= (f ′/f)= (NA/NA′), where f and f ′ are the focal distance of the objective and the condenser 
microscope optical elements, respectively. This definition is practical and useful because it is 
independent of any specific characteristics of the optical system (M ∝ NA). The concept of the 
lateral spatial resolution of an image, i.e., the spatial resolution in the plane perpendicular to 
the propagation of the light through the specimen, has to be related to a resolution criterion, 
i.e., how we may clearly separate two closely spaced objects inside a sample. According to 
the Rayleigh criterion, two points can be separated when the central maximum of the first 
Airy disk is placed at a distance greater than the radius of the first minimum of the Airy disk 
(see Fig. 2). When a point source of monochromatic radiation goes through a microscope, 
an Airy pattern is observed at the beam focus. The central circular area, i.e., the Airy disc, 
of the point spread function (PSF) in Figure 2 is characterized by a radius r = 0.61(λ/NA), 
where λ is the wavelength and NA is the numerical aperture of the microscope. However, the 
Rayleigh criterion is valid only when the two points to be separated both sit on an identical and 
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negligible background and have the same intensity, a condition that corresponds to a minimum 
contrast of 26.4% (Levenson et al. 2006; Pawley 2006). 

If we consider a standard optical microscope illuminating a large sample region, the 
ultimate resolution is achieved by the “detection system” made by the objective optics and our 
eye. Similarly, in an IR microscope, when using an area-detector, i.e., a focal-plane array (FPA) 
detector, the maximum spatial resolution is determined by the magnification of the optical 
system, but the size of the individual pixel of the detector is also a relevant parameter (Miller 
and Smith 2005). FPA detectors are still not widespread because almost all IR microscopes are 
equipped with single-element MCT detectors. 

In a microscope, reducing with a field stop the field of view (FOV) at the sample location, 
for example by an aperture placed at an intermediate focal point, the spatial resolution is 
determined by the fraction of light from each point of the specimen that reaches the detector, 
i.e., its sensitivity pattern. As outlined above, if we reduce the illumination region while 
maintaining a homogeneous illumination, then the spatial resolution is a function of the 
number of photons that illuminate the small selected region of the specimen. To probe this 
small region of a specimen, the microscope must illuminate it and simultaneously detect the 
light. A confocal microscope has apertures for both the illumination and detection systems. 
It achieves the ultimate spatial resolution by reducing to the same size both the illuminated 
region and the region to be detected. An image of the specimen under analysis can be then 
collected, although with much longer times, by rastering the sample through the focus of 
the confocal microscope. In this case, because of their intrinsic noise, large single-element 
detectors (50×50 mm or larger) are not suitable to work at high spatial resolution and the 
dimension of the single-element detector is the real bottleneck. 

In contrast to confocal microscopes with single-element detectors, combining a SR source 
with a two-dimensional FPA detector is an efficient way to take advantage of a SR source for 
imaging and time resolved experiments. Using area-detectors we may collect FTIR spectra 
simultaneously on large areas (several tens of mm2) depending on the magnification. Images 
containing hundreds of points are obtained within minutes compared with longer acquisitions 
(hours) typically required by a single-element detector mapping. Although, in principle, a 

f f’

Object Side:
NA = sinθ = φ/2f

2f sinθ = φ

Image Side:
NA’ = sinθ’ = φ/2f’

2f’ sinθ’ = φ

M = f’/f = sinθ/sin’ = NA/NA’

θ θ’φ

Figure 1. The magnification (M) can be defined as the ratio between the two numerical apertures (NA) of 
the microscope, the one on the object side (NA) and the one on the image side (NA′). Φ is the clear aperture 
or f-stop of the optical elements (i.e., mirrors) of the IR microscope, f and f ′ are the focal distances and θ 
and θ′ their angular apertures.
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thermal source may achieve a sub-second resolution for a single spectrum, using the raster 
scan method images can be collected at a much slower time. Moreover, working with a high 
current synchrotron radiation facility, the intense IR beam can be shaped to illuminate only 
a limited number of pixels of a FPA detector increasing the SNR ratio of the image achieved 
with high contrast (Petibois et al. 2010a). For these reasons, FPAs are used extensively in 
biological studies (e.g., Petibois et al. 2009), while very few studies of Earth materials have 
been made so far, despite its wide potential applications. 

When considering the resolution, great emphasis is given to the lateral resolution. 
However, to interpret an image it is also important to consider the axial resolution, i.e., the axial 
resolving power of the objective measured along the optical axis. As with the lateral resolution, 

Figure 2. (Top, left) Comparison of the Point Spread Function (PSF) between two optical systems with 
different Numerical Apertures (NA). According to the Rayleigh criterion (Top, right), two source points can 
be separated when the central maximum of the Airy disc is placed at the position of the first dark fringe 
of the second diffraction pattern (0.61 λ/NA). Higher the NA, higher will be the spatial resolution of the 
system. However, in a real case, with this criterion a full separation can be obtained only if the background 
is negligible and the signal associated with the two source points has the same intensity, a condition that 
corresponds to a minimum contrast of 26.4% (e.g., Levenson et al. 2006). (Bottom) comparison of spatial 
lateral (left) and axial (right) resolution for confocal and widefield microscopies. Equations show that both 
the lateral and axial extent of the confocal PSFs are reduced by ~30% respect to a widefield illumination 
and that the NA of the objective is much more effective in the axial resolution case (~NA2).
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the axial resolution (Fig. 2) also depends on the numerical aperture (NA) of the objective (Born 
and Wolf 1997; Inoué 1995). Lateral and axial spatial resolution for a confocal microscope are 
reduced by ~ 30% if compared with a corresponding microscope working with a wide-field 
illumination (Fig. 2). A large NA improves both the lateral and axial spatial resolution of the 
microscope although the NA of the microscope objective is much more effective for the axial 
resolution (~ NA2). Knowledge of the axial resolution is fundamental to performing “optical 
sectioning”, a technique that makes possible a three-dimensional reconstruction of a sample 
via non-destructive depth profiling, collecting images as the focus is moved deeper into the 
sample. This method offers clear advantages with respect to mechanically cutting a cross-
section (microtomy), avoiding in particular the need for any destructive sample preparation. 

In this context, it is worth also mentioning the opportunity offered by scanning near-field 
optical microscopy (SNOM), a technique which allows optical imaging that can be extended 
to the FTIR domain with a resolution down to few tenths of nm, i.e., well beyond the Abbe 
diffraction limit (e.g., Cricenti et al. 2002; Vobornik et al. 2005). SNOM systems are based on 
optical waveguides with a nano-aperture much smaller than the light wavelength λ. The use 
of a nano-aperture as a local probe makes it possible to overcome the λ/2 diffraction limit that 
occurs if the light is detected in far field, i.e., when the detector distance is much larger than 
the wavelength λ of the light used in the experiment. However, to the authors’ knowledge, no 
application of this technique to geological samples has been published so far, except some work 
aimed at studying diffuse nanoparticles in meteorite’s metal inclusions thought to be responsible 
for the problem of asteroid reddening (Pompeo et al. 2010). Imaging can be obtained with an 
apertureless scanning near-field optical microscope, leading to an extreme spatial resolution at 
IR wavelengths. However, we need to point out that it is practically impossible to map a large 
sample with SNOM optics. Moreover, because optical methods measure the index of refraction 
of a material, the real part returns only the sample topography while the imaginary part is 
proportional to the sample absorption, and so when looking at extremely small areas the local 
absorption is weak. In other words, if the signal is too small to be detected or comparable to the 
noise, differential methods such as photoacoustic or photothermal detection are more efficient. 
A new IR spectromicroscopy technique, based on the coupling between a tunable free-electron 
IR laser and an Atomic Force Microscope in the IR range (AFMIR) was recently setup at the 
CLIO free-electron laser facility (Dazzi et al. 2005, 2007a,b; Ortega et al. 2006) allowing IR 
mapping at the nm scale. Detection is performed directly by an AFM tip in the contact mode, 
probing the local thermal expansion of the sample, irradiated at the wavelength of specific 
absorption bands. As the duration of expansion and relaxation of the sample is always shorter 
than the response time of the cantilever in contact, by recording the amplitude of the cantilever 
oscillations it is possible to measure the corresponding IR absorption as a function either of 
space or wavelength. A spatial resolution around 50 nm has been achieved in the mid-IR region 
at λ = 22 mm (Houel et al. 2009), although, because of the inherent near-field character, the 
sensitivity of this technique is reduced for objects located below the surface. 

For FTIR imaging in transmission mode, the sample preparation is another crucial aspect 
to consider. The specimen must be prepared as a slice with parallel and doubly- polished 
surfaces to allow the IR beam to pass through the sample without scattering. A fragment of each 
material under investigation, either a rock or a single-crystal, is cut into a block and polished on 
both sides using different kinds of abrasives, e.g., silicon carbide or alumina powders, diamond 
pastes, or abrasives plastic foils. Final polishing is obtained with a 1.0 to 0.25 mm grit. During 
the grinding, the sample is usually mounted on a glass slide with easily removable glues, such 
as Crystalbond™. The final thickness depends on the type of sample and on the problem under 
investigation. At the end, the slice is removed from the glass and carefully washed from any 
residual from epoxy or binding agent. The result is a thin (typically in the range 300–15 mm) 
freestanding doubly polished wafer. For quantitative purposes, an additional critical point 
is the measurement of the slice thickness. This is usually achieved using a micrometer, and 
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checked with the IR microscope using standard slabs with known thickness as reference. When 
high precision is required, measurements using a scanning electron microscope (SEM) or an 
optical profilometer (e.g., Della Ventura et al. 2012) are preferred. Non-conventional techniques 
recently available for sample preparation involve the use of focused ion beam (FIB) instruments 
to cut extremely thin slices from target sample locations (Koch-Müller et al. 2004; see also 
Wirth 2004 and Marquardt and Marquardt 2012). An example of FIB machining to prepare 
oriented very thin crystal sections for polarized-light FTIR measurements is given in Figure 3.

SYNCHROTRON-RADIATION FTIR SPECTROSCOPY  
IN MINERAL SCIENCES 

Introduction

As a light source for spectroscopy, synchrotron radiation has several key properties: (1) 
a high brilliance, (2) a continuous distribution of the intensity over the entire spectral range, 
(3) a pulsed nature, (4) a high degree of polarization and (5) a high stability. Synchrotrons and 
storage rings use magnetic structures, i.e., dipoles, quadrupoles and sextupoles to bent and 
focus electrons to circulate along closed orbits. Radiation is emitted when particles travelling 
at relativistic velocities are deflected by a constant magnetic field as it occurs inside a bending 
magnet. This is the classical synchrotron radiation bending magnet emission whose spectral 
range is characterized by a broad spectrum extending from the microwave to the X-ray domain 
(Hofmann 2004). Radiation is also emitted by electron travelling through a fringing field of a 
dipole magnet. This emission is called “Edge Radiation” (ER). For electrons at a relativistic 
speed, the fringe field is like a “sharp edge transition” from a zero field to a full field value and 
the associated impulsive acceleration originates the emission of light. The emission spectrum of 
ER is limited and does not extend to the X-ray domain; however, in the low-frequency (IR, THz) 
range it is comparable to the standard synchrotron radiation spectrum (Geloni et al. 2009a,b).

The main advantage of synchrotron radiation is its brilliance. In spite of it, large angles 
are required to extract from bending magnets long wavelength radiation such as IR radiation, 
because the ”natural” opening angle increases up to several tens milliradians in the far-IR 
range. On the contrary, long-wavelength radiation emitted as Edge Radiation is characterized 
by a significantly smaller opening angle than standard bending-magnet radiation. Long 

 

Figure 3. Oriented (hk0) doubly 
polished, 40 mm thick, crystal 
section of wardite, prepared for 
polarized FTIR measurements in 
the water stretching region (Bel-
latreccia and Della Ventura, unpu-
blished). Because the transmitted 
IR signal is out of scale at these 
conditions, a hole 20×20 mm2 was 
machined using a FIB (Helios Na-
nolab, at LIME, University Roma 
Tre) such as at the bottom of the 
cavity the thickness is reduced to 
8 mm. Note that the edges of the 
hole have been oriented such as to 
be parallel to the optical directions 
in the crystal.
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wavelength SR sources may have a strong potential for IR spectroscopy or imaging techniques 
(Petibois et al. 2009) particularly considering that both ER and bending magnet radiation 
have equivalent brilliance. The history of SR utilization in the long wavelength region (from 
micrometer to millimeter waves) is more recent than that in the short wavelength domain 
(Marcelli and Cinque 2011). In fact, SR sources are some order of magnitude more brilliant 
than a conventional black body source in the same spectral range as shown in Figure 4. A 
highly brilliant source is not a priority for a spectroscopic measurement, while becomes 
mandatory in microscopy where a spot size down to the diffraction limit is desired. However, 
the SNR decreases drastically as apertures are reduced to confine the beam into a small area 
to increase the lateral resolution of an image, as shown in Figure 5. The use of IR microscopes 
coupled to SR sources may guarantee outstanding results just because the high brilliance of 
this source allows reducing the microscope apertures down to the diffraction limit, i.e., down 
to a few microns in the mid-IR region, still assuring a good SNR (Carr 2001). 

Figure 4. Calculated syn-
chrotron radiation brilli-
ance of a 3 GeV source in 
comparison to a conventi-
onal source and the ideal 
SR diffraction limited 
source (courtesy G. Cin-
que, from DLS, design 
report of the IR beamline 
at Diamond).

   

 

Figure 5. (Left) comparison between the IR spectrum 
taken with a conventional source, using an aperture 6×6 
mm2, accumulating 1000 scans, and the SR-IR spectrum 
taken on the same sample location using an aperture 
3×3 mm2, accumulating 32 scans. (Above) intensity of 
infrared light reaching the detector as a function of the 
aperture size for conventional vs SR beam.
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Because the electrons in the storage ring do not form a continuous distribution around the 
orbit but are stored and travel as bunches in a circular accelerator, the resulting emission has 
a time structure. The SR is indeed emitted as light pulses characteristic of each accelerator, 
being another interesting feature of this source for time resolved experiments. The bunch length 
ranges from tens of ps to a few ns, values hardly to be obtained with conventional sources (Mills 
1984; Innocenzi et al. 2009; Xu et al. 2011; Marcelli et al. 2012).

An additional important feature of synchrotron radiation is its polarization. Owing to its 
relativistic character, the SR emission is linearly polarized in the orbital plane. Since the early 
pioneering work in the visible region, studies performed both in the VUV and X-ray regions 
demonstrated that when observed at a particular angle over the orbit, the radiation is circularly 
polarized. The polarization properties of the SR at long wavelengths are very promising for 
many applications, in particular in the far-IR region. By placing a slit on the exit port, one 
can in principle select the desired degree of circular polarization and the flux of the emitted 
radiation. Dealing with polarization, we may define three polarization rates, of which two are 
more important: the linear polarization (P1) and the circular polarization (P3). Experimental 
observations indicate that values up 80% of circularly polarized light can be obtained using a 
slit that selects ~50% of the total flux available (Cestelli Guidi et al. 2005). 

In SR-IR beamlines, commercial optical benches and microscopes are installed and the 
synchrotron beam replaces the conventional black body source. The beam is focused in the 
upper aperture of the microscope (Fig. 6) and is projected onto the sample plane by a Catoptric 
objective; the size of the aperture determines the lateral resolution that one can attain in the 
analysis; the problems associated with the SNR and the resolution in these conditions have been 
introduced before. More details can be found in Marcelli and Cinque (2011).

Applications in mineral sciences

For materials of interest in the Earth Sciences SR-FTIR has been mostly applied in 
the study of inclusions within minerals, in the analysis of H2O/OH in nominally anhydrous 
minerals (NAMs), of H and C molecules of interplanetary dust particles (IDPs) and in high-
pressure studies. Few applications in the field of cultural heritage have also been reported. 

  

Figure 6. Schematic layout of an IR microscope compared to that of an optical microscope.
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Guilhamou et al. (1998) and Bantignies et al. (1998) were among the very first to explore 
the potentiality of SR-FTIR microspectrometry for the study of samples of geological interest 
(Fig. 7). In particular, Guilhamou et al. (1998) addressed the analysis of hydrocarbon-rich 
fluid inclusions in siliceous diagenetic materials, aimed at constraining petroleum formation 
and migration. Using a beam size of 3×3 mm2 they were able to obtain high SNR spectra for an 
accurate chemical identification of aliphatic components, CO2 and water entrapped in fluorite 
cementing the host rock. In the same paper they also reported preliminary tests for the analysis 
of CO2 and H2O in glass inclusions within olivine from tholeitic basalts from South Vietnam 
and the detection of trace OH in NAMs. 

Guilhaumou et al. (2005) studied melt inclusions within garnets and exsolved pyroxenes 
from deep-seated ultramafic xenoliths uplifted in the Jagersfontein kimberlite pipe (South Africa). 
Petrographical and mineralogical data showed these samples to record evidence of multistage 
fluid-rock interactions during their ascent from the asthenosphere through the lithosphere. 
Primary and secondary OH-bearing melt inclusions were recognized, the first representing 
the result from an early partial melting of the garnet host, and the second originating from 
volume change of the hydrated pyroxene during ascent. The data were interpreted as evidence 
for unusual water contents in the primary ultradeep-seated garnets. Evidence of a carbonaceous 
magma rich in dissolved CO2 was provided by the presence of secondary inclusions containing 
a CO3-bearing glassy phase associated with a vapor phase rich in CO2 and H2O.

Koch-Müller et al. (2004) and Koch-Müller et al. (2006) studied, using SR-FTIR, the 
hydroxyl content of pyroxenes and olivines from high-pressure occurrences. Three groups of 
absorption bands in the OH-stretching region were observed in omphacites from the upper 
mantle and lower crust beneath the Siberian platform (Koch-Müller et al. 2004). The intensity 
of the peaks centered in the higher wavenumber 3600-3624 cm−1 range were found to be 
strongly correlated with inclusion-rich regions within the pyroxene crystals. TEM bright- and 
dark-field images obtained on crystal foils cut in different parts of the examined grains using a 
FIB, clearly showed that these bands could be associated with nm-sized inclusions of a sheet 
silicate within the omphacite matrix. It is worth noting that the spectra also showed a weak 
band in the high wavenumber range characteristic of omphacite and caused by vibration of 
intrinsic hydroxyl groups. Some of the inclusions were interpreted to have formed during the 
uplift of the host rock as a product of interaction with fluids. The intensities of the other peaks 
in the FTIR patterns could be related with [4]Al or octahedral vacancies at M2, respectively. As 
an additional test for the assignment of the higher wavenumber bands to a phyllosilicate phase, 
high-pressure spectra were collected using a diamond anvil cell up to 12 GPa and the behavior 
of the OH bands with pressure was compared with those of chlorite and omphacite. The OH 
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Figure 7. Infrared microspectroscopy of the CO2 distribution within a fluid inclusion. (left) optical image, 
(center) selected FTIR spectrum, (right) resulting CO2 map. Modified from Bantignies et al. (1998).
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content in the samples could be quantified using polarized radiation measurements on oriented 
sections, and was found to vary from 31 to 514 ppm, the lowest value from the pyroxene in the 
highest pressure rock, a diamond-bearing eclogite xenolith from a kimberlite pipe. Up to 20 
strongly polarized bands were observed (Koch-Müller et al. 2006) in the OH-spectra of olivines 
from the Udachnaya kimberlite pipe (Russia). Peaks at higher energy (3730-3670 cm−1) were 
assigned to inclusions of serpentine, talc and the 10 Å phase. OH groups were correlated to point 
defects associated with either Si sites or vacant M1 sites. Polarized experiments showed that 
H was bonded to O1 and O2 oxygens, forming O-H vectors parallel to the a crystallographic 
axis. Combination of the FTIR data with SIMS (Secondary Ion Mass Spectrometer) analyses 
allowed the calibration of the integrated absorption coefficient εi = 37,500±5,000 L mol H2O 
cm−2. Later Thomas et al. (2009) pointed out that this is a wave-number independent absorption 
coefficient, which can be used to quantify all types of OH-defects in olivine.

Koch-Müller et al. (2003) studied the solubility of hydrogen into coesite at pressure in the 
4.0-9.0 GPa range and temperature in the 750-1300 °C range by using Al and B doped SiO2 
as starting materials. The OH-spectra were extremely complex with several bands, assigned to 
different substitutional mechanisms responsible for OH incorporation into synthetic coesite. To 
improve the resolution for overlapping bands, low temperature spectra were collected using a 
Linkam T600 freezing stage (Fig. 8). The most intense and sharp peaks were attributed to the 
hydrogarnet substitution (T2)Si4+ + 4O2– = T2vacancy + 4OH–, consistent with the observation 
that more than 80% of the dissolved water is incorporated via this mechanism. Based on the 
positive correlation between the content of B determined by SIMS, some of the weaker bands 
were assigned to B-based point defects, while others were assigned to OH groups incorporated 
via the Si4+ → Al3+ + H substitution. The water solubility was quantified using the molar 
absorption coefficient εi = 190,000 Å ± 30,000 L mol H2O cm−2 calibrated by Koch-Müller 
et al. (2001) and was found to increase with both temperature and pressure. Interestingly, the 
incorporation mechanism for H seemed to change for pressure in excess of 8.5 GPa, at 1200 °C.  
New sharp bands appeared in the spectrum at lower wavenumbers, while those observed for P < 
8.5 GPa and assigned to the hydrogarnet substitution disappeared. On the basis of single-crystal, 
Raman and polarized IR, these new bands were assigned to OH groups in coesite; however both 
their polarization and high-pressure behavior was significantly different from that of the higher-
frequency components, suggesting a different substitutional mechanism for H in coesite at higher 
pressures. Koch-Müller et al. (2003) also reported the first FTIR spectrum of a natural OH-

  

Figure 8. Unpolarized IR spectra of coesite collected at different temperatures. The broad band centered 
near 3200 cm−1 is from ice condensation in the stage. From Koch-Müller et al. (2003).



458 Della Ventura, Marcelli, Bellatreccia

bearing coesite occurring 
as an inclusion within a 
diamond from Venezuela. 
The FTIR spectrum of 
the omphacitic pyroxene 
associated with coesite in 
the diamond also showed 
OH-bands.

Thomas et al. (2008) 
studied the hydroxyl 
solubility in synthetic Ge 
analogues of the high-
pressure silicates ring-
woodite, anhydrous phase 
B and superhydrous phase 
B. Ge-ringwoodite was 
found to contain up to 
2200 ppm H2O, the in-
corporation mechanism 
of which was found to be different from that of Si-
ringwoodite. Polarized experiments on oriented slices 
yielded from 2400 to 5300 ppm H2O in Ge-anhydrous 
phase B. Single-crystal X-ray and polarized IR measure-
ments (Fig. 9) on oriented crystal sections showed that 
two mechanisms could be responsible for the incorpora-
tion of OH into this phase, i.e., the hydrogarnet substitu-
tion and the creation of vacant Mg sites (Fig. 10). The 
findings of Thomas et al. (2008) however implied that 
the use of germanates as analogues for high-pressure sili-
cates in experimental studies was probably not recom-
mended for anhydrous phases, since their behavior with 
respect the water incorporation was probably different 
from the Si-counterparts. 

Thomas et al. (2009) calibrated specific absorption 
coefficient for synthetic olivines, SiO2 polymorphs 
and rutile-type GeO2 combining FTIR, proton-proton 
scattering, Raman microspectroscopy and SIMS. One 
interesting conclusion of their work was that for SiO2 
phases the absorption coefficient is not related with the 
vibration frequency of the OH point defect, but with 
the structure type. A mean εi = 89,000 ±15,000 L mol 
H2O cm−2 could be determined for a suite of quartz 
samples with varying OH defects, while much higher 
values were obtained for the denser polymorphs coesite 
and stishovite (Fig. 11). According to the work of 
Thomas et al. (2009) the negative correlation between 
the absorption coefficient and the OH band position 
(Paterson 1982; Libowitzky and Rossman 1997) does not 
hold for NAMs, thus for quantitative purposes specific 
coefficients must be independently calibrated. This point 

  

Figure 9. Polarized SR-FTIR spectra of Ge anhydrous phase B sho-
wing the strong pleochroism of the OH bands. From Thomas et al. 
(2008).

 

Figure 10. Orientation of the 
different OH groups in Ge-anhB 
modeled on the basis of the pola-
rized FTIR spectra. From Thomas 
et al. (2008).
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is particularly crucial when the estimation of the water content of high-pressure minerals is used 
for geophysical modeling. Thomas et al. (2009) also present a routine to quantify water contents 
in NAMs based on Raman spectroscopy. An improved version of the routine with respect to the 
correction procedure to use in case of minerals containing heavy atoms is described in Mrosko 
et al. (2011).

The superior lateral resolution of SR-FTIR with respect the Globar source was exploited 
by Feenstra et al. (2009) to examine the zoning of hydrogen in zinc-bearing staurolite from 
a high-P, low-T occurrence from Samos (Greece). SIMS data showed higher hydrogen 
concentrations in crystal cores compared to rims, the OH content being negatively correlated 
with Al. The same kind of zonation was obtained using SR-FTIR on slices cut out from the 
crystals using a FIB. Interestingly, Feenstra et al. (2009) found that the absolute H concentration 
derived by FTIR were systematically lower to those derived by SIMS by about 25%. They 
interpreted this feature as due to a water loss at the crystal surface during FIB machining. 

Piccinini et al. (2006a,b) examined the polarization behavior of the OH-stretching band 
of phlogopites by tilting the mica flake under the polarized SR beam. They observed a strong 
decrease of the absorbance intensity as a function of the angle between the (001) cleavage plane 
and the IR beam (Fig. 12).

SR-FTIR spectroscopy for the analysis of extraterrestrial materials, such as interplanetary 
dust particles (IDPs) was aimed at defining the global mineralogy of the samples, for example 
the presence of silicates vs. carbonates or phyllosilicates. In these studies the use of synchrotron 
radiation was needed because of the extremely small dimension of these samples, typically 5-10 

 
Figure 11. Absorption coefficients of doped quartz (1, 2), natural quartz (3), quartz glass (4), feldspar (5), 
coesite (6, 7), stishovite (8, 9) and r-GeO2 (15) plotted onto the Paterson (1982) and Libowitzky and Ros-
sman (1997) diagrams. The inset gives a magnified section of the 3,600-3,500 cm−1 region with different 
olivine data. [Used with kind permission of Springer Science and Business Media, from Thomas et al. 
(2009), Phys Chem Miner, Vol. 36, Fig. 11, p. 502].
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mm in size. Most SR-FTIR studies were however devoted to the capability of IR in detecting 
light-elements molecular arrangements such as OH/H2O or C-H groups in the specimen. 
Flynn et al. (2002, 2004) reported for the first time the evidence for the presence of aliphatic 
hydrocarbons and of a ketone group in IDPs, by detecting CH2, CH3 and C=O functional groups 
in acid-etched particles, while Matrajt et al. (2005) measured the CH2/CH3 ratio in several 
IDPs and compared it to the CH2/CH3 ratio in diffuse interstellar medium (DISM). Flynn et 
al. (2004) found that IDPs may be composed by a significant fraction (up to 90%) of organic 
components, leading to estimate that, in the current era interplanetary dust contributes ~15 tons/
year of unpyrolized organic matter to the surface of the Earth, and that during the first 0.6 billion 
years of Earth’s history, this contribution is likely to have been much greater. 

Probably the most common use of SR-FTIR in mineral sciences has been for high-P 
studies with a DAC; these studies were aimed at examining behavior and stability of important 
rock-forming minerals at high pressure and studying phase transitions of minerals as a function 
of pressure. For these researches SR is particularly useful for its brilliance in the far-IR region. 
Koch-Müller et al. (2005) showed that superhydrous phase B, one of the candidate minerals to 
occur in the Earth’s mantle, exists in two polymorphic forms. The OH-spectrum of the lower-T 
phase, with space group Pnn2, consists of two well-defined bands, while the OH-spectrum 
of the higher-T phase, with space group Pnnm, consists of a single broad band. The band 
shifts as a function of pressure in the MIR and FIR regions indicated the HT polymorph to be 
more compressible than the lower symmetry, LT polymorph. The thermodynamic properties 
of chloritoid were derived by Koch-Müller et al. (2002) from detailed band assignment in the 
powder IR spectra and based on the pressure dependence of bands in the MIR and FIR spectral 
range. Scott et al. (2007) collected high-pressure spectra of lawsonite in the NIR region up 
to 25 GPa to constrain the Grüneisen parameters and the vibrational density of states under 
pressure. Pressure-induced FIR mode shifts were consistent with phase transitions at 4 and 8.6 
GPa, respectively, in accordance with previous MIR, Raman, and X-ray studies. The 8.6 GPa 

 
Figure 12. Polarized-light SR-IR spectra of natural phlogopite in the OH-stretching region collected by 
rotating the sample with respect the electric vector (see inset). [Used by permission of Elsevier, from Pic-
cinini et al. (2006b), Vib Spectrosc, Vol. 42, Fig. 3, p. 60].
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transition, in particular, could be clearly identified by abrupt slope changes and the appearance 
of a new feature in the spectrum near 368 cm−1. High-pressure infrared spectra of talc were 
collected (Scott et al. 2007) up to 30 GPa in the whole 150 to 3800 cm−1 range (Fig. 13). 
Significant changes in relative intensities were observed in the FIR region. The pressure 
shift of the hydroxyl vibration of talc was non-linear with a faster rate at higher pressures, 
the average pressure shift being close to 2.1 cm−1/GPa. The ambient pressure spectrum was 
fully reproduced upon decompression for both minerals, implying that all pressure-induced 
structural changes are reversible. This being the case, both minerals could metastably transport 
water to depths in the Earth corresponding to pressure well beyond the known thermodynamic 
decomposition conditions for these phases. HP spectra presented by Liu et al. (2003) showed 
that the crystal structures of both OH-chondrodite and OH-clinohumite were preserved up to 
38 and 29 GPa, respectively. Broadening of the absorption bands suggested however increasing 
disordering of the silicate framework at high pressure (Fig. 14). For both minerals, three bands 
are observed in the OH-stretching region at ambient conditions. For increasing pressure all 
bands shift linearly to higher frequency; above 18 GPa, the slopes for the three OH bands are 
significantly different as a result of different degrees of hydrogen bonding.

Koch-Müller et al. (2011) performed high-pressure SR-FTIR measurements of synthetic 
hydrous ringwoodite (MgxFe1−x)SiO4 with x = 0.00 to 0.61, using three different pressure 

 
Figure 13. High-pressure SR-IR spectra of talc. Note that the ambient P spectrum is fully reproduced upon 
decompression. After Scott et al. (2007).
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-transmitting media. All samples loaded with CsI powder or liquid argon showed a sudden 
disappearance of the OH bands and discontinuities in the pressure shift of the lattice modes 
between 10 and 12 GPa. When using liquid argon annealed at 120 °C and 8.6 GPa as a pressure 
medium for the same samples, the OH bands and the lattice vibrations could be observed 
linearly shifting up to 30 GPa. The disappearance of the OH bands for non-hydrostatic 
conditions was interpreted as due to a stress-induced proton disordering in ringwoodite (Koch-
Müller et al. 2011). 

Iezzi et al. (2006) examined the high-pressure behavior of synthetic amphibole Na(NaMg)
Mg5Si8O22(OH)2. The data showed a P21/m ↔ C2/m phase-transition at 20-22 GPa (Fig. 15). 
Upon release of pressure, the room-pressure pattern is immediately recovered indicating 
that the pressure-induced phase-transition is reversible. By analogy with structurally related 
pyroxenes, Iezzi et al. (2006) suggested the existence of a new C2/m amphibole polymorph 

 
Figure 14. SR-FTIR OH-spectra of clinohumite (a) and chondrodite  

(b) at increasing pressure. After Liu et al. (2003).
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stable at high pressure and characterized by fully kinked double-chains. The high-pressure 
behavior of amphiboles in the same system, but with increasing Li for Na substitution at the 
B-sites was studied by Iezzi et al. (2009) who found that the pressure at which the P21/m to 
C2/m phase transition occurs was linearly correlated to the aggregate B-site dimension.

The pressure-dependent behavior of strontium feldspar and wadsleyite was studied up to 
24 GPa by Mrosko et al. (2011). Polarized measurements yielded 1100 ppm and 12500 ppm 
of water, respectively for these two minerals. A new microscope was developed for high-P 
measurement in the THz/FIR range. A I2/c to P21/c phase transition was detected at 6.5 GPa 
for strontium feldspar, while a transition at 8.4 and 10.0 GPa was observed for hydrous and dry 
wadsleyite, respectively. These results highlighted that the presence of water in NAMs may 
have a significant effect on their transition behavior with pressure. More recently, Noguchi 
et al. (2012) studied the pressure-induced amorphization of antigorite. They observed an 
anomalous behavior of the bands due to the outer OH groups with respect to the bands due 
to the inner OH groups upon compression. Amorphization of the sample was observed for 
conditions in excess of 300 °C and 25.6 GPa; interestingly, the spectra indicated that OH 
groups were still retained in the amorphized material.

 

Figure 15. SR-IR high-pressure OH-spectra of synthetic amphibole  
Na(NaMg)Mg5Si8O22(OH)2. After Iezzi et al. (2006).



464 Della Ventura, Marcelli, Bellatreccia

Synchrotron infrared microspectroscopy has made in the recent years considerable impact 
in archaeology, archeometry and in the study of cultural heritage materials because of its 
capability as a reliable and non-destructive analytical tool. The most important results are 
related to the study of ancient painting materials (Salvadó et al. 2005), which are typically 
multi-layered and structurally heterogeneous, consisting of various fine-grained mixtures of 
mineral pigments and binding media. In situ characterization of the various components in these 
materials is essential to extract information on the techniques used in their manufacture, the 
origin of the materials used, and to design appropriate restoration procedures. A combination 
of X-ray diffraction/absorption, Raman spectroscopy and SR-FTIR spectroscopy has provided 
considerable advancements in these studies. Notable investigations involved the analysis of 
frescos in the Acireale (Sicily) cathedral (Barilaro et al. 2005), Romanesque wall paintings 
from Spain (Salvadó et al. 2008), the characterization of prehistoric polished serpentinite 
artefacts (Bernardini et al. 2011) and the study of the alteration of silver foils in medieval 
painting from Museums in Spain (Salvadó et al. 2011). 

FTIR IMAGING

Introduction

There are essentially three possible experimental set-ups in FTIR microscopy: (1) point 
detector analysis in a confocal layout, (2) FTIR mapping done by integrating the signal from 
successive locations of the specimen surface, (3) FTIR imaging, performed with bi-dimensional 
arrays such as focal plane array (FPA) detectors. The main advantage of observing an entire 
field of view at the same time allows spatially resolved spectroscopy of large and multi-phase 
samples (like polycrystalline rocks), or monitoring dynamic processes in real time. 

The single spot analysis can be performed both in transmission and reflection mode. The 
beam size typically ranges from 100 mm to 30 mm using a conventional source, and, as discussed 
above, can be reduced down to 3-5 mm using a synchrotron radiation source. To characterize the 
spatial distribution of an absorber across a sample, a standard practice is to isolate a small area 
of interest using apertures placed before or after (or both) the sample, and then collect several 
spectra along traverses. Guilhaumou et al. (1998) presented the first application of this technique 
using SR-FTIR microscopy to monitor the evolution of the OH peak with a small aperture, and 
follow the OH diffusion profile across a pyroxene single crystal experimentally treated by Ingrin 
et al. (1995). More recent applications of the single spot analysis have been published by Castro 
et al. (2008) and Feenstra et al. (2009, reviewed above). Castro et al. (2008) measured water 
concentration profiles around spherulites in obsidian using synchrotron radiation with a spot 
size of 2 mm. The distribution of OH groups surrounding the spherulites was found to reflect 
the expulsion of water during crystallization of an anhydrous mineral assemblage replacing the 
spherulite glass. The concentration profiles were found to be controlled by a balance between 
the growth rate of the spherulites and the diffusivity of H throughout the rhyolitic melt, thus 
allowing determination of the kinetics of the spherulite growth. 

In the FTIR mapping mode one measures the infrared spectrum at each in-plane point 
and then uses peak heights, peak areas, the integer performed in a defined spectral region or 
other criteria to visualize the distribution of the target molecule. This experimental set-up can 
be coupled to a confocal-like set-up (Minsky 1988) to achieve a high statistic and a high SNR. 
However, the method involves collecting a large number of single spectra and an accurate 
motion of the sample on the stage, thus resulting in extremely long acquisition time, up to 
several hours, to collect data from large areas, say few mm.

In the FPA imaging mode, one obtains the whole image in a single data collection thanks 
to a multichannel detection similar to the concept of recording images with charge-coupled 
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devices (CCDs) in optical microscopy. The number of pixels (the detectors) and their effective 
size will depend on the FPA type. Typical arrays, designed for conventional sources, range from 
the 64×64 channels, providing 4096 individual spectra, to 256×256 or 1024×1024 channels 
allowing imaging of large areas. These are however not optimized to match a synchrotron 
radiation source that, because of its brilliance, may illuminate only a limited portion of these 
bidimensional detectors (Petibois et al. 2010a,b). Such arrays are typically coupled with 15× 
or 36× objectives, so that with a single image up to few square mm, a single pixel corresponds 
to a physical dimension in the range 2.5 to 5 mm. 

Among the most recent attempt to push forward the imaging capability using synchrotron 
radiation, we can cite the IRENI beamline at SRS (Madison, USA) that collects 320 hor. × 25 
vert. mrad2 of IR radiation from a dedicated bending magnet. The main goal of this project 
is to reduce the acquisition times of IR maps by using an FPA illuminated by several beams 
coming from multiple optical systems. The incoming radiation is separated in 12 beams and 
rearranged into a 3×4 beam bundle with the help of a total of 48 mirrors and is then sent into 
an IR microscope equipped with a 128×128 pixels FPA (Nasse et al. 2011). Due to the use 
of multiple brilliant synchrotron beams and image reconstruction methods based on Fourier-
based deconvolutions, this optical system could provide a very high spatial resolution at the 
diffraction limit for all wavelengths, a very short acquisition time and a high SNR. 

H-C-O functional groups are characterized by highly polar bonds and absorb infrared ra-
diation with a high efficiency, therefore FTIR micro-spectroscopy coupled with imaging pos-
sibilities may be used to qualitatively and quantitatively measure these molecular arrangements 
in geological materials (both minerals and glasses) with a high-spatial resolution (Pironon et 
al. 2001; Della Ventura et al. 2010). Although FTIR imaging has rapidly evolving as a tool in 
biological and biochemical sciences (Dumas and Miller 2003; Burattini et al. 2007; Heraud 
et al. 2007; Petibois et al. 2009, 2010a,b), very few applications have so far been published in 
Earth Sciences (Della Ventura et al. 2010). We will review in the following the available data. 

The distribution of H and C in minerals

High-pressure nominally anhydrous minerals contain trace hydrous species (see the 
paragraph above and reviews of Skogby 2006 and Beran and Libowitzky 2006). However, 
recent studies have shown that structural hydrous species, such as OH, H2O and CO2 can also 
be incorporated in most nominally anhydrous low-pressure minerals in the crust (Johnson 
2006; Della Ventura et al. 2008a,b; Bellatreccia et al. 2009 among the others). It follows that 
careful analysis of trace volatile species in these minerals may provide qualitative but also 
quantitative information on topics such as water and CO2 activity, oxygen fugacity and fluid 
composition in the mineralizing system. In particular, the analysis of volatile traces in volcanic 
materials, both minerals and glasses, may provide significant constraints on the genesis and 
evolution of magmatic systems (De Vivo et al. 2005). 

The analysis of water in minerals (Libowitzky and Rossman 1996; Aubaud et al. 2007) and 
glasses (Ihinger et al. 1994; Di Matteo et al. 2004; Aubaud et al. 2007) using FTIR spectrometry 
is now a relatively routine technique. On the contrary, the spectroscopic analysis of CO2 is 
common in glasses (e.g., King et al. 2002; Behrens et al. 2004; Morizet et al. 2010), while 
rare tests have been made for fluid inclusions within minerals (Linnen et al. 2004). Work on 
minerals has been so far restricted on few cases: beryl and cordierite (Wood and Nassau 1967; 
Armbruster and Bloss 1980; Kolesov and Geiger 2000; Khomenko and Langer 2005; Della 
Ventura et al. 2009, 2012), feldspathoid minerals (Della Ventura et al. 2005, 2007, 2008a; 
Bellatreccia et al. 2009; Balassone et al. 2012), phyllosilicate minerals (Zhang et al. 2005) and 
some particular forms of hydrous silica (Kolesov and Geiger 2003; Viti and Gemmi 2009). 

An issue of extreme interest regarding volcanic materials is the distribution of the vola-
tile constituent across the crystal, which can provide insight into the evolution of the crys-
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tallizing system with time; such possibility is 
now offered by modern FTIR imaging systems. 
Della Ventura et al. (2007) studied the carbon 
speciation and distribution across vishnevite, a 
microporous mineral belonging to the cancrin-
ite-sodalite group of feldspathoids, with ideal 
formula [Na6(SO4)][Na2(H2O)2](Si6Al6O24). 
This mineral is structurally characterized by 
open channels and columns of cages extend-
ing along the crystallographic c-axis, where a 
variety of extra-framework cations and anionic 
groups may be hosted (Bonaccorsi and Merlino 
2005). Infrared spectra show that most samples, 
and in particular the specimens from the holo-
type locality at Vishnevye Mts. (Urals), contain 
molecular CO2 as main carbon species in the 
structural pores, while few others were found 
to be CO3-rich. Moreover, polarized-light mea-
surements (Della Ventura et al. 2007) show that 
the linear CO2 molecules are oriented perpen-
dicular to the crystallographic c axis in these 
minerals. Several single crystals from Latium 
(Italy) were found to be optically zoned, from 
milky-white to transparent. One of these crys-
tals, 200×100×100 mm was manually extracted 
from the host-rock and examined using an FTIR 
microscope equipped with a mapping stage and 
a single element MCT detector. The data were 
collected using a square aperture of 30×30 mm2. 
Figure 16 shows a surprising change in the car-
bon speciation during the crystal growth: the 
side attached to the host rock (milky-white) is 
CO3-free while being rich in CO2, whereas the 
opposite is observed for the transparent rim of 
the crystal. The reason for the observed phe-
nomenon is not clear at the present, however the 
extreme zonation of Figure 16 is clearly con-
nected with a major change in the physical con-
ditions during the mineral crystallization.

Della Ventura et al (2008b) studied a set of carefully selected, transparent leucite crystals, 
free from any evidence of analcime alteration from the Alban Hills volcano (Rome, Italy). The 
purity of the specimens was checked by SEM-EDAX microanalyses across the grains, which 
showed Na contents systematically < 1.0 wt%. FTIR microanalyses showed for most crystals 
a well-defined and rather broad absorption in the H2O stretching 3000-4000 cm−1 region (Fig. 
17a), consisting of three components centered at 3604, 3500 and 3245 cm−1, respectively. 
FTIR mapping under conventional light showed some crystals to be homogeneously hydrated 
(Fig. 17b) with H2O contents up to 1600 ppm. Other samples showed an extremely zoned 
H2O distribution (Fig. 17c) consisting of a completely anhydrous core with a hydrous rim 
containing significant (~1200 ppm) homogeneously distributed water. High-resolution 
mapping (Fig. 17d) showed a sharp rim/core transition suggesting a sudden change in the 
magmatic conditions during the crystal growth.

 
Figure 16. (top) optical micrograph of the vish-
nevite crystal studied. Note that the specimen is 
not a polished section, but a prismatic euhedral 
hexagonal single crystal manually extracted 
from the rock; the terminal pinacoid of the cry-
stal is on the left side of the picture. (middle) 
and (bottom) FTIR mappings of the CO2 and 
the CO3 distribution across the specimen. The 
color intensity from blue to red is proportional 
to the content of the target molecule. [Used by 
permission of Elsevier, from Della Ventura et 
al. (2010), Anal Bioanal Chem, Vol. 397, Fig. 
1, p. 2043].
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Bellatreccia et al (2009) and Balassone et al. (2012) studied a large set of sodalite-haüyne 
group minerals, from a wide variety of geological occurrences. Unpolarized spectra showed 
intense and multi-component absorptions in the H2O stretching (4000-3000 cm−1) region 
and, in most cases, a very sharp and intense band at 2351 cm−1 indicating the presence of 
CO2 molecules in the studied samples (Della Ventura et al. 2005, 2007, 2008a; Bonelli et al. 
2000; Miliani et al. 2008). According with the systematic work of Bellatreccia et al (2009), 
sulfatic members in the group (haüyne and nosean) are typically CO2-rich, while chlorine-
rich members (sodalite) are systematically CO2-free. FTIR maps collected by Bellatreccia 
et al. (2009) and Balassone et al. (2012) (Fig. 18) showed a non-homogeneous distribution 
correlated to micro-fractures across the crystal; interestingly, the amount of CO2 was inversely 
correlated to that of H2O (Fig. 18).

The distribution of H and C across cordierite was examined by Della Ventura et al. (2009, 
2012). Figure 19b shows a strongly zoned distribution of the H2O signal across a sample from 
a granulitic enclave within the dacitic lava dome of El Hoyazo (SE Spain), which contrasts 
with the relatively homogeneous distribution of CO2 in the same section (Fig. 19a). FPA 
images (Fig. 19c-d) shows that most of the intensity in the 3700-3400 cm−1 region is associated 
with micro-fractures within the cordierite, where secondary alteration products are present. 
Noteworthy, the FPA images of Figure 19e-f show that acicular sillimanite crystals enclosed 
within the cordierite host are occasionally hydrated. The image of Figure 19e-f provides a 
direct proof that using an FPA detector, at these wavelengths (2-3 mm), the spatial resolution 
is few mm, i.e., close to the diffraction limit. Similar results were obtained by Della Ventura et 
al. (2012) on samples from different localities.

 
Figure 17. (a) FTIR spectrum of leucite in the NIR range. (b) homogeneous distribution of H2O across 
sample L131 from Tre Fontane (Rome). (c) zoning of H2O in sample LCQM2 from Quarto Miglio (Rome) 
showing a well-defined anhydrous core surrounded by an homogeneously hydrated rim. (d) high resolution 
mapping across the core-to-rim boundary for the same sample as in (c). The scale bar in (b) is 2 mm. The 
color intensity from blue to red is proportional to the content of the target molecule. [Used by permission 
of Elsevier, from Della Ventura et al. (2010), Anal Bioanal Chem, Vol. 397, Fig. 2, p. 2044].
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Imaging of inclusions in minerals

Crystals may contain tiny, generally micrometric-sized and variable shaped impurity 
parcels within their cavities or fractures. Parcels of liquid ± vapor ± solid are known as fluid 
inclusions (e.g., Roedder 1984); analogously melt inclusions are droplets of glass ± vesicles ± 
solid (e.g., Sobolev 1996; Frezzotti 2001). Fluid inclusion studies are largely applied (Andersen 
and Neumann 2001) in order to define the role of fluids on the genesis and deformational 
processes in mantle and crustal rocks. They also allow constraining models on the genesis of 
ore deposits and providing information for the geothermal and petroleum explorations and 
production industry (McLimans 1987; Guilhamou et al 1998, 2000).

Melt inclusions are considered samples of melt that were trapped within crystals as they 
grew from the magma (Lowenstern 1995; Sobolev 1996, Frezzotti 2001; Danyushevsky et 
al 2002). Depending on favorable conditions (absence of crystallization, alteration and re-
melting processes), melt inclusions preserve the composition of the melt in thermodynamic 
equilibrium with their host minerals. Therefore, the content of dissolved H2O-CO2 in the 
inclusions provides information related to the entrapment pressure and to the volatile budget 
of the magma, with implication from magma genesis and crustal storage to magma rheology 
and to eruptive dynamics. 

Due to their typically small size, inclusions in minerals are studied using Raman 
spectroscopy, a technique that allows analyzing areas as small as 0.5-1 mm2. The increasing 
availability of synchrotron-radiation FTIR facilities and the development of FTIR imaging 

 

  Figure 18. Distribution of H2O and CO2 in haüyine from Somma-Vesuvius; (a) optical image of the ex-
amined crystal, (b) selected FTIR spectra at points 1 and 2 in the (c) H2O and (d) CO2 images. Note that 
images in (c) and (d) are the result of 4×4 matrix of 170×170 mm FPA images. [Used by permission of 
Mineralogical Society, from Balassone et al. (2012), Mineral Mag, Vol. 76, Fig. 9, p. 206].
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techniques under both synchrotron and conventional light, now allow extending the application 
of infrared spectroscopy to the study of this particular type of geological samples. 

As said above, probably the first FTIR images of hydrocarbon-rich fluid inclusions within 
geological samples were those of Guilhamou et al. (1998, 2000) showing the presence of H2O, 
CO2 and aliphatic molecules in their samples. Wysoczanski and Tani (2006) examined the water 
content distribution in silicic volcanic glasses and related melt inclusions from Sumisu Caldera 
and Torishima Volcano in the Izu Bonin Arc (Japan). They found that H2O measurements done 

 

Figure 19. (a) and (b) FTIR mapping of CO2 and H2O on a (010) oriented crystal section of cordierite from 
El Hoyazo, Spain, of thickness 140 mm. (c) to (f) FTIR FPA images of the H2O distribution in the same 
section; the optical image is on the left side, the corresponding FTIR image is on the right side. The image 
in (d) shows how the water content of this sample is associated with fractures and is probably related to 
alteration products, whereas the image in (f) shows that water is also associated with sillimanite needles 
included in the host cordierite matrix. [Used by permission of Elsevier, from Della Ventura et al. (2010), 
Anal Bioanal Chem, Vol. 397, Fig. 4, p. 2046]. 
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with the FPA had a precision comparable to that obtained on the same locations with single-
spot analyses. Similar water contents were analyzed in both the groundmass glasses and melt 
inclusions within honeycomb plagioclase, indicating that the inclusions underwent water loss 
by degassing and/or diffusion (Wysoczanski and Tani 2006).

Detailed SR-FTIR maps were col-
lected in the water stretching region by 
Seaman et al. (2006) using 10×10 to 
15×15 mm2 aperture size and displac-
ing the sample by steps smaller than the 
aperture across anorthoclase megacrysts 
and enclosed melt parcels. Based on po-
larized measurements on three orthogo-
nal sections, a water content of 126 ppm 
was obtained for the anorthoclase. Ab-
sence of a band at 1630 cm−1 pointed to 
the presence of OH groups only in the 
inclusion’s melt, in concentrations from 
0.12 to 0.39 wt%, one order of magni-
tude higher than the crystal host. FTIR 
maps showed zones of elevated water 
concentration at the crystal-melt inclu-
sion boundary (Fig. 20) suggesting that 
water probably diffused from the inclu-
sion into the crystal (Seaman et al. 2006). 

Mormone et al. (2011) used FPA-
FTIR imaging to characterize the content 
and distribution of C-H-O species in melt 
inclusions within olivines from the most 
primitive rocks erupted at Procida island, 
Phlegrean Volcanic District (Naples, 
Italy). Optical and SEM microscopy showed the inclusion to be mostly glassy, with few being 
partly to almost totally crystallized. FPA images of a sample containing only molecular CO2 
revealed the inclusion core to be water- and CO2-free (Fig. 21). SEM data showed that the 
apparently homogeneous core actually was partly crystallized (thus accounting for the absence 
of H2O and CO2) and contained several nanometer-sized crystals (possibly clinopyroxene) 
and bubbles. The resolution of the FPA (~3-5 mm in the H2O stretching region) was unable to 
resolve the glass interspersed with the crystals, however some red pixels (Fig. 21) documented 
the presence of local enrichments in molecular CO2, corresponding to proto-bubbles of size 
comparable to the FPA image resolution. The spectra showed a doubled band in the 1400-1500 
cm−1 region, typical of CO3 groups dissolved in the glass (Dixon and Pan 1995), and a doubled 
peak at 2349-2361 cm−1 typical of gaseous CO2 (Stolper and Ahrens 1987). H2O contents 
in the range 0.80 to 1.72 wt% in the glassy inclusions, and up to 2.69 wt% in the partly 
crystallized ones, could be quantified using FPA-collected spectra. These latter inclusions also 
showed CO2 contents up to 890 ppm. CO3 contents up to 2653 and 1293 ppm were also 
found in the glassy and crystallized inclusion, respectively. The data allowed to recalculate 
entrapment pressures ranging from 350 MPa to less than 50 MPa, suggesting that the magma 
ascent was dominated by degassing (Mormone et al. 2011). 

Figure 22a from Della Ventura et al. (2010) shows the distribution of H2O in a melt 
inclusion entrapped within olivine phenocrysts from a scoria erupted at Stromboli (Sicily, 
Italy). The inclusion is relatively large (∼100 mm across) but to perform the experiment the host 

 
Figure 20. FTIR map in the water region across a melt 
inclusion/host anorthoclase crystal boundary. There 
is an approximately 50 mm wide zone of gradational 
water concentrations on the edge of the anorthoclase 
crystal, likely due to diffusion of water into the crystal 
from the melt inclusion; water concentrations shown in 
parts per million. After Seaman et al. (2006).
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crystal has been doubly-polished to a thickness of ∼30 mm, in such a way that the inclusion is 
completely exposed on both sides of the crystal slice, and the beam interact only with the parcel 
(Fig. 22, above) without contaminations from the host. The FTIR image (Fig. 22a, below) 
shows a roughly homogeneous distribution of water in the glass (note how the host olivine 
is anhydrous) and highlights the presence of a central volume with a higher water content 
(shrinkage bubble), probably derived from water saturation consequent to depressurization. 
Exsolved volatiles can generate internal overpressure that blows up the inclusion and allows 
gas escaping. The outer red area that appears to be linked to the inclusion in Figure 22a can 
represent the water outflow from the melt inclusion.

 
Figure 21. CO2 (left) and H2O (right) distribution (FTIR-FPA images) across a partially crystallized melt 
inclusion within a olivine host from the Phlegrean volcanic district (southern Italy). [Used by permission 
of Elsevier, modified from Mormone et al. (2011), Chem Geol, Vol. 287, Fig. 6, p. 74].

Figure 22. FTIR-FPA images (a) a melt inclusion within olivine from Stromboli (Italy) and (b) a solid 
inclusion within edenite from Franklin Furnace (USA). (top) optical images; (bottom) FTIR FPA images. 
The scale bar is 50 mm for all images. [Used by permission of Elsevier, modified from Della Ventura et al. 
(2010), Anal Bioanal Chem, Vol. 397, Fig. 5, p. 2047].

 

a
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Figure 22b displays the case of a solid inclusion within a sample of F-rich edenite, 
NaCa2(Mg,Fe)5(Si7Al)O22F2. The FTIR image shows the presence of a highly hydrated phase 
within the host F-edenite, which, on the basis of the IR signal in the OH-stretching region, can 
be identified as a layer silicate intermixed within the host double-chain silicate. The presence 
of such exsolutions may be common in this type of amphiboles, and reflect the narrow stability 
field of the amphibole with respect to the layer-silicate, which has similar chemistry and a very 
close local structure (Na et al. 1986). The FTIR image displayed in Figure 22b reveals a very 
interesting feature: while the host amphibole is F-rich, the associated layer-silicate is OH-rich, 
suggesting a strong preference of the hydroxyl component for the layer-silicate structure with 
respect to the edenite structure. 

FTIR imaging of dynamic processes

As outlined above SR may open new opportunities in many research areas and in par-
ticular in time resolved imaging applications to investigate complex phenomena in real time. 
Actually, FTIR spectroscopy is an extremely powerful tool in high-temperature studies where 
exsolution of volatile species (such as dehydration) is involved (Aines and Rossman 1984; 
Prasad et al. 2005; Zhang et al. 2006; Bonaccorsi et al. 2007 among the others). Typically, 
single spot data are collected in situ, and the band intensity of H2O/OH absorptions at each 
step during the heating experiment is plotted as a function of the varying temperature. In such 
a way, dehydration curves are obtained (e.g., Prasad et al. 2005; Zang et al. 2006; Bonaccorsi 
et al. 2007). In other cases, the absorbance is plotted as a function of time; in such a case, ki-
netic information on the dehydration process (Tokiwai and Nakashima 2010), or H diffusion 
mechanisms throughout the matrix (Ingrin et al. 1995; Stalder and Skogby 2003; Castro et al. 
2008) are obtained. 

Prechtel and Stalder (2010) synthesized pure enstatite at 6 GPa, 1250 °C under water-
saturated conditions and variable silica activity. Polarized FTIR measurements showed a 
strong pleochroic behavior of the OH-bands. The intensity variation of the observed peaks as a 
function of the Si/Mg ratio in the system allowed assignment of the higher- and lower- energy 
band to tetrahedral (Si) and octahedral (Mg) defects, respectively. FPA images were used to 
characterize the evolution of the pyroxene chemistry during the crystal growth by monitoring 
(Fig. 23) the intensity evolution of the IR bands across the samples.

The possibility to collect in situ images of an area of the sample during high-temperature 
experiments provides a new way to monitor these complex processes. An example is given in 
Figure 24 from Della Ventura et al. (2010), where preliminary results obtained during dehydration 
experiments on leucite are displayed. Figure 24a shows the images collected along a continuous 
ramp where the crystal fragment was heated using at a constant rate of 5°/min using a Linkam 
T600 FTIR heating/freezing stage. FPA images were taken in situ during the experiment with a 
64×64 array and a 15× objective at the nominal resolution of 16 cm−1 adding 32 scans. With this 
experimental set-up each image was collected in ∼90 seconds. Although these conditions are 
still insufficient to study very fast reactions, they represent a clear advantage when compared to 
conventional spectroscopic data collection. Images refer to a crystal fragment of dimension of 
∼250×250 mm2 and thickness 190 mm. The IR light illuminates only an edge of the fragment and 
the condenser of the microscope collects the light only from an area of ∼170×170 mm2, which is 
less than the overall size of the crystal. In this way it was possible to enhance the contrast of the 
water band at the edge of the section monitoring the hydration mechanism in real time. Selected 
images at constant temperature interval of ∼100 °C (corresponding to ∼20 min heating) show 
that the sample dehydrates smoothly, and that at ∼400 °C it is almost anhydrous. In Figure 24b 
a second fragment of the same starting material has been heated abruptly (50°/min) up to 300 
°C. Images show that when arrived at the target temperature, the sample has lost almost half of 
its initial water content. At constant T = 300 °C, the FPA images (taken at the same conditions 
as in Fig. 24a) show a continuous, although relatively slow, dehydration. After 150 minutes the 
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Figure 23. FTIR-FPA images of experimentally treated enstatite. OH-defects giving rise to the absorption 
band around 3687 cm–1 show increasing concentration toward the rim (left), and OH-defects giving rise 
to the absorption band around 3362 cm–1 show decreasing concentration toward the rim (right). Modified 
after Prechtel and Stalder (2010).

Figure 24. FTIR images obtained with a FPA detector during the in situ heating of a single crystal of 
leucite. (a) continuous ramp of 5 °C/min, showing that leucite dehydrates continuously to become almost 
anhydrous after 400 min. (b) kinetic study of the dehydration behavior of leucite. T was increased up to 
300 °C at 50 °C/min and then fixed at T = 300 °C. The figure shows that at 300 °C after about 6 min the 
sample lost half of its initial water content, and then continues to dehydrate. After 150 min the sample is 
almost anhydrous. [Used by permission of Elsevier, from Della Ventura et al. (2010), Anal Bioanal Chem, 
Vol. 397, Fig. 6, p. 2048]. 
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sample is again almost anhydrous. The results of the procedure shown in Figure 24 are still 
preliminary, and other tests are underway to extract a quantitative behavior from the data. In the 
last images of the processes shown in Figure 24 a slightly not homogeneous distribution can be 
recognized. Different causes may be at the origin of the observed distribution, the most probable 
being the occurrence of a non-perfect flat sample surface. In any case, from the discussion above 
it is evident that the possibility to monitor the distribution of an absorber vs. time across the 
studied material, in addition to measure it, opens new opportunities for studying and understand 
phenomena occurring in anisotropic materials, or performing experiments with a temperature 
gradient set across the sample. All these processes are “non-equilibrium” phenomena in which 
it is extremely difficult to identify parameters describing the system. The investigations of these 
complex dynamical processes with imaging techniques is probably the most suitable approach 
to achieve a better understanding of many phenomena of great geophysical interest. 

CONCLUSIONS

Combination of SR-FTIR and imaging techniques provides new opportunities in 
high-pressure studies, different types of reactions, characterization of materials of interest 
in Earth Science, such as the presence and evolution with crystallization of light-element 
(notable H and C) species in geological materials. Moreover, the high-sensitivity of modern 
spectrometers, coupled with the high resolution offered by FPA detectors now allows imaging 
of features few mm in size, such as inclusions within minerals, traditionally accessed only 
by Raman spectroscopy. Such features, which are hardly accessible with other micro-
analytical techniques, may help in constraining the genesis and evolution of the geological 
system. Finally, the possibility to collect high-resolution images in a very short time, from 
few tens of seconds to minutes using modern array detectors, provides a new opportunity 
to study many dynamic phenomena in non-ambient conditions in situ. Thermal treatments, 
dehydration processes, and other non-equilibrium processes have been already investigated in 
many geological and geophysical systems, but many others are just beyond the corner in order 
to understand Earth and environmental science phenomena.
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INTRODUCTION AND PURPOSE

The thin, smooth curves representing spectroscopic data suggest a high degree of accu-
racy. Yet, experimental uncertainties do exist, as in any measurement. Overlooked problems in 
data collection, processing, and interpretation have repercussions for applications in mineral 
physics, planetary science, and astronomy. Random errors (i.e., noise) are fairly obvious, and 
are not discussed here. The concern is subtle and overlooked errors that arise in acquisition, 
processing, and interpretation of spectral data. These types of errors are systematic, not ran-
dom. This chapter identifies various systematic errors and problems that the author encoun-
tered in her efforts to provide absolute values of absorbance or reflectivity. Re-occurring issues 
in data collection include underestimating the importance of surface polish and not accounting 
for peak profiles depending on sample thickness relative to band strengths. Processing of emis-
sion spectra is problematic. Common instrumental problems are briefly described. 

Optical spectroscopy is the name generally attached to the visible region which we probe 
with our eyes, which are convenient built-in spectrometers, but can also include the infrared 
(IR) region wherein the type of vibrational mode known as “optical” is detected. Because 
some applications require very high frequency (ν) data, this chapter concerns ν from ~10 to 
106 wavenumbers, which is equivalent to wavelengths (λ) of ~106 to 10 nm or of ~1000 to 
0.01 mm). The X-ray region is included due to the extreme breadths of metal-oxygen charge-
transfer bands of minerals which peak in the ultraviolet (UV). The author points out errors in 
her own results as well those of others. Mistakes provide opportunity for learning! Correct 
methodologies are discussed along with measurements needed to improve constraints on spec-
tral parameters and hence to make interpretations more definitive. Ideal conditions are difficult 
to achieve, so another goal is enable the reader to recognize what is “sufficiently accurate” and/
or “representative” of the material properties for the problem being addressed.

Spectra find use in two completely different applications: (1) identification of unknowns 
through comparison, and (2) calculation of physical properties. Both types are discussed by 
example in this chapter. Identification has its origins in chemistry, as fingerprinting run prod-
ucts from chemical syntheses. Identification is important to geology, planetary science, and 
astronomy because spectra are a cost-effective means of probing distant objects or surfaces 
with conditions destructive to equipment or of providing surveys or reconnaissance efforts. 
I discuss planetary surfaces, and dust clouds in astrophysical environments. These two ex-
amples illustrate how not duly considering effects of sampling conditions on spectra have led 
to questionable inferences of phases present (asteroid surfaces and glass vs. crystals in astro-
nomical environments). Regarding inference of physical properties, one example is presented 
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here: calculation of the rate of heat diffused through a material at high frequency. I discuss how 
difficulties in measuring absorption coefficients that are near zero have led to misrepresenta-
tion of radiative thermal conductivity values. This application was chosen because diffusive 
radiative thermal conductivity (krad,dif) is important to engineering (smokes), astronomy (stellar 
interiors), and possibly planetary interiors (but see Hofmeister 2010); yet krad,dif cannot be mea-
sured directly, so spectroscopic calculations are the only means to establish heat transfer rates 
of visible light. For other examples of physical properties that can be obtained from spectra, 
see Hofmeister (2004).

EXPERIMENTAL METHODS

Spectral data collected at Washington U are as described in the cited papers. For IR mea-
surements, a Bomem DA3.02 Fourier transform interferometer is equipped with beam split-
ters, detectors, and accessories to cover ~10 to 20,000 cm−1. Unpolarized visible to ultraviolet 
(UV) spectra from 9090 to 52630 cm−1 were collected using a double-beam Shimaduzu UV-
1800 with 1 nm resolution at the slowest scan speed available. 

EXTRACTION OF SPECTRAL PROPERTIES  
FROM LABORATORY MEASUREMENTS

Ideal interactions of light with perfect, single crystals

Spectral conventions and representations. We measure the amount of light received rela-
tive to either a standard (the reference) or to the intensity of the incident beam. The purpose is 
to determine the physical properties of the material. Engineering definitions are used, i.e., we 
wish to known how much light is actually absorbed by the sample, and/or how much is actually 
reflected, and/or how much is actually emitted (Siegel and Howell 1972; Brewster 1992). This 
chapter focuses on data collected at room temperature, where emissions of the sample are low 
compared to incident light and can be neglected except in emission experiments, which pertain 
to planetary and astronomy applications. Emissivity is discussed at the end of this section. Ab-
sorptivity or absorbance or absorption coefficient (quantities are defined below) are important 
because these describe how light is attenuated within the sample. In the spectroscopy, chemis-
try and mineralogical literature, common logarithms are used to describe attenuation of light: 
this convention is incorporated in commercial software. However, the physics of attenuation is 
mathematically described by the exponential function and thus the natural logarithm pertains. 
Formulae provide below use natural logarithms. 

Spectra can be represented in different ways. For a complete description of how light in-
teracts with the solid, any of three pairs of functions can be used: (1) The absorption coefficient 
(A) and reflectivity (r) are directly and most commonly measured. (2) The complex index of 
refraction (n + ik) is essential to radiative transfer models, where n is the index of refraction, and 
also because direct measurements of n provide an independent constraint on r (e.g., Hofmeister 
et al. 2009). Several names are used for the imaginary part, k, some of which are confusing. 
We use “absorption index” (e.g., Brewster 1992) as opposed to “extinction coefficient” (e.g., 
Bell 1967) because the latter is used to describe the combined effects of physical scattering and 
absorption (e.g., Shankland et al. 1979). Together, n and k are referred to as optical functions, 
which is preferred over historic use of “optical constants,” because spectral properties depend 
on frequency. (3) The complex dielectric function (e1 + ie2) is used in the physics literature 
because this links optical properties with electrical properties of a material. Although this rep-
resentation is completely equivalent, the connection with light measurements is less direct, 
and thus dielectric functions are less frequently used to represent spectroscopic data. However, 
direct measurements of e1 set independent constraints on r (e.g., Hofmeister et al. 2003).
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Formulae for spectral functions accounting for surface reflections. If emissions are 
small compared to the intensity of the beam in the spectrometer, which is reasonable at room 
temperature, then energy conservation is described by:

0 0 0

1 (1)refltra abs II I
r

I I I
= + + = τ + α +

where I0 is beam intensity impinging on the sample, Itra is the intensity of light transmitted 
by the sample, Iabs is the intensity of light actually absorbed, and Irefl is the intensity of light 
reflected on the first bounce from the front face (Fig. 1a), τ is transmittivity, α is absorptivity, 
and r is reflectivity. We cannot directly measure how much light is absorbed, and thus values 
of A involve data processing and can include systematic errors. Specifically, we measure 
the amount of light exiting the sample (Fig.  1a), which is a combination of reflection and 
absorption losses. For normal incidence and parallel light rays crossing a flat sample with 
parallel faces of thickness d, computing the true absorption coefficient (A) requires accounting 
for first-order back reflections:
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The closely related variable, absorbance (a = Ad), is frequently used because thickness is 
not always known (e.g., sample ground and dispersed in a pellet) and r is not always known. 
Commonly, a baseline is assumed which serves to remove the effect of both surface (specular) 
reflection and scattering from various imperfections, discussed below. Baseline subtraction 
is useful for applications needing peak parameters only, but this approach does not provide 
absolute intensities. 

Equation (2) assumes a single reflective bounce (Fig. 1a). Multiple reflections are possible. 
We tested for their importance in the visible-UV region using highly transparent samples (e.g., 
MgF2) and could find no difference, which is consistent with Figure 1, which shows that each 
additional reflection involves another factor of (1-r). For the transparent regions, r is ~ 0.05, 
providing a small, but non-negligible correction. For strongly absorbing regions r~1, so the 
reflectivity term can be neglected to a first approximation. Similarly, in determining reflectivity 
for strongly absorbing regions, if the crystal is sufficiently thick, the effect of absorption can 
be neglected because α~1 (Fig. 1a). Where one encounters problems is frequency regions of FIGURES
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Figure 1. Schematics relevant to light received vs. spectral functions. One back reflection is shown per 
surface at near-normal incidence (angles are exaggerated and the white arrow is not labeled). (a) Transmis-
sion (lower face) and reflection (upper face) experiments. The light received by a detector (Imeas) relative 
to incident intensity (I0) is a combination of reflection and absorption, depending on thickness, d. [After 
Fig. 1 of Hofmeister et al. (2003).] (b) Emission experiments, where IBB is blackbody intensity. (c) Effect 
of optically thin vs. optically thick conditions on spectral functions. These divisions pertain to emission as 
well as transmission and reflection experiments.
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rapid change in A(ν) and r(ν), such as immediately above the main IR bands, discussed below, 
because these do not meet the above criteria. 

Commercial software provides raw absorbance: 

0

g (3 )lo tra
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−

so Ad = 2.3016araw − 2ln(1−r). If a definition is not provided in a paper, most likely common 
logs were used. This report uses natural logarithms, unless stated otherwise.

It should be clear from Figure 1 and Equations (1) and (2) that A and r as a pair describe 
the optical properties of the solid (assuming emissions are low). Reflectivity as discussed 
above would be determined from direct measurements. Importantly, r is also described by 
Fresnel’s law: 
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where the index of refraction of the medium nmedium is 1 for most cases (air or vacuum). The 
imaginary part of the optical function k is related to the absorption coefficient:
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It is fortunate that the absorption index (k) is negligibly small for weakly colored silicates and 
oxides at high frequencies, which reduces Fresnel’s equation to: 
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and permits computation of r in the visible region from direct measurements of n, which are 
well-known for minerals because n can be directly measured in the visible region with a refrac-
tometer or visual comparison to oils with known n values (see any mineralogy textbook). That 
determinations of n are wholly independent of spectral measurements provides an important 
cross-check on reflectivity measurements (e.g., Hofmeister et al. 2009).

Equations (4) to (6) show than n and k as a pair of variables are equivalent to describing 
spectra in terms of A and R. Optical functions are advantageous as these are both small (<10) 
at high frequency. 

The third pair is the complex dielectric constant:

2 2
1 2and 7)2 (e n k e nk= − =  

Brewster (1992) provides equations appropriate to metals with magnetic interactions. 
Importantly, at frequencies below the strong absorptions in the infrared, k~0, and hence 
independent measurements of e1 at low frequencies, denoted e0 (e.g., Shannon and Subramanian 
1989), provides another cross-check on reflectivity measurements (inserting n = e0

1/2 into Eqn. 6 
relates r to e0). Due to this behavior, e0 is commonly used as a constraint in classical dispersion 
analysis (the damped harmonic oscillator or Lorentz model; e.g., Spitzer and Kleinman 
1961). Similarly, n = e∞

1/2 can be used for this purpose to constrain r in the visible region. 
The equations can be cast to use either, but not BOTH e0 and e∞: both approaches exist in 
spectroscopy literature, and are specified in each paper. This situation occurs because of sum 
rules stemming from causality (Wooten 1972). The tie of the high and low frequency dielectric 
constants and vibrational frequencies is evident in the Lydanne-Sachs-Teller relationship which 
is derived from the damped harmonic oscillator model (e.g., Burns 1990).
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Transmission and reflection results depend on optical thickness. Regarding transmission 
experiments, non-negligible light must exit the sample to quantify A (Fig. 1). For a thick sample, 
if excessive intensity is lost via attenuation, then the light received is similar to the noise level 
of the detector, and τ = 0 within uncertainty (Fig. 1c). Under such optically thick conditions, 
the top of the peak appears round and noisy because no difference actually exists between 
large absorbance (~4) and infinite absorbance. The peak profile is distorted. Distortion onsets 
as thickness increases (Fig. 2) because peaks have sloping sides and optical thickness depends 
on d and on A(ν). To avoid non-linear behavior (distortions), experimental conditions must fall 
in the category of “optically thin,” wherein path length is small compared to the attenuation 
(Fig. 1c). Siegel and Howell (1972) consider optically thin to require d < 2/A, but I have found 
that this is insufficient. Instead, this case depicts optically thick conditions (Fig. 1d) Note that 
optically thick is not the same as opaque conditions, where no light is received. Opacity occurs 
at some greater thickness, and arises for all materials at some thickness and some frequency 
because reflection removes light in addition to absorption and that detectors have noise. 

Optical thickness is strongly frequency dependent. At frequencies where a transition is 
excited, A is large, and thus meeting optically thin conditions varies not only with the sample 
and the spectral range, but more over is specific to the peak being probed. Very roughly, IR 
fundamentals are the strongest types of transitions, next are anion-cation charge-transfer bands 
in the UV, then intervalence charge transfer bands, next is overtones in the near-IR, and lastly 
d-d electronic transitions in the visible region. It is also important to recognize that conditions 
can change from optically thin to thick over a very narrow frequency range. 

Artifacts arise in using too thick and too thin of a sample (Fig. 2). Peaks must be distinct 
from the background, or a different type of distortion exists, this time, it is the wings or shoulders 
which are affected. With thin samples, back reflections become more important (Fig. 1a). Back 
reflections are evident in the thinnest films of Figure 2 at 1200-1300 cm−1, where stronger appar-
ent absorbance is seen above the main peak for the thin than for the thicker films, due to interfer-
ence fringes. Due to these effects, fine structure is lost and the peak profiles are altered for overly 
thin samples (Fig. 2), which shift the barycenter of asymmetric peaks from their true values. 
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Figure 2. Absorption spectra of Lisbon quartz compressed in a diamond anvil cell. Left, effect of thinning 
the sample (heavy arrows). Right, effect of adding sample to produce a thicker film. Film D is ~0.1 mm 
thick. Films A and B are thinner. Films C, E-H are thicker than 0.1 mm, but remain in the submicron range. 
Film B is too thin to resolve the shoulders on the Si-O stretching peak near 1100 cm−1. Film C is too thick, 
causing incorrect relative intensities and rounding of the most intense peak. Films D-H show that non-
linear effects occur in the peaks near 800 cm−1 just before optically thick conditions are reached, whereas 
the changes in the peak near 1100 cm−1 shows that for optically thick conditions, spectra still change, but 
mostly in width and changes are artifacts due to low light levels (films are imperfect and light “leaks” 
through cracks. These spectra were not baseline corrected because most of the reflection is from the smooth 
diamond faces with high r values due to high n. [After Fig. 1 of Hofmeister et al. (2000).]
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Accurately determining transmission profiles thus requires the proper thickness of sample 
for the peak of interest. Depending on the spectrum, a range of thicknesses may be needed, 
even for an individual peak, depend on the application. This filtering effect is very important for 
dispersions and remote sensing applications (discussed below).

In contrast to transmission experiments, for reflection experiments, optically thick and 
preferably opaque conditions are required. Otherwise, reflections from the second surface are 
recorded by the detector. For reflection, however, it is not A at the peak that is important, but A 
in the “valleys” i.e., at the transmitting frequencies. The value of r also has an effect. Figure 3 
shows spectra of MgO: at 1 mm thickness, the sample is opaque in the absorbing region, but 
not in the near-IR.

Non-normal incidence alters path length, polarization and light loss through refraction. 
Refraction being important is obviated by Equations (4) to (6). For most measurements of 
transmission, the most important effects are increasing path length and mixing polarizations 
(Fig. 4). In addition, for materials which have high n (i.e., dense materials), refractive losses can 
exist at high angles of incidence, due to the critical angle being exceeded. This effect pertains 
to modern equipment wherein high power microscope optics converge light at steep angles, a 
cone of 60° in some cases. For applications involving the diamond anvils with n ≅ 2.5, not only 
does path length change, but critical angles are exceeded (Fig. 5). Depending on location of the 
sample in the cell (i.e., on the specific ray path), light losses from refraction can exceed those 
from absorption (Hofmeister 2010); discussed further below.

For reflection experiments, Fresnel’s equation is modified to account for the angle of 
incidence (Fahrenfort 1961). Roessler (1965) provides needed modifications for Kramers-
Kronig relations. The classical dispersion relations (damped harmonic oscillator model) 
need only to be changed to include the angular dependence of r. The S-polarization, where 
electromagnetic field of the incident light, designated the y-axis, is normal to the surface 
(Fig. 4e), avoids polarization mixing. From Wyncke et al. (1990), with θ as the difference from 
the normal angle,
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Figure 3. Calculated and measured reflection spectra of MgO. (a) The damped harmonic model at normal 
incidence (thick curve) is indistinguishable from the data. Calculations of R in the S-polarization at the 
different angles of incidence, as labeled, use n and k from the DHO model. (b) Calculations for the P-polar-
ization. (c) Comparison of the DHO model (dots) to measurement of MgO crystals. + = singly polished 1 
mm thick section. Black curve = doubly polished 1 mm section. Grey = a dry sample of similar thicknesses, 
showing that back reflections are present in mm sized samples. [After Fig. 4a of Hofmeister et al. (2003).]
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where a and b are defined by n and k along the y direction:

{ }1/21/22 2 2 2 2 2 2 2 2( sin ) 4  ( sin ) (9)y y y y y ya n k n k n k = − − θ + + − − θ 

{ }1/21/22 2 2 2 2 2 2 2 2( sin ) 4 ( sin ) (10)y y y y y yb n k n k n k = − − θ + − − − θ 

Equations for the P-polarization (for which the field is perpendicular to that shown in Fig. 4e) 
are more complicated due to polarization mixing, involving n and k in the X and Z directions 
(Wyncke et al. 1990). As shown in Figure 3 for the very simple spectrum of MgO, increasing 
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Figure 4. Effects of angle of incidence on path length and polarization on measurements. (a) Edge view. 
More focused beams (left) have longer path lengths. (b) An electromagnetic wave traveling along Z has 
its amplitude along X and Y. (c) Perspective view of atom pairs vibrating in three directions in the solid. 
Those with dipoles along X and Y are directly stimulated by light, because the electric field of the dipole 
is proportional to the polarization and in the same direction. These are the TO modes of the orientation 
shown. Indirect coupling stimulates the LO modes, which are equivalent to TO modes in the perpendicular 
orientations. For longer paths, more LO modes are excited. (d) During non-normal incidence, the electro-
magnetic wave has amplitude in the direction of all vibrating dipoles, so all are stimulated. As the angle 
increases from normal, more LO component is present, thus mixing polarizations. (e) Schematic of the 
S-polarization for reflectivity measurements.
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Figure 5. Schematic of refraction effects in highly converging beams in DAC measurements. (a) Critical 
angles in DAC spectroscopy. Thin arrow = perpendicular incidence. Grey arrows illustrate that light within 
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the angle of incidence in the S-polarization broadens the peak and r in the transparent regions 
becomes larger, whereas in the P-polarization, the peak is shifted towards the LO modes with 
some changes in the transparent regions. 

Limitations of real measurements 

Scattering. The above equations pertain to specular reflectance, i.e., the surface is polished 
like a mirror, and internal scattering from internal imperfections is negligibly small. Natural 
samples are not always gem quality. Scattering will reduce throughput, since beams are usually 
normal to the sample and form a fairly narrow cone of light, whereas scattering provides a large 
cone. Therefore scattering makes the measured reflectivity lower than intrinsic values whereas 
the measured absorptivity is higher than the material property. 

Scattering depends on the size of the grains relative the wavelength of light (e.g., Bohren 
and Huffmann 1983). Elastic (Rayleigh) scattering occurs when the scattering centers are 
smaller than λ and has a strong affect, going as d6/λ4. For this reason, the quality of the surface 
polish is increasingly important as frequency increases, and UV measurements are particularly 
susceptible. For particles larger than λ, Mie scattering goes as d2, and thus is not negligible. 

Essentially, scattering contributes a baseline that depends strongly on frequency. Internal 
imperfections have a similar effect.

Reflection standards. For specular reflection, front surfaced mirrors are used. The National 
Institute of standards provides a calibrated Al mirror for high frequency. The calibration ends at 
250 nm due to the above mentioned scattering problem. In the IR, gold mirrors suffice, in part 
because r approaches unity at low, far-IR frequencies, and in part because polishing achieves 
the required smoothness. For other types of reflection measurements, materials such as Teflon 
are used and the measurements must be considered as relative, particularly at visible wave-
lengths, where surface finish is important. 

Errors originating in instrumentation 

Several books and review articles cover errors in instrumentation, both for grating instru-
ments used to acquire data at high frequency (e.g., Sommer 1989) and Fourier transform meth-
ods used at low frequency (e.g., Brault 1984; Griffiths and de Haseth 1986). A list of the most 
important and common sources of experimental uncertainty follows:

Uncertainties for all types of spectrometer. Detectors vary in their sensitivity. At low 
throughput, this property determines how weak a spectra feature can be resolved from the noise, 
and thus limits the strength of bands detectable (0% transmission has a spread) A greater num-
ber of scans can improve the noise, but this is limited by instrumental stability and statistics of 
averaging (n1/2). 

All detectors are less sensitive at the end of their spectral ranges. For this reason, better 
results are obtained in merging spectral segments when the overlap of ranges is large. 

Although high detector sensitivity is needed to measure high A values, this can lead to non-
linear response. The problem is that references need to be collected at the same experimental 
conditions as the sample (excluding gains which can be changed and controlled independently) 
and that detectors saturate at high light levels. Saturation can be tested by examining the phase. 
Saturation is potentially a problem for synchrotron studies. It is immaterial whether a small ap-
erture is used: if any part of the detector element is saturated, its response becomes non-linear. 

Resolution is usually set to enable separation of components in a doublet. In studies involv-
ing changing (low) temperatures, higher resolution is needed to accurately determine spectral 
profiles. For grating instruments, resolution is determined by slit widths which can be more of 
a problem.

Alignment and stability are important: both cause spectral artifacts and baseline drift.
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Uncertainties associated with grating spectrometers. High sensitivity of detectors, 
double beam configurations, and low expense make this type of instruments worthwhile. 
Many of the factors that make Fourier transform spectrometers essential for quantitative IR 
studies are not terribly important for visible-UV measurements. Potential problems are: source 
fluctuation, wavelength calibration, and stray light. With modern instruments, stray light is by 
far the most important.

Concerns in obtaining quantitative spectra from powders

The convenience of the powder dispersion method must be weighed against inaccuracies 
due to sampling effects. Problems include surface modes, scattering, fragments being opaque 
to partially opaque, and irreproducability associated with highly polarizable compounds 
(e.g., Farmer 1974; Horak and Vitek 1978). Many of the problems arise from dispersions 
containing a size distribution of particles, and are thus mitigated by ball milling if the sample 
is sufficiently resilient or hand-grinding for long periods of time and testing for reproducibility 
of spectra (e.g., Boffa-Ballaran et al. 1998). Care in sample preparation can produce a fairly 
uniform distribution of grain-sizes that are optically thin. Complex structures with many bands 
and little differences among polarizations should produce good results. Glasses are somewhat 
problematic because these shear rather than crush. Clumping of grains may occur in any case, 
so it is important to recognize commonly occurring artifacts to ascertain how close powder 
dispersion data represent material properties, regarding both newer studies and older.

Trade-offs. If the dispersion consists of tiny and well-separated particles, some light can 
leak around the particles, which is similar to a film not covering the aperture (Fig. 6). Spectra 
in regions of high absorbance are especially affected in part because back reflections reduce 
throughput. Figure 6 also shows the effect of areal coverage on an ideal sample but one that is 
optically thick at the peak due to back reflections. Essentially, the line of “zero transmission” 
is defined by light leakage. This type of non-linearity is connected with detectors not being 
free of noise (discussed above). For this reason, commercial software often truncates raw 
absorbance at values of 2 to 4, which creates a spectra with the appearance of much noise at 
high absorbance. Optically thin conditions reduce the distortion, as implied by Figure 6 in the 
more transmitting regions.

If the dispersion is too dense, conditions are optically thick for frequencies near barycenters 
of strong peaks, which rounds peak tops. LO modes are exaggerated (e.g., Berreman 1963), 
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which increases the intensity on the high frequency side of each peak. These problems are 
easy to recognize by changing the dilution, which is analogous to thinning (Fig. 2). Once peak 
ratios cease to change with dilution, optically thin conditions have been met.

Clumping of the particles creates additional problems. The effect on the spectra is 
equivalent to a wide distribution of grain-sizes. Large particles or the thicker parts of particles 
are opaque, which alters the 0% transmission line at the frequencies where the sample absorbs. 
Some particles transmit on their edges, but not centers, which also alters the baseline. Light 
leakage still occurs which affects the 0% transmission line is altered as illustrated in Figure 6. 
The end result is that peak profiles differ from intrinsic shapes, being more rounded.

Filtering. Despite the numerous problems with dispersions, spectra so obtained from 
a range of particle sizes still resemble the intrinsic pattern. This occurs due to filtering: 
optically thin conditions dominate the spectra at any frequency, which means that at any given 
frequency, a certain range of thicknesses overwhelming contribute to the spectral results. 
Grains that are essentially transparent provide scattering, whereas grains that are essentially 
opaque contribute a baseline in a different way. Both lessen spectral relief. This problem in the 
laboratory is reduced by gathering spectra at different dilutions. When dilution has little effect, 
the results most closely represent the material property. Filtering to a large extent is the reason 
powder dispersion spectra represent mineral properties qualitatively.

Reflectance from powder. Pressed powders, even of soft materials, have a rough surface 
and reflectivity is reduced from that obtained from a mirror surface. Long et al. (1993) showed 
that optical constants obtained from pressed powders of calcite and gypsum are about ½ 
those obtained from specular reflectance. Similarly reflectivity of pressed clays (e.g., Glotch 
et al. 2007) is low, providing n that is overall too low, except at transmitting frequencies, n 
from powder reflection is relatively high (compared to the peaks) due to back reflections. 
In transmitting regions, k is appropriately low, but in absorbing regions k is about ½ that 
determined from thin films (Pitman et al. 2010).

Concerns regarding thin-film spectra obtained in the diamond anvil cell

In a converging (focused) beam, refraction losses can occur. This section evaluates the 
extent to which refraction affects infrared spectral results obtained in the diamond anvil cell 
(e.g., Hofmeister et al. 2003; and other papers). The worst case scenario is provided by MgO, 
which is a hard material and has a single, broad and strong IR band (Figs. 3 and 6). Hard 
materials resist deformation, so that the films produced are thicker and less uniform than 
those provided by soft materials and are thus more prone to yielding cracks and light leakage 
(c.f. MgO to brucite, Mg(OH)2; Hofmeister and Bowey 2006). For substances with many IR 
modes, e.g., complex silicate minerals, the change of r and A from opaque to optically thick to 
optically thin to essentially transparent with ν is less rapid with frequency than for structures 
with few IR bands. 

Comparisons provided by Pitman et al. (2010) between thin-film and reflectivity of 
single-crystals confirms that hardness of the material is key. For CaO which is soft, with a 
single IR band, good agreement of thin-film and reflectivity measurement from single-crystals 
(Galtier et al. 1972) is obtained. Better agreement is obtained for fayalite which is softer than 
forsterite. Comparisons of forsterite and fayalite show that two problems arise: (1) Agreement 
is worse for intense bands, which is consistent with the above discussions of light leakage 
and not meeting optically thin conditions. (2) Agreement overall is predicated on knowing the 
physical thickness of the films. For soft materials, which are commonly hydrous, thickness can 
be obtained from merging thin film spectra with appropriately scaled spectral measurements 
of thick films: the OH bands are on scale for both types of measurements (e.g., Hofmeister 
and Bowey 2006). 
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For MgO, thin film data and A calculated from reflectivity data do not match well at low 
frequency (Fig. 6). Several possible explanations exist. One is refraction because n is large, 
exceeding that of diamond, and k is small at low ν. Light leakage of ~15% explains the profile 
at higher frequency, but does not explain the profile below 300 cm−1, and is consistent with 
MgO being hard and not forming perfect films, like soft CaO. However, CaO has similar optical 
functions and does not display such a discrepancy (Pitman et al. 2010), which indicates that 
index of refraction mismatch is not the main source of the mismatch. This finding is consistent 
with our beam condenser having a fairly small angle (~14°). Back reflections are unlikely, 
given the results on CaO and that allowing for back reflections did not explain the mismatch 
from 200 to 400 cm−1 (Hofmeister et al. 2003). Another possibility exists: namely, that MgO 
hydrates on the surface. Different amounts of hydration on the film and crystal would cause a 
material property difference and a spectral difference. For the crystal, the surface is chemically 
distinct, which may explain discrepancies among available reflectance spectra (Kachare et al. 
1972; Hofmeister et al. 2003; Sun et al. 2008), although back-reflections and polish should also 
be considered. Further study is needed to resolve this problem. 

Obtaining quantitative results from thin films requires accurate and independent 
determinations of thickness, production of uniform films without cracks that leak light, and care 
to ensure optically thin conditions are met. From Figure 2, multiple measurements of different 
thicknesses are needed.

Propagation of errors

Basic error analysis is provided by Bevington (1969). For spectra, uncertainties depend on 
frequency. 

Errors are propagated by comparison to a reference, spectral subtraction, and averaging. 
Let us describe one spectral segment as X with error σX and another as Y with error or variance 
σY, and the combination as Z with σZ. Note that all variables depend on ν. For the simple case 
of division or multiplication (Z = XY or Z = X/Y, the error in the result is

2 2 2
Z X Y
2 2 2

(11)
Z X Y

σ σ σ
= +

For addition or subtraction Z = aX + bY

2 2 2 2 2
Z X Z (12)a bσ = σ + σ

Although averaging serves as a smoothing function and reduces errors, it does not remove 
errors. 

A robust discussion of errors in IR spectral data processing is provided by Gillette et al. 
(1985). Because their concern is multi-component analysis, the results pertain to determining 
phases from remotely sensed spectra through comparison to laboratory data.

Errors arising during data processing and extracting spectral parameters

Different approaches to extracting peak parameters from spectra each have their advan-
tages, disadvantages and trade-offs. One practice that should be avoided is smoothing, which 
effectively decreases resolution. 

Regarding reflectivity data, both Kramers-Kronig and classical dispersion analyses are 
used (e.g., Wooten 1972). Good results are predicated on good spectra, which mean that abso-
lute r values are needed. Here, errors and uncertainties arise because spectra sometimes have 
fewer fundamental modes than expected, but sometimes have additional overtone-combination 
bands that are activated through resonances. One effect does not preclude the other, although 
in simple spectra such as that of spinels overtones are more obvious (e.g., Hofmeister and Mao 
2001). Unresolved doublets cause the dielectric functions to “reverse” at the position of the 
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doublet, which is useful, but annoying because the peak parameters are then untrustworthy. In 
this case, using classical dispersion analysis is required (e.g., Giesting and Hofmeister 2002).

Regarding absorption-transmission spectra, which are more commonly collected, several 
different approaches for extracting peak parameters exist, as follows.

Fitting. Peak fitting is mostly done to absorbance spectra which have shapes similar to 
Gaussian, Lorentzian, or a mixture. Theoretically, these are not the correct shapes: instead 
peaks in e2 are Lorentzians. This approach forces fits, but gives reasonably accurate parameters. 
Weak peaks (n ~1) are better fit than strong ones because A(ν) = 2πνe2(ν)/n(ν), from combining 
Equations (5) and (7). 

With currently available computational hardware and software, one can fit absorption spec-
tra to a damped harmonic oscillator model (e.g., Pitman et al. 2010). There are tradeoffs in fit-
ting, even with a correct form. Quantitative results require quantitative spectra, discussed above. 

Fourier deconvolution. This method (Kauppinen et al. 1981a,b) is available through com-
mercial software although infrequently used in geoscience. If the signal-to-noise ratio of a spec-
trum is high, overlapping bands can be resolved. This method induces spectral noise away from 
the peaks, but makes no assumption about peak shapes and is therefore useful for deciphering 
which of the strong, overlapping bands in a spectrum is a doublet. Knowing the positions of all 
fundamental modes in a spectrum is are needed to determine density of states (e.g., in calculat-
ing physical properties).

Auto-correlation method. This approach provides peak widths that are not intrinsic to the 
material but is very useful in constraining the changes across a series of samples (Salje et al. 
2000). In practice, spectra segments are examined. It would be useful to test whether shifting 
the segment changes the trends in widths or frequencies. Another unexplored question concerns 
how peaks near each end of the segment respond to the analysis.

Emission spectra

These experiments are less common than transmission or reflection studies and therefore 
less well-understood. All experiments involve reflection to some degree. Emission spectra are 
similar to transmission measurements in that optical thickness controls the degree to which re-
flection affects the measurements. Hence, experiments record emissions, not emissivity, which 
cannot be directly measured. Because sample surfaces are rough, it is also necessary to discuss 
the effect of scattering. A detailed analysis is provided because some important misconceptions 
are entrenched in geology, planetary science, and astronomy.

Problems in ascertaining emissivity from emission spectra of minerals. Emission spectra 
of large grains in planetary science have been misinterpreted as providing emissivity due to two 
interwoven factors. (1) Back reflections exist for large grains or samples, providing a reduction 
of 1−r (Fig. 1b). This behavior is seen in emission spectra, but this has been misinterpreted as 
emissivity because Kirchhoff’s law for metals and semiconductors also provides ε = 1−r, but for 
different reasons, discussed below. (2) Minerals are dielectric materials with low lattice thermal 
conductivity and low absorption coefficients which impede radiative transfer. As discussed by 
Brewster (1992), the combination of these physical properties in ceramics and glasses (which 
are similar to partially transparent minerals) causes the length scale of significant temperature 
change to be comparable to the mean free photon path, and thus the isothermal requirement of 
Kirchhoff’s law is not satisfied, so ε ≠ 1−r. As discussed by Bates (1978), transmittivity must be 
considered in Kirchhoff’s law for dielectrics, as follows.

Basic equations. We begin with the fundamental form for Kirchhoff’s law, which states 
that for a body in thermodynamic equilibrium, absorptivity equals emissivity, 

 α = ε (13)
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where ε is defined as the light actually emitted divided by Ibb (e.g., Siegel and Howell 1972; 
Bates 1978: Brewster 1992). Kirchhoff’s law is only strictly true when there is no net heat trans-
fer to or from the surface. We use the fundamental form because this is less affected by grain-
size than the relations of ε with spectral functions such as r. Planck’s blackbody function is:

( )
3

bb 2
B

2h 1
( )                          (14)

c exp h  /k 1
I

T

 ν
ν =  

ν −  

where h is Planck’ constant, kB is Boltzmann’s constant, and c is the speed of light. In one 
direction,

( ) [, 1 – exp ( )] (15)d dAε ν = − ν  
The total emissions, if no reflections occur (e.g., grain to grain in a homogeneous mantle, where 
nmedium = n in Eqn. 4) are described by:

 Ε = εIbb, inside a homogeneous medium (16)

The fundamental form of Kirchhoff’s law (Eqn. 13) states that emissivity will be high 
where transitions occur, which is consistent with physical principles. If a vibrational mode is 
excited, it will emit energy near the transition frequency in order to return to the ground state 
from the excited state. However, measurements of emission spectra are complicated by the 
presence of back reflections (Fig. 1b). Hence, in all cases where the sample butts against air or 
vacuum, emitted light goes as

 Ε = εIbb(1−r), for a surface against “space”  (17)

Grain-size is crucial because this affects the amount of light reflected and that emitted, 
analogous to transition measurements, discussed above. Thus, the emissions will depend on 
optical thickness (Fig. 1). 

Problems exist in the planetary science literature mainly due to use of representations other 
than Equation (13) for Kirchhoff’s law. In this body of literature, large grains are measured, 
which should be optically thick, so Christensen et al. (2000) and Salisbury et al. (1991), 
for example, used the approximation of τ = 0 (in Eqn. 1) to arrive at ε + r ≅ 1. However, 
this approximation is only valid for materials that very strongly absorb, such as metals and 
semiconductors. The correct form for dielectrics (e.g., partially transparent minerals) is the 
extended form of Kirchhoff’s law:

 ε + r + τ ≅ 1 (18)

which was derived by Bates (1978) by considering forward and backwards scattering at an in-
terface. Detailed analyses are presented by McMahon (1950) and Gardon (1956). Equation (18) 
was verified using thermodynamic considerations (McMahon 1950). The exact form (Bates 
1978) is 

 ε + r + τ = 1 +εrτ + rτ (19)

although the cross-products are small. Rearranging terms in Equation (19) gives: 

 ε = 1 − r − τ + εrτ + rτ  ≅ 1 − r +2rτ  (optically thick conditions) (20)

Although τ is small, it is non-negligible, making ε larger than 1−r for optically thick conditions. 
For optically thin conditions, rearranging terms in Equation (19) gives:

1 1
1 (optically thin) (21)

1 1

r r

r r

− − τ + τ − τ
ε = ≅ <

+ τ +

Under optically thin conditions, it is simpler and more direct to use Equation (13) (ε = α < 1). 

We now discuss various measurements from the literature. 
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Emission experiments under optically thin conditions. Thin films of molten nitrates 
studied by Bates and Boyd (1973) meet optically thin conditions, so α = ε < 1 (Fig. 1c). Emitted 
light follows Equation (15). However, transmission dominates optically thin conditions, so the 
light lost due to reflection (1−r) equals (α+τ). Since α is small and τ ~ 1, then 1−r is reasonably 
approximated by unity (Eqn. 21). For thin films and small grains, thermal equilibrium exists, 
so conditions underlying Kirchhoff’s law are met. Emission peaks of the salts point up (Bates 
and Boyd 1973). In essence, back reflection at the interface exists, but the rapid change of 
absorptivity or absorption with frequency (e.g., Fig. 2) swamps out the small reflection losses. 
It is also relevant that emission experiments are not taken from mirror polish surfaces, but 
typically from grains, and thus scattering alters r through its dependence on angle (Eqns. 13-15), 
mainly reducing the difference in reflection at peaks vs. valleys. Importantly, as film thickness 
increases, the height of the most intense peak decreases (e.g., Bates and Boyd 1973) due to r 
being largest for the intense peak. This behavior parallels the dependence of absorptivity on 
thickness in transmission experiments (Fig. 2)

Another case of optically thin conditions, one in which thermal equilibrium is met, con-
cerns dust in circumstellar environments. These dust grains are small, ~mm sizes, so optically 
thin conditions exist, particularly in the far-IR in which peaks are weak. High frequency starlight 
warms the grains at visible to UV frequencies, which then re-radiate the heat at low frequen-
cies, due to low temperatures. Thermal equilibrium exists, due to the dust being a suspension 
in vacuum: no conductive mechanism exists and temperatures are governed solely by radiative 
transfer from the central star. Spectra from dust grains in the proto-planetary nebula NGC-6302 
are thus emission spectra, which is entirely consistent with peaks pointing up (Fig. 7a). Far-IR 
peaks of silicates and complex oxides are narrow, leading to a multitude of lines. Obviously, 
many minerals constitute the nebula. One obvious phase is forsterite (Molster et al. 2001) for 
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Figure 7. Emission spectra of dielectrics under optically thin conditions. (a) Emissions from small grains 
in the dusty nebula (grey curve) measured by the Infrared Space Observatory, provided by T. Lim and J.E. 
Bowey and also presented by Molster et al. (2001) and others. Emission spectra (left axis) were calculated 
from thin film absorption spectra for 1 mm grain size and temperatures as labeled. Ice was frozen on the 
window at 77 K. Vertical lines connect mineral spectra with the nebula peaks. (b) Comparison of nebula 
dust emissions (black curve) to blackbody curves (grey) to emissions of hibbonite grains of various sizes as 
labeled (patterns). These spectra were calculated from absorption spectra, assuming that back reflections 
are negligible. [Reprinted with permission of Elsevier from Hofmeister et al. (2004) Geochim Cosmochim 
Acta Vol. 68, p 4485-4503, Fig. 5.]
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which the match is shown. Figure 7b shows that the nebula grains emit over ~30 to 80 K as well 
as the dependence of emissivity on grain size for hibonite, which may also present the nebula. 
The large number of peaks makes it difficult to exactly determine the mineralogy (cf. Kemper 
et al. 2002 who favor calcite; vs. Hofmeister et al. 2004 who favor calcium aluminates), but 
nonetheless it is obvious that more light is emitted at the transition frequencies, in accord with 
Equation (13).

Expected behavior of ε as grain size increases into optically thick conditions. Emissivity 
reaches its maximum of unity for hibonite grains near d ~ 10 mm at 47 K. At different tempera-
tures optically thick conditions will be achieved at different grain size. Nonetheless, Fig. 7b 
demonstrates that the maximum emissivity of unity is reached at fairly small d. Larger grain 
sizes cannot have less emissivity, per the engineering definitions of optical properties (Eqn. 1 
and text beneath Eqn. 13). Peak strengths vary among the bands (Fig. 2) but IR fundamental 
modes are not all that different from one another in a given mineral or amongst minerals (Hof-
meister and Bowey 2006). Hence, sub-mm grains meet optically thick conditions (Fig. 1d) and 
will have α = ε = 1 in thermal equilibrium. Inserting ε = 1 in Equation (15) shows that emissions 
from large grains will go as Ibb(1−r), due to the reflection at the surface. Thus, for the d ~0.8 mm 
grains studied by Christensen et al. (2000) less light is received at frequencies where transitions 
occur, i.e., peaks point down as seen in their spectra (Fig. 8a). The appearance of their emission 
spectra is due to back reflections, and in no way constrain emissivity. 

Emission experiments under optically thick conditions. To understand the shape of 
emission spectra under optically thick conditions, one must recognize that reflection spectra 
(e.g., Fig.  3) are determined using plane polarized light, which distinguishes TO from LO 
modes (Fig. 4, see discussions in Wooten 1972; Burns 1990). At frequencies between the TO 
and LO modes, r determined in reflectivity measurements is large and more or less constant 
for strong peaks but for weak peaks, r is low and the shape is pointy (Fig. 8a). Different shapes 
occur for strong and weak peaks in reflection measurements because the separation of the TO 
and LO mode for any given peak depends on its oscillator strength (Wooten 1972). The sepa-
ration also makes reflectivity high and broad for the strong modes. Strong peaks are pointy in 
absorption-transmission measurements (Fig. 2) because only the TO components are sampled. 
In contrast, blackbody radiation is not plane polarized, but is scattered, so polarizations in 
emission spectra are mixed (Fig. 4) and TO and LO modes are not wholly distinguished. Due 
to essentially negligible TO-LO splitting, r is lower for emission spectra and peak shapes aris-
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Figure 8. Emission spectra of dielectrics under optically thick conditions (~1 mm grain-size). (a) Quartz 
emissions (heavy line) from Christensen et al. (2000) compared to polarized specular reflectance= r/100 
of Spitzer and Kleinman (1961). (b) Comparison of emissions from albitic plagioclase from Christensen 
et al. (2000) to that of Low and Coleman (1965). The compositions are unlikely to be exactly the same. (c) 
Comparison of hornblende emissions from the same sources.
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ing from reflection are close to Lorentzian shapes, as in absorption spectra. Consequently the 
reflectivity loss for all peaks measured in emission measurements of large grains (optically 
thick conditions) involves sharp peaks that point down, and an appearance of upside down ab-
sorption spectra (cf. Fig. 8a to Fig. 2a). Much of the variation in oscillator strength is retained, 
but not the flat tops due to optically activity over a comparatively wide range of frequencies. 
In addition, scattering decreases the relief in r between the emitting and reflecting spectral 
regions (Fig. 3). Because of the scattering, hemispherical reflectance is a better match than 
biconical (e.g., Salibury et al. 1991) or specular, shown here. Brewster (1992) and Siegel and 
Howell (1972) discuss the various types of reflection and emission experiments.

In summary, emission spectra from large dielectric grains do not quantify emissivity be-
yond ε~1, although they do provide a reflectivity spectrum compatible with scattering, which 
is relevant to some applications. 

That ε = 1 for large grains has not been recognized in the remote sensing literature (e.g., 
Salisbury et al. 1991; Christensen et al. 2000); instead, the factor of (1−r) has been considered 
the emissivity. Their reasoning was for τ = 0 for an opaque or optically thick material, Equation 
(1) provides 1 = r + α and thus 1 = r + ε from Kirchhoff’s law. However, this form of Kirch-
hoff’s law is only valid for metals and semi-conductors where the absorption index is large and 
isothermal conditions hold, but as pointed out by Brewster (1992), i.e., isothermal conditions 
needed for Kirchhoff’s law are not met in electrical insulators (silicate and oxide minerals). 
Moreover, if emissivity did equal 1−r, then the light received would be (1−r)2Ibb. If this truly 
were the case, Christensen et al.’s (2000) database would consist of spectra with peaks point-
ing down that are more rounded than in the reflectivity spectrum, not more pointed. These 
experiments involve mineral grains heated to 80oC, which shed light to the detector. Thermal 
equilibrium does not exist between the detector and sample, due to each being held at their 
respective temperatures. However, thermal disequilibrium is not entirely the cause of failure to 
meet Kirchhoff’s law for dielectrics. The problem is that relating Kirchhoff’s law to r for par-
tially transparent minerals also needs to account for transmissivity, even for an optically thick 
material (McMahon 1950; Gaudon 1956; Bates 1978), see Equations (18)-(20). This is the case 
because light is emitted from the surface: specifically, light is emitted from whatever skin-depth 
can transmit. Due to this physical behavior, ε cannot equal 1−r for minerals.

Emission experiments under optically thick conditions with a surface temperature 
gradient. Emissivity similar to absorptivity was recorded in earlier experiments by Low and 
Coleman (1966) for grain-sizes and mineral compositions similar to those of Christensen et 
al. (2000). The difference in results arises from the configuration used by Low and Coleman 
(1966) which involves a dry ice block separated the sample which is held at slightly lower 
temperature (20 °C) than the detector at 24 °C. The sample radiates its heat to the dry ice 
block, creating a thermal gradient at the surface, which make the conditions effectively 
optically thin. Data on albite and hornblende from both studies are compared in Figure 8bc. 
For albite, it is clear that some, but not all, emissions are lost to reflection near 1000 cm−1 for 
the strong Si-O bending modes. The hornblende spectra differ from these two studies, likely 
due to compositional effects. 

Summary. Hopefully, it is clear that the database of Christensen et al. (2000) does not 
provide emissivity, as these authors assume, but reflectivity associated with back scattering. 
For the large grains examined, ε = 1. Given the above, emissivity of small to intermediate size 
is best computed from absorption coefficients (e.g., Hofmeister et al. 2003, 2004). The above 
findings pertain to asteroid surfaces, discussed below.
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EXAMPLES OF SAMPLING PROBLEMS  
IN THE LABORATORY

The above descriptions of errors, uncertainties, and potential problems in spectroscopy 
included several examples with varying amounts of details. It should be clear that absolute 
values of reflectivity and transmissivity are difficult to establish because back reflections 
affect both types of measurements, which precludes direct measurement of absorptivity. 
Similar problems exist in emission measurements. Refraction affecting results is generally 
not considered, but this has a strong effect on high frequency measurements using strongly 
convergent optics coupled with diamond anvil cells. How data are affected is portrayed in the 
figures presented so-far. This section provides a few additional examples and describes how 
reflections in transmission measurements can be useful.

Overly large grains in absorbing regions

In the astronomy literature, mid-IR peak positions obtained from dispersions have been 
shifted by ~0.3 mm to allegedly account for effects of the KBr matrix (Dorschner et al. 1978). 
Different peak positions have been observed at low absorbance for very dilute fine-grained 
dispersions of SiC (Borghesi et al. 1985) than for standard dilutions with absorbance of 1 to 
2.5 (Papoular et al. 1998). Because peak positions of SiC are relevant to circumstellar dust of 
carbon stars, we collected thin film spectra on similar samples. The dilute dispersion (Borghesi 
et al. 1985) agrees with our thin film data, showing that KBr is not the cause of the shift 
(Speck et al. 1999). Silicon carbide, like MgO has one strong IR band with some structure, and 
therefore optically thin conditions at the transition frequency require very low thickness (i.e., 
extreme dilutions). The origin of the so-called KBr correction is apparently use of overly large 
grains, which produced a large LO contribution and shifted the peaks from intrinsic values 
obtained from reflectivity measurements (Spitzer et al. 1959). SiC is more prone to such errors 
than many materials due to its single, broad, strong band and this material being very hard, 
making preparation of fine grain sizes difficult. 

Similarly, the quantitative results of Spitzer et al. (1959) on absorption coefficients were 
discounted in the astronomical literature because dispersion data gave much lower values, and 
a better match to spectra of the dust around the star (observational data). For large grains, as 
discussed above, some of the particulates are opaque and do not contribute to the peaks, but 
to the baseline. Repeat measurements of a wide variety of SiC samples (Pitman et al. 2008) 
confirmed the accuracy of the Spitzer et al. (1959) absorption coefficients. The better match 
of dispersion spectra to observational data is connected with back reflections existing for the 
dust suspensions in space and the filtering mechanism discussed above, whereby particles with 
sizes appropriate to optically thin conditions at any given frequency dominate the recorded 
spectrum.

Too small of crystals for the near-IR transparent region

If a crystal is thin in a transparent spectral region, absorptions are overridden by reflec-
tions. The near-IR (to visible, if transition metals are lacking) is generally transparent. From 
Equation (1):

2

2 2

1 ( 1) e
(22)

1 e

Ad

Ad

r

r

−

−

− −
τ =

+

If Ad is sufficiently small to be negligible, then τ = (1−r)/(1+r) and can be related to n through 
Equation (5) (the limiting method: Lipson 1960). Hence, very thin crystals provide information 
on reflection and refraction in highly transparent regions. If the polish is not sufficiently fine 
and internal imperfections exist, then these are recorded, and r includes intrinsic and scattering 
contributions.
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In order to obtain information on attenuation (A or k), which is needed for radiative 
transfer models, either for deep Earth or astronomical applications, one can compare two thin 
crystals designated as “thin” and “thick” (the difference method: Hofmeister et al. 2009):

( )/2 and  1 e (23)thin thind A athick thin

thick thin

a a
A r

d d
−−

= = −
−

The difference method assumes that the two crystals are exactly the same, including degree of 
polish and imperfections, which is difficult to achieve.

Alternatively, very thick sections can be used in the transparent region. However, this 
requires gem quality samples. Because of these difficulties, the compilation by Palik (1998) 
omits k values in the near IR, which are <10−6. 

Making use of back reflections in transmission measurements. Measurements on SiC 
illustrate the difficulties in determining A in transparent regions. Raw data (Fig. 9a) show a 
steep rise to the UV which means fairly thin samples need to be examined. Platelets differing 
by a factor of 6 in thickness have the same uncorrected, raw absorbance, which compares 
closely to a gem quality sample that is 100 times thicker. Calculated values of A (not shown) 
and k (Fig. 9b) for these samples agree below 20000 cm−1 but are null, within uncertainty. The 
difference method agrees with direct measurements and Kramers-Kronig or classical dispersion 
analysis, on average for n over the range of our measurements. For k, agreement is good with 
Kramers-Kronig, but not with absorption data (Fig. 9b). Part of the disagreement with other 
absorption studies is likely related to impurities and also that SiC is non-stoichometric due to 
nearly complete miscibility of Si in C (the diamond structure) and vice versa (Kimura et al. 
2005). Both types of impurity are difficult to characterize at low levels. To determine A and k 
in the near IR for SiC will require large, gem quality samples, measurements that extend to the 
UV, as well as data on trace impurities.

Optical functions of olivines in the near IR. Zeidler et al (2011) measured mm to sub-
mm sized samples in the near-IR to visible (Fig. 9c). For such thicknesses, the d-d electronic 
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Figs. 7 and 8b of Hofmeister et al. (2009).] 
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transitions are on-scale but as a consequence, absorptions in the near-IR are zero within 
experimental uncertainty. The authors corrected for reflections, using n from Palik (1998) 
and Equation (6). The stated source, however, does not report indices of refraction for olivine, 
although data on n is available in the mineralogical literature, so it is unclear what was 
subtracted. More importantly, at these thicknesses, imperfections, as shown in the micrographs 
of Zeidler et al. (2011) and degree of polish control transmission data. 

Our largest sample of olivine (Fo90 from Spat, Pakistan) have some rutile needles and 
thus some internal scattering. Nevertheless, I collected data in the near-IR from these samples 
trying to avoid the rutile impurities to estimate k near 5000 cm−1. Our reflectivity data (not 
shown) are consistent with k~0 and being independent of frequency, so Equation (6) is valid. 
Values from refractometry are n = 1.65 E||b, = 1.67 for E||c and =1.69 for E||a (e.g., Deer et al. 
1966). From Figure 10, k obtained from the thick sections is an order of magnitude lower than 
that obtain from ~1 mm sections by Zeidler et al. (2011). Their San Carlos sample lacks OH 
and should be less absorbing. Their larger k values thus record scattering, not intrinsic values. 
Our best estimate is <3×10−6 from 4000-5500 cm−1. A firmer constraint requires gem-quality 
samples of several mm thickness and a fine polish, and use of reflectivity vs. frequency (either 
measurements or classical dispersion analysis). 

Information on d-d transitions in the UV may pertain to band assignments

Orthopyroxene spectra. Significantly lower UV charge transfer is observed for colorless 
(En96) and green (En90) gemstones, than for yellow (En98) and orange (En89) gemstones 
(Fig.  11a; Hofmeister 2012). Sharp and weak peaks are similar to previous studies of 
orthopyroxenes: assignments are based on the summary of Rossman (1988). The upturn near 
350 nm produces yellow coloration in En98. This feature is resolved at 300 nm in colorless 
gemstone and in thin sections of yellow and green gemstones (Fig. 11b) and is attributed to 
charge transfer of Fe3+ with O2−. Protoenstatite has a small amount of Al, which we tentatively 
assign to the 314 nm band. A very small amount of Fe3+ is present in En96. Concentrations 
are significant in the remaining samples, increasing in the order En96 < En90 < En98 ~ En89. 
Green En90 has Cr3+ and colorless En96 has Al3+ both of which limits the amount of ferric 
iron through charge balance.

From Figure 11, absorption coefficients in the visible and UV regions differ by a factor 
of about ×100. Studying the d-d electronic transitions requires thick (>1 mm) samples for 
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low concentrations of various transition metals, which is generally pursued, limiting data 
collection to below ~320 nm, although many available instruments reach shorter wavelengths. 
Our samples have bands near 300 nm that can be resolved for ~0.1 mm sections, whereas bands 
below 250 nm require sections with thickness of ~0.05 mm, which are difficult to prepare, 
or reflectivity measurements. The later approach requires a reflectivity standard, but mirrors 
commercially available are calibrated above 250 nm, due to the above mentioned problems 
with polish. Yet, a complete understanding of electronic transitions requires such types of data.

Possibly, the decades old controversy regarding band assignments of Fe-rich olivine 
(Wood 1981; Burns 1985) could be resolved by collecting spectra at higher frequencies. 

REMOTELY SENSED SPECTRA AND OBSERVATIONAL DATA

Spectra from remote objects are obtained under uncontrolled conditions and contain a 
mixture of absorption, emission, and reflection features. To relate these data to laboratory 
measurements of minerals, we need to understand how sampling conditions affect both 
laboratory spectra and remote sensing measurements. The preceding sections cover laboratory 
derived spectra: many of these same problems exist in remotely collected spectra. Note that 
it is necessary to distinguish between two different cases, involving large bodies vs. small 
grains, because grain-size differences of objects from which spectra are remotely obtained are 
associated with different types of uncertainties and errors, just as in laboratory studies. The 
application mostly covered in the planetary science literature involves inferring the mineralogy 
of large bodies (e.g., asteroids) from reflectance and emission measurements over the IR to 
visible regions. For this case, grains are relatively large. In contrast, behavior associated 
with small grains are relevant to astronomy where the goal is to understand characteristics of 
suspended dust in environments such as a nebula, which emits, absorbs, and scatters far-IR to 
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Figure 11. UV-visible unpolarized spectra of mostly electronic transition of Fe ions. Raw absorption co-
efficients are shown (common logs, not corrected for reflections. (a) Large gemstones. Thin line = green 
En90, (001) section collected from a sample with L = 2.05 mm. Sections for all other gemstones were 
planes containing the c-axis. Thicknesses used were 5.37 mm for En96; 1.62 mm for En 98; and 0.965 mm 
for En89. For large L, reflection corrections have little effect. Vertical lines indicate peak assignments (solid 
= spin-forbidden Fe2+, double = Mn3+; dotted = tetrahedral Fe3+; grey = octrahedral Cr3+). Peaks at 489 and 
646 nm exist in several spectra and may be artifacts. Spikes at 315 and 416 nm are instrumental artifacts. 
Only En89 has a peak at 380 nm, see text. (b) Thinned gemstones. L = 0.055 mm for En98; 0.10 mm for 
En90 (010); 0.20 mm for En90 (001). The peak at 300 nm is resolved in thinner sections of the gemstones is 
assigned to Fe3+ charge transfer with oxygen. En100 has a peak at 314 nm which is assigned to Al-O charge 
transfer, because no Fe is present. This sample has the protoenstatite structure. [After Fig. 3 in Hofmeister 
(2012). For online access see www.schweizerbart.de.]
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mid-IR light to varying degrees. The data involved in these two applications are very different, 
because conditions are presumed to be optically thick for large bodies but optically thin for 
small grains. We therefore use the terms “remotely sensed spectra” from the planetary science 
literature when discussing large bodies and “observational” data from the astronomy literature 
when discussing dispersions of dust in space. 

Ascertaining surface mineralogy of large bodies

The example chosen is asteroids, wherein their cold temperatures permit separation of 
emission from reflection regimes. Misinterpretation of laboratory emission spectra, discussed 
above, has led to incorrect data processing of asteroid emission spectra. Vesta is selected due 
to timeliness (the Dawn mission).

Effect of temperature on spectra. Within any given frequency range, temperature (T) 
controls whether a large object emits or reflects light. Blackbody emission curves depend 
strongly on T and frequency (Fig. 12a). The 1st law of thermodynamics requires that the flux 
from an asteroid match that received from the Sun (Fig. 12b): roughly speaking, the areas 
under the curves must be equal. Due to the properties of Planck curves, Vesta, which is cold 
(85 < T < 255 K; e.g., Lucey et al., 1998) outputs virtually all its light below 2200 cm−1, 
and therefore emits in the infrared but reflects light in the near-IR to visible. This separation 
simplifies analysis.

Effect of grain-size on spectra. Grain-size controls whether peaks are superimposed 
positively or negatively on the baseline, and strengths of the features. For an opaque surface, 
1 = α + r (Eqn. 1). Although asteroids are large and opaque, in contrast, the dust grains on their 
surface are partially transparent. For the part of the asteroid that is preferentially sampled, 1 = 
α + r + t, where t = Itran/I0 is transmittivity of the uppermost layer. 

Regarding reflected near-IR to visible light, for grain sizes of rocks, measured reflectance 
is reduced by back reflections (Fig. 1). As laboratory spectra of eucrites demonstrate (Fig. 13), 
larger grain size at the surface means deeper absorption features. Very small grains are not 
detected: these contribute only to scattering. 
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Figure 12. Factors governing whether light is emitted or reflected from a remote body. (a) Dependence of 
blackbody curves on temperature, as labeled. Except for the Sun at ~6000 K (grey), the left y-axis pertains. 
Arrows indicate spectral ranges. (b) Schematic of the first law of thermodynamics. Black arrow = light 
from Sun. Grey arrows = light emitted, which integrated over the area and frequency must equal the flux 
received. (c) Cold objects emit at low frequency, and reflect sunlight at high frequency (speckled arrow). 
Both are modified by spectral properties, which depend largely on whether the surface is bare (d) or dusty 
(e), as sketched for the case of reflected sunlight. [After Fig. 8 of Hofmeister and Criss (2012).]
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Regarding emitted light, for a bare, thick surface or large grains, ε = 1, so mid-IR 
emissions go as IBB(1−r). At frequencies where transitions occur less light is received due to 
reflection losses, i.e., peaks point down (Fig. 8a). However, if the surface is covered with dust, 
this layer is heated by lattice conduction from below and emitted light comes only from this 
layer. As discussed above, emissions from a dusty surface go as εIBB and peaks point up as seen 
in spectra from small grains (Figs. 7, 8bc). 

Effect of Fe2+ contents and grain-size on near-IR reflectance spectra of Vesta. High 
frequency reflection spectra (Fig. 13a) have the strong peaks of pigeonite (as in eucrites). Fe-
bearing plagioclase may be present: the 8000 cm−1 band is weak for Serra de Magé eucrite 
(Hofmeister and Rossman 1984). Peaks for orthopyroxene (dioginites) or olivine (pallasites) 
are not evident Such may be extracted by peak fitting, but variations in grain-size of pigeonite 
suffice to explain the scant differences, as is clear from Figure 13. This inference is supported by 
recent inference of variation in grain-size from analysis of mid-IR light-curves (Chamberlain 
et al. 2011). 

Mesosiderite spectra are similar to eucrites, but the presence of orthopyroxene broadens 
the peak at 2000 nm and shifts it to 1800 nm (Fig. 13a). The surface of Vesta was impacted. 
Rapid surface cooling at produces pigeonite as in terrestrial lavas. From Figure 13a, the surface 
of Vesta could be a mixture of pigeonite and metal. The proportion of pigeonite is high, based 
on peak depths, which is consistent with Vesta’s density of 3.9 g cm−3, which suggests about 
~20% iron and ~80% silicate.

Importantly, the depths of the peaks are connected with Fe2+ content of the minerals. 
Orthopyroxene in the HEDs has Fe/(Mg+Fe) of 0.25 which is half that of pigeonites. Therefore, 
pigeonite will dominate if in equal proportions. Orthopyroxene is also coarse grained: 
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Figure 13. Spectra of Vesta and comparison to mineral data. (a) Reflection spectra in the near-IR. Compari-
son of orientational differences in spectra for Vesta to the grain-size dependence of reflectance-absorbance 
spectra from eucrites [solid = Padvarminkai (Hiroi et al. 1995); dashed = Macibini (Burbine et al. 2001); 
dotted = Padvarminkai (Gaffey 1976)] and powdered mesosiderites as labeled (Burbine et al. 2007). Vesta 
spectra (Gaffey 1997) are shown for two rotational aspects (dots), with each compared to the average 
(lines) of 4 to 5 rotational aspects. The uncertainties are roughly 2-3 times the symbol size, and the place-
ment of the points near 2 mm is not exact because spectra presented at different scales were merged. Spectra 
offset for clarity. [After Fig. 9a of Hofmeister and Criss (2012).] (b) Emission spectra in the mid-IR. Dots 
= baseline subtracted mid-IR spectra of emissions from Vesta (Dotto et al. 2000). Peaks are labeled with 
the associated mineral phase (T = tridymite; F = feldspar; P = pigeonite). Dashed line = thin-film absorp-
tions spectra of andesine. Light solid line = anorthite. Heavy solid line = labradorite. Dot-dashed line = 
tridymite. Dotted line = pigeonite. Film thicknesses are roughly 1 mm for each phase.
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sufficiently large crystals will not provide back reflections. The spectra of Vesta could contain 
all phases of mesosiderites, but we can only prove that pigeonite is present and abundant.

Problems with interpretation of mid-IR emission spectra from Vesta. Spectra obtained 
of Vesta using the Infrared Satellite Observatory (ISO) record its emitted light. A broad peak 
near 450 cm−1 (Heras et al. 2000) indicates a blackbody temperature of 130 K, consistent with 
previous inferences (e.g., Lucey et al. 1998). ISO spectra in this range and below are noisy, 
obscuring features of minerals. Mid-IR features are weak, consistent with a dust covering 
(Dotto et al. 2000; Lim et al. 2005). Hence, these features are in emission. Unfortunately, 
spectral analyses by these authors assume that emissions are that of a solid body [Imeas,emit = 
IBB(1−r)] whereas presence of a dust cover requires that Imeas,emit = εIBB (as discussed above, see 
Figs. 1, 7, 8, 13). Available fits and need redoing. 

Re-analysis of emission spectra from Vesta to account for surface dust. Mid-IR data 
(Fig.  13b) show weak, positive features superimposed on the blackbody continuum. The 
weakness of the emission features in the mid-IR has been independently confirmed by telescope 
observations (Lim et al. 2005) who concluded their weakness is related to a thick dust covering. 
Hence, these features are in emission and peaks point up. 

We compared the data on Vesta to mid-IR data on about 50 different minerals known to 
occur in meteorites. Infrared absorption spectra were obtained at ambient conditions from 
thin films made by compression in a diamond anvil cell (e.g., Hofmeister et al. 1992, who 
provide tridymite spectra). Data are shown in Figure  13b for synthetic pigeonite powder 
(Mg0.63Fe0.27Ca0.10SiO3), and various plagioclase feldspars (described by Hofmeister and Ross-
man 1984). Other samples (e.g., hydrosilicates and olivines) from our database (e.g., Hofmeis-
ter and Bowey 2006; Pitmann et al. 2010) were measured, but no spectral matches were found. 

The positions and the pattern are consistent with a combination of three phases in significant 
amounts: mostly pigeonite, but also tridymite, and calcic plagioclase (~An75). We could not 
fit the spectra with fewer minerals or with other minerals. In particular, orthopyroxenes with 
compositions across the binary can be ruled out, as well as significant amounts of olivine. The 
Fe content of the pigeonite is poorly constrained as ~30%, but the Ca content must be near 10% 
CaSiO3, because higher Ca contents (augite or diopside) poorly fit the data. 

Our analysis is consistent with detection of pigeonite in near-IR reflection (Fig.  13a), 
confirming that pigenite is the major, surface phase. The mineralogy deduced from the mid-
IR emissions is consistent with Vesta being a basaltic eucrite, because orthopyroxene was not 
detected. However, iron metal cannot be discerned in mid-IR emissions, any more than it can 
be detected in the near-IR. Thus, our analysis is consistent with a mesosiderite composition as 
well. Surface impacts and melting followed by rapid cooling explain the presence of pigeonite, 
see Hofmeister and Criss (2012) for further discussion.

Ascertaining the mineralogy of the 10 µm feature in observational data

Infrared spectra from many astronomical environments contain a fairly broad feature near 
10 mm (1000 cm−1). This feature has been attributed to amorphous silicates, because laboratory 
measurements of crystalline silicates show multiple bands or shoulders in this area (e.g., Figs. 
2, 13b). Although such a feature is nearly ubiquitous (e.g., Mann et al. 2006), variations in 
position, width and intensity relative to accompanying band near 18 mm (555 cm−1) are large 
(e.g., Ossenkopf et al. 1992). Figure 14 shows the synthetic spectrum of Drain and Lee (1984) 
which was constructed to match the observational data. Speck et al. (2011) compared spectra 
from a wide range of glass compositions thought possible in space and found that none of these 
matched the spectral feature of the interstellar medium. 

Although the breadth of the features (Fig. 14) could result from structural disorder of 
various types, another possibility is suggested by Figures 2 and 6: namely, that the interstellar 
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medium consists of fairly large grains, ~1 mm, which are opaque at the transition frequency, but 
transmit light at the shoulders. Testing this hypothesis would require construction of spectra 
for different thicknesses and different dilutions (area covered), which is beyond the scope of 
this report. However, it is useful to compare laboratory data on the likely silicates (end-member 
enstatite and forsterite) to the observational data (Fig. 14). The synthetic A-values are about 
½ that of the crystals and peaks near the strongest absorption bands. Importantly, reflectivity 
of the ceramics is high in a transparent region: this is due to back reflections. In a suspension, 
what appears to be absorbance is a combination of reflection and absorption that is filtered for 
thickness, which reduces the relief between the valleys and peaks. Sizes greater than ~1 mm  
are opaque at the Si-O stretching peak, providing a rounded profile. Greater absorbance is 
associated with greater reflectance losses.

DEDUCING DIFFUSIVE RADIATIVE TRANSFER FROM SPECTRA 

Calculating an effective thermal conductivity from diffusive radiative transfer from spectra 
requires knowledge of absorption coefficients in the near-IR, where the blackbody radiation 
is highest at mantle temperatures (e.g., Shankland et al. 1979; Hofmeister et al. 2007). In 
DAC optical spectroscopy, strong refraction was misinterpreted as sample absorption and its 
effect on path length went unnoticed. As a consequence, baselines were (Fig. 15) interpreted 
as strong absorptions and inappropriate formulae were used (see discussion by Hofmeister 
2010). Sample thicknesses in the diamond anvil cells are low compared to that needed to 
resolve peak absorbance associated with d-d transitions, and thus the valleys have A = 0, 
within experimental uncertainty.

Radiative transfer is a very difficult phenomenon to understand due to two factors, one 
being its length-scale dependence. This phenomenon depends mainly on temperature (Eqns. 
13-17) and for that reason high-pressure measurements at 298 K do not represent the mantle. 
Determining the effective thermal conductivity requires single-crystal measurements of 
analogue materials. This approach is valid because the transitions in the near-IR to UV region 

8

fig.14

Fig. 15 

0

5

10

15

20

25

30

35

5000 15000 25000 35000
Wavenumbers (cm-1)

||y ||x

XY

XZ

||z

Al-perovskite
30 µm  in DAC
       125 GPa

47 GPa

64 GPa

olivine in DAC
1 bar

olivine
in air

Transmission meas.
        at 298 K 5 GPa

in oil
30 µm    perovskite

< 50 µm, 4 GPa
    no medium

1 barrough
correction 
for refraction

*

0

1

2

3

0

20

40

60

80

100

400 500 600 700 800 900 1000 1100 1200

A,
 µ

m
-1

R
eflectance, %

Wavenumbers, cm-1

R forsterite

A forsterite

A enstatite

Drain and Lee
synthetic

R enstatite

U
nc

or
re

ct
ed

 a
bs

or
pt

io
n 

co
ef

fic
ie

nt
 (l

og
 b

as
is

, m
m

-1
)

Figure 14. Comparison of laboratory and observational spectra. Absorption coefficients (left y-axis) of 
forsterite (black solid) and enstatite (grey solid) to that of Draine and Lee (1984), intended to represent 
average astrophysical environments (heavy black). These data are compared to reflectivity (right y-axis) 
from ceramic forsterite (black dots) and a polycrystalline mat of enstatite (grey dash).
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are specific to the sites of the chromophores, and weakly depend on the symmetry of the 
structure. The other factor is speed. Radiative transfer occurs at near light speed and thus is 
important to response of the system after transient heating events whereas slower diffusion of 
lattice vibrations controls slow cooling (Hofmeister 2010). 

 CONCLUSIONS 

For the most part, spectroscopic studies are concerned with band strengths and not with 
absolute determinations of reflectivity or absorption coefficients and involve transmission 
rather than emissions measurements. Researchers tend to work with one specific technique or 
in one spectral range. Due to these factors, sources of experimental uncertainties are largely 
unimportant to early qualitative studies, and have been overlooked in more recent quantitative 
studies. However, applications require understanding possible and likely problems. This report 
discusses various spectral regions and applications, pointing to the need for reinterpretation 
of some spectra and to revisit problems concerning identification and calculation of radiative 
transfer. More data is needed in the ultraviolet region and in the far-IR, both of which are 
difficult to measure. More data is needed on single-crystals of relevance to geophysics and 
astronomy.
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Figure  15. Uncorrected absorbance spectra (scaled to 1 mm thickness) which provides uncorrected 
absorption coefficients. Fine lines (dotted, short and long dashes) = the three polarizations of olivine 
(Mg0.89Fe0.11SiO4) in air from 1 to 5 mm thick crystals (Runciman et al. 1973). Dot-dashed lines = diamond 
anvil cell data (Smith and Langer 1982) of oriented olivine (Mg0.9Fe0.1SiO4) slabs with d near 30 mm. 
Heavy curves = spectra of (Mg0.89Fe0.10)(Al0.03Si0.97)O3 from Keppler et al. (2008), shifted to coincide with 
their 1 bar spectrum at the lower ν limit of their measurements: “*” approximately marks ν for a detector 
change. Fine lines with symbols = Mg0.9Fe0.1SiO3 from Goncharov et al. (2008). All perovskites have about 
10% Fe as Fe3+. Heavy dashed line = approximate correction for refraction losses. [Reprinted with permis-
sion of Elsevier from Hofmeister (2010) Phys Earth Planet Interior, Vol. 180, p 138-147.]
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BRIEF HISTORICAL PERSPECTIVE AND SIMPLE THEORY

When monochromatic radiation νo, is incident on a system (gas, solid, liquid, glass, 
whether colored or transparent) most of the radiation is transmitted through the system without 
change, but some scattering of this radiation can also occur (approximately 1 in 107 photons). 
The scattered radiation corresponds to ν′ = νo ± νm. In molecular systems, the energy of 
the scattered light (in wavenumbers, νm) is found to lie principally in the range associated 
with transitions between vibrational, rotational and electronic energy levels. Furthermore, the 
scattered radiation is generally polarized differently from that of the incident radiation with 
both scattered intensity and polarization dependent upon the direction of observation. 

During the 1920’s different physics groups worked on this subject around the world: 1) an 
Indian group composed of Raman and Krishnan (1928), who made the first observations of the 
phenomenon in liquids in 1928 (Raman won the Nobel Prize in Physics in 1930 for this work); 
2) Landsberg and Mandelstam (1928) in the USSR reported the observation of light scattering 
with change of frequency in quartz and finally 3) Cabannes and Rocard (1928) in France 
confirmed the Raman and Krishnan (1928) observations while Rocard (1928) published the 
first theoretical explanation.

The principle of Raman spectroscopy is the illumination of a material with monochromatic 
light (laser) in the visible spectral range followed by the interaction of the incident photons 
with the molecular vibrations or crystal phonons which induces a slight shift in the wavelength 
of the scattered photons. Scattering can occur with a change in vibrational, rotational or 
electronic energy of a molecule. If the scattering is elastic and the incident photons have the 
same energy as the scattered photons, the process is called Rayleigh scattering and this is 
the dominant scattering interaction. If the scattering is inelastic (the scattered photons have a 
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different energy to the incident photons) the process is called Raman scattering and the scattered 
photons exhibit a shift in energy called the Raman shift. However, the Raman shift only occurs 
when the electron cloud, between the vibrating atoms involved in the interaction with the 
incident photon, is able to be deformed. This deformation is described as the polarizability of 
the molecule or bond. A change in the degree of polarization potential or polarizability with 
respect to the vibrational coordinates of the system being studied is required for a molecule 
or material to exhibit the Raman effect or a Raman shift. This wavelength or energy shift 
(remember E = hν = hc/λ, where h is Planks constant and c the speed of light) can then be 
measured by a spectrometer. The spectral shift or Raman shift (given in cm−1 where ∆ν = (1/
λ0 – 1/λm): ν is the Raman shift expressed in wavenumber, λ0 is the laser wavelength and λm 
the Raman spectrum wavelength) corresponds to the vibrational frequency of the vibrational 
source (molecule, molecular/atomic group) and is characteristic of the atoms undergoing 
vibration. The Raman spectrum can then be seen as a spectral signature of the material. 
Furthermore, the relative intensity of the Raman peaks or bands is related to the nature of the 
material and the type and concentration of the atoms undergoing vibration (specifically to the 
polarizability). From the relative intensities of the Raman bands, we can deduce the relative 
composition of the material and in some cases obtain quantitative or semi-quantitative analysis 
of the different atomic or molecular groups contributing to the Raman spectrum, by measuring 
the area of the Raman bands associated with that group via curve fitting.

In other words, monochromatic laser light with frequency νo interacts more or less with 
the oscillating dipoles. And the magnitude of these interactions is related to the degree of 
polarizability associated with those oscillations. Such oscillating dipoles cause the interacting 
photons to be scattered with three different frequencies (Fig. 1):

•  A molecule with or without Raman-active modes (vibrations) will interact with 
a photon of frequency νo. The excited molecule returns back to the same basic 
vibrational state and scatters light with the same frequency νo as the excitation source. 
This type of interaction is elastic Rayleigh scattering.

•  A photon with frequency νo interacts with a Raman-active molecule which at the time 
of interaction is in the basic vibrational state. Part of the photon’s energy is transferred 
to the Raman-active vibration with frequency νm and the resulting frequency of 

Figure 1. Virtual states versus vibrational levels.
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scattered light is reduced to νo − νm. This Raman frequency is called Stokes frequency, 
or just “Stokes”.

•   A photon with frequency νo interacts with a Raman-active molecule, which, at the 
time of interaction, is already in the excited vibrational state. Excessive energy of the 
excited Raman-active mode is transferred to photon energy, the molecule returns to 
the basic vibrational state and the resulting frequency of scattered light goes up to νo 
+ νm. This Raman frequency is called “Anti-Stokes.”

The spectrum of the scattered light consists of a strong line (the exciting line, Fig. 2a) of 
the same frequency as the incident illumination together with much weaker lines on either side 
shifted from the strong line by frequencies ranging from a few to about 4500 cm−1 (Fig. 2a,b). 

Figure 2. a) Schematic of the exciting line, at 0 cm−1, and the Raman scattering on the left and right, respec-
tively of Stokes and Anti-stokes Raman frequencies. b) Raman spectra of a hydrous aluminosilicate glass. 
Different regions can be observed in the spectrum that can be assigned to different types of vibrations (see 
below). For example, we can recognize the Boson peak (20-200 cm−1), Al-O-Si-O-M bending and rocking 
vibrations (200-700 cm−1), Si-O-Al or T-O-T stretching vibrations (700-1200 cm−1), Fermi doublet due to 
CO2 molecules (1300-1600 cm−1) and H2O-OH stretching vibrations (3000-4000 cm−1).
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The higher the frequency and lighter are the atoms involved in the molecular vibration: the 4500 
cm−1 frequency corresponding to the vibrations of a H2 molecule. Raman spectroscopy is a very 
important practical tool for quickly identifying molecules and minerals. For example, a Raman 
spectrometer was deployed on the Viking landers in 1972 and on other missions (Angel et al. 
2012) and more recently in deep ocean exploration (Zhang et al. 2012). Raman spectroscopy 
also has important scientific applications in medical diagnostics (Tu and Chang 2012). 

The Reviews in Mineralogy volume on spectroscopic methods (Vol. 18 Spectroscopic 
Methods in Mineralogy and Geology, Frank C. Hawthorne, ed. 1988) has an extensive chapter 
on symmetry, group theory and quantum mechanics (McMillan and Hess 1988) and a chapter 
on IR and Raman spectroscopy (McMillan and Hofmeister 1988). The reader is also referred 
to some general texts on molecular vibrations (Herzberg 1945a; Wilson et al. 1955), symmetry 
and spectroscopy (Harris and Bertolucci 1978), Raman spectroscopy (Herzberg 1945b; 
Sherwood 1972; Lazarev 1972; Long 1978, 2002), and applied Raman spectroscopy (Karr 
1975; Dubessy et al. 2012) for a more detailed understanding of the technique. We do however 
briefly discuss Hyper-Raman spectroscopy (HRS) and surface enhanced Raman spectroscopy 
(SERS). Recent reviews of Raman spectroscopy have been made by Nasdala et al. (2004) and 
Das and Agrawal (2011), on HRS (Ziegler 1990), SERS (Stiles et al. 2008; Cialla et al. 2012), 
and coherent anti-stokes Raman spectroscopy (CARS) (Cheng 2004).

Classical theory. Raman scattering occurs when monochromatic light interacts with 
molecular vibrations or crystal phonons (vibrations propagating along the crystallographic 
axis). To a first approximation (the so-called harmonic approximation), the vibration can be 
modeled by a spring binding two masses (m1 and m2) with a force constant k. The vibrational 
frequency, corresponding to the Eigen mode of vibration of the spring, can be calculated as: ν 
= 1/2π(k/m)1/2 with m, the reduced mass (m = m1m2/(m1 + m2)). 

The vibrational frequency depends on several physical and chemical parameters: the 
chemical nature of the atoms involved in the bond, the nature of the bond (modeled by the force 
constant, k) and the symmetry of the molecule or molecular group undergoing the vibration. 
Thus, the vibrational frequency can be considered as a characteristic signature of the material 
being studied. Indeed, each specific molecule or crystal has its own vibrational frequencies and 
can be characterized and identified by using these frequencies. Raman spectroscopy enables 
one to measure these fundamental vibrations resulting in sharp, well-resolved bands visible in 
a Raman spectrum of a gas or crystalline material.

Quantum mechanical theory

A detailed quantum mechanical description of the Raman effect is complicated and 
beyond the scope of this paper. The reader is referred to one of the classic texts for a full 
description (cf. Wilson et al. 1955; Long 2002). In classical theory one is interested in the 
oscillating electric dipole and polarizability (see above) while from the quantum mechanical 
approach these are termed the transition electric dipole and polarizability and are defined by 
the wave functions and energy levels of the system. The two theoretical approaches are similar 
and are very simply described below with a number of assumptions implicitly assumed. A 
proper detailed discussion of these approaches is given in Chapters 2, 3 and 4 of Long (2002).

The classical total time-dependent induced electric dipole moment vector of a molecule is 
given by the sum of a series of time dependent induced dipole moment vectors:

(1) (2) (3) ... (1)p p p p= + + +

Where (1) (2) (3)p p p   and (1)p E= α ⋅  (α is the polarizability tensor and E is the dynamic 
electric field). (1)p  contains three frequency components representing the Rayleigh frequency, 
v0, and Raman frequencies ±vm. The equivalent equation from a quantum mechanical approach 
is the total induced transition electric dipole vector:
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(1) (2) (3)( ) ( ) ( ) ( ) ... (2)fi fi fi fip p p p= + + +

Where i and f are initial and final states and ˆ( ) fi f ip p′ ′= Ψ Ψ  with νf′ and νi′ the perturbed 
time dependent wave functions. The amplitude of the transition electric dipole for Raman 
scattering is then given by (1)

0 m 0 0( ( )) ( ) ( )fi fip v v E v± = α ⋅  where v0 is the Rayleigh scattering 
frequency, vm the Raman scattering frequency, ( ) fiα  is the transition polarizability and E the 
dynamic electric field.

The main difference between them is that in the classical approach the oscillating electric 
dipole and polarizability are only qualitatively related to molecular properties whereas in the 
quantum mechanical approach the transition electric dipole and polarizability are quantitatively 
related to fundamental molecular properties. The latter enables much greater insight into the 
factors that characterize light scattering.

INSTRUMENTATION

By looking at one of the first Raman spectra of carbon tetrachloride from Raman and 
Krishnan (1928) (Fig. 3), it is easy to see that progress in Raman spectroscopy has been 
directly correlated with the development of lasers, charge coupled devices (CCD) and confocal 
systems.

After discovery of the Raman effect and production of the first Raman spectra between 
1928 and 1935, papers on Raman spectroscopy were focused on theory (Cabannes 1928; 
Rocard 1928), on crystals (Landsberg and Mandelstam 1928; Cabannes 1931), liquids (Raman 
and Krishnan 1928; Cabannes et Rousset 1932; Hibben 1933, 1936), gases (Mulliken 1929, 
1931) organic matter (Villars 1932; Hibben 1933), and on glasses (Hollaender and Williams 
1929, 1931) with less than 50 papers published per year. Since then the technique has rapidly 
grown (Fig. 4) with applications across all scientific disciplines from physics to medicine to 
archeology and anthropology. In particular, the reader can note that one of the first papers 
on similarities between glass plates, fused quartz and quartz were made by Hollaender and 
Williams (1929, 1931) a few years before the well-known work of Warren (1934a,b).

Excitation line

During the first 30 years of Raman development, Raman spectra were obtained by 
exciting material using a mercury arc lamp. In the 1950’s, Kastler and co-workers (Nobel 
Prize 1966) developed the laser and since the 1960’s, a sample is normally illuminated with 
a laser in the ultraviolet (UV), visible (Vis) or near infrared (NIR) range. A laser emits light 
(electromagnetic radiation) through a process of optical amplification based on the stimulated 

Figure 3. Raman spectra of carbon tetrachloride using a mercury arc lamp for the excitation source (Raman 
and Krishnan 1929).
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emission of photons. The term “laser” originated as an acronym for Light Amplification by 
Stimulated Emission of Radiation. The emitted laser light is notable for its high degree of 
spatial and temporal coherence. Lasers can be focused to very small spot sizes with very high 
irradiance. Or they can be focused into a beam with low divergence in order to concentrate 
their power at longer distances.

Laser light is theoretically a single wavelength but a laser actually produces radiation in 
several modes having slightly different frequencies, often with more than a single polarization. 
Consequently, in order to carry out Raman experiments one may have to tune the Laser 
frequency appropriate for the experiment and/or employ some sort of wavelength filter 
(Plasma Filter) to produce the νo necessary for the experiments. In addition, the laser chosen 
for an experiment needs to be appropriate for the type of material being studied. For example 
colored samples may absorb rather than scatter certain laser wavelengths and so one should 
choose a laser wavelength that minimizes absorption (Table 1).

Notch filters, optical spectrometer or grating

During a Raman experiment scattered light is collected with a lens and is sent through 
an interference filter or spectrophotometer. Since spontaneous Raman scattering is very weak 

Figure 4. Number of scientific papers published per year between 1929 and 2010.

Table 1. Wavelengths absorbed by certain colored samples.

Wavelength (nm) Sample type

244 nm biological, catalysts (Resonance Raman)

325 nm wide band gap semiconductors

488 & 514 nm semiconductors, catalysts, biological, polymers, minerals & general purpose

633 nm corrosion materials & general purpose

785 nm polymers, biological & general purpose

830 nm biological
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the main difficulty of Raman spectroscopy is separating the scattered light from the intense 
Rayleigh scattering (ratio 1/109). More precisely, the problem is not the Rayleigh scattering 
itself, but the fact that the intensity of stray light from the Rayleigh scattering may greatly 
exceed the intensity of the useful Raman signal in close proximity to the laser wavelength. In 
many cases the problem is resolved by simply cutting off the spectral range close to the laser 
line where the stray light has the most prominent effect. People use commercially available 
interference (Notch®) filters which cut-off a spectral range of ±80-120 cm−1 from the laser 
line. This method is efficient for stray light elimination but it does not allow detection of low-
frequency Raman modes in the range below 100 cm−1. Notch® filters are also very expensive 
and a different filter is required for each Laser excitation line. The simplest method to eliminate 
or reduce the Rayleigh scattering is to use a grating (100 liner/mm) in front of the laser to 
remove parasitic lines1 from the laser as well as the Rayleigh scattering. Another possibility 
is to use a prism spectrometer to separate the Rayleigh and parasite lines. These two methods 
are cheaper than buying several Notch® filters and are adjustable depending on the excitation 
line. In all cases, whichever method is employed, Notch® filter, prism spectrometer or grating, 
there is a decrease in efficiency with age and/or power of the Laser. 

Optics, monochromators, detectors

Stray light is generated in the spectrometer mainly from light dispersion on gratings and 
strongly depends on grating quality. Modern Raman spectrometers typically use holographic 
gratings, which normally have fewer manufacturing defects in their structure than older line 
gratings. The stray light produced by holographic gratings is about an order of magnitude 
less intense then from ruled gratings with the same groove density. Another way of stray 
light reduction is to use multiple dispersion stages. Double and triple spectrometers allow 
measurement of Raman spectra without use of notch filters. In such systems Raman-active 
modes with frequencies as low as 3-5 cm−1 can be efficiently detected.

In earlier times people primarily used single-point detectors such as photon-counting 
Photomultiplier Tubes (PMT). However, a single Raman spectrum obtained with a PMT 
detector in wavenumber scanning mode took a substantial period of time, slowing down any 
research or industrial activity based on the Raman analytical technique. Nowadays, more 
and more researchers use multi-channel detectors like Photodiode Arrays (PDA) or, more 
commonly, a Charge-Coupled Devices (CCD) to detect the Raman scattered light. Sensitivity 
and performance of modern CCD detectors are rapidly improving. Most of the times, a CCD 
is the detector of choice for Raman spectroscopy.

Different manufacturers and instrument types

Different companies sell Raman spectrometer with different electronic components and 
detectors, but the most important difference is based on the number of optical gratings used to 
disperse the scattered light. Spectrometers with a simple grating like Hololab from Kaiser ® 
(Fig. 5a) or Labram from Jobin-Yvon-Horiba produce very nice spectra, easy to obtain, with 
fast acquisition times, but with relatively low resolution around (~5 cm−1) and it is not possible 
to investigate the low frequency part of the Raman spectrum close to the exciting line. Triple 
spectrometers (Fig. 5b) have three gratings which disperse the light and provide a resolution 
better than 1 cm−1. However, the downside of such systems is that the Raman signal is 3× less 
than that obtained using a simpler system. However, an advantage is that triple monochromator 

1  Gas filled lasers may contain trace impurities of other gases which also produce laser lines. For example 
Argon (Ar) filled lasers may contain traces of Neon (Ne) so that the laser produces a principle laser line whose 
frequency/wavelength is characteristic of Ar but it will also have weak lines characteristic of Ne that must be 
removed prior to running a Raman experiment.



516 Neuville, de Ligny, Henderson

systems can obtain Raman spectra at very low frequencies close to the laser line and hence can 
observe the Boson peak in glasses for example. 

Figure 6 shows the Raman spectra on the same glass sample made with a T64000 Jobin-
Yvon with one and three gratings for the same acquisition time. With only one grating, the signal 
is three times more intense, but it is also three times less accurate. Note the low frequency spec-
tral cutoff is around 350 cm−1 for the single grating but < 50 cm−1 for the triple grating. The low 
frequency cutoff for a single grating instrument depends directly on the nature of the Notch® 
filter used and its age. Spectral resolution is also three times better with the triple spectrometer 
than with a single grating.

Confocal system

Confocal microscopy (Fig. 7) is an optical imaging technique used to increase optical 
resolution and contrast of an image by using a spatial pinhole to eliminate out-of-focus light 
in specimens that are thicker than the focal plane. 

T

T
T

T

T

T

 CCD detector

Spectrometer

Sp
ec

tro
m

et
er

S1

M4

M3

M7

M8
G3

M1

M2

M10

M9

M6

M5

G2

G1

S3

S2

Premonochromater

Pr
em

on
oc

hr
om

at
er

b)

Figure 5. a) Hololab 5000, from Kaiser Optical system (© Kaiser Optical Systems, Inc. all rights reserved. 
Used with permission.); b) triple grating monochromator like that used in the T64000 from Horiba (after 
Hawthorne 1988).
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The original concept was developed by Minsky in 1961 (Minsky 1961) and adapted 
for Raman spectrometers by Dilor (now part of the Horiba-Jobin-Yvon group) in the early 
1990s. This technique has gained popularity in the scientific and industrial communities and in 
particular in Raman spectroscopy. The laser beam illuminates the sample via the pinhole (D1), 
which limits the spatial resolution. The back scattered light then passes through a beamsplitter 
which passes the scattered light through a second pinhole (D2). The second pinhole has a 
diaphragm which is adjustable between 1 to >10 micron diameter with a 100 objective lens. 
The advantage of having the adjustable pinhole is that one can adjust the volume of the sample 
from which the scattered light is being collected.

Data acquisition and reduction

The quality of the Raman spectra depend on: i) the experimental parameters of the 
spectrometer (quality of lens, grating, detector, beamsplitter, etc.; ii) the size of confocal hole; 
iii) the microscope objective used; iv) the excitation line, λo; v) sample surface; vi) sample 
color λo; vii) sample heterogeneity; and viii) the refractive index of the sample. 

Spot size, sample depth, number of acquisitions versus acquisition time. Since the 
1990’s, an optical microscope is generally used to focus the laser spot onto the material 
surface. The volume of the sample analyzed depends on several factors such as the opening 
of the confocal diaphragm, the nature of the sample and the excitation line. The size of the 
spot is defined by the objective and by the closure of the confocal hole. It must be estimated 
for each Raman spectrometer by using already known defined forms which are then compared 
at the spot size of interest. The nature of the sample will determine its refractive index and 
absorption characteristics. We can define two important parameters: Depth of field (d.o.f) and 
the diameter of the analysis spot (D):

2

4
d.o.f.
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λ
=

Where NA represents the numerical aperture of the objective and λ the excitation wavelength. 
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Figure 6. Raman spectra for the same sample obtained with one and three gratings using the same acquisi-
tion times. Note that with one grating it is not possible to go to low frequency and that accuracy is 3× lower 
compared to spectra collected with a triple grating instrument.
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The diameter D of the spot can be estimated by using the Rayleigh criterion on the Airy 
function:

1.22
D

NA

λ
=

The scattered light is collected by the same objective (backscattering configuration) and 
the size of the analyzed volume is determined by the confocal hole of the microscope. 

Commonly, Raman spectra on crystalline phases are obtained in a few seconds with three 
scans usually run in order to ensure good quality spectra. Modern data collection software 
automatically correct spectra for non-reproducible signals (i.e., cosmic ray spikes) if more 
than 2 spectra are collected under the same instrumental conditions. However, for amorphous 
solids and liquids, the acquisition time can significantly increase (up to 600s per scan window) 
depending on the signal to noise required. Furthermore, for some experiments the number of 
repeated scans may also need to be significantly increased to >30 repeat scans. Conditions 
requiring such long acquisition times may be needed for example, if the experiment requires 
very low laser power so as not to induce damage to the sample e.g. hydrated iron-phyllosilicate, 
Gillet et al. (2002), or when examining low concentration elements within the sample e.g. 
dissolved volatiles elements (Thomas 2000).

The analyzed volume is usually adjusted to be close to the surface in the optimum region 
for the maximum Raman signal, i.e., within the first 10 mm of the surface (Behrens et al. 2006). 
Effects of focusing depth on the Raman results are only important for glasses containing iron 
and when very deep focusing is required (Behrens et al. 2006). For a quartz crystal, Chabiron 

Figure 7. Confocal system developed from Minsky (1961) adapted for a Raman spectrometer (after Haw-
thorne 1988).
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et al. (2004) noted a deviation from their calibration at 140 mm depth. They described this 
phenomenon as a variation in optical transmission as a function of the wavelength through the 
crystal. However, Behrens et al. (2006) did not recognize any change in Raman spectra due to 
the focusing depth for iron-free glasses, at least up to 200 mm. Focusing effects are discussed 
in detail in Behrens et al. (2006). For uncolored samples, focus has no effect on the Raman 
spectrum (see fluid inclusions section) but for colored samples Raman intensity decreases as a 
function of the cross section of the coloring cations.

Temperature and excitation line effects. Raman spectra can change as a function of 
excitation line and temperature2. Both effects have been described and discussed in detail 
in different books and papers (Shuker and Gammon 1970; Long 1977; Galeener and Sen 
1978; Seifert et al. 1982; McMillan 1984; Neuville and Mysen 1996; Helhen 2010). Several 
authors have used the correction given below to compare Raman spectra taken at different 
temperatures and with different exciting lines (Mysen et al. 1982; McMillan et al. 1994; 
Neuville and Mysen 1996; Le Losq et al. 2012).
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Js, k is the Boltzmann constant; k = 

1.38065×10−23JK−1, c is the speed of light, c = 2.9979×1010 cm s−1, T is the absolute temperature, 
ν0 is the wavenumber of the incident laser light, and ν is the measured wavenumber in cm−1. 
This correction allows comparison of glass spectra taken with different incident excitation 
wavelengths, and/or comparison of spectra acquired at different temperatures, such as in the 
case of in situ measurements. 

The correction stems from initial studies of glasses which exhibited an apparent 
temperature dependence of the low frequency bands (Hass 1969, 1970). Hass (1969) showed 
that for vitreous silica the region below 300 cm−1 was strongly affected by temperature. 
However, above 300 cm−1 the affect was essentially negligible. This temperature dependence 
was attributed to temperature effects on the thermal population of the initial vibrational 
states. The initial part of the correction given in Equation (1) [exp(−hcν/kT)] accounts for 
these so called thermal effects. Prior to the mid to late 80’s the low frequency Boson peak 
was not effectively recognized as being a real feature in the Raman spectra of glasses. The 
intensity attributed to “thermal effects” by Hass (1969, 1970) is in fact the Boson peak so 
that application of the Long correction effectively eliminates the Boson peak from the data. 
In addition, in nearly all papers published in the 60s and 70s on the thermal effect, the authors 
go to great lengths to point out that these thermal effects are limited to the low frequency 
region of the spectra and should not be applied beyond ~300 cm−1 (cf. Hass 1970; Shuker and 
Gammon 1970). The second part of the “Long” correction takes into account contributions 
to the intensity from the Rayleigh scattering. It is the ratio of the predicted intensity between 
the exciting and scattered photon at their effective wavenumber [ν·νo3/(νo−ν)4]. Its effects are 
very small.

Black body and temperature effects. All bodies emit light, where the maximum 
wavelength evolves with the temperature of the body. Indeed, because of thermal excitation, 
atoms move and deviate from their equilibrium positions creating an electric dipole, which 
then emits an electromagnetic wave. To characterize the intensity of this emission, we use the 
luminance, which expresses the energy flow emitted in a given wavelength λ compared to the 
surface and to the solid angle of observation. The monochromatic luminance, L, is given by 

2  Note the thermal effects influence the intensity of vibrational bands and are NOT due to structural changes 
in the sample as a result of heating.
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Planck’s law:
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where c is the speed of light, h Planck’s constant and kB Boltzmann’s constant. Figure 8 shows 
the evolution of the luminance as a function of wavelength for different temperatures. The 
maximum of these curves moves towards the short wavelengths with increasing temperature 
and is given by Wien’s law:

3

max

2,898 10

T

−×
λ =

 
Figure 8 shows that the maximum is situated at higher wavelength than the visible region 

used for Raman observations. As mentioned previously, the Raman signal has weak intensity 

(a)

(b)

Figure 8. Evolution of the luminance as a function of wavelength for different temperatures.
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and black body emissions are enough to mask the Raman intensity. It is therefore necessary 
to limit at most the number of unwanted photons which enter the objective. The luminance 
represented here is not the total energy flow and it is also necessary to take into account 
the volume of interaction, the solid angle of observation, the emissivity of the sample, the 
geometry of its surface and any extra reflected light coming from sample edges or the sample 
holder. It is then necessary when carrying out high-T experiments to limit these parameters 
by working with polished surfaces in homogeneous and transparent compounds containing 
as few scattering objects such as bubbles or impurities of a size equivalent or superior to 
the excitation wavelength, as possible. Figure 8b gives an idea of the maximum temperature 
reached at various wavelengths. This upper temperature limit can be improved by decreasing 
the size of the confocal hole, by adding an iris to mask the heating elements, by working with 
a small heating system like a heating wire (Neuville et al. 2014, this volume), or a pulsed laser 
source with the detector synchronized with the laser pulses. 

Baseline correction and normalization

In order to compare several Raman spectra it is important to normalize the spectra and to 
use a common baseline correction. Several authors normalize Raman spectra to the maximum 
intensity (see Mysen and Frantz 1992, 1993, 1994a,b; McMillan 1984; McMillan et al. 1994). 
This is very easy to do and generally gives good results unless one wants to compare the low 
frequency region. In this case, it is better to divide the intensity of the Raman spectra by the 
power of the laser and the acquisition time to obtain a spectrum in 1 s and 1 mW (Neuville 
2006). To investigate redox states or to determine the proportion of dissolve volatiles in a glass, 
it is preferable to normalize to the full area of the spectra after application of the temperature 
correction (Le Losq et al. 2012). The baseline correction to investigate volatiles in glass is 
developed more accurately later. 

OTHER TYPES OF RAMAN SPECTROSCOPY

Hyper-Raman scattering (HRS)

HRS was developed by Denisov et al. (1987) and corresponds to a non-linear spectroscopy 
where two incident photons (ωi) produce one scattered photon (ωs) after interaction with an 
excitation (ωp) in the medium. Infra-red (IR)-active modes are seen in HRS, but there are 
HRS-active modes that are silent both in Raman scattering and IR, while acoustic modes 
are HRS forbidden. As the HRS signals are usually very weak (typically 106× smaller than 
Raman scattering), early work was limited in resolution, and the results did not include the low 
frequency region. Currently, technical advances in pulsed laser sources and charge coupled 
devices (CCD) allow one to reach resolutions comparable to that of Raman spectroscopy with 
reasonable acquisition times. HRS gives complementary information to Raman scattering, 
particularly on glasses where vibrational modes are IR or Raman inactive (Helhen et al. 2000, 
2002; Simon et al. 2006, 2007, 2008).

Figure 9 shows: i) IR: semi-log presentation of ε′′/ω derived from IR measurement where 
ω is wavenumbers; ii) RS: Raman spectra obtained with a T64000 Jobin-Yvon®, a triple 
spectrometer operating at 514.5 nm with a CCD camera and, iii) HRS, hyper-Raman spectrum 
of silica at low frequency after standard treatment, with frequencies in wave numbers (ω/2πc). 
Figure 9 clearly shows that the HRS spectrum contains more vibrational information than the 
classic Raman spectrum. However HRS measurements are more difficult than classic Raman 
measurements and this new technique is essentially used only by physicists to investigate 
simple glass systems. The technique provides important information on the low frequency 
vibrations in amorphous states and is rapidly becoming a powerful tool to investigate 
amorphous materials at room temperatures but remains to be adapted for high pressure or high 
temperature studies. 
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Surface Enhanced Raman Scattering (SERS)

SERS is a phenomenon in which the Raman scattering intensity from molecules close 
to the surface of certain finely divided metals is enhanced by a factor of about 106. Raman 
spectra arise from the vibrational frequencies of the molecules and provide molecular 
information that is particularly valuable in nano-chemistry. The inherently low sensitivity of 
conventional Raman scattering limits its applicability, but sensitivity enhancement by SERS 
has resulted in more widespread applications, especially in surface chemistry where the 
environmental sensitivity of vibrational spectra reveals how molecules interact with surfaces. 
The first paper reporting the phenomenon was by Fleischmann et al. (1974), who observed 
potential-dependent Raman signals from pyridine adsorbed on a silver electrode that had 
been electrochemically roughened in potassium chloride aqueous electrolyte. Two groups 
(Albrecht and Creighton 1977; Jeanmaire and Van Duyne 1977) clarified the degree of Raman 
signal enhancement in the pyridine-on-silver system and proposed enhancement mechanisms 
based on electromagnetic and chemical effects, respectively. Van Duyne proposed the SERS 
acronym and claims that his group discovered SERS. The initial paper of Fleischmann et al. 
(1974) has been cited more than 1200 times, and SERS is now very well used in the chemical 
sciences. The main contributor to the intensity enhancement is an electromagnetic effect 
arising from laser excitation of localized surface plasmons (collective electron oscillations) at 
rough metal surfaces which creates an enhanced electric field. Both the incident and scattered 
light are influenced by this field enhancement, resulting in a total Raman signal enhancement 
proportional to the energy field. A smaller contribution to SERS enhancement comes from a 
charge transfer mechanism for adsorbed molecules with appropriate acceptor or donor orbitals 
that interact with the metal substrate. The metals exhibiting the largest SERS enhancements are 
silver, gold and copper. More details on SERS and its applications are given by Fleischmann et 
al. (1974) and Jeanmaire and Van Duyne (1977).

Since 1980 SERS has been widely developed for biological interactions. However, the 
technique is also useful for materials and earth sciences to enhance the Raman signal obtained 
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Figure 9. IR, Raman and HRS spectra of silica glass (modified from Helhen et al. 2000).
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with a portable Raman spectrometer. By using and developing SERS it’s possible to perform 
direct in situ analyses when doing earth science exploration (volcanology, mineral exploration). 

APPLICATIONS

Crystalline spectra

Figure 10 shows the Raman spectra of Silicon (Si), Silica polmorphs and amorphous 
SiO2 (glass). The first-order Raman spectrum yields energies for the k = 0 optical modes of 
520.2±0.5 cm−1 for Si. Si has a diamond structure with space group Fd3m with 2 atoms in the 
smallest volume unit cell. It has one triply degenerated optic mode at k = 0 with symmetry F2g. 
These optical vibrational modes of Si in a diamond structure are Raman active but not infrared 
active. A single Raman line is observed from the optic modes at k = 0, where k is the wave 
vector of the mode. Since this mode is not polar, it is not affected by transverse or longitudinal 
optical mode (TO and LO) splitting, and a single line, at 520 cm−1, is observed. A second order 
transition is also visible at around 970 cm−1. The ratio of the peak intensity of the second-order 
band to that of the first-order line is found experimentally to be ~3×10−3. The intensity of these 
two peaks depends strongly on the crystallinity and local organization of the Si (Kravets and 
Kolmykova 2005).

The Raman spectrum of quartz, shows a very strong vibration at 466 cm−1, lower than 
the 520 cm−1 observed for Si, which corresponds to an A1 Raman active mode. To a first 
approximation, we can explain the lower frequency observed for SiO2 compared to Si by 
the fact that the SiO2 molecule is heavier than Si (heavier atoms will have corresponding 
vibrational bands at lower wavenumbers because of their higher mass and its effect on the 
vibrational frequency). Crystalline SiO2 has been studied extensively with both the early Hg 
arc lamp source and more modern laser excitation. One of the first reviews of optical lattice 
vibrations in quartz and their assignments was made by Scott and Porto (1967), subsequently 
She et al. (1971) reported more accurate measurements of Raman intensities in quartz and 
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Figure 10. Raman spectra of silicon and SiO2 crystalline polymorphs and amorphous states (New Raman 
spectra made with T64000 Raman spectrometer, with 488 nm excitation line).
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Bates and Quist (1972) and Etchepare et al. (1974) obtained the polarized Raman spectra of 
α quartz. The lattice dynamics of quartz have also been calculated by many authors (Saskena 
1940; Kleinman and Spitzer 1962; Etchepare et al. 1974). In Figure 10, we present only 
α-quartz but the lattice structure of α- and β- quartz are very similar; the β-phase appears at 
temperatures higher than 900 K (Bates and Quist 1972).

In the case of the silica polymorphs, with the exception of stishovite, molecular entities 
are SiO4 tetrahedra and they are linking together by corners. Stishovite is a high pressure 
polymorph and is built of SiO6 octahedra. Complete discussion of the Raman active vibrations, 
of the SiO2 polymorphs can be found in Kingma et al. (1993), Hemley et al. (1986), and 
McMillan et al. (1994). It is clear that Raman Spectroscopy is a very good tool to discriminate 
between minerals and mineral polymorphs, and degree of order of minerals (Balan et al. 2001). 
Today, Raman spectroscopy is used to characterize materials in online industrial processes for 
“quality control,” for identification of different mineral phases using Raman spectral databases 
(like RRUFF) and organic compounds in industrial processes.

Amorphous materials

Raman spectra on amorphous materials were first made by Hollaender and Williams 
(1929, 1931) on ordinary plate glass, which corresponds to a soda-lime silicate glass (window 
glass). Hollaender and Williams (1929, 1931) first observed the differences between crystals 
and glass a few years before Warren (1934a,b) and Zachariasen (1932). In the Raman spectrum 
of the plate glass, Hollaender and Williams (1929, 1931) identified 11 bands similar to those 
observed in the IR spectrum of fused quartz by Reinkober (1911). Their spectra clearly showed 
that the number, intensity and position of bands in amorphous quartz is slightly different to 
the bands observed in the different polymorphs of quartz. In particular a new band appears at 
low frequency, the boson peak, located near 80 cm−1, and this band is a Raman signature of 
tetrahedrally connected glasses. It has been ascribed to Raman scattering involving rotational 
motions of almost rigid tetrahedra (Buchenau et al. 1986) although its origin remains 
controversial and is a continuing area of interest in condensed matter physics. In the case of 
silica glasses, its intensity increases and shifts to higher frequency with increasing distortion 
of the SiO4 tetrahedra (Hehlen et al. 2000, 2002). This is clearly visible in Figure 11 for SiO2 
glass and soda silicate glasses (Na1, Na12, Na25, Na33).

Silicate glasses

In the Figure 11, we have plotted Raman spectra for silicate glasses between pure silica 
up to Mg-silicate with 38% mole of MgO. This figure summarizes the features visible in 
silicate glasses. We observe different regions: 20-200 cm−1, 200-600 cm−1, 600-800 cm−1, 
800-1200 cm−1, which correspond to different types of vibrations resulting from differences 
in the organization of the glass structure. In the following, we will distinguish Qn species 
as tetrahedrally coordinated cations with n Bridging Oxygens (BO) and 4−n Non-Bridging 
Oxygens (NBO). 

The boson region (10-250 cm−1). Below 250 cm−1, there is only a scattering continuum 
and the Rayleigh tail of the excitation source, except at very low frequency where there is 
what is termed the boson peak (Malinovsky and Sokolov 1986; Buchenau et al. 1986) noted 
above. In Figure 11 the Boson peak increases in frequency with decreasing silica content in 
the M-silicate glasses. This can be explained as proposed by Neuville (2005, 2006) and more 
recently by Le Losq et al. (2014) as a correlation between the frequency of the Boson peak 
and the glass depolymerization. Moreover, at constant silica content, and therefore constant 
polymerization, the Boson peak position varies linearly with the nature of the network modifier 
(Neuville 2005, 2006).
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The low frequency region (250-600 cm−1). The room-temperature Raman spectra exhibit 
a strong band centered near 500 cm−1 for SiO2 glass with a shoulder near 450 cm−1, and 
another band near 600 cm−1 similar to other published spectra of vitreous silica (e.g., Bell 
et al. 1968; Bell and Dean 1972; Seifert et al. 1982; Phillips 1984; McMillan et al. 1994). 
Bands near 400-600 cm−1 in silicate networks are usually assigned to vibrations of the BO 
associated with three-, four-, five-, six- or higher-membered rings of tetrahedra present in 
silicate networks (Mysen et al. 1980a; Sharma et al. 1981, 1985; Galeener 1982a,b; McMillan 
and Piriou 1982; Seifert et al. 1982; Galeener et al. 1983, 1984; McMillan et al. 1994; 
Pasquerello and Car 1998; Pasquarello 2001; Umari and Pasquarello 2002; Umari et al. 2003; 
Rahmani et al. 2003). They reflect the inter-tetrahedral angle distribution and thus the ring 
arrangement. In pure silica, three peaks near 440 cm−1, 495 cm−1 and 606 cm−1 are visible 
in this frequency range (e.g., see spectra in Galeener 1982a). The first peak near 440 cm−1 is 
ascribed to the predominant motions of oxygen atoms, involved in Si-O-Si bonds in five-, six 
or higher-membered rings (Sharma et al. 1981; McMillan et al. 1994; Kalampounias et al. 
2006). The exact nature of the vibration, i.e., stretching or bending for instance, seems to be 
uncertain but all studies point out the motion of oxygen in Si-O-Si linkages (McMillan et al. 
1994). The second band, near 485-490 cm−1, is usually called the D1 band and is formed by 
breathing motions of oxygen atoms (i.e. movements of oxygen perpendicular to the Si-O-Si 
plane) in regular, but slightly puckered, four-membered rings (Sharma et al. 1981; Galeener 
1982b; Pasquarello and Car 1998; Umari and Pasquarello 2002; Umari et al. 2003; Rahmani et 
al. 2003). The third band, located near 606 cm−1, is usually called the D2 band and is ascribed 
to the breathing motion of oxygen atoms in planar three-membered rings (Galeener 1982a,b; 
Galeener et al. 1983; Pasquarello and Car 1998; Umari and Pasquarello 2002; Umari et al. 
2003; Rahmani et al. 2003). With addition of alkali or alkaline earth elements these bands 
evolve into a peak visible at 580 and a shoulder at 600 cm−1. The peak at 580 cm−1 has been 
assigned to Si-O0 rocking motions in fully polymerized SiO2 (Q4) units (Bell and Dean 1972; 
Phillips 1984) while the maximum at 600 cm−1 has been assigned to Si-O-Si bending motions 
in depolymerized structural units (Lazarev 1972; Furukawa et al. 1981). 
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Na20 = NS4 = 80%SiO2-20%Na2O in mol% (New Raman spectra made with T64000 Jobin-Yvon Raman 
spectrometer, with 488nm excitation line).
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The intermediate frequency region (700-850 cm−1). In the case of SiO2, the 800 cm−1 
band is attributed to Si-O stretching involving oxygen motions in the Si-O-Si plane (McMillan 
et al. 1994) or to the motion of the Si atom in its oxygen cage (Mysen et al. 1982). Another 
attribution arises from the central force model of Sen and Thorpe (1977), which links the 800 
cm−1 band to the threefold –degenerate “rigid cage” vibrational mode of TO2 units (Galeener 
1979). This peak decreases in intensity with MO and shifts slowly to higher frequency. It is 
also asymmetric and has been assigned to two bands with TO/LO splitting (Galeener and 
Lucovsky 1976; Galeener et al. 1983) 

The high frequency region (850-1300 cm−1). Si-O stretching is responsible for the broad 
band observed near 1100 cm−1 (Bell et al. 1968; Sen and Thorpe 1977). Several studies have 
noted that different peaks are convoluted in this band and arise from the T-O stretching in 
different Qn tetrahedral units (see McMillan (1984) and Mysen (2003) and references therein). 
The intensity of these bands increases with alkali or alkaline-earth content, and by curve fitting 
(spectral deconvolution) of this high frequency region, three Gaussian bands can be observed at 
1000, 1100 and 1200 cm−1 in silicate glasses. Some questions remain as to assignment of these 
bands. Firstly, no Transverse-Optic/Longitudinal Optic (TO-LO) effect occurs in the 850-1300 
cm−1 normal Raman spectral region (Denisov et al. 1984). Bands expressed in this frequency 
range arise only from the expression of particular vibrational modes of the TO4 tetrahedra (Le 
Losq and Neuville 2013). For pure SiO2 glass there are only two peaks, one near 1050 and a 
wider peak centered near 1200 cm−1. These two peaks (cf., Fig. 11) are also visible in the Na1 
Raman spectra (MX = (100−X)%SiO2-XMO with M = Li2, Na2, K2, Mg, Ca, Ba), and with 
increasing Na2O content (Na12= NS7 glass), the intensity of the peak at 1050 cm−1 increases 
strongly. In the case of silica glass, the high frequency part near 1200 cm−1 can be split into two 
bands using deconvolution (Seifert et al. 1982), named Q4,II (1100 cm−1) and Q4,I (1170 cm−1), 
to account for the Q4 signal in all spectra although these assignments remain controversial. 
According to the Sen and Thorpe (1977) model, the Q4,II band represents vibrations associated 
with BOs with lower T-O-T angles than the Q4,I band. With increasing MO content, the Q4,I 
(1170 cm−1) band is lost and new bands appear at lower frequencies for NBO vibrations 
associated with Q3, Q2, Q1 and Q0 tetrahedra. The bands shift to lower frequency as a function 
of increasing MxO and in the case of the Na25 glass spectra, the 960 cm−1 band is assigned to 
Si-O− stretching in Q2 species (Brawer and White 1975; Mysen et al. 1982; Seifert et al. 1982; 
McMillan 1984; Mysen 1999). The 1100 cm−1 band is ascribed to Si-O− stretching occurring in 
Q3 units (Brawer and White 1975; Virgo et al. 1980; McMillan 1984). 

The case of the 1070 cm−1 band is more complicated. This band is also observed in Raman 
spectra of pure silica, and alkali and alkaline-earth silicate glasses (Mysen and Frantz 1992, 
1993; McMillan 1984; Frantz and Mysen 1995; Neuville 2005, 2006). It has been attributed 
to vibrations involving bridging oxygen atoms in structural units which do not need to be fully 
polymerized (Mysen et al. 1982), or to vibrations of Si-O doublets associated with alkaline-
earth or alkali metals (Fukumi et al. 1990; McMillan et al. 1992). However, this band is present 
all along the SiO2-MxO join (with Mx: alkaline earth (x = 1) or alkali (x = 2) elements; Mysen et 
al. 1982; Seifert et al. 1982; McMillan 1984; Neuville and Mysen 1996; Neuville et al. 2004, 
2006, 2008). This indicates that the stretching vibrations of the Si-O pairs which cause this 
band are not really affected by the Qn distribution despite frequency and intensity variations 
that are compositionally dependent. Therefore it probably arises from a Si-O stretching which 
is different from the Si-O stretching of the Qn bands. The vibrational density of states of 
vitreous SiO2 presents also a two-band splitting at high frequency: one band is located neat 
1060 cm−1 and the other near 1200 cm−1. Using a first-principle approach, Sarnthein et al. 
(1997) and Pasquarello et al. (1998) have ruled out the LO-TO splitting interpretation, and 
proposed that the two bands, observed both in the calculated vibrational density of states and 
in the measured neutron density of states, arise from two different vibrations of the tetrahedral 
subunits (i.e., the Q units). The first band, at low-frequency, can be related to a stretching 
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T2 vibrational mode of the SiO4 Q4 tetrahedron (Sarnthein et al. 1997; Taraskin and Elliott 
1997; Pasquarello et al. 1998). According to group theory, it corresponds to two oxygen 
atoms moving closer to the central Si atom while the two others oxygen atoms are moving 
away (Sarnthein et al. 1997; Dresselhaus et al. 2010). The second band, at higher frequency, 
corresponds to the A1 vibrational mode, which is an in-phase motion of the four oxygen atoms 
toward the central Si atom (Sarnthein et al. 1997; Taraskin and Elliott 1997; Pasquarello et 
al. 1998; Dresselhaus et al. 2010). By comparing Raman spectra and the vibrational density 
of states (measured and calculated) of vitreous SiO2 (see spectra in Pasquarello and Car 1998 
for instance), it appears that frequencies of the two Raman bands (near 1060 and 1200 cm−1) 
are close to those of the T2 and A1 bands. As the high-frequency part of the vibrational density 
of states and the normal Raman spectra of the SiO2 glass are both unaffected by the LO-TO 
splitting (Sarnthein et al. 1997; Denisov et al. 1984), we suggest that the 1060 cm−1 band in 
Raman spectra of silica, silicate and aluminosilicate glasses can correspond to a stretching 
T2 vibrational mode of TO4 tetrahedra (Q4). Consequently, the other bands arise from the A1 
vibrational modes of the different Qn units.

Following the previous discussion, in the Na25 Raman spectrum we can attribute the band 
near 960 cm−1 to the A1 vibration of Q2 species, the band near 1100 cm−1 to the A1 vibration of 
Q3 species, and the band near 1050 cm−1 to a stretching T2 mode of TO4 tetrahedra (Q4). The 
A1 stretching mode of Q4 units has a Raman signal at frequencies between 1100 and 1200 cm−1 
(see for example Mysen et al. 1982 and references therein). In the Na25 Raman spectrum, one 
can account for Q4 vibrations using one band, located near 1150 cm−1 (see for instance Mysen 
2003, Le Losq and Neuville 2013, and Le Losq et al. 2014). 

Figure 11 also shows the Raman spectra for depolymerize glasses with high MO content, 
in this case the intensity maximum of the T-O-T stretching bands show clearly Si in Q0 and 
Q1 species like for the Mg62 and Mg56 Raman spectra. Figure 12 shows the variation of Q 
species as a function of proportion of network modifier content and the average frequency 
for each Q species. The wavenumbers are given approximately and depend on the alkali or 
alkaline-earth elements.

Figure 12. schematic representation Q species as a function of M2O, M = Li, Na, K, Ca/2, Mg/2, Sr/2, Ba/2 
for silicate glasses and Raman wavenumbers for each Q species.
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Aluminosilicate glasses

In the case of aluminosilicate glasses Al substitutes for Si in tetrahedral positions (Seifert 
et al. 1982; Neuville and Mysen 1996; Neuville et al. 2004, 2006, 2008; Le Losq et al. 2014). 
Similar vibrations and combination can be observed for Al as for Si. Al can be in Q4, Q3 and 
Q2 units (McMillan and Piriou 1983; Neuville et al. 2008, 2010; Licheron et al. 2011) and the 
proportion of different Q species depends on the silica content. Along the tectosilicate join, 
Al is only in Q4 species whatever the charge compensator, Na, Ca, Mg (Neuville and Mysen 
1996; Neuville et al. 2004, 2006, 2008); Le Losq et al. 2014. Generally, for more than 33 
mol% of SiO2 in peralkaline compositions, Al is only in Q4. At lower content in silica, Al can 
be in Q3 and Q2 species in particular on aluminate glasses. Figure 13a,b shows the Raman 
spectra of calcium aluminosilicate glasses along the tectosilicate join that illustrate clearly 
the strong substitution between Si and Al, in particular for T-O-T stretching vibrations. The 
Figure 13b shows that Al substitutes for Si in the Si-O-Si vibration, to obtain finally an Al-O-
Al vibration for the CA50.00 glass (calcium aluminate) (McMillan and Piriou 1983; Neuville 
et al. 2010; Licheron et al. 2011). We clearly observe that these wavenumber variations as a 
function of SiO2 content are the same whatever the network modifier. 
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Figure 13. a) Raman spectra of calcium 
aluminosilicate glasses between 0 and 76 
mol% silica (calcium aluminosilicate glass 
names correspond to CAX.Y with X=SiO2, 
Y = Al2O3, CaO = 100-(X+Y), X and Y are in 
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and Neuville et al. 2010); b) frequencies of 
the 3 deconvoluted Raman bands in the high 
frequency domain of Figure 13a. Data are 
compiled from Neuville et al. (2008), square, 
circle and triangle are respectively for NAS, 
MAS, and CAS glass systems (NAS = Na2O-
Al2O3-SiO2; MAS = MgO-Al2O3-SiO2; CAS 
= CaO-Al2O3-SiO2).
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Borosilicate glasses

Similar observations can be made for borate or borosilicate glasses (Fig. 14). Linear 
variations of the Q distribution can be observed as a function of the B2O3/SiO2 ratio (Lenoir et 
al. 2008). With B2O3, a broad band near 1500 cm−1 and a narrow band slightly below 800 cm−1 
markedly develop when the B2O3 content increases. Correlatively, the strong feature present 
near 1100 cm−1 in B2O3-free glasses becomes much less intense. Finally, below 600 cm−1, the 
spectral changes are more subdued even though an initially sharp decrease in band intensity is 
observed when B2O3 is introduced. These observations are thus consistent with the separation 
of the Raman spectra of borosilicates into four different frequency ranges. Between 1600 and 
1200 cm−1, the bands are associated with stretching of B-O− bonds (O− = NBO) attached to 
large borate groups (Kamitsos et al. 1987; Chryssikos et al. 1990). Near 800 cm−1, the narrow 
band observed represents breathing vibrations of the so-called boroxol rings, which are made 
up of three corner-sharing BO3 triangles (Iliescu et al. 1993; Meera and Ramakrishna 1993; 
Manara et al. 2009a,b). In borosilicates, this peak overlaps with another peak found near 770 
cm−1, which has been assigned by Maniu et al. (2003) to the symmetric breathing vibrations of 
six-membered rings of BO4 tetrahedra (i.e., triborate, tetraborate or pentaborate). Finally, the 
bands observed below 600 cm−1 in silicates are attributed to Si-O-Si bending modes, coupled 
with tetrahedral O-Si-O bending vibrations. The shoulder at 590 cm−1 near the main peak 
observed around 530 cm−1 has often been assigned to symmetric oxygen breathing vibrations 
of three-membered siloxane rings (Matson et al. 1983; Tsujimura et al. 2004).

Between 1200-1600 cm−1, two Gaussian bands can be fitted to the spectra. The band 
centered on 1410 cm−1 is due to BØ2O− triangles (Ø = bridging oxygen) linked to BØ4

− units 
whereas the band at about 1490 cm−1 has been assigned to BØ2O− triangles linked to other 
BO3 units (Akagi et al. 2001; Cormier et al. 2006). However, a clear band appears around 
630 cm−1 corresponding to BO4 tetrahedra bonding with silicate units, similar to those found 
in danburite (Manara et al. 2009a,b). Recently by doing a full deconvolution of borosilicate 
Raman spectra Cochain et al. (2012) showed that it is possible to determine the N4, BO4/
(BO3+BO4) ratio from the Raman spectra and they found similar results to those obtained from 
B K-edge XANES or NMR spectroscopy. 
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Figure 14. Raman spectra of borosilicate glasses between sodium tetrasilicate (NB80.20) and tetraborate 
glasses (NB0-20) data from Lenoir et al. (2008). Sodium borosilicate glass names correspond to NBX.Y 
with X = SiO2, Y = Na2O, B2O3 = 100-(X+Y), X and Y are in mol%.
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Titanosilicate glasses

Several studies have been made on titanosilicate glasses by Raman spectroscopy 
(Henderson and Fleet 1995; Mysen and Neuville 1995; Reynard and Webb 1998). Generally 
a strong band appears near 880-900 cm−1 upon addition of TiO2 content (Mysen and Neuville 
1995; Reynard and Webb 1998). But from Raman spectroscopy it is difficult to obtain 
information on the coordination number of Ti in glass. However, Henderson and Fleet (1995) 
were able to use Raman spectroscopy to indicate the presence of five- and six-fold Ti in a series 
of silicate, alkali-silicate and alkaline-earth silicate glasses. They based their interpretation 
on comparison of the glass spectra with Ti-containing mineral standards, along with subtle 
changes in band shape, position and intensity as TiO2 was added to the glass. As Henderson 
and Fleet (1995) point out, the band observed around 800-900 cm−1 is not directly attributable 
to Ti specifically but to the effect of added Ti on the silicate vibrations (See Henderson and 
Fleet 1995 for a discussion). Its presence by itself does not indicate a specific Ti coordination 
without a careful and detailed analysis of the compositional effects on the glass Raman spectra.

Iron silicate glasses

Iron is an important element for natural and industrial glasses, but Fe can be in different 
coordinations as a function of the Fe2+/Fe3+ ratio. Fe2+ is essentially in six-fold coordination and 
acts as a charge compensator or network modifier whereas Fe3+ can be in four-fold coordination 
or six fold coordination and in four-fold coordination can act as a network former (Mysen et 
al. 1980c, 1985a,b; Dingwell and Virgo 1987; Magnien et al. 2006; Cochain et al. 2012). In 
silicate glasses with 5 mol% of FeO, a strong band is clearly visible as a function of the redox 
state (Magnien et al. 2006). This band at 990 cm−1 increases when the redox state (Fe3+/ΣFe) 
varies from 0.22 to 0.97. The band intensity increases with Fe3+ content and becomes the main 
band of the entire spectrum at high-Fe3+ content (Fig. 15). The intensity of the band clearly 
correlates with the Fe3+ abundance at constant iron content. In accordance with these trends, 
this band is lacking in the spectrum of the most reduced sample in the same way as it is absent 
in the iron-free glass (Magnien et al. 2006; Cochain et al. 2012). This band near 990 cm−1 
clearly correlates with the abundance of Fe3+, and Cochain et al. (2012) assign it to a vibration 

Figure 15. Raman spectra of borosilicate glasses with 5% of FeO with different ratio Fe3+/Fetot (adapted 
from Cochain et al. 2012).
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involving stretching of Fe3+-O bonds (Magnien et al. 2006; Cochain et al. 2012). This is well 
correlated with previous studies (Mysen et al. 1985b; Magnien et al. 2004; Cochain et al. 
2012) where in iron-rich MO-SiO2 systems (M = Ba2+, Sr2+, Ca2+, Mg2+) the band is associated 
with stretching vibrations of IVFe3+-O bonds and the decreased intensity of this band to the 
disappearance of tetrahedrally-coordinated ferric iron similar to that observed in the system 
SiO2-CaO-MgO-Na2O-FeO by Magnien et al. (2006), also attributed to stretching of IVFe3+-O 
bonds. With the increase in the Fe3+ proportion, an increase in the number of bridging oxygens 
(n) is also observed in the Qn species (Cochain et al. 2012).

With a low redox state, the proportion of Fe2+ is higher than Fe3+, and Fe2+ can act as 
a charge compensator or network modifier which produces a decrease in the Q speciation 
(Magnien et al. 2006; Cochain et al. 2012). Raman can be an interesting tool to investigate 
redox state, but it is important to choose an appropriate excitation line, and to work with low 
laser power because at high power you can heat and locally melt the glass.

Volatiles in glasses

Gas, volatile elements and water have a strong Raman signature and are generally easy 
to investigate. However, it is more complicated to study dissolved gases and volatiles in glass. 
CO2, H2O, N2, SO4 dissolved in glass have been studied by several authors (Verweij et al. 
1977; Mysen et al. 1980b; Mysen and Virgo 1980; Thomas 2000; Behrens et al. 2006; Roskosz 
et al. 2006; Le Losq et al. 2012, 2013; Thomas et al. 2008; Lenoir et al. 2009). Recently, Le 
Losq et al. (2012) have proposed a new baseline correction to quantify the water concentration 
and speciation in silicate glasses and melts. 

To determine the water concentration, Le Losq et al. (2012) used a robust reproducible 
method to smooth and interpolate a baseline below the regions of interest, particularly in the 
silicate part of the Raman spectrum. They used general cross validated splines which perform 
an optimised smoothing and interpolation of a smooth function with known random noise (a 
FORTRAN code of the algorithm, references and credits can be found at http://www.netlib.
org/gcv/gcvspl). A set of zones devoid of signal are defined, the Background Interpolation 
Regions (BIR), in order to constrain the baseline. The algorithm will smooth the data and allow 
interpolation within and between the chosen BIRs, taking into account the estimated standard 
errors and a smoothing factor. The baseline is constrained in the high frequency region (2700-
4000 cm−1) using 2 BIRs; defined between 2700-2800 cm−1 to 3100 cm−1, and from 3750 cm−1 
to the end of the spectrum as illustrated in the Figure 16. The BIRs are maintained constant 

Figure 16. Raman spectra 
of albite glass with 3.5% 
of water (from Le Losq et 
al. 2012) the dashed zones 
correspond to the BIRs 
(adapted from Le Losq et 
al. 2012).



532 Neuville, de Ligny, Henderson

regardless of the composition of the sample. In this manner the high frequency region due to the 
presence of water can then be fitted using standard curve fitting methods. In the low frequency 
region, the baseline is constrained by three to four BIRs and then fit with the appropriate curves 
representative of the Si-O vibrational bands. To take into account chemistry effects, the BIRs 
are dependent on composition. For a single chemical composition, the BIRs are kept constant 
regardless of the glass water content. The first BIR is located at the beginning of the spectrum 
at 0-150 cm−1 and is not dependent upon composition. In the 150-1200 cm−1 region, two others 
BIRs are defined and their positions are dependent on silica content (Fig. 16). To place these 
BIRs and to constrain their position their slopes should tend to the horizontal. Le Losq et al. 
(2012) show that for similar compositions, BIRs values are quite similar. However, a shift to 
lower frequencies can be observed when silica content decreases. BIRs allow us to establish a 
unique calibration for a large chemical set of glasses. 

By following the baseline correction proposed by Le Losq et al. (2012) it is possible to 
quantify water content in silicate glasses and melts reasonably accurately. The procedure can 
also be applied to investigate other volatiles such as sulfate, CO2, and N2, in silicate glasses. 
Figure 17 shows Raman spectra of a KS4 glass containing CO2 where a strong band is visible 
near 1080 cm−1 and can be attributed to ν1 stretching vibration of C-O in the CO3

2− molecule 
linked to the Si-Al network following (Mysen and Virgo 1980; Guillot and Sator 2011). By 
doing a deconvolution of the 800-1200 cm−1 region for different Q species plus a Gaussian 
band for the ν1 stretching C-O vibration, it is possible to quantify the CO2 concentration in 
glasses or melt (Amalberti et al. 2014). Similar methods have been used for investigating 
SO4

2− (Manara et al. 2007; Lenoir et al. 2009, 2010), N2 (Roskosz et al. 2006) and can be made 
on others volatiles elements or halogens like I, Br, Cl…

Fluid inclusions

Fluid inclusions are memories of the parental liquid state trapped in a crystal during mag-
ma evolution. By investigating fluid inclusions, volcanologists can determine the history of 
a volcanic eruption (Nasdala et al. 2003; Metrich et al. 2011). But a fluid inclusion is a glass 
inside a crystal so to obtain good Raman spectra, a confocal system is needed. However, Raman 
spectra of fluid inclusions are often the sum of the Raman spectra of the crystal and the glass. In 

Figure 17. Raman spectra of KS4 glass with dissolved CO2. (Raman spectra made with T64000 Jobin-
Yvon Raman spectrometer, with 488 nm excitation line).
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this case, the Raman spectrum of the inclusion can be obtained easily by subtracting the spec-
trum of the mineral host from the raw spectrum (Fig. 18). Finally, volatiles in fluid inclusions 
can be determined by Raman spectroscopy as in the previous paragraph for volatiles in glass.

In situ Raman spectroscopy

While in situ Raman spectroscopy can be performed at high temperature (see for example, 
Mysen and Frantz 1992, 1993, 1994a,b; Mysen and Neuville 1995; Neuville and Mysen 1996; 
Cormier et al. 2006; Magnien et al. 2006; Yano et al. 2003a,b; Le Losq and Neuville 2013; 
Le Losq et al. 2013), at high pressure (for example, Sharma et al. 1979; Hemley et al. 1986; 
Durben and Wolf 1992; Reynard et al. 1999; Kleppe et al. 2001; Champagnon et al. 2007; 
Deschamps et al. 2009; Kojitani et al. 2013) it is also possible to investigate dynamic processes 
at high temperature or high pressure, for example boron oxygen coordination changes induced 
by temperature or nucleation and growth process. 

Change of boron oxygen coordination at high temperature. As we saw in the previous 
section, Raman spectra of borosilicates offer a distinct signature of boron oxygen coordination. 
Indeed vibrational bands around 1400-1500 cm−1 are assigned to BO3 units and the narrow 
band at 630 cm−1 to BO4 units associated with the silicate network. Consequently, these glasses 
appear to be good candidates for investigating the dynamic behaviour of the boron units with 
temperature. For example, a borosilicate glass of composition 63SiO2-17B2O3-17Na2O-
3Cs2O has been investigated with Raman spectroscopy and a Linkam© heating stage, and 
spectra are shown in Figure 19. Up to the glass transition at 850 K, the spectra do not exhibit 
any significant changes. A small shift toward lower frequency due to anharmonicity can be 
noticed. At higher temperature a fast drop in intensity of the BO4 band is observed along with 
an increase in the area of the BO3 band (Fig. 20a). Similar studies have been reported by in situ 
NMR or on glasses quenched from different temperatures (for example Sen et al. 2007, Wu 
and Stebbins 2010). An advantage of Raman spectroscopy is the ability to follow the changes 
in the structure of the silica-network at the same time. It can be seen in Figure 19 that above the 
glass transition the silicate vibrational band around 1000 cm−1 increases strongly in intensity 
and moves to lower frequency. To show more explicitly this change the Qn bands have been 

Figure 18. Example of fluid inclusion analysis by Raman spectroscopy. 
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Figure 19. 3D block plot of the Raman spectra of a borosilicate glass and melt versus temperature. The 
spectra were collected with 532 nm laser excitation. The different boron units are shown. Distinct changes 
in the spectra occur at 850 K, the glass transition temperature.

Figure 20. Evolution of Raman band area versus temperature: a) area of the total BO3 contribution around 
1400-1500 cm−1; b) Area ratio between Qn contributions after deconvolution of the 1000 cm−1 silicate 
region (Angeli et al. 2012). 
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fitted using Gaussian functions representing the different Qn species. Figure 20b shows the 
area ratio of low n Q species and the Q4 contribution. There is a strong correlation between 
the Q species behaviour and the area of the BO3 band reported in Figure 20a. This suggests a 
strong relationship between the silicate network and the boron-network. This can be explained 
by the reaction BO4 + Qn → BO3 + Qn−1 proposed by Sen et al. (1998).

In situ crystallization. In the nuclear waste storage context, a possible solution could be 
the use of a glass ceramic in which the fission products and minor actinides are concentrated in 
crystals within a glass matrix. This solution would take advantage of the better stability of the 
crystal and the easy processing of glasses. For a first step all the elements would be dissolved 
in the liquid state then quenched. In a second step crystals would be nucleated and grown by 
heat treatment. Knowledge of the optimal 
process parameters, time and tempera-
ture, are needed and in situ experiments 
are highly suitable for determining these 
parameters (Putnis 1992). For example 
by looking at a borosilicate glass compo-
sition with around 4 mol% of Nd2O3 (a 
good candidate to simulate nuclear waste 
encapsulation material) such crystalliza-
tion can be observed directly by doing HT 
in situ experiments. Some silico-apatite 
(Ca2Nd8[SiO4]6O2) crystallized within the 
glass during isothermal heat treatments. 
A Pt-Rh10% heating wire was used to 
quench the glass and perform the heat 
treatments (see Neuville et al. 2014, this 
volume). Its very low thermal inertia al-
lowed very quick temperature equilibra-
tion (de Ligny and Neuville 2013; Neu-
ville and Cormier 2013). Raman spectra 
were recorded every 10 minutes during 
two isothermal heat treatments at 1090 K 
and 1220 K and are shown in Figure 21. 
At 820 °C the first crystal peaks can be 
observed after 1 h 16 min. Later, crystal 
growth takes place and seems to reach 
its maximum after 3 h 16 min. At 950 °C 
crystals appeared as soon as 9 min from 
the start of the isotherm and are totally 
crystallized after 1 h 18 min. Therefore 
as temperature rises both initial crystal-
lization and final crystallization time de-
creases. This is characteristic of a thermal 
activated process. Combined with other 
isotherms not presented here similar ac-
tivation energies of 150±30 kJ/mol are 
measured for both the initial crystalliza-
tion time ignition and the crystal growth. 
This last result is consistent with Nd self-
diffusion which controls both nucleation 
and crystal growth.

Figure 21. Raman spectra of the melt during isother-
mal crystallization at 820 °C and 950 °C. The spectra 
were collected under 514 nm excitation every 11 min 
with an integration time of 9 min. The spectra were cor-
rected for baseline and temperature effects (see above). 
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CONCLUSIONS

Raman spectroscopy is a powerful tool to investigate minerals, gases, glasses, and 
disordered materials at room temperature. By coupling Raman spectroscopy with a high-
pressure apparatus or high temperature device, it is also possible to investigate the structure of 
these materials in situ and to follow phase transformations and thermodynamic processes. For 
a long time Raman spectroscopy was confined to research labs. However its non-destructive 
properties and long working distance coupled with the lowering of laser prices have made 
it much more practical for everyday use. For example, Raman spectroscopy is now used to 
investigate quality control during industrial processes, to make pressure and temperature 
sensors, follow volatile speciation in exhaust fumes, and to detect pollutant organic compounds 
in effluent, to name a few. With the new small and compact instruments available today, it is 
possible to make direct Raman spectroscopic analyses on-site such as at volcanoes, polluted 
industrial sites, or on a picture or a sculpture in a museum. Raman spectroscopy is an excellent 
tool to investigate a multitude of different materials but the absence of an interactive database 
leads to difficulties with analysis and interpretation of the data. The RRUFF database (http://
rruff.info) is very useful and an asset for the mineralogical community. However its use is 
somewhat limited because one needs to have some idea of the chemical composition of the 
material under investigation.

REFERENCES

Akagi R, Ohtori N, Umesaki N (2001) Raman spectra of K2O–B2O3 glasses and melts. J Non-Cryst Solids 
293/295:471-476

Albrecht MG, Creighton JA (1977) Anomalously intense Raman spectra of pyridine at a silver electrode. J Am 
Chem Soc 99:5215-5217

Amalberti J, Neuville DR, Sarda Ph, Sator N, Guillot B (2014) Quantification of CO2 in silicates glasses and 
melts using Raman spectroscopy. Geochim Cosmochim Acta (submitted)

Angel SM, Gomer NR, Sharma SK, McKay C (2012) Remote Raman spectroscopy for planetary exploration: a 
review. App Spectrosc 66:137-150

Angeli F, Villain O, Schuller S, Charpentier T, de Ligny D, Bressel L, Wondraczek L (2012) Effect of temperature 
and thermal history on borosilicate glass structure. Phys Rev B 85:054110

Balan E, Neuville DR, Trocellier P, Fritsch E, Muller JP, Calas G (2001) Zircon metamictization, zircon stability 
and zirconium mobility. Am Mineral 86:1025-1033 

Bates D, Quist A (1972) Polarized Raman spectra of β-quartz. J Chem Phys 56:1529-1533
Behrens H, Roux J, Neuville DR, Siemann M (2006) Quantification of dissolved H2O in silicate glasses using 

Raman spectroscopy. Chem Geol 229:96-113
Bell RJ, Bird NF, Dean P (1968) The vibrational spectra of vitreous silica, germania and beryllium fluoride. J 

Phys C Solid State 1:299-303
Bell RJ, Dean P (1972) Localization of phonons in vitreous silica and related glasses. In: International Conference 

on the Physics of Non-Crystalline Solids 3rd. Douglas RW, Ellis B (eds) Wiley-Interscience, p 443-452
Brawer SA, White WB (1975) Raman spectroscopic investigation of the structure of silicate glasses. I. The 

binary alkali silicates. J Chem Phys 63:2421-2432
Bucheneau U, Prager M, Nucker N, Dianoux AJ, Ahmad N, Phillips WA (1986) Low-frequency modes in 

vitreous silica. Phys Rev B 34:5665-5673
Cabannes J (1928) Un nouveau phénomène d’optique : les battements qui se produisent lorsque des molécules 

anisotropes en rotation et vibration diffusent de la lumière visible ou ultraviolette. CR Acad Sci 186:1201-
1202

Cabannes J (1931) Règles de polarization des raies Raman dans les cristaux. CR Acad Sci 193:2134-2136
Cabannes J, Rocard Y (1928) Les observations de Mr Raman sur le nouveau type de radiation secondaire. J 

Phys 10:32-34
Cabannes J, Rousset A (1932) Les règles de polarisation des raies de Raman dans les liquides. Enoncés 

théoriques et vérifications expérimentales. CR Acad Sci 194:79-81
Chabiron A, Pironon J, Massare D (2004) Characterization of water in synthetic rhyolitic glasses and natural 

melt inclusion by Raman spectroscopy. Contrib Mineral Petrol 146:485-492
Champagnon B, Martinet C, Coussa C, Deschamps T (2007) Polyamorphism: Path to new high density glasses 

at ambient conditions. J Non-Cryst Solids 353:4208-4211



Advances in Raman Spectroscopy 537

Cheng J-X (2004) Coherent anti-Stokes Raman scattering microscopy: instrumentation, theory, and applications. 
J Phys Chem B 108:827-840

Chryssikos GD, Kamitsos EI, Patsis AP, Bitsis MS, Karakassides MA (1990) The devitrification of lithium 
metaborate: polymorphism and glass formation. J Non-Cryst Solids 126:42-51

Cialla D, Marz, A, Bohme R, Theil F, Weber K, Schmitt M, Popp J (2012) Surface-enhanced Raman spectroscopy 
(SERS):progress and trends. Anal Bioanal Chem 403:27-54

Cochain B, Neuville D R, Henderson GS, McCammon C, Pinet O, Richet P (2012) Iron content, redox state and 
structure of sodium borosilicate glasses:A Raman, Mössbauer and boron K-edge XANES spectroscopy 
study. J Am Ceram Soc 94:1-12

Cormier L, Majérus O, Neuville DR, Calas G (2006) Temperature-induced structural modifications between 
alkali borate glasses and melts. J Am Ceram Soc 89:13-19

Das RS, Agrawal YK (2011) Raman spectroscopy: recent advancements, techniques and applications. Vib 
Spectrosc 57:163-176

de Ligny D, Neuville DR (2013) La spectrométrie Raman: un outil de choix pour l’étude des mécanismes de 
nucléation et de croissance cristalline. In: Du verre au Cristal: Nucléation, Croissance et Démixtion, de 
la Recherche aux Applications. Neuville DR, Cormier L, Caurant D, Montagne L (eds) EDP-Sciences, p 
285-309

Denisov VN, Mavrin BN, Podobedov VB, Sterin KE, Varshal BG (1984) Law of conservation of momentum 
and rule of mutual exclusion for vibrational excitations in hyper-Raman and Raman spectra of glasses. J 
Non-Cryst Solids 64:195-210

Denisov VN, Mavrin BN, Podobedov YB (1987) Hyper-Raman Scattering by vibrational excitations in crystals, 
glasses and liquids. Phys Rep 151:1-92

Deschamps T, Martinet C, Neuville DR, de Ligny D, Coussa C, Champagnon B (2009) Silica under hydrostatic 
pressure: a non continuous medium behavior. J Non-Cryst Solids 355:2422-2425 

Dingwell DB, Virgo D (1987) The effect of oxidation state on the viscosity of melts in the system Na2O-FeO-
Fe2O3-SiO2. Geochim Cosmochim Acta 51:195-205

Dresselhaus MS, Dresselhaus G, Jorio A (2010) Group Theory, Application to the Physics of Condensed Matter. 
Springer-Verlag, Berlin

Dubessy J, Caumon M-C, Rull F (2012) Raman spectroscopy applied to Earth Sciences and Cultural Heritage. 
European Mineralogical Union Volume 12. Cambrian Printers, Aberystwyth, UK

Durben DJ, Wolf GH (1992) High-temperature behavior of metastable MgSiO3 perovskite: A Raman 
spectroscopic study. Am Mineral 77:890-893

Etchepare J, Merian M, Smetankine L (1974) Vibrational normal modes of SiO2. I. α and β quartz. J Chem Phys 
60:1873-1879

Fleischmann M, Hendra PJ, McQuillan AJ (1974) Raman spectra of pyridine adsorbed at a silver electrode. 
Chem Phys Lett 26:163-66 

Frantz JD, Mysen BO (1995) Raman spectra and structure of BaO-SiO2, SrO-SiO2 and CaO-SiO2 melts to 
1600°C. Chem Geol 121:155-176

Fukumi K, Hayakawa J, Komiyama T (1990) Intensity of Raman band in silicate glasses. J Non-Cryst Solids 
119:297-302

Furukawa T, Fox KE, White WB (1981) Raman spectroscopic investigation of the structure of silicate glasses. 
III. Raman intensities and structural units in sodium silicate glasses. J Chem Phys 75:3226-3237

Galeener FL (1979) Band limits and the vibrational spectra of tetrahedral glasses. Phys Rev B 19:4292-4397
Galeener FL (1982a) Planar rings in vitreous silica. J Non-Cryst Solids 49:53-62
Galeener FL (1982b) Planar rings in glasses. Solid State Commun 44:1037-1040
Galeener FL, Lucovsky G (1976) Longitudinal optical vibrations in glasses: GeO2 and SiO2. Phys Rev Lett 

37:1474-1478
Galeener FL, Sen PN (1978) Theory for 1st-order vibrational-spectra of disordered solids. Phys Rev B 17:1928-

1933
Galeener FL, Leadbetter AJ, Stringfellow MW (1983) Comparison of the neutron, Raman, and infrared 

vibrational spectra of vitreous SiO2, GeO2, and BeF2. Phys Rev B 27:1052-1078
Galeener FL, Barrio RA, Martinez E, Elliott RJ (1984) Vibrational decoupling of rings in amorphous solids. 

Phys Rev Lett 53:2429-2432
Gillet Ph, Barrat JA, Deloule E, Wadhwa W, Jambon A, Sautter V, Devouard B Neuville DR, Benzerara K, 

Lesourd M (2002) Aqueous alteration in the North west Africa 817 (NWA 817) Martian meteorite. Earth 
Planet Sci Lett 203:431-444

Guillot B, Sator N (2011) Carbon dioxide in silicate melts: A molecular dynamics simulation study. Geochim 
Cosmochim Acta 75:1829-1843

Harris DC, Bertolucci MD (1978) Symmetry and Spectroscopy: An Introduction to Vibrational and Electronic 
Spectroscopy. Oxford University Press, New York

Hass M (1969) Temperature dependence of the Raman spectrum of vitreous silica. Solid State Commun 7:1069-
1071



538 Neuville, de Ligny, Henderson

Hass M (1970) Raman spectra of vitreous silica, germania and sodium silicate glasses. J Phys Chem Solids 
31:415-42

Hawthorne FC (ed) (1988) Spectroscopic Methods in Mineralogy and Geology. Volume 18 Reviews in 
Mineralogy. Mineralogical Society of America

Hehlen B (2010) Inter-tetrahedra bond angle of permanently densified silicas extracted from their Raman 
spectra. J Phys Condens Matter 22:025401-25411

Hehlen B, Courtens E, Vacher R, Yamanaka A, Kataoka M, Inoue K (2000) Hyper-Raman scattering observation 
of the Boson peak in vitreous silica. Phys Rev Lett 84:5355-5358

Hehlen B, Courtens E, Yamanaka A, Inoue K (2002) Nature of the Boson peak of silica glasses from hyper-
Raman scattering. J Non-Cryst Solids 307-310:87-91

Hemley RJ, Mao HK, Bell PM, Mysen BO (1986) Raman spectroscopy of SiO2 glass at high pressure. Phys 
Rev Lett 57:747-750

Henderson GS, Fleet ME (1995) The structure of Ti silicate glasses by micro-Raman spectroscopy. Can Mineral 
33:399-408

Herzberg G (1945a) Molecular spectra and molecular structure. I. Spectra of diatomic molecule. Princeton Press
Herzberg G (1945b) Molecular spectra and molecular structure. II. Infrared and Raman spectra of polyatomic 

molecules. Princeton Press 
Hibben JH (1933) Raman spectra in inorganic chemistry. Chem Rev 13:345-478
Hibben JH (1936) Raman spectra in organic chemistry. Chem Rev 18:1-231
Hollaender A, Williams JW (1929) The molecular scattering of light from solids. Plate glass. Phys Rev 34:380-

381
Hollaender A, Williams JW (1931) The molecular scattering of light from amorphous and crystalline solids. 

Phys Rev 38:1739-1744
Iliescu T, Simon S, Maniu D, Ardelean I (1993) Raman spectroscopy of oxide glass system (1−x)

[yB2O3·zLi2O]·xGd2O3. J Mol Struct 294:201-203
Jeanmarie DL, Van Duyne RP (1977) Surface Raman spectroelectrochemistry. Part 1: heterocyclic, aromatic, 

and aliphatic amines adsorbed on the anodized silver electrode. J Electroanal Chem 84:120-127 
Kalampounias AG, Yannopoulos SN, Papatheodorou GN (2006) Temperature-induced structural changes in 

glassy, supercooled, and molten silica from 77 to 2150 K. J Chem Phys 124:014504-014509
Kamitsos EI, Karakassides MA, Chryssikos GD (1987) Vibrational-spectra of magnesium-sodium-borate 

glasses. 1. Far-infrared investigation of the cation-site interactions. J Phys Chem 91:1067-1073
Karr C (1975) Infrared and Raman spectroscopy of lunar and terrestrial minerals. Academic Press 
Kingma KJ, Hemley RJ, Mao H, Veblen D (1993) New high-pressure transformation in α-quartz. Phys Rev Lett 

70:3927-3932 
Kleinman DA, Spitzer WG (1962) Theory of the optical properties of quartz in the infrared. Phys Rev 125:16-30
Kleppe AK, Jephcoat AP, Olijnyk H, Slesinger AE, Kohn SC, Wood BJ (2001) Raman spectroscopy study of 

hydrous wadsleyite (β-Mg2SiO4) to 50 GPa. Phys Chem Mineral 28:232-241
Kojitani H, Többens DM, Akaogi M (2013) High-pressure Raman spectroscopy, vibrational mode calculation, 

and heat capacity calculation of calcium ferrite-type MgAl2O4 and CaAl2O4. Am Mineral 98:197-206
Kravets VG, Kolmykova VY (2005) Optics and spectroscopy, Raman scattering of light in silicon nanostructures: 

first and second order spectra. Opt Spectrosc 99:68-73
Landsberg G, Mandelstam L (1928) A new occurrence in the light diffusion of crystals. Naturwissenschaften 

16:557-558
Lazarev AN (1972) Vibrational Spectra and Structure in Silicates. Consultant Bureau New-York, 350 pp
Le Losq Ch, Neuville DR (2013) Effect of K/Na mixing on the structure and rheology of tectosilicate silica-rich 

melts. Chem Geol 346:57-71
Le Losq Ch, Neuville DR, Moretti R, Roux J (2012) Water quantification and speciation in silicate melt using 

Raman spectroscopy. Am Mineral 97:779-791
Le Losq Ch, Moretti R, Neuville DR (2013) Speciation and amphoteric behavior of water in aluminosilicate 

melts and glasses: high-temperature Raman spectroscopy and reaction equilibria. European Journal of 
Mineralogy 25:777-790

Le Losq Ch, Neuville DR, Florian P, Henderson GS, Massiot D (2014) Role of Al3+ on rheology and nano-
structural changes of sodium silicate and aluminosilicate glasses and melts. Geochim Cosmochim Acta 
126:495-517

Lenoir M, Grandjean A, Linard Y, Cochain B, Penelon B, Neuville DR (2008) The influence of the Si, B 
substitution and of the nature of network modifying cations on the properties and structure of borosilicate 
glasses and melts. Cheml Geol 256:316-325

Lenoir M, Grandjean A, Poissonnet S, Neuville DR (2009) Quantification of sulfate solubility in borosilicate 
glasses using in situ Raman spectroscopy. J Non- Cryst Solids 355:1468-1473

Lenoir M, Neuville DR, Malki M, Grandjean A (2010) Volatilization kinetics of sulphur from borosilicate 
melts:a correlation between sulphur diffusion and melt viscosity. J Non-Cryst Solids 356:2722-2727



Advances in Raman Spectroscopy 539

Licheron M, Montouillout V, Millot F, Neuville DR (2011) Raman and 27Al NMR structure investigations of 
aluminate glasses:(1-x)Al2O3-xMO, with M = Ca, Sr, Ba and 0.5<x<0.75). J Non Cryst Solids 257:2796-
2801

Long DA (1977) Raman Spectroscopy. McGraw-Hill
Long DA (2002) The Raman effect: A unified treatment of the theory of Raman scattering by molecules. J Wiley 

and Sons
Magnien V, Neuville DR, Cormier L, Mysen BO, Richet P (2004) Kinetics of iron oxidation in silicate melts:A 

preliminary XANES study. Chem Geol 213:253-263 
Magnien V, Neuville DR, Cormier L, Roux J, Pinet O, Richet P (2006) Kinetics of iron redox reactions: A high-

temperature XANES and Raman spectroscopy study. J Nucl Mater 352:190-195
Malinovsky, VK, Sokolov AP (1986) The nature of the boson peak in Raman scattering in glasses. Solid State 

Commun 57:757-761
Manara D, Grandjean A, Pinet O, Dussossoy JL, Neuville DR (2007) Sulphur behaviour in silicate glasses and 

melts:implications for sulphate incorporation in nuclear waste glasses as a function of alkali cation and 
V2O5 content. J. Non-Cryst Solids 353:12-23

Manara D, Grandjean A, Neuville DR (2009a) Advances in understanding the structure of borosilicate glasses:A 
Raman spectroscopy study. Am Mineral 94:777-784

Manara D, Grandjean A, Neuville DR (2009b) Structure of borosilicate glasses and melts: a revision of the Yun, 
Bray and Dell model. J Non-Cryst Solids 355:2528-2532

Maniu D, Iliescu T, Ardelean I, Cinta S, Tarcea N, Kiefer W (2003) Raman study on B2O3-CaO glasses. J Mol 
Struct 651-653:485-488

Matson DW, Sharma SK, Philpotts JA (1983) The structure of high-silica alkali silicate glasses: A Raman 
spectroscopic investigation. J Non-Cryst Solids 58:323-352

McMillan P (1984) Structural studies of silicate glasses and melts - Applications and limitations of Raman-
spectroscopy. Am Mineral 69:622-644

McMillan PF (1985) Vibrational spectroscopy in the mineral sciences. Rev Mineral 4:9-63
McMillan PF, Hess AC (1988) Symmetry, group-theory and quantum-mechanics. Rev Mineral 18:11-61
McMillan PF, Hofmeister AM (1988) Infrared and Raman-spectroscopy. Rev Mineral 18:99-159
McMillan PF, Piriou B (1982) The structures and vibrational spectra of crystals and glasses in the silica-alumina 

system. J Non-Cryst Solids 53:279-298
McMillan PF, Piriou B (1983) Raman spectroscopy of calcium aluminate glasses and crystals. J Non-Cryst 

Solids 55:221-242
McMillan PF, Wolf GH, Poe BT (1992) Vibrational spectroscopy of silicate liquids and glasses. Chem Geol 

96:351-366
McMillan PF, Poe BT, Gillet P, Reynard B (1994) A study of SiO2 glass and supercooled liquid to 1950 K via 

high-temperature Raman spectroscopy. Geochim Cosmochim Acta 58:3653-3664
Meera BN, Ramakrishna J (1993) Raman spectral studies of borate glasses. J Non-Cryst Solids 159:1-16
Metrich N, Allard P, Aiuppa A, Bani P, Bertagnini P, Shinohara H, Parello F, Dimuro A, Garaebiti E, Belhadj 

O, Massare D (2011) Magma and volatile supply to post-collapse volcanism and block resurgence in Siwi 
Caldera (Tanna Island,Vanuatu Arc). J Petrol 52:1077-1105

Minsky M (1961) US-Patent US3013467 (A) Microscopy apparatus − 1961-12-19
Mulliken RS (1929) Band spectra and chemistry. Chem Rev 6:503-545
Mulliken RS (1931) Bonding power of electrons and theory of valence. Chem Rev 9:347-388
Mysen BO (1999) Structure and properties of magmatic liquids: from haplobasalt to haploandesite. Geochim 

Cosmochim Acta 63:95-112
Mysen BO (2003) Physics and chemistry of silicate glasses and melts. Eur J Mineral 15:781-802
Mysen BO, Frantz JD (1992) Raman spectroscopy of silicate melts at magmatic temperatures:Na2O-SiO2, K2O-

SiO2 and Li2O-SiO2 binary compositions in the temperature range 25-1475 °C. Chem Geol 96:321-332
Mysen BO, Frantz JD (1993) Structure and properties of alkali silicate melts a magmatic temperatures. Eur J 

Mineral 5:393-413
Mysen BO, Frantz JD (1994a) Silicate melts at magmatic temperatures: in situ structure determination to 1651 

°C and effect of temperature and bulk composition on the mixing behavior of structural units. Contrib 
Mineral Petrol 117:1-14

Mysen BO, Frantz JD (1994b) Structure of haplobasaltic liquids atmagmatic temperatures:in situ, high-
temperature study of melts on the join Na2Si2O5-Na2(NaAl)2O5. Geochim Cosmochim Acta 58:1711-1733

Mysen BO, Neuville DR (1995) Effect of temperature and TiO2 content on the structure of Na2Si2O5-Na2Ti2O5 
melts and glasses. Geochim Cosmochim Acta 59:325-342

Mysen BO, Virgo D (1980) Solubility mechanisms of carbon dioxide in silicate melts: a Raman spectroscopic 
study. Am Mineral 65:885-899

Mysen BO, Virgo D, Scarfe CM (1980a) Relations between the anionic structure and viscosity of silicate melts 
- A Raman spectroscopic study. Am Mineral 65:690-710



540 Neuville, de Ligny, Henderson

Mysen BO, Virgo D, Wendy JH, Scarfe CM (1980b) Solubility mechanisms of H2O in silicate melts at high 
pressures and temperatures: a Raman spectroscopic study. Am Mineral 65:900-914

Mysen BO, Seifert FA, Virgo D (1980c) Structure and redox equilibria of iron-bearing silicate melts. Am 
Mineral 65:867-884

Mysen BO, Finger LW, Virgo D, Seifert FA (1982) Curve-fitting of Raman spectra of silicate glasses. Am 
Mineral 67:686-695

Mysen BO, Virgo D, Neumann E-R, Seifert FA (1985a) Redox equilibria and the structural states of ferric and 
ferrous iron in melts in the system CaO-MgO-SiO2-Fe-O: relationships between redox equilibria, melt 
structure and liquidus phase equilibria. Am. Mineral 70:317-331

Mysen BO, Carmichael ISE, Virgo D (1985b) A comparison of iron redox ratios in silicate glasses determined 
by wet chemical and 57Fe Mossbauer resonant absorption methods. Contrib Mineral Petrol 90:101-106

Nasdala L, Brenker FE, Glinnemann J, Hofmeister W, Gasparik T, Harris JW, Stachel T, Reese I (2003) 
Spectroscopic 2D-tomography: Residual pressure and strain around mineral inclusions in diamonds. Eur 
J Mineral 15:931-935

Nasdala L, Smith DC, Kaindl R, Ziemann MA (2004) Raman spectroscopy: analytical perspectives in 
mineralogical research. EMU Notes in Mineralogy 6:196-259

Neuville DR (2005) Structure and properties in (Sr, Na) silicate glasses and melts. Phys Chem Glasses 46:112-
119

Neuville DR (2006) Viscosity, structure and mixing in (Ca, Na) silicate melts. Chem Geol 229:28-42 
Neuville DR, Mysen BO (1996) Role of aluminum in the silicate network: in situ, high-temperature study of 

glasses and melts on the join SiO2-NaAlO2. Geochim Cosmochim Acta 60:1727-1737
Neuville DR, Cormier L (2013) Grands instruments, vers des approches in situ de la cristallisation.  In: Du verre 

au Cristal: Nucléation, Croissance et Démixtion, de la Recherche aux Applications. Neuville DR, Cormier 
L, Caurant D, Montagne L (eds) EDP-Sciences, p  311-326

Neuville DR, Cormier L, Massiot D (2004) Role of aluminium in peraluminous region in the CAS system. 
Geochim Cosmochim Acta 68:5071-5079

Neuville DR, Cormier L, Massiot D (2006) Al speciation in calcium aluminosilicate glasses: a NMR and Raman 
spectroscopy. Chem Geol 229:173-185

Neuville DR, Cormier L, Montouillout V, Florian P, Millot F, Rifflet JC, Massiot D (2008) Structure of Mg- and 
Mg/Ca aluminosilicate glasses: 27Al NMR and Raman spectroscopy investigations. Am Mineral 83:1721-
1731

Neuville DR, Henderson GS, Cormier L, Massiot D (2010) Structure of CaO-Al2O3 crystal, glasses and liquids, 
using X-ray absorption at Al L and K edges and NMR spectroscopy. Am Mineral 95:1580-1589

Neuville DR, Hennet L, Florian P, de Ligny D (2014) In situ high-temperature experiments. Rev Mineral 
Geochem 78:779-801

Pasquarello A (2001) First-principles simulation of vitreous systems. Curr Opin Solid State Mater Sci 5:503-508
Pasquarello A, Car R (1998) Identification of Raman defect lines as signatures of ring structures in vitreous 

silica. Phys Rev Lett 80:5145-5147
Pasquarello A, Sarnthein J, Car R (1998) Dynamic structure factor of vitreous silica from first principles:comparison 

to neutron-inelastic-scattering experiments. Phys Rev B 90:14133-14140
Phillips JC (1984) Microscopic origin of anomalously narrow Raman lines in network glasses. J Non-Cryst 

Solids 63:347-355
Putnis A (1992) Introduction to mineral science. Cambridge University Press
Rahmani A, Benoit M, Benoit C (2003) Signature of small rings in the Raman spectra of normal and compressed 

amorphous silica:A combined classical and ab initio study. Phys Rev B 68:184202
Raman CV, Krishnan KS (1928) A new type of secondary radiation. Nature 121:501-502
Reinkobes O (1911) Über Absorption und Reflexion ultraroter Strahlen durch Quarz, Turmalin und Diamant. 

Ann Phys-Berlin 34:343-347
Reynard B, Webb SL (1998) High-temperature Raman spectroscopy of Na2TiSi207 glass and melt: coordination 

of Ti4+ and nature of the configurational changes in the liquid. Eur J Mineral 10:49-58
Reynard B, Okuno M, Shimada Y, Syono Y, Willaime C (1999) A Raman spectroscopic study of shock-wave 

densification of anorthite (CaAl2Si2O8) glass. Phys Chem Miner 26:432-436
Rocard Y (1928) Les nouvelles radiations diffusées. CR Acad Sci 190:1107-1109
Roskosz M, Mysen BO, Cody GD (2006) Dual speciation of nitrogen in silicate melts at high pressure and 

temperature: an experimental study. Geochim Cosmochim Acta 70:2902-2918
Saksena BD (1940) Analysis of the Raman and infrared spectra of alpha-quartz. P Indian Acad Sci A 12:93-138
Sarnthein J, Pasquarello A, Car R (1997) Origin of the high-frequency doublet in the vibrational spectrum of 

vitreous SiO2. Science 275:1925-1927
Scott JF, Porto SPS (1967) Longitudinal and transverse optical lattice vibrations in quartz. Phys Rev 161:903-

910 
Seifert F, Mysen BO, Virgo D (1982) 3-dimensional network structure of quenched melts (glass) in the systems 

SiO2-NaAlO2, SiO2-CaAl2O4 and SiO2-MgAl2O4. Am Mineral 67:696-717



Advances in Raman Spectroscopy 541

Sen PN, Thorpe MF (1977) Phonon in AX2 glasses: from molecular to band-like modes. Phys Rev B 15:4030-
4038

Sen S, Xu Z, Stebbins JF (1998) Temperature dependent structural changes in borate borosilicate and 
boroaluminate liquids:high-resolution 11B, 29Si and 27Al NMR studies. J Non-Cryst Solids 226:29-40

Sen S, Topping T, Yu P, Youngman RE (2007) Atomic-scale understanding of structural relaxation in simple and 
complex borosilicate glasses. Phys Rev B 75:094203-094207

Sharma SK, Virgo D, Mysen BO (1979) Raman study of the coordination of aluminum in jadeite melts as a 
function of pressure. Am Mineral 64:779-787

Sharma SK, Mammone JF, Nicol MF (1981) Raman investigation of ring configurations in vitreous silica. 
Nature 292:140-141

Sharma SK, Philpotts JA, Matson DW (1985) Ring distributions in alkali- and alkaline-earth aluminosilicate 
framework glasses - A Raman spectroscopic study. J Non-Cryst Solids 71:403-410

She Y, Masso JD, Edwards DF (1971) Raman scattering by polarization waves in uniaxial crystals. J Phys Chem 
Solids 32:1887-1900

Sherwood PMA (1972) Vibrational spectroscopy of solids. 1. Cambridge, Cambridge University Press
Shuker R, Gammon RW (1970) Raman-scattering selection-rule breaking and density of states in amorphous 

materials. Phys Rev Lett 25:222-225
Simon G, Hehlen B, Courtens E, Longueteau E, Vacher R (2006) Hyper-Raman scattering from vitreous boron 

oxide: coherent enhancement of the boson peak. Phys Rev Lett 96:105502-105506
Simon G, Hehlen B, Vacher R, Courtens E (2007) Hyper-Raman scattering analysis of the vibrations in vitreous 

boron oxide. Phys Rev B 76:054210-054220
Simon G, Hehlen B, Vacher R, Courtens E (2008) Nature of the hyper-Raman active vibrations of lithium borate 

glasses. J Phys-Condens Matter 20:155103-155110
Stiles PL, Dieringer JA, Shah NC, Van Duyne RP (2008) Surface-enhanced Raman spectroscopy. Annu Rev 

Anal Chem 1:601-626
Taraskin SN, Elliott SR (1997) Nature of vibrational excitations in vitreous silica. Phys Rev B 56:8605-8622
Thomas R (2000) Determination of water concentrations of granite melt inclusion by confocal laser Raman 

microprobe spectroscopy. Am Mineral 85:868-872
Thomas SM, Thomas R, Davidson P, Reichart P, Koch-Müller M, Dollinger G (2008) Application of Raman 

spectroscopy to quantify trace water concentrations in glasses and garnets. Am Mineral 93:1550-1557
Tsujimura T, Xue X, Kanzaki M, Walter MJ (2004) Sulfur speciation and network structural changes in sodium 

silicate glasses: constraints from NMR and Raman spectroscopy. Geochim Cosmoschim Acta 68:5081-
5101

Tu Q, Chang C (2012) Diagnostic applications of Raman spectroscopy. Nanomed-Nanotech Biol Med 8:545-
558

Umari P, Pasquarello A (2002) Modeling of the Raman spectrum of vitreous silica: concentration of small ring 
structures. Physica B 316-317:572-574

Umari P, Gonze X, Pasquarello A (2003) Concentration of small ring structures in vitreous silica from a first-
principles analysis of the Raman spectrum. Phys Rev Lett 90:867-755

Verweij H, Boom Hvd, Breemer RE (1977) Raman scattering of carbonate ions dissolved in potassium silicate 
glasses. J Am Ceram Soc 60:529-34

Villars DS (1932) The energy levels and statistical weights of polyatomic molecules. Chem Rev 11:369-436
Virgo D, Mysen BO, Kushiro I (1980) Anionic constitution of silicate melts quenched at 1 atm from Raman 

spectroscopy: implications for the structure of igneous melts. Science 208:1371-1373.
Warren BE (1934a) The diffraction of X-rays in glass. Phys Rev B 45:657-661
Warren BE (1934b) X-ray determination of the structure of glass. J Am Ceram Soc 17:249-254
Wilson EB, Decius JC, Cross PC (1955) Molecular Vibrations. McGraw-Hill, New York 
Wu J, Stebbins JF (2010) Quench rate and temperature effects on boron coordination in aluminoborosilicate 

melts. J Non-Cryst Solids 356:2097-2108
Yano T, Kunimine N, Shibata S, Yamane M (2003a) Structural investigation of sodium borate glasses and melts 

by Raman spectroscopy. II. Conversion between BO4 and BO2O− units at high temperature. J Non-Cryst 
Solids 321:147-156

Yano T, Kunimine N, Shibata S, Yamane M (2003b) Structural investigation of sodium borate glasses and melts 
by Raman spectroscopy. III. Relation between the rearrangement of super-structures and the properties of 
the glass. J Non-Cryst Solids 321:157-168

Zachariasen WH (1932) The atomic arrangement in glass. J Am Chem Soc 54:3841-3851
Zhang X, Kirkwood WJ, Walz PM, Peltzer ET, Brewer PG (2012) A Review of advances in deep-ocean Raman 

spectroscopy. Appl Spectrosc 66:237-249
Ziegler LD (1990) Hyper-Raman spectroscopy. J Raman Spectrosc 21:769-779





14Reviews in Mineralogy & Geochemistry
Vol. 78 pp. 543-603, 2014
Copyright © Mineralogical Society of America

1529-6466/14/0078-0014$10.00 http://dx.doi.org/10.2138/rmg.2014.78.14

Brillouin Scattering and its Application in Geosciences

Sergio Speziale, Hauke Marquardt
Deutsches GeoForschungsZentrum GFZ 

Telegrafenberg, 14473 Potsdam, Germany
speziale@gfz-potsdam.de         hama@gfz-potsdam.de

Thomas S. Duffy
Princeton University 

Princeton, New Jersey 08544, U.S.A.
duffy@princeton.edu

INTRODUCTION

Brillouin spectroscopy is an optical technique that allows one to determine the directional 
dependence of acoustic velocities in minerals and materials subject to a wide range of 
environmental conditions. It is based on the inelastic scattering of light by spontaneous 
collective motions of particles in a material in the frequency range between 10−2 to 10 GHz.

Brillouin spectroscopy is used to determine acoustic velocities and elastic properties of a 
number of crystalline solids, glasses, and liquids. It is most commonly performed on transparent 
single crystals where the complete elastic tensor of the sample material can be derived. 
However, Brillouin spectra can be also measured from opaque materials, from which partial 
or complete information on the elastic tensor can be determined. It is a very flexible technique 
with many possible areas of application in research disciplines from condensed matter physics 
to biophysics to materials sciences to geophysics.

Brillouin scattering can be performed on very small samples and it can be easily combined 
with the diamond anvil cell and carried out at high pressures and temperatures (see reviews by 
Grimsditch and Polian 1989 and Eremets 1996). This makes this technique the method of choice 
to study the elastic properties of deep Earth materials, relevant to construct a mineralogical 
model of the interior of our planet that is consistent with the constraints from seismology. 

Several of the candidate minerals of the Earth’s interior are not stable at ambient conditions, 
and only recently has there been substantial progress in their synthesis. Unfortunately, those 
deep earth minerals that can be metastably preserved at ambient pressure and temperature are 
only available as single crystals with sizes of the order of several tens of microns at most. 
However, crystals of this size are large enough for Brillouin scattering to be performed. In 
addition, more sophisticated methods for the characterization, manipulation and preparation of 
such precious samples are becoming available. These developments allow one to significantly 
broaden the accessible pressure range of Brillouin scattering experiments.

A challenging application of Brillouin scattering in geophysics is to characterize the 
elastic properties of materials of the lowermost mantle that are synthesized as microcrystalline 
aggregates in the diamond anvil cell and cannot be quenched to ambient conditions. New results 
regarding the average shear velocities of Mg-silicate perovskite and post-perovskite have been 
recently obtained by Brillouin scattering. These results open new opportunities of developing a 
systematic understanding of pressure and compositional effects on the elastic properties of the 
rocks of the lowermost mantle based on experimental data.
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In this chapter, we will discuss some important results obtained in geosciences by Brillouin 
scattering. We will focus particularly on the measurements performed at elevated pressure and/
or temperature, and their implications for our understanding of the Earth’s interior. As with any 
experimental technique Brillouin scattering has several limitations. We will also discuss some 
of the potential solutions to these technical limitations.

HISTORICAL BACKGROUND

The fundamental problem of light scattering attracted much interest among physicists more 
than a century ago. This interest was initially directed towards the intensity of the scattered 
light. Among the pioneering early developments were the work by Tyndall (1868) and Rayleigh 
(1899) regarding the scattering of light by particles suspended in a homogeneous fluid. 
Expressions for the intensity of molecular light scattering from fluids were initially proposed 
by Smoluchowski (1908) and Einstein (1910). The theory was then improved by Landau and 
Placzek (1934) and a formulation based on a generalized hydrodynamic theory was outlined by 
Mountain (1966b).

Brillouin (1922) and Mandelstam (1926) independently investigated the problem of light 
scattered by density fluctuations associated with acoustic waves in a homogeneous medium. 
The theory proposed by both Brillouin and Mandelstam was that light scattered by thermally 
excited acoustic waves in a medium should be shifted in frequency with respect to the incident 
light by an amount equal to the frequency of the scattering fluctuations. The kinematics of 
the scattering is described by the Bragg equation and the energy shift by the Doppler effect 
caused by the thermal acoustic waves propagating across the medium. This phenomenon, called 
Brillouin scattering (or Brillouin-Mandelstam scattering) could be detected spectroscopically 
in experiments in which light was scattered by acoustic waves with wavelength in the range of 
100 nm. Brillouin scattering was first observed experimentally by Gross (1930b). However, 
with the conventional light sources available before the development of lasers, the measurement 
of Brillouin scattering was limited to compressed gases and fluids plus a handful of solids 
(see Krishnan 1971 for a review). The advent of laser sources in the 1960s made it possible to 
perform measurements on a wider range of solids, liquids and gases. 

Since then, Brillouin scattering has been used to investigate elastic properties and high-
frequency viscous behavior of crystalline and amorphous solids (Shapiro et al. 1966) liquids, 
molecular solids and glass-forming compounds, with a special interest in polymers (Patterson 
1983; Krüger 1989). The advancement of the technology of Fabry-Perot interferometers then 
opened new fields of application of this technique, from the study of ferroelectric compounds 
and their behavior at phase transitions (Jiang and Kojima 2000; Ahart et al. 2010; Marquardt 
et al. 2013b), to the investigation of surface and interface vibrational and magnetic excitations 
of bulk materials and of thin films and multilayers (Wittkowski et al. 2002; Milano and 
Grimsditch 2010). Additional recent applications of Brillouin scattering range from the study 
of viscoelastic behavior of delicate biomaterials (Speziale et al. 2003) to the investigation of 
the elastic response of nanocomposites (Li Bassi et al. 2004), the characterization and design 
of phononic materials (Cheng et al. 2006) to the recent experimental detection of Bose-Einstein 
condensation of quasiparticles as an effect of external energy pumping (Demokritov et al. 2006).

The application of Brillouin scattering to the study of Earth materials dates back to the 
very early days of the technique. The first Brillouin measurements were performed on quartz 
by Gross (1930a) and on gypsum by Raman and Venkateswaran (1938). Starting in the 1970s a 
significant contribution to the knowledge of the anisotropic elasticity of geophysically important 
minerals at ambient conditions has been furnished by the groups led by D.J. Weidner at Stony 
Brook and J.D. Bass at the University of Illinois (e.g., Weidner et al. 1975, 1982; Weidner and 
Carleton 1977; Vaughan and Weidner 1978; Bass and Weidner 1984; Bass 1989; Yeganeh-Haeri 
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et al. 1992; Xia et al. 1998; Sinogeikin and Bass 2000; Sinogeikin et al. 2004b; Jackson et al. 
2005; Stixrude and Jeanloz 2009). An important advance in the field of high-pressure Brillouin 
scattering was the study of the elastic tensor of NaCl to 3.5 GPa by Whitfield et al. (1976). In 
this work, the Brillouin frequency shift was measured in a symmetric scattering geometry that 
simplifies the determination of acoustic velocity from the measured frequency shift by making 
its conversion independent of the refractive index of the sample. The new experimental set-up 
opened the opportunity to investigate the elasticity of upper mantle and transition-zone minerals 
at the pressure conditions of the Earth’s interior as well as to study of simple molecular solids 
of relevance in planetary science (Polian and Grimsditch 1984; Duffy et al. 1995; Shimizu et 
al. 1996; Zha et al. 1998; Sinogeikin and Bass 2000; Sinogeikin et al. 2003; Jiang et al. 2004a; 
Speziale and Duffy 2004; Murakami et al. 2007a,b; Mao et al. 2008b; Marquardt et al. 2009b). 

PHYSICAL PRINCIPLES OF THE BRILLOUIN EFFECT

Linear or thermal Brillouin scattering is inelastic scattering of light by spontaneous thermal 
fluctuations/excitations (in the wavelength range between 10−7 and 10−6 m) in a material. In a 
quantum view, such fluctuations correspond to acoustic phonons at the Brillouin zone center 
(i.e., small wavevector or long wavelength). Phonons, together with other excitations (magnons, 
plasmons and others) contribute to fluctuations of the dielectric tensor of the material that are 
responsible for the scattering of light in directions different from that of the incident light 
propagation (Nizzoli and Sandercock 1990).

In the classical description of light scattering, the electromagnetic field acts on charged 
particles in the medium that, in turn, act as independent scatterers (Rayleigh 1899). The charged 
particles accelerated in the scattering volume radiate light. However, the theory encountered a 
serious difficulty in explaining the observations in dense media: the oscillating electromagnetic 
field polarizes the medium, but different scatterers that are closer to one another than the 
wavelength of light each scatter out of phase, thereby creating destructive interference in all but 
the forward scattering direction. The solution to this problem in explaining the experimentally 
observed scattering in all directions is the presence of spatially correlated heterogeneities 
(fluctuations) of the dielectric constant of a material at finite temperatures due to the presence 
of translational and rotational motion of particles (Smoluchowski 1908; Einstein 1910). 

In the classical picture, if we consider a medium in thermodynamic equilibrium, thermal 
motions of its atoms (particles) will determine fluctuations of their number density as a function 
of position and time (Fleury 1970; Pecora 1972; Dil 1982): 

( ) ( ), , (1)N r t N N r t= + ∆

Where N is the average number density, ∆N(r,t) is its fluctuating part, r is position and t is time.

Incident light interacts with the particles acting as dipoles. The interaction results in a 
Doppler shift of the scattered light. The wavevector and frequency of the scattered light depend 
on those of the incident light and on the wavevectors and frequencies that are present in the 
density fluctuations. We can express the density fluctuations as 3D Fourier series:

( )
( )

( ) ( )3
4

1
, , exp (2)

2
N r t dq d N q i q r t

+∞ +∞

−∞ −∞
 ∆ = Ω∆ Ω ⋅ −Ω π ∫ ∫

where q is the wavevector, Ω is frequency and ∆N(q,Ω) is the fluctuating part of the number 
density as a function of wavevector and frequency. The fluctuations are superpositions of phase 
(sinusoidal) gratings with wavelength Λ:

2
(3)

q

π
Λ =
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and phase velocity ν:

ν =
Ω
q

( )4

The scattering from the phase gratings is analogous to Bragg’s reflection picture of X-ray scat-
tering, and the wavevector and frequency of the scattered light in the medium are: 

k k qs i= ± ( )5

(6)s iω = ω ±Ω

where ki, ks, ωi and ωs are the incident and scattered light wavevectors and frequencies respec-
tively (Cummins and Schoen 1972). 

Brillouin scattering takes place in the 
hypersonic frequency region (107 s−1 < Ω < 
1012  s−1) of the vibrational energy spectrum 
of the medium. The dispersion q = q(Ω) is 
determined by the (visco)elastic properties of 
the medium.

The frequencies of the incident and 
scattered light are approximately equal (ks ≈ 
ki) and based on the scattering geometry (the 
angle between incident and scattered wave 
normals) only one Fourier component of the 
fluctuation is involved in the scattering. Its 
wavenumber is (Cummins and Schoen 1972):

2 sin (7)
2

iq k
θ =  

 

where θ is the scattering angle (Fig. 1).

The wavelength of the scattering inho-
mogeneity extends over many atoms and the 
phase velocity corresponds to the hypersonic 
acoustic velocity. The spectrum of the scat-
tered light includes a doublet at frequencies 
(Fig. 2):

ω ω ν
θ

s i ik= ± 





2

2
8sin ( )

The analysis of Brillouin spectra allows us 
to access information about four features 
characteristic of Brillouin scattering: (a) 
spectral character that allows us to determine 
information about the acoustic velocity and 
(visco)elastic coefficients, (b) intensity that 
allows us to quantify the coupling coefficient 
between fluctuations and the electromagnetic 
field, (c) line width that is related to 
the lifetime of the interaction between 
fluctuations and light (giving information 

Figure 1. Schematic diagram of the geometry of 
Brillouin scattering. Symbols are explained in the 
text.

Figure 2. Idealized Brillouin scattering spectrum 
from an elastically anisotropic medium. The spec-
trum contains an unshifted line, corresponding to 
Rayleigh scattering, and three doublets (symmetric 
with respect to the unshifted line) due to Brillouin 
scattering from the three polarizations of the scat-
tering wave. Vs1 is the fast quasi-shear acoustic 
mode; Vs2 is the slow quasi-shear acoustic mode 
and Vp is the quasi-longitudinal mode.
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about viscous properties), and (d) polarization that is related to anisotropic properties of the 
medium at the microscopic level.

The coupling of light with fluctuations in a medium is given by the fluctuating part of the 
dielectric tensor as a function of position and time 

( ) ( ), , (9)ij ij ijr t r tε = ε + ∆ε

where εij is the average dielectric tensor and ∆εij(r,t) is its fluctuating part. In the simple case of 
a monoatomic isotropic dielectric medium, the dielectric tensor is of the form εij = (ε + ∆ε)δij  
(where δij is the Kronecker delta) and the coupling with density fluctuations is expressed by 
(Fleury 1970; Dil 1982):

( ) ( ), , (10)r t r t
∂ε

ε + ∆ε = ε + ∆ρ
∂ρ

This is related to density fluctuations ∆ρ. The strength of the coupling (∂ε/∂ρ) can be expressed 
based on the Lorentz-Lorenz relation:

( )
2

20 2
1 (11)

3

n
n

 ∂ε ε +
= − ∂ρ ρ  

where ε0 is the permittivity of free space and n is the refractive index.

The macroscopic electric polarization

( ) ( ) ( ) ( ), , ( , ) , , (12)r t N r t p r t Np r t r t= = + ∆P P

(where p(r,t) is the dipole moment and ∆P(r,t) is an excess polarization due to fluctuations) 
caused by the incident electromagnetic field is connected with the microscopic atomic dipole 
moment (and the density fluctuations):

( ) ( ) ( ) ( ), , , , (13)ii
s s i s i s ik q e k k

∂ε ω
∆ ω = ∆ε ω Ω = ∆ρ − ω −ω

∂ρ
P

where ki is the wavevector and ei is the polarization of the incident electromagnetic field usually 
represented as a monochromatic wave.

The details of the coupling and the basic theory of Brillouin scattering in fluids and 
solids are summarized in the next two sections. A far more detailed presentation of these 
topics can be found elsewhere (Fabelinskii 1968; Fleury 1970; Cummins and Schoen 1972; 
Dil 1982). However, it is important here to highlight that in systems that are more complex 
than monoatomic fluids the second rank dielectric tensor is not diagonal having non-zero off-
diagonal coefficients.

Brillouin scattering in fluids

The calculation of the intensity and the spectral characteristics of Brillouin scattering 
in fluids is based on the determination of the appropriate value of the fluctuating part of the 
dielectric tensor, ∆ε, and its coupling with fluctuations of pressure, density, temperature or 
entropy. In absence of a complete dynamical theory of fluids, the problem has been approached 
at three different levels of theory: (a) thermodynamic, (b) hydrodynamic and (c) microscopic. 
Here we will give a very brief account of each of them. More detailed information can be found 
by the interested reader in several reviews and in specialized studies (Rytov 1958; Benedek and 
Greytak 1965; Mountain 1966b; Wang 1986).

(a) The thermodynamic approach considers that the fluctuating part of the dielectric tensor 
can be characterized by its dependence on two parameters, pressure and entropy:
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Where P is pressure and S is entropy.

The total intensity of the scattered electromagnetic field derived by the fluctuation- 
dissipation theorem (e.g., Landau and Lifshitz 1969) is proportional to the mean square 
fluctuations of ε that are related to fluctuations in temperature and density (Fleury 1970; 
Cummins and Schoen 1972):

2
(15)sI ∝< ∆ε >

By simple thermodynamic identities we can express 
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and kB is Boltzmann’s constant, βS is the isentropic compressibility, CP is the specific heat at 
constant pressure, and V0 is the ambient-pressure volume.

The two terms on the right side of (16) represent two spectral components of the scattered 
light: (I) the Brillouin scattered light caused by isentropic pressure fluctuations (i.e., the acoustic 
vibrations) producing a doublet with frequencies ωB = ωi ± Ω (where ωB is the frequency of the 
Brillouin spectral feature, ωi and Ω are the frequencies of incident light and scattering vibration, 
see also Eqn. 6 and Fig. 2) and (II) a component caused by isobaric (non-propagating) entropy 
fluctuations. The second component is not shifted in frequency, ωC = ωi, where ωC indicates that 
this spectral feature is not shifted in frequency.

The ratio of the intensities of the two components has been the subject of intense theoretical 
investigation. One important result is the famous Landau-Placzek ratio (Landau and Placzek 
1934):

2 2

(17)C P V T S

B V SP S

I C C

I T P C

−
∂ε ∂ε − β −β   = ≈ =   ∂ ∂ β   

(where IC, IB are the intensities of the central feature and the shifted doublet, CP, CV are the 
specific heat at constant volume and at constant pressure, βS is the isentropic compressibility, 
and βT is the isothermal compressibility) based on simple thermodynamic identities and on the 
simplifying assumption that (∂ε/∂T)ρ ≈ 0 (where the subscript ρ indicates constant density).

Due to the fact that the Brillouin components are related to hypersonic acoustic waves 
while the central unshifted feature is due to slow (isothermal) fluctuations, the parameters in 
the Landau-Placzek ratio should take into account the possibility of dispersion in the hyper-
sonic frequency range. A revised form of the ratio was presented by Cummins and Gammon 
(1965) as:

( )
( )

(18)
T SC ST

B S HS

I

I

β −β
≈

β

where the indices ST and HS refer to static and hypersonic.
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(b) The hydrodynamic approximation represents a more complete description of the spec-
trum. It includes the dynamics of the fluctuations that affect the spectral line-shapes which 
cannot be captured by a thermodynamic (equilibrium) approach. In this case, the decay of the 
spontaneous fluctuations is described with the classical equations describing macroscopic re-
laxation processes. One example of this approach is the model presented by Mountain (1966a) 
in which the dynamics of the fluctuations is expressed by the linearized equations of hydrody-
namics. The spectrum is of the form:

( )
( ) ( ) ( ) ( )

2 2 2

2 22 2 22 2

2
, (19)P V T V

V T P

C C D q C q q
S q

C D C q q q q

  − Γ Γ ω ∝ + +   + ω  Γ + ω+ ν Γ − ω+ ν 

where DT is the thermal diffusivity, and the terms in brackets are the central and the two shifted 
Lorentzian peaks whose full width at half maximum is equal to Γq2, where Γ is the acoustic 
absorption coefficient.

This model correctly describes the frequency content of the spectrum, the intensity ratio of 
the spectral features (similarly to the Landau-Placzek ratio) and their linewidth. The addition 
of phenomenological parameters was introduced by Mountain (1966a) to describe spectral 
features due to the coupling of internal (molecular) and external degrees of freedom (whole 
molecule translations) in real liquids. 

Phenomenological models based on the hydrodynamic approximation can also tackle the 
problem of modeling the depolarized scattering from molecular liquids with intrinsic molecular 
anisotropy (scattering involving 90° change of the polarization with respect to the incident 
light) that cannot be accounted for by a thermodynamic theory because they are related to the 
presence of non-zero off-diagonal coefficients in the dielectric fluctuation tensor ∆εij. Detailed 
theories of Brillouin scattering of anisotropic molecular liquids have been developed (e.g., 
Rytov 1970; Wang 1986).

(c) Models based on microscopic theories describe the relaxation of the fluctuations of 
physical properties of the medium by means of stochastic differential equations with a random 
driving force. The microscopic foundation of the generalized relaxation equations is based on 
the work of Zwanzig (1961) and Mori (1965). Microscopic theories of the Brillouin spectra of 
fluids have been developed in several studies often in order to interpret the depolarized spectra 
of viscous fluids (e.g., Kivelson and Madden 1980) and of supercooled glass-forming liquids.

Brillouin scattering in solids

In the case of solids, any atomic displacement uij(r,t) affects the local polarization field. 
The excess polarization for a non-piezoelectric solid can be expressed as (Dil 1982):

( ) ( ) ( ) ( ) ( )1
0

1
, , , , (20)

2
i i

i s s ij i j im i jn i mnkl kl s i s i jk q e p u k k e− ∆ ω = ∆ε ω Ω = − ε ε ω ε ω − ω −ω P

Where pijkl is the photoelastic tensor and ukl(q,Ω) is the frequency and wavevector Fourier 
transform of the displacement gradient ukl(r,t) = ∂uk/∂xl. All the remaining quantities have 
already been introduced above. In case of optically isotropic solids and of static homogeneous 
deformations, the fourth rank tensor pmnkl has the symmetry of the Laue symmetry class of the 
solid (e.g., Nye 1985). 

Nelson and Lax (1971) have developed a microscopic theory of the photoelastic interaction 
that includes also coupling of rotations to the scattering process. The fluctuating part of the 
dielectric tensor is expressed as a function of the strain tensor Sij and also of the rotation tensor 
Rij (the anti-symmetric part of the displacement gradient). In strongly birefringent materials, the 
Pockels photoelastic tensor is symmetric upon interchange of m and n but it is not symmetric 
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upon exchange of the indices k and l. In this case, the dependence on strain and rotation (the 
symmetric and anti-symmetric parts of uij) is treated by explicitly separating the symmetric and 
asymmetric contributions.

∆ Ω Ωε ω ε ε ω ε ωij i j
i

im i jn i mnkl kl mn kl kq e p S q p R, , , [ ] [( ) = − ( ) ( ) ( )−
0

1
ll j

iq e] , ( )Ω( )  21

where the brackets indicate antisymmetry upon interchange of indices, Skl = 1/2(∂uk/∂xl + 
∂ul/∂xk) is the strain tensor and Rkl = 1/2(∂uk/∂xl − ∂ul/∂xk) is the rotation tensor.

In a thermodynamic approach, ∆εij for an isotropic solid can be decomposed into a density 
and a thermal component. The microscopic theory of the effect of temperature fluctuations on 
the polarizability of solids is treated by Wehner and Klein (1972). Central non-shifted spectral 
features (see discussion of Eqn. 16) have actually been observed in Si, diamond, TiO2, SrTiO3, 
ZnSe (Lyons and Fleury 1976; Hehlen et al. 1995; Stoddart and Comins 2000; Koreeda et 
al. 2006). Some of these spectral features have been interpreted as the effect of two-phonon 
difference scattering (Anderson et al. 1984; Stoddart and Comins 2000; Koreeda et al. 2006).

In the long wavelength limit, the equation of motion of the atomic displacement field can 
be treated as that of an elastic continuum (Cummins and Schoen 1972; Every 2001):

( ) ( )2 2
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where cijkl is the stiffness tensor. The derivation of the equation of motion for discrete atomic 
displacements starts from the expansion of the interatomic potential energy in a power series, 
which is truncated to the second order term in the case of the harmonic approximation, or to 
higher orders if we want to take into account damping of the elastic constants.

Equation (22) expresses the dependence of the components of the atomic displacement ui 
from the equilibrium position on the spatial derivatives of the displacement field by means of 
the elastic constants. For plane wave solutions of the form ui(q,ω) = ui

0 expi (qr – ωt) we obtain 
by substitution in (22):

( ) ( )2 0 , 0 (23)ijkl j l ik kc q q u q−ρω δ ω =

where qj are the components of the scattering wavevector, where δik is the Kronecker delta, and 
uk

0 is the polarization.

This equation admits non-trivial solutions that satisfy the secular equation:

2 0 (24)ijkl j l ikc q q −ρω δ =

The secular equation has three solutions per each direction of q, which correspond to the three 
phonon branches. The solutions Ωα(q,cijkl) = ((cijkl/ρ)1/2)αq = ναq (where the superscript α = 1, 2, 
3 identifies the three solutions and να is the phase velocity) for high symmetry q directions have 
displacement vectors parallel and perpendicular to q and correspond to one pure longitudinal 
and two pure shear modes. In a general direction of an anisotropic medium the displacement 
vectors are mixed and the vibrations are composed of one quasi-longitudinal and two quasi-
shear modes (Fig. 2).

The spectral intensity, Is, can be derived from the excess dipole moment. In thermal 
equilibrium it is proportional (as in the case of liquids) to the mean square of the fluctuating 
part of the dielectric tensor:

22 2( ) ( ) (25)s i
sI e e∝ ⋅ < ∆ε > ⋅

where es and ei are the polarizations of the incident and scattered light.



Brillouin Scattering 551

The intensity of the αth acoustic mode with velocity να for a direction q can be expressed 
as (Cummins and Schoen 1972):

( )
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where Ii is the intensity of the incident beam, V is the scattering volume, ns and ni are the refrac-
tive indices of the medium in the incident and scattered directions, λs is the wavelength (in vac-
uum) of the scattered light, r is the distance of observation from the scattering volume and Tα is 
a tensor that describes the distortion of the dielectric tensor associated with the acoustic mode α.

Tabulated expressions for the tensors Tα are given in Cummins and Schoen (1972) and 
Vacher and Boyer (1972) for several high symmetry directions in different crystal systems.

BRILLOUIN SPECTROSCOPY

Brillouin scattering measurements are performed in a range of experimental setups and 
use different scattering geometries. However, the basic features of the experiments are similar 
across the different setups. In the following subsections, we will introduce the basic design of 
Brillouin scattering experiments. We will then describe some details of the setups required for 
specific applications and address limitations and common problems encountered in performing 
measurements at extreme conditions.

Basic experimental setup

The basic design of a Brillouin scattering experiment is illustrated in Figure 3. Monochro-
matic light is focused with a lens L1 on the sample, thereby defining a scattering volume V and 
an incident external wavevector, ki*. Scattered light in a selected direction is collected by the 
lens L2 that defines the external scattered wavevector, ks*, parallel to the direction of observa-
tion, the external scattering angle, θ* (these quantities are, in general, different from ki, ks and 
θ in the scattering material as defined  in the section “Physical Principles of the Brillouin Ef-
fect”), and a solid angle δΩ around the direction of observation; the collimated light from L2 

Figure 3. Schematic outline of a typical Brillouin scattering experiment. L: lens; δΩ: solid angle around the 
direction of observation determined by the numerical aperture of the collecting lens; ki: incident wavevec-
tor in the sample; ks: scattered wavevector in the sample; θ: scattering angle inside the sample; ki*: incident 
wavevector outside the sample environment; ks*: scattered wavevector outside the sample environment; θ*: 
external scattering angle (determined by the directions of the incident and scattered wavevectors outside the 
sample environment); PMT: photomultiplier tube.
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is focused with a lens L3 on the entrance of the spectrometer. After passing through the spec-
trometer, the light is detected by a photomultiplier tube or a solid state detector and recorded 
by a multichannel analyzer.

Light source

The light source for Brillouin scattering experiments has to be strictly monochromatic (i.e., 
single longitudinal mode, generally by means of an etalon in the laser resonator) to prevent 
ambiguities in the spectrum that would make it impossible to assign the observed peaks. Gas 
or solid-state lasers are both commonly used in current Brillouin scattering system designs. 
Due to the λ−4 dependence of the intensity of scattered light, green and blue lasers are the most 
commonly adopted. However, systems designed for opaque semiconductors use near infrared 
laser sources (Gehrsitz et al. 1997). The power of the source radiation rarely exceeds 100 mW 
except for experiments performed on samples at extreme conditions (i.e., very small samples 
compressed in the diamond anvil cell).

Scattering geometry

In order to determine acoustic velocities from Brillouin spectra we must know the value 
of the scattering wavevector and the scattering angle in the medium (Eqns. 4-7). In order to 
define the scattering angle within the sample, we have to account for the paths of the incident 
and scattered light outside the sample, and we have to precisely know the characteristics of 
the sample (or the sample container) such that we can calculate the internal scattering angle 
by applying Snell’s law. By constraining the external light path and by knowing the refractive 
index of the medium we can determine the value of the wavevector of the scattering fluctuation 
and, from the measurement of its frequency, also determine its phase velocity. 

The geometry of the light path outside the sample can be easily set to better than 10−2 
degrees. Similar levels of precision can be achieved by accurate machining and polishing of 
the external surface of the sample (or sample assemblage). The final accuracy at which the 
internal scattering geometry can be constrained is limited by the uncertainty in the refractive 
indices of sample (and container). This becomes the limiting factor especially in high-pressure 
experiments, where both the refractive index of highly stressed diamond windows and that of 
the sample under pressure are poorly known.

Different scattering geometries are used to simplify the determination of the internal 
scattering angle (Fig. 4). Among the most commonly used geometries is the 90° normal 
geometry (90N) in which the sample incidence and scattering faces are 90° from each other, 
and perpendicular to the incident and scattered light paths. In this geometry, the effect of 
refraction at the samples surfaces is removed by symmetry and the wavevector of the scattering 
vibration is at 45° from both the incident and scattered wavevectors (Fig. 4a). The magnitude 
of the scattering wavevector is q = n(2)1/2/λ0, where n is the refractive index and λ0 is the 
wavelength of the incident light in vacuum. The most useful scattering geometry for high-
pressure applications is the forward symmetric geometry (Fig. 4b). In this case, the incident 
and scattered sample interfaces are parallel to each other and perpendicular to the bisector 
of the external scattering angle set by the arrangement of the focusing and collecting optics. 
This geometry does not require knowledge of the refractive index of the sample and allows 
one to determine the orientation of the scattering wavevector if just one orientation on the 
sample face is known. By rotating the sample around an axis perpendicular to the plane of 
the sample, one can select any scattering orientation within the samples’ surface plane. The 
scattering wavevector is q = 2 sin (θ*/2)/λ0 where θ* is the external scattering angle as defined 
by the axes of the focusing and collecting lenses (see also Fig. 3). Two additional examples of 
scattering geometries are presented in Figure 4. 180° (backscattering) geometry (Fig. 4c) gives 
only information about the quasi-longitudinal mode (in this geometry the elasto-optic coupling 
with the shear modes vanishes). The magnitude of the scattering wavevector is q = 2n/λ0.  
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It can be used in combination with the symmetric forward scattering geometry to determine 
the refractive index of an isotropic medium (such as a fluid) at the laser frequency. A tilted 
backscattering geometry (Fig. 4d) is used to measure surface Brillouin scattering from opaque 
materials. In this case, the magnitude of the scattering wavevector (of the surface vibration) is 
q


 = 2 sin φ/λ0, where φ is the angle between the incident (and scattered) wavevector and the 
surface normal. This scattering geometry will be further discussed in the section “Measurements 
of surface Brillouin scattering on opaque materials and thin-films.” 

The spectrometer

Due to the very small frequency shifts of the thermal acoustic phonons measured in 
Brillouin scattering, Fabry-Perot interferometers are used to separate the spectral components 
of the light instead of grating monochromators. Brillouin spectral lines are extremely close to 
the unshifted source frequency (the measured frequency shift ∆ω is generally limited to the 
range 10−2 < ∆ω < 10 cm−1) and the spectral resolution required for such measurements is of the 
order of 10−3 cm−1. Grating monochromators are rarely capable of reaching frequency regions 
closer than 102 cm−1 to the source frequency and their resolution is in the range of 10−1 cm−1. 

A Fabry-Perot interferometer consists of two flat mirror plates with faces very parallel 
to each other separated by a distance L. An incident beam is subject to multiple reflections 
at the opposing mirrors’ surfaces. Light of wavelength λ is transmitted only if it satisfies the 
interference condition:

2 cos (27)m nLλ = α

where m is an integer, n is the refractive index of the medium between the two mirrors of the 
interferometer, L is the mirror spacing and α is the incidence angle (normally 0°). The free 
spectral range, ∆k, of the interferometer is defined as the frequency interval (expressed usually 
in wavenumbers) corresponding to the difference between two wavelengths that are simultane-
ously transmitted by adjacent interference orders: ∆k = 1/∆λ = 1/(2nL) for λ << L. 

Figure 4. Schematic diagrams of different scattering geometries used in Brillouin spectroscopy. (a) 90° 
normal geometry; (b) forward symmetric geometry (here refraction is not taken into account and θ* is the 
external scattering angle (see text); (c) 180° backscattering geometry; (d) tilted backscattering geometry for 
surface Brillouin scattering measurements. Symbols are explained in the text.
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The instrumental function of a single Fabry-Perot interferometer is determined by the 
convolution of three factors that depend on (a) the non-perfect reflectivity of the mirrors, (b) 
their non-perfect parallelism (and surface imperfections), and (c) the finite range of angles 
incident on the Fabry-Perot (which causes a finite transmitted wavelength bandwidth). The ratio 
of transmitted to incident light (transmission function) can be expressed by the Airy function 
(e.g., Jacquinot 1960):

( ) 2
2

2

, , (28)
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T
A L

F nL
λ α =

   π + α    π λ   

where T is the maximum (peak) transmitted intensity and F is the effective finesse, defined as 
the ratio of the instrumental linewidth divided by the free spectral range. The finesse determines 
the maximum number of features that can be resolved within a given free spectral range. The 
effective finesse is strongly affected by the imperfections of the mirror surfaces. If the surfaces 
of the two mirrors match each other within λ/m, the effective finesse will not exceed m/2. 
For high quality mirror surfaces, the effective finesse is F ≈ 102. Increasing the finesse can 
only be achieved at the cost of a substantial loss of throughput. The spectral contrast, C = 
1 + 4F2/π2, defined as the ratio of maximum and minimum transmission, is always below 
104. The throughput of the Fabry-Perot is controlled by geometric parameters of the external 
optical system (lenses, focal lenses, mirrors, aperture, maximum angular spread of the beam) 
that determine the minimum achievable free spectral range, which for a single Fabry-Perot 
interferometer is in the order of 0.5×10−2 cm−1. A thorough discussion of the Fabry-Perot 
interometer and its applications can be found in Jacquinot (1960) and Hernandez (1988).

In the standard Brillouin scattering experiment, the Fabry-Perot interferometer is used as 
a variable narrow band-pass filter by scanning the selected free spectral range. This can be 
performed by one of two main methods: (a) by varying the refractive index, n, of the medium 
between the mirrors, or (b) by scanning the mirror separation, L. Method (a) is implemented 
by pressurizing a gas medium in which the interferometer is immersed inside a sealed vessel 
(Durvasula and Gammon 1978); method (b) is the most commonly used in modern designs of 
spectrometers for Brillouin scattering, and it is implemented using systems that drive the mirror 
motion by piezoelectric transducers and achieve rapid and linear scan rates. In the following we 
will focus only on (b).

The main limitations in the use of a single Fabry-Perot interferometer as a Brillouin scat-
tering spectrometer is due to low spectral contrast and by overlapping of transmission from 
different interference orders. A single Fabry-Perot interferometer does not have a sufficient 
contrast to measure Brillouin scattered light in presence of very intense elastic scattering from 
the surface of a material (this is true especially for opaque materials). Multi-passing a single 
Fabry-Perot or using multiple interferometers operated in series both increase the spectral con-
trast as Cn = (C)n (where Cn is the overall contrast and C is the contrast of the single Fabry-Perot 
interferometer). However, as systems based on multiple interferometers in series suffer from 
imperfect synchronization of the interferometers scans, multi-passing a single interferometer 
is a solution that guarantees higher stability and performance. Studies on the design and per-
formance of multi-pass Fabry-Perot systems for Brillouin scattering spectrometry show that 
5-passes through the same interferometer increase the contrast C from 104 to 109-1010 (Sander-
cock 1971; Hillebrands 1999) while maintaining a finesse that is comparable with that of a sin-
gle-pass system (50-100). However there is an appreciable reduction of the throughput (Fig. 5).

At a constant effective spectral finesse, the spectral resolution is increased by reducing the 
free spectral range. This allows one to resolve low-frequency spectral features generally related 
to shear acoustic modes. The disadvantage of reducing the free spectral range below twice the 
highest frequency Brillouin peak is that adjacent orders of interference of the Brillouin compo-
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nents can partially overlap. The identification and attribution of the observed spectral features 
is then ambiguous.

Alternatively, the overall free spectral range can be expanded by combining (in series) 
interferometers of different mirror spacings Li (where the index i refers to the ith interferometer 
in series). In case of a “tandem” design and incidence angle α = 0 (see Eqn. 27), the first inter-
ferometer transmits wavelengths that satisfy λ1 = 2nL1/m1, the second interferometer transmits 
wavelengths that satisfy λ2 = 2nL2/m2. The tandem system will transmit only when both the 
conditions are simultaneously satisfied, that is when λ1 = λ2. This condition effectively in-
creases the free spectral range by a factor of few tens (Fig. 6). In order to effectively use such 
combinations of interferometers, their scanning needs to be precisely synchronized such that 
the increments of the mirror distances for the first and second interferometer, δL1 and δL2, sat-
isfy the condition:

1 1

2 2

(29)
L L

L L

δ
=

δ

Achieving both synchronization and constant increment of the mirrors’ distances is 
technically challenging when the interferometers are scanned separately (Dil et al. 1981). One 
ingenious design of a tandem multi-pass interferometer has been developed by Sandercock 
(1978, 1980) (Fig. 5). In this system, two Fabry-Perot interferometers are scanned using a 
single stage actuated by a highly linear piezo-transducer. The axis of the second interferometer 
is oriented at an angle β with respect to the first one. A fixed mirror scanned together with 
the two interferometers reflects light transmitted by the first interferometer to the second one. 
The mirror distance of the second interferometer is such that L2 = L1cosβ. This condition is 
maintained across the whole scan, such that Equation (29) is strictly satisfied at all times 

Figure 5. Multi-pass Fabry-Perot interferometer in the “tandem” implementation by Sandercock (1980), 
Symbols are explained in the text.
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during operation of the tandem interferometer. This design is by far the most widely used and 
it has allowed the application of Brillouin spectroscopy to various types of weakly scattering 
samples, such as samples in the diamond anvil cell, and systems characterized by the presence 
of intense elastically scattered signal that could otherwise mask Brillouin scattering features 
(such as opaque materials). Problems connected to the long-term alignment stability of the 
interferometers are reduced by controlling and stabilizing the environmental temperature within 
±2 °C over a 24 h period. In addition, the implementation of feed-back alignment stabilization 
control (that systematically adjusts the fine mirrors’ tilting to ensure their best parallelism) 
and of dynamic vibration controls -to filter environmental vibrations (in the frequency range 
between 1 and 102 Hz) that can affect the efficiency of the interferometer- extends the stability 
of the system allowing up to 48-h continuous acquisition times (Lindsay et al. 1981; Sandercock 
1987; Hillebrands 1999).

Detectors

The selection of the detector for a Brillouin scattering spectrometer represents a compro-
mise between high efficiency in the energy range of interest and good signal-to-noise ratio. In 
experiments performed on large samples producing intense signals, the use of photomultiplier 
tubes guarantees the best signal-to-noise ratio due to extremely low dark count (down to less 
than 5 counts/s) and large dynamic range even though the quantum efficiency is only of the order 
of 20%. In case of small, weakly scattering samples, such as those in the diamond anvil cell, the 
high quantum efficiency of avalanche photodiodes (up to 70%) and moderately low dark count 
(about 25 counts/s) substantially reduces collection times, and can thus mitigate problems of 
long-term stability of the interferometers’ alignment and the natural drift of the source frequen-
cy. However, due to the lower dark current, photomultiplier tubes can still be the best choice in 
case of materials that produce extremely weak Brillouin signal in the presence of a comparably 
strong elastic scattering from surface imperfections, such as in case of opaque materials.

Figure 6. Transmission spectrum (as a function of frequency) of the two interferometers and the total trans-
mission of a tandem Fabry-Perot system. The use of a second Fabry-Perot interferometer in series with the 
first but with offset mirror distance suppresses the signal of the first interferometer at any position when the 
condition L1/m1 = L2/m2 is not satisfied (see text for explanations). This effectively increases the free spectral 
range of the spectrometer. ω is the Brillouin scattering frequency shift.
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The essential components of a setup for Brillouin scattering at high pressure in the 
diamond anvil cell are sketched in Figure 7. This experimental configuration allows one to 
determine acoustic velocities with a precision of ∼ 0.5% and accuracy better than 1% (measured 
on standard materials). The best achievable uncertainty on the recovered single crystal elastic 
constants is better than 1% (Speziale and Duffy 2002).

Measurements on transparent materials

The most common use of Brillouin scattering is to perform measurements on optically 
transparent materials. In this case, the scattering geometry can be selected from nearly forward 
scattering to 180° back scattering. The region of the first Brillouin zone that can be accessed 
goes from the zone center (q → 0 corresponding to θ → 0; see Eqn. 7) to q = 2nk0 (where 
k0 is the incident light wavenumber in vacuum and n is the refractive index), assuming an 
optically isotropic material. Brillouin scattering in optically anisotropic materials is described 
by generalizing Equation (7) (Krishnan 1971):

( )2 2
0 2 cos (30)i s i sq k n n n n= + − θ

where ni, ns are the refractive indices in the directions of the incident and scattered light. 
Thus, for a general (external) orientation of the incident light, there are 12 doublets in the 
Brillouin scattering spectrum, one for each acoustic mode for each combination of the refractive 
indices. The application of Equation (30) allows the correct determination of the scattering 
wavevector. However, for typical birefringences and with the spectral resolution of the 
available spectrometers, no measurements have been reported that resolved components due to 
birefringence effects even in materials with exceptionally strong birefringence such as calcite 
(Chen et al. 2001).

The orientation of the scattering phonon in experiments performed on single crystals (that 
is, acoustically anisotropic materials) requires a precise knowledge of the orientation of the 
sample with respect to the experimental reference system. In the simple case of an optically 
isotropic material, it is important to determine the effect of refraction at the interface between 
the sample and the surrounding medium. This requires that the external surface of the sample 

Figure 7. Schematic drawing of the setup for Brillouin scattering in the diamond anvil cell. BS: beamsplit-
ter; L: lens; M: mirror.
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(or sample assemblage) is shaped such that it has flat faces in the direction of the incident and 
scattered light. In case of irregularly shaped (small) samples, one solution is to immerse the 
sample in a fluid of matching refractive index (with a tolerance of the order of ≈ 3-5%; Weidner 
et al. 1975; Gleason et al. 2009) in a container with a regular shape appropriate for the scattering 
geometry selected in that experiment. This set-up allows one to exactly know the scattering 
wavevector once the coefficients of the optical indices of the sample material (at the wavelength 
of the light source) are known. The internal scattering angle θ is determined by applying Snell’s 
law to the external surfaces of the container (Vaughan and Weidner 1978).

Among the different scattering geometries, the platelet geometry (Fig. 4b) has the 
advantage that it does not require any knowledge of the refractive index of the sample. Due to 
the parallelism of the interfaces, the application of Snell’s law for both entrance and final exit 
surface allows one to determine the internal scattering wavevector by only using the “external” 
scattering angle θ* and the refractive index of the surrounding medium (in case of air nair ≅ 1). 
In case of an optically isotropic sample material, Equation (7) transforms into q = 2k0sin(θ*/2), 
where k0 is the incident light wavevector in vacuum.

The measurement of Brillouin scattering is facilitated when the scattering volume is 
free of large dislocations and fractures and the surfaces are optically clear. In fact, intense 
elastic scattering from flaws and inclusions can increase the spectrum background to the level 
of masking the weak Brillouin spectral features. Thus, optical-grade crystals are typically 
required. The minimum size of a single-crystal sample for Brillouin scattering measurements 
can be as small as the focal volume determined by the system optics. Samples smaller than 50 
mm in diameter and as thin as 15 mm are sufficient for Brillouin scattering measurements in 
the most common experimental setups. The majority of geophysically relevant minerals of the 
Earth’s mantle are optically transparent even when they contain amounts of iron (~10 at%) in 
substitution of magnesium (Keppler and Smyth 2005; Keppler et al. 2007, 2008). This makes 
it possible to use Brillouin scattering to study their elastic properties to the relevant conditions 
of the deep Earth.

Measurements of surface Brillouin scattering on opaque materials and thin films 

Measurements of Brillouin scattering from opaque materials have been a subject of interest 
starting from the 1970s (Sandercock 1972; Comins 2001). Due to the sample’s optical opacity, 
the scattering process is limited to a very shallow region near the surface. For this reason, 
the technique is generally referred as surface Brillouin scattering (e.g., Comins et al. 2000). 
Surface Brillouin scattering is in general not observable in transparent materials, where bulk 
effects dominate the scattered intensity. Brillouin scattering is a viable method to investigate 
acoustic wave velocities in opaque solids including metals (e.g., Mendik et al. 1992; Zhang et 
al. 2001; Graczykowski et al. 2011) and metallic liquids (Visser et al. 1984) and of metals at 
high pressures (Crowhurst et al. 1999) and it represents a potential method to study the elastic 
properties of candidate planetary core materials at extreme conditions.

The dominant scattering mechanism depends on the opacity of the material. In an 
isotropic solid with complex refractive index n = η + iκ and κ < η (semi-opaque material), 
elasto-optic coupling will be the dominant process. In case of materials with κ ≈ η, due to its 
small penetration, light will be mostly scattered by surface ripples that are caused by phonons 
and that propagate in thermal equilibrium. This second effect does not involve coupling of 
light with phonon-induced modulations of the dielectric constant of the sample material. The 
coexistence of the two mechanisms in the same system produces additional spectral features 
due to degeneracies of surface excitations with bulk ones. Additional spectral features can arise 
from scattering by interfacial waves between a thin opaque layer and a substrate. These occur 
when the thickness of the layer is comparable or smaller than the wavelength of the scattering 
acoustic mode (Sandercock 1982; Every 2002).
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In the simple case of an opaque solid in backscattering geometry (θ = 180°) with incident 
(and scattered) wavevectors oriented perpendicular to the sample’s surface (Fig. 4c), the scatter-
ing volume is reduced to a depth of the same order of magnitude as the wavelength of the vibra-
tions involved in the process as a result of the strong light absorption. This relaxes the wavevec-
tor conservation requirement expressed by Equation (5). The interaction of the incident light 
with the phonons is not limited to the frequency Ω but extends to a finite range around the value 
determined by Equation (6). This causes a broadening of the Brillouin peak (Sandercock 1982). 

Experimental results (e.g., Sandercock 1972) show that the Brillouin peaks from backscat-
tering measurements performed on opaque solids show asymmetry and a shift in frequency, 
with respect to the calculated scattering phonon frequency Ω. These can be determined by a 
thorough analysis including the effect of coherent reflection of the phonon at the surface (Der-
visch and Loudon 1976). The calculated Brillouin lineshape is then asymmetric because q and 
–q contribute to both Stokes and anti-Stokes processes while this is not the case in transparent 
materials (each contributes only to one of the two processes). In addition to the asymmetric 
broadening, the maximum of the calculated lineshape is shifted in frequency from Ω = 2ηk0ν 
to Ω = 2(η2 + κ2)1/2k0ν, where η and κ are the real and imaginary part of the complex refractive 
index of the scattering solid n = η + iκ, k0 is the wavevector of the incident light in vacuum and 
ν is the acoustic velocity of the opaque solid (Sandercock 1982; Nizzoli and Sandercock 1990).

In the more general case in which Brillouin scattering experiments are performed in ge-
ometries with oblique incidence on the sample surface (Fig. 4d), the scattering process involves 
excitations whose wavevectors have non-zero component on the surface plane. In the simple 
case of backscattering at an oblique incidence angle φ (defined as the angle of the incident and 
scattered wavevectors with respect to the normal to the surface), the relationship between the 
wavevector of the scattering surface mode and those of the incident and scattered light will be

|| 02 sin (30)iq k= φ

where q


 is the surface wavevector, k0i is the incident wavevector (assumed equal to the scat-
tered wavevector k0s; k0i ≅ k0s). The additional index 0 has been added here to specify that the 
wavevectors are considered outside the sample and there is not any dependence on the refractive 
index of the sample material (this is not the case for Eqn. (7) used for bulk phonons).

In the isotropic case, the general features of the surface modes involved in Brillouin 
scattering from opaque materials, thin-films and multilayered materials can be identified by 
comparison with the simple case of transverse resonance in an isotropic plate of thickness H 
(see Auld 1973 for the details). For the case of shear waves with polarization on the surface of 
the plate (SH), the solution that fulfils the required boundary conditions and symmetry of the 
plate forms a continuum with a lower cutoff at ω = πνt/H (where νt is the bulk shear velocity). 
The SH waves in the “free” plate correspond to a limiting case of the Love waves (Love 1911), 
which are defined for thin plates on a semi-infinite substrate. For shear waves with a general 
polarization, a longitudinal (L) in addition to a shear vertical (SV) component can be produced 
by reflection at the plate boundaries. Four plane wave solutions satisfy the boundary conditions, 
and the frequency spectrum will be characterized by three regimes: (a) ω/q < νt (where q is the 
plate normal mode wavevector and νt is the shear velocity of the bulk sample) in which all the 
transverse and longitudinal modes are dissipative (their q are imaginary) and localized at the 
surface and are related to the Rayleigh mode of a semi-infinite solid; (b) νt < ω/q < νl (where νl 
is the bulk longitudinal velocity of the plate) where the solutions are combinations of transverse 
and longitudinal modes and they are called Lamb waves; (c) ω/q > νl where all the solutions 
are real and they are bulk normal modes. In the case of a semi-infinite medium (corresponding 
to the limit Hq → ∞) the low order solutions (a) give rise to the Rayleigh surface mode and 
the SH and the Lamb wave solutions form continua that are indistinguishable from bulk shear 
modes. Only the Lamb waves have a longitudinal component localized at the surface. In case of 
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anisotropic extended opaque media, surface Brillouin scattering spectra present peaks arising 
from both pure surface transverse modes (surface acoustic waves, SAW) or their combinations 
with transverse bulk normal modes of the material (pseudo-SAW; e.g., Every 2002).

The most important features detected by surface Brillouin scattering from anisotropic thin 
films supported by thick substrates and multilayered composites can be summarized in two 
basic cases depending on the relative magnitudes of the acoustic velocity of the film and the 
substrate. (a) In the case of a supported thin layer of lower acoustic velocity than the semi-infi-
nite substrate in the low frequency regime (ω/q < νt

layer) it is possible to observe a SAW whose 
velocity approaches (at large thin-film thickness) the bulk Rayleigh wave velocity; Lamb waves 
and Sezawa waves (localized waves supported by the film layer whose displacement field de-
cays towards the substrate) are observed in the frequency regime νs

layer < ω/q < νt
substrate. Finally, 

at frequencies such that ω/q > νt
substrate, combinations of Sezawa waves with bulk modes of the 

substrate can be observed. (b) In case of a supported thin layer with higher acoustic velocity 
than the substrate at very low layer thickness, the Rayleigh wave of the substrate dominates the 
spectrum. It transforms into a SAW reaching the bulk shear wave threshold of the substrate at 
increasing thickness. At still increasing thickness, the SAW of the layer becomes detectable and 
it merges the Rayleigh wave velocity at the limit at which the thin layer becomes effectively a 
semi-infinite layer. In the case of thick semi-transparent layers with appropriate matching elas-
tic and elasto-optic properties of both layer and substrate, localized interfacial waves (Stoneley 
waves) can be also observed (Every 2002; Li Bassi et al. 2004). It is noteworthy to remember 
that Brillouin scattering from SH waves can take place only by the elasto-optic coupling mecha-
nism because they do not contribute to surface ripples (for a theoretical analysis of the associ-
ated spectral intensity see Albuquerque et al. 1980). The detection of Brillouin scattering from 
SH waves is limited to semi-transparent materials (e.g., Albuquerque et al. 1980; Zhang et al. 
2000). In order to detect Brillouin scattering from SH waves in metals, it is necessary to take 
advantage of the penetration through the interface between metal films and transparent sub-
strates of the displacement field associated with SH waves of the substrate (Bell et al. 1987b). 

A theoretical interpretation of surface Brillouin scattering spectral intensity has been the 
subject of several studies from different groups of researchers. Two different approaches have 
been used: (a) the elastodynamic Green’s function approach and (b) the direct calculation of the 
surface scattered electromagnetic field intensity. 

(a) As an example of the first approach, for a layer supported by a substrate (Every 2002), 
the appropriate surface elastodynamic Green’s function (in the frequency domain) is G3,3(k; x 
= 0; ω), which describes the (surface-)normal component of displacement of the free surface 
(x = 0) of a supported layer or a semi-infinite solid in response to periodic forces acting on 
the same surface and having spatial frequency k



 and time frequency ω. The imaginary part 
of the function, in the limit of ω << kBT/ (where kB is Boltzmann’s constant and  = h/2π is 
the reduced Plank’s constant), can be related to the surface displacement power spectrum that 
is proportional to the scattering efficiency and it gives information about the relevant surface 
modes that contribute to the measured Brillouin signal (Zhang et al. 1998b; Beghi et al. 2004): 

( ) ( ){ }3,3 ||Im ; 0; (31)
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where I(ω) is the scattering efficiency and D is a factor depending on the properties of the 
sample, the scattering geometry, and the frequency and polarization of the incident light.

The Green’s function appropriate for the system under study is calculated based on the 
density and elastic constants of the material (or materials in case of supported thin films) of 
interest. If the model includes the surface modified bulk fluctuations of the dielectric constant 
of the material (elasto-optic contribution to the scattering) the calculated scattering efficiency 
will include terms describing the elasto-optic coupling (Pockel’s coefficients) of the scattering 
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materials (Loudon 1978). The prediction of the frequencies (and amplitudes) of the spectral 
features allows one to put constraints on the elastic constants and the Pockel’s coefficients of 
the scattering medium by least-square fits of dispersion curves of the surface waves, which are 
obtained as a function of the momentum transfer by changing the incidence angle φ (see Eqn. 
30) or as a function of orientation by rotating the sample around the axis normal to the scattering 
surface. Single-crystal elastic constants of metals and semiconductors have been successfully 
determined with this approach (e.g., Mendik et al. 1992; Tlali et al. 2004). The comparison of 
this approach with the direct inversion of closed-form expressions of the solutions of the secular 
equation for surface waves in special directions (Every et al. 2001) and a recent Monte Carlo 
method (Wittkowski et al. 2004) has produced consistent results in case of tungsten carbide 
films (Wittkowski et al. 2006). A thorough analysis of the stability of the solutions and of the 
quality of the elastic constants retrieved from surface acoustic wave velocities is presented by 
Sklar et al. (1995).

(b) In the second approach, the electromagnetic scattered field in the bulk system is 
calculated and it is specialized for the case of surface scattering. The scattering cross-section 
is then calculated from the Poynting vector of the scattered field. This approach allows a more 
direct identification of the modes that contribute to the scattering cross-section (see discussion 
in Marvin et al. 1980a). In this approach, as well as in the one based on the elastodynamic 
Green’s function, the inclusion of both ripple and elasto-optic contributions allows one to 
interpret the experimental spectra and the dispersion curves both in terms of elastic constants 
and of photo-elastic coefficients of the investigated materials.

Several studies develop the theory for scattering in isotropic and anisotropic semi-infinite 
media and in supported or unsupported plates (Rowell and Stegeman 1978; Bortolani et al. 
1983). The comparison with available experimental results confirms the prevalence of the ripple 
scattering mechanism in the highly opaque systems (Zhang et al. 1998a). Experimental studies 
performed with semiconductor layers supported by metals, have confirmed the importance of 
adding the elasto-optic contribution to fully interpret the observed spectral features (Sandercock 
1978; Loudon and Sandercock 1980).

Finally, theoretical studies have been carried out to predict the intensity of surface Brillouin 
scattering in dielectric and metallic liquids (Dil and Brody 1976; Albuquerque 1983) and the 
results have been utilized to interpret existing experimental results on alcohols, mercury and 
gallium (Dil and Brody 1976; Visser et al. 1984).

The limited penetration of light in strongly opaque materials strongly limits Brillouin scat-
tering as a technique to determine the elements of their elastic tensor. The use of surface Bril-
louin scattering from surface ripples involves additional experimental problems. The quality of 
the flatness and polishing of the sample surface is extremely strict. In addition, a critical aspect 
of surface Brillouin scattering experimental design is precisely determining the scattering ge-
ometry, especially in experiments performed in “tilted” backscattering geometry. This is due 
to the limited constraint on the scattering wavevector (see discussion above about the coherent 
reflection at the surface). In order to map the dispersion curve of the surface modes, the numeri-
cal aperture of the collecting optical system has to be minimized, compatibly with the need for 
a sufficient light throughput. The effect of a finite numerical aperture on the collected spectra 
is that of integrating both across wavevector and orientation space. This broadens and shifts the 
positions of the spectral features as a function of the experimental geometry and of the proper-
ties of the material. Decreasing the numerical aperture of the collecting lens reduces the width 
of the solid angle, δΩ, about the scattering wavevector and increases the resolution of the wave-
vector. A careful quantitative evaluation of the effect of adding spatial filtering and slits to the 
basic experimental design on the accuracy of the measurements and of the recovered properties 
of the material is presented in Gigault and Dutcher (1998) and in Stoddart et al. (1998). 
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Brillouin scattering at ambient or near-ambient conditions

Most Brillouin scattering studies are performed at ambient conditions and used to determine 
the acoustic velocities and the full elastic tensors of single crystals and polycrystalline samples. 
Compared with other methods for elasticity determination, Brillouin spectroscopy is especially 
useful for small samples (even down to a few tens of microns in size) (Sinogeikin et al. 2004b). 
Examples include rare natural samples that do not grow to a large size, crystals synthesized 
at very high pressures, and technological materials with heterogeneities at very small scales 
(Beghi et al. 2002a). The development of the theoretical interpretation of Brillouin scattering 
from surfaces and interfaces as discussed in the preceeding subsection has opened a whole 
range of applications to the study of the behavior of thin films and nano-layered materials 
(Nizzoli and Sandercock 1990; Comins et al. 2000).

Brillouin spectroscopy is also useful as a non-contact method to investigate the elastic 
properties of delicate organic and biomaterials that cannot sustain large mechanical loads (Tao 
et al. 1988; Speziale et al. 2003). It is a method to investigate viscoelastic behavior of materials 
by analyzing the peaks’ broadening associated with acoustic attenuation in the GHz frequency 
regime in polymers and other soft materials as a function of temperature (up to few hundred 
degrees K; Adshead and Lindsay 1982; Takagi et al. 2007). Finally, the analysis of the intensity 
of Brillouin scattering spectra is a method to obtain quantitative information on the photo-
elastic tensor of materials (e.g., Nelson et al. 1972; Vacher and Boyer 1972; Grimsditch and 
Ramdas 1976; Wallnöfer et al. 1994; Mielcarek et al. 2008). 

The potential of Brillouin scattering in Geosciences was recognized by Anderson et 
al. (1969), the first experimental realization was due to Weidner et al. (1975) and nowadays 
this technique is one of the few methods of choice to investigate the elastic properties of the 
minerals of the Earth mantle. In the following parts of this section, we briefly summarize the 
most relevant (in our opinion) results and technical advancements in the different fields of 
application of Brillouin scattering at ambient conditions.

Condensed matter physics. The interest in the dynamics of molecular systems such as noble 
gases and simple fluids and solids has driven early Brillouin scattering research about acoustic 
wave velocity and acoustic attenuation in the GHz frequency range as a function of temperature 
down to few K (Palin et al. 1971). The measurements at extremely low temperatures required 
cryogenic vessels optimized for Brillouin scattering (Pike et al. 1970; Grigoriantz and Clouter 
1998), usually performed in 90° scattering geometry (Fig. 4a). The development of multi-pass 
Fabry-Perot spectrometers has improved the quality of the data especially regarding the central 
features in the depolarized spectra in fluids and the generally weak shear modes of soft solids 
(Patterson 1976; Vacher and Pelous 1976; Gammon et al. 1983).

Brillouin scattering is a well-established technique for the study of the mechanical proper-
ties of polymers as a function of composition or temperature at ambient pressure (Patterson 
1983; Krüger 1989). Brillouin spectra of polymers and other viscoelastic organic materials 
allow researchers to obtain information about (a) acoustic velocities and elastic moduli (Krüger 
et al. 1986), and (b) acoustic attenuation in the GHz frequency regime from the analysis of the 
peak linewidths (Levelut et al. 1996). Additional bulk properties can be inferred by the analysis 
of the peak-shape of the central (unshifted) features of the spectrum, the Rayleigh peak (related 
to thermal diffusivity) and the Mountain peak, an additional broad central feature that is re-
lated to viscous relaxation strengths of intramolecular vibrational degrees of freedom (Patterson 
1983; Fioretto et al. 1999). 

Brillouin scattering studies of liquid-like polymers as temperature decreases across the 
melting temperature and the glass transition show that: (a) the Brillouin linewidth increases in 
the high-temperature regime in which the dissipative processes have a timescale that is shorter 
than the inverse Brillouin frequency, (b) the linewidth decreases in the lower temperature re-
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gime where the relaxation timescales are longer compared to the inverse Brillouin frequency 
and the measured acoustic velocity increases above the zero-frequency (thermodynamic) value 
corresponding to the relaxed elastic modulus (e.g., Patterson 1983). The quantitative analysis 
of the temperature dependence of Brillouin linewidth in terms of fluctuations relaxation time 
and longitudinal viscosity is generally based on the hydrodynamic approximation (Mountain 
1966a). Tests of different functions to describe the temperature dependent Brillouin results are 
presented by Brodin et al. (2002).

Important additional information on the dynamics of the molecules in fluid polymers 
comes from Brillouin spectra measured by selecting the incident light polarization and the 
scattered light polarization such that they are perpendicular to each other (depolarized spectra; 
e.g., Dil 1982). Depolarized spectra present an additional low-frequency doublet, not visible in 
the polarized spectra (i.e., incident and scattered light polarizations are parallel), that is related 
to coupling between rotations and translations of the molecules in viscous molecular systems 
(Wang 1980). With decreasing temperature, these additional features progressively narrow 
down and eventually collapse in an unresolved single line as a consequence of the viscoelastic 
behavior of the material, up to the appearance of two transverse acoustic modes (Brillouin 
peaks) at even lower temperature in the solid state (Patterson 1976). New macroscopic and 
microscopic theoretical analyses of scattering from coupling of molecular rotation-translation 
dynamics of anisotropic molecular fluids have been recently tested by new experimental 
observations (Zhang et al. 2004). Recently, Brillouin scattering has been used to monitor the 
time-progress of the photo-induced polymerization of binary mixtures of monomer organic 
compounds as a function of their composition and of temperature (Ziobrowski et al. 2011). 

Brillouin spectroscopy is being traditionally applied to the study of acoustic dissipation 
by analyzing the peak linewidth and important information has been obtained from the central 
(unshifted) peaks. This type of analysis, initially restricted to fluids (O’Connor and Schlupf 
1967; Lucas et al. 1970; Zhao and Vanderwal 1997), has since then become very important 
also in the field of glass-forming materials (Loheider et al. 1990; Monaco et al. 1998; Rat et 
al. 2005) and of crystalline solids near phase transitions (Mroz et al. 1989; Jiang and Kojima 
2000). Indeed, Brillouin scattering at ambient conditions or at low to moderate temperatures 
(100-300 K) has proved to be a method of choice in the study of ferroelectric phase transitions 
where the transition is associated with a soft acoustic mode and with additional mode coupling 
with central features related to a frequency-dependent shear viscosity (e.g., Ahart et al. 2007, 
2009, 2011; Ohta et al. 2011; Marquardt et al. 2013b). Detailed studies of the quasi-elastic 
(unshifted) components of the Brillouin scattering spectra observed in few solids including 
Si and SrTiO3 at conditions far from phase transitions, show the presence of two different 
components each characterized by different linewidth dependencies on frequency, temperature 
and wavevector. These features are interpreted either as two-phonon difference scattering or 
diffusive entropy fluctuations (see for instance Koreeda et al. 2006).

The experimental and theoretical developments in the analysis of surface and interface 
Brillouin scattering have accompanied a specific interest in the study of the ripple scattering 
elasto-optic coupling in bulk strongly absorbing solids (Sandercock 1972, 1982; Sathish et 
al. 1991; Carlotti et al. 1992a; Every 2002). Surface Brillouin scattering has been used to 
investigate the elastic tensor of metallic and opaque solids from polycrystals and single crystals 
both as bulk samples, thin films and thin interlayered composites (superlattices), especially 
designed to enhance the intensity of waveguide shear and longitudinal acoustic modes (Mock 
and Guntherodt 1984; Bhadra et al. 1989; Chirita et al. 2001; Kotane et al. 2011). Experiments 
on supported thin layers and superlattices have often allowed the determination of anomalies in 
the elastic properties of films as a function of thickness, of reaction effects at the free surfaces 
and of stresses at the interface with the substrate due to large structural mismatches and 
microtextures induced by the thin film deposition techniques (Hillebrands et al. 1985; Pang et 
al. 1999; Wittkowski et al. 1999, 2002; de Bernabé et al. 2001). 
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Brillouin light scattering from bulk and surface collective fluctuations of electronic 
spins (magnons) has been experimentally observed together with phonon scattering since the 
advent of multi-pass tandem Fabry-Perot interferometers (Sandercock and Wettling 1973). 
Due to the non-linear dependence of frequency on wavevector, the study of the dispersion 
curve of the acoustic magnons near the Brillouin zone center is of interest together with their 
spatial dispersion (Borovik-Romanov and Kreines 1982; Wittkowski et al. 2002). Brillouin 
scattering has since then been used to investigate magnetic properties of dielectric and metallic 
ferromagnetic, antiferromagnetic and ferrimagnetic materials. Scattering from bulk acoustic 
magnons dominates in transparent and semi-transparent materials (Sandercock 1974; Jantz 
et al. 1976), while the negligible penetration depth of light in metallic materials makes the 
intensities of Brillouin scattering from surface and bulk magnons comparable (Grünberg and 
Metawe 1977; Grimsditch et al. 1980). Both spin dynamics and the elastic constants have 
been simultaneously determined for semitransparent materials (e.g., FeBO3; Jantz et al. 1976). 
Surface Brillouin scattering of single crystal antiferromagnetic NiO has helped to elucidate the 
details of the magnetic structure that exhibits eight antiferromagnetic resonance modes which 
are interpreted by a model of four interpenetrating antiferromagnetic sublattices (Grimsditch et 
al. 1994a; Milano et al. 2004; Milano and Grimsditch 2010). These results confirm the richness 
of information that Brillouin spectroscopy can give about the magnetic properties of materials. 
Theoretical models of light scattering from magnons have explained the characteristic large 
difference of the intensity of the Stokes and anti-Stokes magnon peaks and the asymmetric 
peak lineshape of surface magnon peaks (see review by Borovik-Romanov and Kreines 1982).

Surface Brillouin scattering has become a technique of choice to study the magnetic 
structure and properties of magnons in magnetic films, multilayers and composites with 
nanoscale magnetic patterns. This research has impact in the fundamental understanding of 
the spin dynamics in nanoscale magnetic systems with potential applications to storage and 
signal processing technologies (Grimsditch et al. 1979, 2001; Hicken et al. 1995; Carlotti and 
Gubbiotti 2002; Crew et al. 2004, 2005; Perzlmaier et al. 2005).

Brillouin scattering from spin waves has recently found application to fundamental 
topics in quantum thermodynamics. Measurements of Brillouin scattering in an yttrium iron 
garnet (YIG) thin film subject to microwave pumping at ambient temperature has given the 
first experimental proof of the existence of Bose-Einstein condensation transition of quasi-
equilibrium quasiparticles (magnons in this case) produced in a solid as an effect of external 
energy pumping (Demokritov et al. 2006).

Materials science. Brillouin scattering is an ideal method for systematic studies of the 
mechanical properties of technological materials as a function of chemical substitutions, for 
instance studies of single-crystal elasticity of yttrium aluminum garnets (YAG, Y3Al5O12) as 
a function of Yb-Y substitution (Marquardt et al. 2009a). Beghi et al. (2000) in a study of 
Er-Y substitution in YAG used Brillouin scattering as a function of temperature in combination 
with photoluminescence spectroscopy to evaluate optimal levels of doping for optical 
communication applications. Brillouin scattering is also used to study bulk and surface elastic 
properties of materials with very high hardness such as natural and polycrystalline synthetic 
diamond (Grimsditch and Ramdas 1976; Jiang et al. 1991; Vogelgesang et al. 1996; Zouboulis 
et al. 1998; Krüger et al. 2000), diamond-like amorphous and nanocrystalline carbon (Djemia 
et al. 2001; Beghi et al. 2002b), carbides (Kamitani et al. 1997; Zhang et al. 1998a; Wittkowski 
et al. 2006; Zhuralev et al. 2013) and nitrides (Grimsditch et al. 1994b; Polian et al. 1996; Zinin 
et al. 2002; Tkachev et al. 2003; Manghnani et al. 2005; Zhang et al. 2011).

The study of the elastic and mechanical properties of a wide range of new single and 
multilayered materials is facilitated by the use of Brillouin scattering of thin films (thinner 
than 1 mm). Micro- and nano-multilayered composites represent a wide range of materials 
with important technological applications whose properties are strictly linked to their structure 
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and thickness (e.g., Alexopoulos and O’Sullivan 1990). The knowledge of the mechanical 
properties of such materials is necessary for their complete characterization and helps to 
direct the improvement of their design. Both supported and unsupported thin layers can be 
measured by Brillouin scattering (Bhadra et al. 1989; Pang et al. 1999; Zhang et al. 2004). 
The measurements performed on thin films generally combine surface and bulk Brillouin 
spectral features in transparent materials (Djemia et al. 2001). The measurement of Brillouin 
scattering has made the determination of the full elastic tensor of films possible (Carlotti et al. 
1995; Wittkowski et al. 2004). In case of opaque thin films, the measurement of the spatial and 
wavenumber dispersion of surface and interfacial acoustic modes as a function of film thickness 
makes it possible to determine subsets or the full set of elastic constants of the film especially 
in the case in which the supporting substrate has higher elastic stiffnesses than the film material 
(Sumanya et al. 2007). Brillouin scattering has found successful application in the study of the 
effective elastic moduli of superlattices (composite multilayers with individual layers thinner 
than the wavelength of light) whose elastic properties are equivalent to those of a corresponding 
homogeneous medium (Bell et al. 1987a; Carlotti et al. 1992b). 

Brillouin scattering has been extensively used to investigate the mechanical properties of 
nanomaterials and nanocomposites. Both acoustic velocity and acoustic attenuation have been 
determined by analyzing bulk Brillouin scattering and surface scattering (Li Bassi et al. 2004). 
Brillouin peaks broadening and central unshifted spectral features have been investigated 
in heterogeneous nanocomposites and represent a tool to investigate the lengthscale of the 
heterogeneities (Beghi et al. 2002a). The study on composite materials based on crystalline 
nanoparticles dispersed in oligomeric matrices has evidenced the presence of distinct 
enhancement of the mechanical properties even at very low nanoparticle concentrations 
(Eschbach et al. 2007). The systematic study of monodispersed hard nanospheres colloids in a 
fluid matrix of very different refractive index has also allowed the investigation of the behavior 
of modes propagating across both media and of localized interfacial modes as a function of 
increasing nanoparticle concentration. While the frequencies of the first type of excitations 
increase with increasing particle fraction, those of the second type soften with increasing 
particle fraction (Kriegs et al. 2004). 

Recently, Brillouin scattering has become the tool for testing and designing phononic 
materials with band gaps in the hypersonic regime (106 < ω < 1011 Hz). The presence of a 
band gap in the hypersonic region of the phonon dispersion curve in synthetic face-centered 
colloidal crystals based on ordered assemblies of polystyrene nanoparticles infiltrated by fluids 
was observed by Cheng et al. (2006). The extension of phononic crystals to the hypersound 
regime and the progress in tuning the elastic impedance mismatch between their components 
promises to expand the potential for technological applications of these materials as acousto-
optical devices (Sato et al. 2010). Brillouin scattering measurements of acoustic velocities of 
heterogeneous nanoscale composite materials allows testing of the different models to describe 
the effective elastic properties of highly heterogeneous media. In the case of nanoporous 
4H-SiC, Devaty et al. (2010) verified the correctness of the effective medium model in the case 
of arrays of columnar 20 nm diameter pores in quasi-hexagonal arrangement.

Biomaterials. The study of the elastic properties of delicate macromolecular biomaterials 
supplements the structural characterization of their molecular architecture. It gives important 
information about the strength of the intermolecular interactions in close-packing molecular 
arrangements that can be compared with the arrangement of the same molecules in their natural 
fluid environment. Brillouin scattering is especially useful in the case of solid anisotropic 
biomaterials because it is a non-contact technique that allows for a systematic study of the 
directional dependence of the elastic properties and their sensitivity to changes of environmental 
conditions (such as temperature or relative humidity). The fields of application of Brillouin 
scattering to biomaterials range from the study of structural materials like tendon and bone 
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tissues, with implications for the stability of bone implants (Cusack and Miller 1979; Sakamoto 
et al. 2008; Mathieu et al. 2011) to the study of lipids, important in cell-membranes (by bulk 
and surface scattering measurements; LePesant et al. 1978; Chen et al. 1991; Manglkammer 
and Krüger 2005), eye lens (Randall and Vaughan 1982), and DNA and proteins in the form of 
molecular solids (Lee et al. 1987, 1993; Speziale et al. 2003). Brillouin scattering studies of the 
temperature effect on the elastic properties of tetragonal lysozyme have shown the presence of 
an unknown transition (e.g., Sakamoto et al. 2008; Svanidze et al. 2009). New time dependent 
measurements of dehydration of lysozyme crystals of tetragonal and monoclinic symmetry 
have been investigated by Hashimoto et al. (2008). Finally, Brillouin scattering has been used to 
probe the thermally induced denaturation of molecular lysozyme in its natural state in aqueous 
solutions (Svanidze et al. 2011). In the case of bone tissues and solid protein crystals, the 
comparison of Brillouin scattering in the GHz frequency regime with MHz ultrasonics and 
static bending measurements allows us to better understand the viscoelastic behavior of these 
materials (Speziale et al. 2003; Gautieri et al. 2012). 

Determination of Pockel’s coefficients 

In addition to elastic and magnetic properties and attenuation, Brillouin scattering allows 
determination of the photoelastic constants of materials (see the section “Physical Principles 
of the Brillouin Effect”). When the density, elastic constants and refractive index of the 
sample material are known, measurements of intensity performed in selected high-symmetry 
crystallographic directions while varying the incident and scattered light polarization can be 
used to determine the photo-elastic tensor. A substantial advancement in the interpretation of 
Brillouin peak intensities in anisotropic materials was the theoretical work by Nelson and Lax 
(1971) who first postulated and demonstrated the existence of non-zero antisymmetric elements 
in the elasto-optic tensor due to existence of coupling of rotations (instead of strains) with the 
light scattering process. Nelson et al. (1972) developed a generalized formula to analyze the 
intensity of Brillouin scattering in terms of the photo-elastic coupling constants valid for all the 
crystal symmetries based on a new Green’s radiation function in anisotropic media. Cummins 
and Schoen (1972) and Vacher and Boyer (1972) presented a large number of closed-form 
expressions to detetermine the values of the elements of the tensors Tα (see Eqn. 26) for a large 
number of crystallographic directions in the different symmetry classes.

While in transparent media, the photoelastic constants have been determined for many 
materials (crystalline and amorphous solids) from bulk phonons (Grimsditch and Ramdas 
1976; Heiman et al. 1979; Schroeder 1980; Rand and Stoicheff 1982; Trzaskowska et al. 2010) 
constraining the full tensor in opaque materials is a much more difficult task due to the weakness 
of the Brillouin scattering by elasto-optic coupling and the larger relative intensity of ripple 
scattering (which is insensitive to the elasto-optic coupling). Subsets of the photoelastic tensor 
can still be constrained in semi-opaque materials by investigating the dispersion of surface 
waves and by fitting the spectral intensities (when the elastic constants are known) with the use 
of the elasto-optic constants as free parameters (Marvin et al. 1980b; Bassoli et al. 1986). This 
procedure is aided by the coexistence in the spectra of contributions from both the elasto-optic 
and the ripple scattering mechanism.

The determination of the photoelastic constants is restricted to measurements performed 
at ambient pressure because the measurements in the diamond anvil cell suffer from the effect 
of partial depolarization of light in the diamonds culets due to the large stress gradient to which 
they are subject when the cell is in operation.

Brillouin scattering at extreme conditions

There has been much interest in understanding the effects of pressure and temperature on 
the elastic properties of solids. As a non-contact probe, Brillouin scattering is ideally suited for 
studies at non-ambient conditions where the sample material is surrounded by a heater or con-
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tained in a pressurizing apparatus. In addition, Brillouin scattering of single crystals determines 
the elastic anisotropy at extreme conditions. This makes it an invaluable source of information 
for interpreting seismological models of the very deep Earth and for geophysical modeling. 
Due to their transparency, diamond anvil cells are the optimal high-pressure device to perform 
Brillouin scattering at extreme conditions. The geometry of Brillouin scattering in a diamond 
anvil cell is drawn in Figure 8.

Brillouin scattering at high temperature. Use of Brillouin scattering at high temperatures 
introduces some experimental challenges. The intensity of Brillouin scattering is linearly 
proportional to temperature while the thermal background radiation (blackbody radiation) from 
the sample increases with temperature to the fourth power. As a result, at very high temperatures, 
the Brillouin peaks may be masked by blackbody radiation.

However, Brillouin measurements (using a green or blue light source) of both melts and 
solid oxides have been reported at temperatures as high as ~2300 K using resistive heating 
(Zouboulis and Grimsditch 1991b; Askarpour et al. 1993; Zaug et al. 1993; Vo-Thanh et al. 
1996; Polian et al. 2002) and as high as ~2500 K (Sinogeikin et al. 2004a, 2005) using laser 
heating. However, there are only few very high-temperature Brillouin data and the (material-
dependent) temperature limits for Brillouin scattering experiments in the diamond anvil cell are 
still to be explored.

Metal wires or foils (e.g., tungsten, platinum, rhodium) surrounding the sample are most 
commonly used as resistive heating element (e.g., Zouboulis and Grimsditch 1991a,b; Xu and 
Manghnani 1992; Askarpour et al. 1993; Krüger et al. 1998; Ko et al. 2008). Alternatively, a 
thin graphite foil can be employed (e.g., Bucaro and Dardy 1974). The sample is contained in 
an inert gas atmosphere to avoid chemical reactions. In order to minimize possible temperature 
gradients, the measurements are sometimes performed placing the samples in ovens with small 
surface windows for optic access (preferentially) in backscattering and 90° scattering geometry 
(Harley et al. 1978; Mjwara et al. 1991). The temperature at the sample position is usually 
measured with a thermocouple. Additional thermocouples whose junctions are positioned at 
different distance from the heating element, can detect the presence of temperature gradients. 

Figure 8. Schematic drawing of the geometry for Brillouin scattering experiments at high pressure in the 
diamond anvil cell. These experiments are performed in forward symmetric scattering geometry.
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The advent of platelet forward symmetric scattering geometry has aggravated the issue of 
temperature gradients. Due to the large scattering angles used in these experiments, furnaces 
with large optic access are required for these experiments (Xu and Manghnani 1992; Sinogeikin 
et al. 2000a). In case of resistive heating at high pressure, the space constraints imposed by the 
diamond anvil cell are very strict, and special miniature heaters are designed to fit in the small 
space available in the high-pressure cell (Fig. 9).

In general, continuous wave near infrared (IR) lasers are used as energy source in laser 
heating techniques. A simplified sketch of the geometry of double-side laser heating in a diamond 
anvil cell is shown in Figure 10. The two most popular choices are CO2 laser, with a wavelength 
of 10.6 mm, or solid-state lasers (e.g., YAG, YLF, fibre laser), with wavelength ~1 mm. CO2 
laser radiation is strongly absorbed by the majority of optically transparent samples. It has 

Figure 9. Schematic drawing of a high-temperature resistive-heated diamond anvil cell. On the left: the 
detail of the micro-heater, positioned inside the diamond cell piston, surrounding the sample chamber of a 
BX-90 DAC (Kantor et al. 2012). On the right: a custom designed water-cooling jacket for the BX-90 DAC. 
The cooling jacket has lateral windows that are optimized to combine Brillouin scattering and X-ray diffrac-
tion in radial geometry (Drawing by R. Schultz, GFZ).

Figure 10. Schematic diagram of the geometry of laser heating of a sample in the DAC. The sample is heated 
from both sides. The sample has to be thermally insulated from the diamond anvils. The insulator can also 
act as a pressure transmitting medium.
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been shown that by using CO2 lasers it is possible to perform Brillouin scattering experiments 
of oxides to temperatures in excess of 2000 K (Sinogeikin et al. 2004a, 2005). One important 
limitation in the use of CO2 laser heating is its poor laser stability compared with solid-state IR 
lasers. In addition, the 10.6 mm radiation is absorbed by optic glasses and the setup of the whole 
laser path requires the use of reflective optics. 

Shorter wavelength solid-state lasers, however, are easier to handle and the recent develop-
ments in fiber lasers makes them a very versatile and a promising tool for laser heating experi-
ments (e.g., Dubrovinsky et al. 2009; Shen et al. 2010). However, ~1 mm wavelength lasers are 
weakly (or not) absorbed by optically transparent materials. This represents a serious limitation 
for their use in Brillouin scattering measurements in forward scattering geometry, which require 
sample materials that are transparent to the Brillouin probing laser and is the one that offers the 
most complete access to the full single-crystal elastic tensor. Customized sample preparation 
techniques are required to overcome this challenge (e.g., Marquardt and Marquardt 2012).

In laser heating experiments, temperature is usually determined by fitting the measured 
thermal radiation spectrum of the sample to a greybody curve. Here, the intensity of thermal 
emission depends on the surface conditions of the heated material and it has been documented 
that well-polished transparent plates, such as single-crystal samples used for Brillouin 
spectroscopy, show too low emissivity (e.g., Gardon 1956) for temperature to be determined 
at moderate temperatures (Sinogeikin et al. 2004a, 2005). In these cases, alternative ways of 
measuring temperature have to be used, such as measuring the intensity ratio of Stokes and 
anti-Stokes Raman peaks from Raman scattering. Thermal gradients are also a serious general 
problem in the laser-heating approach at both ambient pressure (e.g., Rantala and Levoska 
1989; Shen and Zhang 2001) and in the diamond-anvil cell (Panero and Jeanloz 2001; Kiefer 
and Duffy 2005; Kavner and Nugent 2008).

Brillouin scattering at high pressure. Brillouin spectroscopy at high pressure has opened 
new opportunities to investigate anisotropic single-crystal elastic properties of materials espe-
cially for geophysical applications. Measurements were conducted initially in 90° scattering 
geometry in gas pressure vessels adapted for Brillouin spectroscopy (e.g., Asenbaum et al. 
1986). A major advance was the introduction of the diamond anvil cell in combination with 
the symmetric forward scattering geometry (see Fig. 4b) (Whitfield et al. 1976). However, the 
requirement of parallelism of the surfaces of a small sample makes it even more difficult to pre-
pare ideal samples for this type of study. Deviations from parallelism of the interfaces in typical 
high-pressure Brillouin scattering experiments produce errors in the frequency shift measure-
ments. The quantitative effect on the determination of acoustic velocity and elastic constants is 
analyzed by Zha et al. (1996), Sinogeikin and Bass (2000) and Zhuralev et al. (2013).

Starting from the 1980s, high-pressure Brillouin spectroscopy has been used both in the 
study of minerals (see  the “Applications of Brillouin Spectroscopy in Geosciences” section) 
and for the study of the elastic properties of solid noble gases (Grimsditch et al. 1986; Polian 
and Grimsditch 1986; Shimizu et al. 2001; Zha et al. 2004), hydrogen (Zha et al. 1993; Duffy 
et al. 1994) and other simple molecular solids (Kiefte et al. 1985; Lee et al. 1986; Gagnon et al. 
1990; Shimizu et al. 1994, 1995, 1996; Chen et al. 2010; Ahart et al. 2011). The determination 
of the full single-crystal tensor of high-pressure phases synthesized in the diamond anvil cell 
by compressing a fluid was achieved by combining Brillouin scattering measurements with 
X-ray diffraction that determine both density and the orientation of the plate-like single crystal 
(or few crystals) produced in the sample chamber (Shimizu and Sasaki 1992). In fact, for high 
symmetry solids (mostly cubic and hexagonal), it is possible to determine the full elastic tensor 
by measuring the spatial dispersion of the acoustic phonon branches in one or two single-crystal 
platelets (with different orientations) by forward symmetric Brillouin scattering (Shimizu and 
Sasaki 1992). High-pressure low-temperature Brillouin scattering measurements have been 
performed on H2S (Murase et al. 2002). 
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Recently, Stevens et al. (2007) conducted a high-pressure study of different polymeric 
elastomers at high pressures in the diamond anvil cell. The measurement of the shear modulus 
at high pressure adds important new information about the properties of systems for which it 
is often difficult to detect the propagation of shear acoustic waves at ambient and low pressure. 
In addition, Brillouin scattering of polymers at high pressures under nonhydrostatic conditions 
can furnish new information on the effect of non-isotropic stress on the hypersonic anisotropy 
of polymers. Thus, the results already available from Brillouin scattering studies of anisotropy 
in polymer films subject to tensile stress at ambient pressure are extended to high-pressure 
regimes (Yoshida et al. 2001).

Over the past decades, several important contributions to aspects of geophysics, materials 
science and condensed matter physics have been made by high-pressure Brillouin scattering 
experiments (e.g., Shimizu and Sasaki 1992; Duffy et al. 1995; Marquardt et al. 2009c) and 
the achievable pressure limits have been subsequently pushed forward (e.g., Polian 2003). Cur-
rently, the highest pressure reported is 81 GPa for single-crystal measurements (Marquardt et 
al. 2009b) and 172 GPa and 207 GPa for polycrystalline materials and glasses, respectively 
(Murakami et al. 2007a; Murakami and Bass 2010).

The combination of Brillouin scattering and X-ray diffraction for density determination 
makes it possible to perform pressure-volume equation of state measurements independent 
of a secondary pressure scale. In fact, by the definition of the isothermal bulk modulus KT = 
(∂P/∂lnρ)T (where P, T, ρ are pressure, temperature and density, respectively) it is possible to 
determine pressure by combining volume measurements by X-ray diffraction and simultaneous 
determination of KS = (∂P/∂lnρ)S = KT(1 + αγT) (where S, α and γ are entropy, volume thermal 
expansion coefficient and Grüneisen parameter, respectively) by Brillouin scattering measure-
ments, if γ and α are known (Zha et al. 2000; Zhuralev et al. 2013). 

The success of Brillouin scattering to determine elastic properties of materials at elevated 
pressure comes together with a continual improvement of this experimental technique to tackle 
many challenges. In order to maximize the optical throughput, sample containers with very 
wide optic access and collecting lenses of large numerical aperture are often used. Additional 
slits or apertures are added in order to reduce the amount of parasitic diffuse scattered light 
from parts of the sample container close to the sample. However, if not perfectly aligned, the 
apertures may asymmetrically “clip” the solid angle defined by the collecting part of the optical 
system and effectively change the orientation of the scattering wavevector, causing an artificial 
shift of the position of Brillouin feature for all the observed acoustic modes. The effect of 
this vignetting is not easily detected unless by simultaneously measuring standard materials of 
known acoustic velocity (Oliver et al. 1992; Sinogeikin and Bass 2000).

One of the biggest technical challenges of Brillouin scattering at high pressure is the study 
of phases synthesized at high pressure in the diamond anvil cell, which are unquenchable to am-
bient conditions. These materials are generally polycrystalline and Brillouin scattering can be 
used to infer the pressure dependence of aggregate (average) elastic moduli of the polycrystals 
(e.g., Murakami et al. 2007a,b, 2009b, 2012; Kudo et al. 2012). The interpretation of the mea-
sured high-pressure average acoustic velocity in some systems is still a subject of investigation 
(Speziale et al. 2013). Indeed, Brillouin scattering of polycrystalline or composite materials 
at ambient conditions and moderate high pressures has sometimes shown additional spectral 
features that have been the subject of intense research (Hernandez et al. 1996; Ahart et al. 2006; 
Gleason et al. 2009). The persistence of regions of finer material at the interfaces between 
larger grains or in the original porous spaces can give rise to additional spectral features from 
interfacial modes, and the “bulk modes” present evidence of dispersion both in frequency and 
in the volume fraction of the grains of the dispersed phase (Kriegs et al. 2004). The interpreta-
tion of similar spectral features that could be detected in high-pressure measurements in the 
DAC is relevant to assess the reliability of measurements on materials that cannot be analyzed 
as single-crystals.
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Important results have been recently obtained from the studies of nano-sized materials 
by Brillouin scattering at high pressures. However, the results from some nanomaterials differ 
from those obtained from their equivalent bulk counterparts (Gleason et al. 2011; Marquardt et 
al. 2011). The interpretation of these differences is still a matter of debate, and the possibility 
that grain-size reduction in the DAC can produce nano-sized powders requires special attention. 
The goal is to determine the pressure/grain-size effect (in addition to stress heterogeneities) on 
the effective elastic properties of polycrystalline samples of the candidate phases of the deep 
Earth.

Brillouin scattering at simultaneous high pressures and temperatures. Until now few 
Brillouin scattering measurements have been reported at combined high P-T-conditions 
(Matsuishi et al. 2002, 2003; Li et al. 2006; Sinogeikin et al. 2006; Goncharov et al. 2007; 
Asahara et al. 2010; Mao et al. 2012; Murakami et al. 2012; Lu et al. 2013). 

In principle, both resistive heating and laser heating can be employed in the diamond-anvil 
cell to heat the sample at high pressure. However, due to the limited temperature-stability of 
diamond, the achievable temperature range is limited to less than 1000 K for resistive heating 
unless the exposed diamond surfaces are flushed with a reducing gas mixture or the whole cell 
is immersed in a reducing atmosphere in order to prevent diamond surface oxidation (Liermann 
et al. 2009).

The first results have emerged from Brillouin scattering at simultaneously high pressure 
(up to 65 GPa) and high-temperature (up to 900 K) using a resistive-heated diamond cell 
(Sinogeikin et al. 2006, 2007; Mao et al. 2012; Lu et al. 2013; Marquardt et al. 2013a). The use 
of a graphite heater may allow one to extend the accessible temperature range (Liermann et al. 
2009). Li et al. (2006) used a YLF heating laser to study “hot ice” in the diamond-anvil cell up 
to ~22 GPa and ~1200 K. To couple the short wavelength laser (1064 nm) to the transparent 
sample, a gold film was deposited inside the sample chamber. Murakami et al. (2009a) reported 
first Brillouin scattering results on the sound wave velocities of polycrystalline MgO compresed 
to 49 GPa in a DAC and simultaneously laser-heated to ~2300 K using a CO2-laser. In a more 
recent study both MgO and MgSiO3 perovskite have been investigated at simultaneous high 
pressures and temperatures to a maximum of 91 GPa and 2700 K (Murakami et al. 2012).

High-pressure/moderately high-temperature (T ≤ 800 K) measurements of CO2, CO2-H2O 
mixtures and of aqueous fluids relevant for metamorphic processes in the uppermost mantle 
have been recently performed in externally-heated diamond anvil cells paying special attention 
to precise pressure determination (Giordano et al. 2006; Qin et al. 2010; Mantegazzi et al. 2012; 
Valenti et al. 2011; Sanchez-Valle et al. 2012).

ANALYSIS OF THE BRILLOUIN SPECTRA  
AND RECOVERY OF THE ELASTIC TENSOR

One of the most important applications of Brillouin scattering, and the most relevant in 
the Earth sciences, is determining acoustic velocities in Earth materials, and from acoustic 
velocities and density, constraining the full elastic tensor. The objective of this section is to 
introduce the general problem of extracting information about the anisotropic elastic properties 
of the sample material (ideally a single crystal) from the velocity determined by Brillouin 
scattering measurements. The relationship between the Brillouin frequency shift and acoustic 
velocity was given in Equation (8).

In the long wavelength limit, the acoustic phonons involved in the scattering process can be 
considered acoustic waves propagating in an elastic continuum. The phase velocity determined 
by Equation (8) is a solution of the equations of motion of the form of Equation (22). In order 
to describe the actual approach used to reduce the data and determine the elements of the elastic 
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stiffness tensor, we will briefly introduce the basic concepts of anisotropic linear elasticity. The 
choice of limiting this introduction to linear elasticity is related to the fact that in crystalline 
Earth materials linear elastic behavior is generally a valid approximation in the frequency 
range of the acoustic vibrations involved in Brillouin scattering. More complete treatments of 
anisotropic elasticity can be found in Auld (1973), Musgrave (1970) and a concise summary is 
given by Every (2001).

Linear elasticity of anisotropic solids

A solid subject to a distortion (strain, εij) deforms elastically when it instantaneously 
recovers its original form when the cause of the distortion (stress, σij) is removed. Linear 
elasticity is restricted to the case in which the relationship between the stress and the distortion 
is linear. This is expressed in three dimensions by Hooke’s law:

(33)ij ijkl klsε = σ

or inversely
(34)ij ijkl klcσ = ε

where sijkl and cijkl are the second-order elastic compliances and stiffnesses, respectively. The 
indices have values 1, 2, 3, and summation is carried out for repeated indices (Einstein’s sum-
mation rule). All the quantities of Equations (34) are tensors. The infinitesimal strain is defined 
as the symmetric part of the displacement gradient tensor. In a Cartesian reference system (x1, 
x2, x3):
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where u(x) is the displacement. The strain tensor is a symmetric second rank tensor with only 
six independent components. The diagonal elements represent changes in linear extension 
or compression; the off-diagonal coefficients represent the change of the angle between two 
directions (Fig. 11).

The (Cauchy) stress tensor σij (Fig. 12) is defined as:

( ) (36)i ij jT n n= σ

Figure 11. Graphical representation of the elements of the strain tensor in a two-dimensional representation 
(modified from Every 2001). (a) compressional strain; (b) shear strain. Symbols are explained in the text.
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where Ti(n) is the traction vector relative to an 
infinitesimal surface δA with normal direction n 
(with component ni in the direction xi). The traction 
vector is defined as Ti(n) = limδA→0(δFi/δA), where 
δFi is the ith component of the force acting on δA. 
The definition of traction and stress tensor requires 
that σijnj = −σij(−nj) to prevent infinite tractions at 
the limit for δA → 0. Another important property of 
the stress tensor is that σij = σji to prevent that the 
forces applied to a vanishingly small volume of a 
material can produce finite torques.

From Hooke’s law (Eqn. 34) we see that the 
compliance and stiffness tensors are fourth rank 
tensors with 81 components. Due to the symme-
tries of the stress and strain tensors the number of 
independent components reduces to 36. Compli-
ance and stiffness tensors are reciprocal, cijklsklmn 
= δimδin (where δim and δin are Kronecker deltas). 
Voigt contracted notation exploits the invariance by 

exchange of indices i,j and k,l where the first and second pair of indices i,j (k,l) transform into α 
(β) following the rules: i,j → α:11 → 1, 22 → 2, 33 → 3, 23 = 32 → 4, 13 = 31 → 5, 12 = 21 → 
6. It is applied to the stress, strain, stiffness and compliance tensors. For instance: c1123 → c14. In 
the case of strain (εij) the coefficient 1/2 is necessary for α > 3. In the case of compliance (sijlk) 
the coefficient 1/2 is necessary if one of the contracted indices is larger than 3, a coefficient of 
1/4 is necessary if both the contracted indices are larger than 3. The contracted notation simpli-
fies the computations in many cases. The com-
pliance and stiffness tensors are thus reduced to 
6 × 6 matrices.

The number of independent non-zero ele-
ments of the elastic tensor is also affected by 
crystal symmetry (Nye 1985). The elastic ten-
sor of materials belonging to the same Laue 
symmetry classes will have the same number of 
independent elastic constants. Isotropic solids 
have only two independent constants c11 and c44 
and the third non-zero constant c12 is defined as 
c12 = c11 − 2c44. Anisotropic solids have a num-
ber of non-zero independent elastic constants 
that increases at the decreasing of their symme-
try to a maximum of 21 in the triclinic system 
(Table 1).

Determining the elastic constants

We can now rewrite the wave equation for a linear elastic anisotropic solid in a Cartesian 
reference system:

2 2

2
(37)i k

ijkl
j l

u u
c

t x x

∂ ∂
ρ =
∂ ∂ ∂

Plane wave solutions of Equation (37) have the form ui = ui
0 expi (qx − ωt) where ui

0 is the 
polarization. By substituting into (37) we obtain:

Figure 12. Sketch of the orientation and the 
elements of the (Cauchy) stress tensor rela-
tive to the face, whose normal is parallel to 
x3, of a cubic element of a material.

Table 1. Number of non-zero, indepen-
dent single crystal elastic constants as a 
function of the symmetry of a material.

Crystal System Elastic Moduli 

Isotropic 2 

Cubic 3 

Hexagonal 5 

Trigonal 6 or 7 

Tetragonal 6 or 7 

Orthorhombic 9 

Monoclinic 13 

Triclinic 21 
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( )2 0 0 (38)ijkl j l ik kc q q u−ρω δ =

We can substitute direction cosines n = q/|q| and phase velocity ν = ω/q in Equation (38) and we 
can solve for acoustic velocity by solving the secular equation:

2 0 (39)ijkl j l ikc n n v−ρ δ =

The quantity cijklnjnl is the Christoffel’s tensor Γij. Equation (39) is a cubic equation in ν2 that ad-
mits three real solutions that can be expressed in closed form by using Cardan’s method (Every 
1980). The polarization vector u0 associated with the three phase velocity solutions can be de-
termined for each solution by substituting each solution ν in (cijklqjql − ρω2δik)mk

0 = 0 (Eqn. 38). 

Starting from velocities ν (and polarizations u0) determined by Brillouin scattering mea-
surements performed along a series of directions (Figs. 13, 14) with direction cosines n on a 
single-crystal of density ρ, the elastic constants cijkl can be determined by inverting Equations 
(39) using a least-square method. In case of measurements performed in general directions, the 
polarization of the scattering acoustic wave is not easily constrained. In the case of measure-
ments inside a diamond anvil cell, the polarization is typically unknown because of depolariza-
tion by the stressed diamond windows. In this case the inversion procedure needs additional 
steps to assign the correct polarizations to the velocities. In general, the fastest velocity is as-
sociated with the quasi-longitudinal mode (that with a displacement that is the closest to the 
phonon propagation wavevector), the assignment of the two slower solutions is often helped by 
symmetry considerations, but fundamental ambiguities may remain.

Additional difficulties arise when the orientation of the single crystal is not well defined. 
This can be the case for high-pressure experiments where crystalline phases are synthesized in 
the diamond-anvil cell (Shimizu and Sasaki 1992). In situ X-ray diffraction is always the best 
method to pre-determine the orientation of the sample. However, in the case of high-symmetry 
single crystals measured in platelet geometry it is possible to simultaneously refine both the 
elastic constants and sample orientation. Shimizu and Sasaki (1992) have resolved the elas-
tic tensor of H2S grown in the diamond anvil cell with this approach. Alternatively, Brillouin 
measurements can be used to refine the initial X-ray orientation of the sample, accounting for 
differences in optical and X-ray paths through the sample (e.g., Castagnede et al. 1992; Mao 
et al. 2008c). The ability to recover or refine a crystal’s orientation through Brillouin measure-
ments is a function of the degree of elastic anisotropy, and so varies from material to material.

The large redundancy of phase velocity measurements (with respect to the number of 
independent constants to be determined) is one of the strengths of Brillouin scattering (Fig. 
14), especially when different scattering geometries are used. Except for directions with 
degeneracies of the acoustic phonon branches or directions with vanishingly low photoelastic 
efficiency, it is possible to observe all three acoustic modes for each direction. In principle, 
it would be possible to determine the full elastic tensor of crystals of any symmetry with a 
relatively small number of measurements performed in general directions. However, subsets 
of moduli, especially in materials with low symmetry, are strongly correlated, and in addition 
limited datasets can strongly decrease our ability to recover the full tensor (Castagnede et al. 
1992). In reality, the determination of the full tensor of triclinic minerals is limited to a handful 
of cases (Brown et al. 2006). A much larger number of full tensors of monoclinic crystals have 
been determined by Brillouin scattering at ambient pressure. Materials with symmetries higher 
than monoclinic do not present serious difficulties at ambient or high pressures. Once the full 
elastic tensor is determined, it is possible to calculate the directional dependence of the elastic 
response to arbitrary applied stress fields (within the elastic limits). One of the most important 
properties is the volume compressibility of a crystal, defined as the volume change due to an 
applied pressure:
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(40)ii
iikks

P

ε
β = =

where εii is the volume compression, P is pressure defined as σkl = Pδkl (where δkl is the 
Kronecker delta). Compressibility is a key parameter to construct the pressure volume equation 
of state of a solid. The thermodynamic definition of compressibility:

ln
(41)

d

dP

ρ
β =

where ρ is density, allows one to determine the isothermal pressure—density equation of 
state if we measure compressibility as a function of pressure just by integrating Equation (41) 
(Shimizu et al. 1981). However, it is necessary to convert the compressibility determined by 

Figure 13. A typical Brillouin spec-
trum of stishovite at high pressure in 
the diamond anvil cell (modified from 
Jiang et al. 2009).

Figure 14. Experimental spatial dispersions of 
acoustic velocity in synthetic spinel, MgAl2O4  
(Speziale, unpublished data). (a) Measure-
ments at ambient conditions. (b) Measure-
ments at 11 GPa of pressure. The symbols 
represent measured phase velocities and the 
curves best fit models based on the elastic ten-
sor retrieved from the same data.
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Brillouin scattering, which is defined under isentropic conditions, to isothermal conditions. The 
conversion is obtained noting that the ratio of the isothermal and isentropic compressibilities is 
the same as that of specific heat measured at constant pressure and at constant volume:

1 (42)T P

S V

C
T

C

β
= = + αγ

β

where βT is the isothermal compressibility, βS is the isentropic compressibility, CP is specific 
heat at constant pressure, CV is the specific heat at constant volume, α is the thermal expansion 
coefficient, γ is the Grüneisen parameter, and T is temperature. The correction from isentropic 
to isothermal conditions does not affect the value of the room-temperature compressibility by 
more than a few percent in oxides and silicates of relevance for the Earth’s interior except for 
conditions close to phase transitions. The difference is larger for soft solids and fluids, or at high 
temperatures.

Average elastic constants can also be calculated for aggregates of crystals once their orien-
tation distribution is determined (e.g., Tomé 2000). This is necessary in order to determine the 
effective anisotropy of a “real” material. In geophysics, it is relevant to determine the change 
of seismic speed in different directions across a rock. Average elastic properties for orientation-
ally isotropic aggregates of crystals of a single mineral phase or weighted mixtures of different 
minerals can be calculated following different approaches (Watt et al. 1976). Two moduli are of 
special interest in geophysics, the bulk modulus or incompressibility K, defined as the inverse 
of the compressibility β and the shear modulus or rigidity m that represents the resistance to a 
change in shape caused by a pure shear stress. The two elastic moduli, in terms of the elastic 
tensor (in matrix form) of the isotropic medium are defined as:

11 12 11 12
44

2
(43)

3 2

c c c c
K c

+ −
= m = =

These moduli are directly related to the average compressional and shear seismic velocities (νP 
and νS, respectively) by the relationships:

4 / 3
(44)P S

K
v v

+ m m
= =

ρ ρ

What is the information from Brillouin scattering that is relevant to Earth science?

Determining the elastic properties of the candidate materials of inner layers of the Earth is of 
fundamental importance in order to translate the information from seismology into a consistent 
model of the composition and structure of the Earth. Average bulk and shear elastic moduli of 
candidate materials of the deep Earth compared to the average seismic velocities from radially 
symmetric seismic models of the Earth, such as PREM (Dziewonski and Anderson 1981), 
AK135 (Kennett et al. 1995) or STW105 (Kustowski et al. 2008) are eventually converging 
toward a dominant unified view of the radial compositional structure of the Earth’s interior, 
even though uncertainties are still present about the existence of a compositional layering at the 
transition from the upper to the lower mantle corresponding to the 660 km discontinuity or at 
deeper levels in the lower mantle (see review by Anderson 2005).

The increasing amount and quality of information from deep-Earth seismology has added 
a new dimension to our view of the structure of the Earth’s interior. The presence of lateral 
heterogeneity is depicted at various scales by seismic tomography (Trampert and van der Hilst 
2005). To determine the causes of the heterogeneity at transition zone level and in the D″ zone, 
the lowermost part of the mantle, we need more detailed information about the compositional 
dependence of the elastic properties of the single mineral phases that are present in the rocks 
at such great depths inside our planet. This requires improvement of our available techniques 
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to quantify the effect of pressure and temperature on single minerals, pushing their resolution 
to the level of detecting the fine effects of chemical exchange at a wide range of physical 
conditions.

Brillouin scattering is one of the few techniques that can be effectively combined with the 
diamond-anvil cell to be able to determine elastic properties at the pressures and temperatures 
of the lower mantle: from 24 GPa and ∼2000 K at its top (660-km seismic discontinuity) to 135 
GPa and ∼2800 K at its base (the core-mantle boundary). In addition to seismic heterogeneity, 
deep Earth seismological studies detect down to the deepest mantle the signature of seismic 
anisotropy, both as azimuthal variation of seismic velocity, and as shear polarization anisotropy 
(see review by Nowacki et al. 2011). Observations of seismic anisotropy in the D″ layer are 
growing in number and they are convincingly indicating that anisotropy is not limited to the 
uppermost layers of the Earth, but it is present also in the lower mantle and in the solid inner 
core (Ishii and Dziewonski 2002; Garnero et al. 2004; Fouch and Rondenay 2006; Wookey and 
Kendall 2008).

The complete directional dependence of the elastic properties of minerals under conditions 
approaching those of the deep Earth is also very important for our understanding of the 
relationship between plastic deformation and seismic anisotropy in regions of the deep mantle 
of the Earth (or even in the solid inner core). In fact, the seismic anisotropy of aggregates can be 
determined only if the full elastic anisotropy of the mineral components is known. In this sense, 
techniques such as Brillouin scattering are the only ones that can offer experimental tests of the 
computational results based on density functional theory, like in the case of MgO at ultrahigh 
pressures (Karki et al. 1999; Murakami et al. 2009b).

APPLICATIONS OF BRILLOUIN SPECTROSCOPY IN GEOSCIENCES

The elastic properties of crustal and mantle minerals are of critical importance for 
interpreting radial and lateral seismic velocity variations and seismic anisotropy in the Earth’s 
interior. To properly understand seismic observations, it is necessary to understand the variation 
of elastic properties as a function of composition, structure, pressure, and temperature. Brillouin 
spectroscopy is one of the most established and reliable techniques for the study of the single 
crystal elastic anisotropy of minerals of the Earth’s interior, and a large number of studies have 
been conducted both at ambient conditions and at high pressures or temperatures. 

Here, after summarizing the other main techniques that allow one to determine single 
crystal elasticity, we will focus particularly on the measurements performed at elevated pressure 
and/or temperature, and their implications for our understanding of the Earth’s interior.

Experimental techniques to determine the anisotropic elasticity of Earth materials

Brillouin scattering is one of a family of methods that are used to access the full single crystal 
anisotropy of Earth materials (Fig. 15, Table 2). Ultrasonic interferometry (UI) techniques from 
MHz to GHz frequencies have been used to determine the full elastic tensor of cubic minerals 
up to 8 GPa and 10 GPa respectively (Chen et al. 1998; Jacobsen and Smyth 2006). Resonant 
ultrasound spectroscopy (RUS) is the method of choice to determine the elastic tensor at high 
temperatures (up to 1800 K) at ambient pressure, with a level of precision up to one order of 
magnitude better than Brillouin scattering (Isaak and Ohno 2003). A recent development of 
RUS to higher frequencies (HFRUS) has made it possible to use this method to study very 
small specimens from high-pressure syntheses such as stishovite (Yoneda et al. 2012). Phonon 
imaging is an optical technique that has been recently applied to the diamond anvil cell to 
investigate the single-crystal elastic constants of Si (Decremps et al. 2010). A femtosecond 
laser pulse focused on one face of a plate-shaped sample is absorbed setting a local thermal 
stress near the surface. A spatially uniform angular distribution of acoustic wavevectors will 
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produce at the exit surface focused patterns related to the topology of the anisotropic group 
velocity surface. Fast detection of the patterns as a function of time allows one to determine 
group velocity spatial dispersion and recover the full elastic tensor. Momentum-resolved 
inelastic X-ray scattering (IXS) is a synchrotron-based technique that can be considered as 
an extension of Brillouin scattering to the THz frequency range. It can be used to determine 
acoustic velocities in selected single crystals directions up to very high pressure in the DAC by 
measuring energy-wavevector dispersion curves (Antonangeli et al. 2011). 

Finally, another optical spectroscopy technique that furnishes information about elastic 
anisotropy of materials is impulsive stimulated light scattering or ISLS (Nelson and Fayer 
1980). This technique is related to (spontaneous) Brillouin scattering, and is also easily 
combined with the DAC allowing one to determine the spatial dispersion of velocities on single 
crystals at high pressures and temperatures (Chai et al. 1997b; Crowhurst et al. 2008). In ISLS, 
excitations, such as acoustic phonons, are coherently stimulated by infrared laser pulses by 
means of electrostriction and optical absorption producing a set of three-dimensional time-
dependent standing wave gratings. A secondary light probe is then elastically (Bragg) scattered 
by the gratings and the diffracted intensity is analyzed in the time domain (Yan and Nelson 
1987a; Brown et al. 1989). A theoretical analysis of this method in comparison with frequency 
domain laser scattering techniques is presented by Yan and Nelson (1987a; 1987b). In general, 
both stimulated scattering and spontaneous Brillouin scattering experiments yield similar 

Figure 15. Available elasticity data of important mantle materials measured at high-pressures and/or high-
temperatures. The shaded area illustrates the range of expected P-T-conditions in the Earth’s transition 
zone and lower mantle. Open symbols: Measurements performed on polycrystalline samples; full symbols: 
single-crystal data. Note that many data points collected at either high-pressures or high-temperatures were 
measured on single-crystals (by BS, ISLS, RUS), whereas measurements at simultaneous high-pressures 
and high-temperatures are mostly performed on polycrystals (MHz-UI in a multi-anvil press). However, the 
cross denote first single-crystal data sets measured at both high-pressures and high-temperatures by Bril-
louin scattering (Mao et al. 2012; Liu et al. 2013).



Brillouin Scattering 579

Ta
bl

e 
2.

 M
ax

im
um

 p
re

ss
ur

e 
an

d 
te

m
pe

ra
tu

re
 c

on
di

tio
ns

 o
f 

el
as

tic
ity

 m
ea

su
re

m
en

ts
 o

f 
m

an
tle

 m
in

er
al

s.

M
at

er
ia

l
m

ax
 P

 [
G

P
a]

 (
m

et
ho

d)
m

ax
 T

 [
K

] 
(m

et
ho

d)
m

ax
 P

/T
 [

G
P

a,
 K

] 
(m

et
ho

d)

Pp
v

17
2 

(p
ol

y-
B

S)
 M

ur
ak

am
i e

t a
l. 

(2
00

7a
)

—
—

Pv
96

 (
po

ly
-B

S)
 M

ur
ak

am
i e

t a
l. 

(2
00

7b
)

—
9,

 8
73

 (
M

H
z-

U
I)

 L
i a

nd
 Z

ha
ng

 (
20

05
),

Si
ne

ln
ik

ov
 e

t a
l. 

(1
99

8b
)

Fp
81

 (
B

S)
 M

ar
qu

ar
dt

 e
t a

l. 
(2

00
9b

),
 

13
0 

(p
ol

y-
B

S)
 M

ur
ak

am
i e

t a
l. 

(2
00

9b
)

25
00

 K
 (

B
S)

 S
in

og
ei

ki
n 

et
 a

l. 
(2

00
4a

)
8,

 1
60

0 
(s

c-
M

H
z-

U
I)

 C
he

n 
et

 a
l. 

(1
99

8)

C
a-

Pv
—

—
10

, 1
07

3 
(M

H
z-

U
I)

 S
in

el
ni

ko
v 

et
 a

l. 
(1

99
8a

)

R
w

23
 (

B
S)

 W
an

g 
et

 a
l. 

(2
00

6)
87

3 
(B

S)
 J

ac
ks

on
 e

t a
l. 

(2
00

0)
18

, 1
67

3 
(M

H
z-

U
I)

 H
ig

o 
et

 a
l. 

(2
00

8)

W
ad

14
 (

B
S)

 Z
ha

 e
t a

l. 
(1

99
7)

66
0 

(R
U

S)
 I

sa
ak

 e
t a

l. 
(2

00
7)

7,
 8

73
 (

M
H

z-
U

I)
 L

i e
t a

l. 
(1

99
8)

M
j

26
 (

B
S)

 M
ur

ak
am

i e
t a

l. 
(2

00
8)

10
73

 (
B

S)
 S

in
og

ei
ki

n 
an

d 
B

as
s 

(2
00

2b
)

18
, 1

67
3 

(M
H

z-
U

I)
 I

ri
fu

ne
 e

t a
l. 

(2
00

8)

St
is

h
22

 (
B

S)
 J

ia
ng

 e
t a

l. 
(2

00
9)

, 
45

 (
B

S)
 L

ak
sh

ta
no

v 
et

 a
l. 

(2
00

7)

O
l

16
 (

B
S)

 D
uf

fy
 e

t a
l. 

(1
99

5)
, Z

ha
 e

t a
l. 

(1
99

6)
17

00
 (

R
U

S)
 I

sa
ak

 e
t a

l. 
(1

98
9)

8,
 1

07
3 

(M
H

z-
U

I)
 L

iu
 e

t a
l. 

(2
00

5)

Px
12

.5
 (

IS
L

S)
 C

ha
i e

t a
l. 

(1
99

7b
)

10
73

 (
B

S)
 J

ac
ks

on
 e

t a
l. 

(2
00

7)
, 

cp
x 

13
00

 (
R

U
S)

 I
sa

ak
 e

t a
l. 

(2
00

6)
13

, 1
07

3 
(M

H
z-

U
I)

 K
un

g 
et

 a
l. 

(2
00

5)

G
rt

11
 (

B
S)

 J
ia

ng
 e

t a
l. 

(2
00

4a
,b

)
20

 (I
SL

S)
 C

ha
i e

t a
l. 

(1
99

7a
),

 (B
S)

 L
iu

 e
t a

l. 
(2

01
3)

10
73

 (
B

S)
 S

in
og

ei
ki

n 
an

d 
B

as
s 

(2
00

2b
),

 
13

50
 (

R
U

S)
 I

sa
ak

 e
t a

l. 
(1

99
2)

20
, 1

70
0 

(M
H

z-
U

I)
 Z

ou
 e

t a
l. 

(2
01

2)
20

, 7
50

 (
B

S)
 L

iu
 e

t a
l. 

(2
01

3)

Pp
v:

 M
g-

ri
ch

 p
os

t-
pe

ro
vs

ki
te

; P
v:

 M
g-

ri
ch

 p
er

ov
sk

ite
; F

p:
 M

g-
ri

ch
 (M

g,
Fe

)O
; C

a-
pv

: C
aS

iO
3 p

er
ov

sk
ite

; R
w

: r
in

gw
oo

di
te

; W
ad

: w
ad

sl
ey

ite
; M

j: 
m

aj
or

iti
c 

ga
rn

et
; S

tis
h:

 s
tis

ho
vi

te
; O

l: 
ol

iv
in

e;
 

Px
: p

yr
ox

en
e;

 G
rt

: g
ar

ne
t. 

B
S:

 B
ri

llo
ui

n 
sc

at
te

ri
ng

; 
M

H
z-

U
I:

 M
H

z 
ul

tr
as

on
ic

 i
nt

er
fe

ro
m

et
ry

; 
G

H
z-

U
I:

 G
H

z 
ul

tr
as

on
ic

 i
nt

er
fe

ro
m

et
ry

; 
R

U
S:

 r
es

on
an

t 
ul

tr
as

ou
nd

 s
pe

ct
ro

sc
op

y;
 I

SL
S:

 i
m

pu
ls

iv
el

y 
st

im
ul

at
ed

 l
ig

ht
 

sc
at

te
ri

ng
.



580 Speziale, Marquardt, Duffy

information, except for differences in the efficiency of the two techniques that depend on 
material properties and experimental constraints. The two methods are largely complementary, 
and there are in the literature some rare examples of coupling time- and frequency domain 
analysis approaches in a single combined setup (Maznev et al. 1996).

Detailed descriptions of the application of these different techniques can be found in sev-
eral review articles (e.g., Bass 2007; Angel et al. 2009). 

Lithosphere and upper mantle

Olivine, (Mg,Fe)2SiO4, is the dominant constituent (40-60% by volume) in upper mantle 
mineralogical models and its phase transformations are believed responsible for the 410- and 
660-km seismic discontinuities (Ringwood and Major 1966; Duffy and Anderson 1989; Kat-
sura and Ito 1989). Not surprisingly, the elastic properties of olivines at high pressure have 
received considerable attention in Brillouin scattering studies (e.g., Shimizu et al. 1982; Duffy 
et al. 1995; Zha et al. 1996, 1998; Speziale and Duffy 2004). At ambient conditions, there 
have also been studies of Ca- Ni- and Mn-olivines as well as germanate analogs (Weidner and 
Hamaya 1983; Bass et al. 1984; Peercy and Bass 1990; Lin and Chen 2011). Olivine single 
crystal elasticity has also been investigated by MHz UI (Kumazawa and Anderson 1969; Chen 
et al. 1996a), GHz UI (Chen et al. 1996b), RUS (Isaak et al. 1989; Isaak 1992) and ISLS (Zaug 
et al. 1993; Abramson et al. 1997).

Olivine (and its high-pressure polymorphs) can store significant quantities of water as hy-
droxyl-containing point defects (Smyth 1987; Kohlstedt et al. 1996; Smyth et al. 2006). Even if 
present in small quantities in the mantle, hydrogen can strongly affect phase relations, rheologi-
cal and transport properties, and seismic properties of the deep Earth (Mei and Kohlstedt 2000; 
Karato 2006; Manthilake et al. 2009; Mao et al. 2010). Knowledge of the elastic properties of 
hydrous olivine polymorphs is thus necessary to interpret seismic data in potentially hydrous re-
gions of the mantle. The elastic properties of hydrous olivine have recently been measured both 
at ambient conditions (Jacobsen et al. 2008) and high pressure (Mao et al. 2010). The presence 
of 0.9 wt% H2O results in an increase in the pressure derivatives of the aggregate moduli. As a 
result, the bulk and shear moduli and hence the sound velocities of hydrous forsterite become 
greater than those of anhydrous forsterite at high pressures. At 14 GPa (~400 km depth), the 
compressional and shear velocities of hydrous forsterite are surprisingly 1-2% faster than those 
of anhydrous forsterite (Mao et al. 2010).

Garnets are important minerals widely found in metamorphic and igneous rocks of the 
Earth’s crust. Garnets occur in both peridotitic and eclogitic compositions in upper mantle as-
semblages and are expected to be important components down to 660 km depth. As high-quality 
natural garnet crystals are widely available and have cubic symmetry with generally little elastic 
anisotropy, these minerals have been extensively studied to understand compositional effects on 
elastic properties. Silicate garnets in the pyralspite and ugrandite groups have also been subject 
of Brillouin scattering studies at ambient conditions to deep upper mantle pressures (Bass 1986, 
1989; O’Neill et al. 1989, 1991, 1993; Conrad et al. 1999; Sinogeikin and Bass 2000; Jiang et 
al. 2004a,b). In a very recent study, Liu et al. (2013) have investigated single-crystal elastic 
properties of Fe-bearing pyrope to simultaneous high pressures and temperatures up to 20 GPa 
and 750 K.

The results of studies of olivines and garnets were used in solid-solution models of Fe-Mg 
substitution in olivine and Fe-Ca-Mg substitution in garnet by Speziale et al. (2005) to model 
the systematics of heterogeneity parameters, defined as (∂lnνp,s/∂Xi)P (where νp,s are compres-
sional and shear velocity, Xi is the atomic fraction of the element in isomorphic substitution 
and P is pressure), for both minerals as a function of depth through the whole upper mantle. 
These parameters are of prime importance for interpreting seismic tomographic data in terms 
of chemical heterogeneity (Karato and Karki 2001).
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Ortho- and clinopyroxenes are chain silicates that are present as abundant components in 
the crust and upper mantle rocks. Measurements on orthophyroxenes, (Mg,Fe)SiO3, have fo-
cused mainly on constraining the effect of Mg-Fe substitution at ambient conditions (Weidner 
et al. 1978; Bass and Weidner 1984; Duffy and Vaughan 1988; Jackson et al. 1999) but other 
compositional and structural effects on elasticity have been studied as well by Brillouin scat-
tering (Vaughan and Bass 1983; Perrillat et al. 2007). High temperature investigations of Mg-
SiO3 orthoenstatite show evidence for elastic softening associated with the onset of a displacive 
phase transition (Jackson et al. 2004a, 2007). Implications of orthopyroxene elasticity data for 
interpretation of seismic data in the crust and lithosphere have been discussed by Wagner et al. 
(2008) and Reynard et al. (2010).

Due to their monoclinic symmetry, the study of the elastic properties of clinopyroxenes is 
more challenging. Nevertheless, there have been extensive measurements, mostly by Brillouin 
scattering, of the full set of elastic constants at ambient conditions (Levien et al. 1979; Vaughan 
and Bass 1983; Kandelin and Weidner 1988a,b; Bhagat et al. 1992; Sang et al. 2011) and also 
by RUS (Isaak and Ohno 2003; and at high temperature, Isaak et al. 2006) and by ISLS (Collins 
and Brown 1998). 

A variety of other common crustal minerals have been investigated by Brillouin scatter-
ing. These include quartz and its polymorphs (Weidner and Carleton 1977; Yeganeh-Haeri et 
al. 1992; Gregoryanz et al. 2000; Lakshtanov et al. 2007). A particularly notable feature is the 
negative bulk Poisson’s ratio for the SiO2 polymorph, cristobalite (Yeganeh-Haeri et al. 1992). 
Elastic constants by Brillouin scattering have also been reported for zeolites, natrolite, analcine 
and pollucite (Sanchez-Valle et al. 2005, 2010); cordierite (Toohill et al. 1999); glaucophane 
(Bezacier et al. 2010b), zoisite (Mao et al. 2007), diaspore (Jiang et al. 2008), alunite (Majzlan 
et al. 2006), phenacite (Yeganeh-Haeri and Weidner 1989), fluorite (Speziale and Duffy 2002), 
ettringite (Speziale et al. 2008a) and portlandite (Speziale et al. 2008b). Brillouin scattering of 
synthetic spinel (MgA2O4) has been measured at ambient pressure by Askarpour et al. (1993) 
to 1273 K. The phyllosilicates that have also been characterized by the technique are muscovite 
(Vaughan and Guggenheim 1986) and antigorite (Bezacier et al. 2010a, 2013).

Brillouin scattering of hydrous minerals has helped to improve our knowledge of the 
changes in elastic properties associated with the incorporation of hydrogen in the structure 
of oxides and silicates, with important impact on our understanding of deep water recycling 
in areas of active subduction. In addition to the nominally anhydrous olivine polymorphs, hy-
drous minerals studied to date include: brucite (Xia et al. 1998; Jiang et al. 2006), chondrodite 
(Sinogeikin and Bass 1999), clinohumite (Fritzel and Bass 1997), lawsonite (Sinogeikin et al. 
2000b; Schilling et al. 2003) as well as the dense hydrous magnesian silicate phase A and phase 
D (Sanchez-Valle et al. 2008; Rosa et al. 2012). In addition to hydrogen, the recycling and deep 
budget of carbon is of interest in studying the composition of the deep Earth. Thus carbonates 
have been also studied by Brillouin spectroscopy in order to identify their potential contribution 
to the overall elastic properties of the subducting oceanic lithosphere at shallow depth (Chen et 
al. 2001, 2006; Sanchez-Valle et al. 2011).

Brillouin scattering of silica-rich glasses and melts has been measured as a function of 
pressure and temperature in order to determine compressibility and viscosity of granitic melts 
as a function of composition and put constraints on their density as a function of depth (Tkachev 
et al. 2005a,b; Hushur et al. 2013). 

Transition zone

The Earth’s transition zone, i.e., the region between 410 km and 660 km depth, is char-
acterised by several major phase transitions. In particular, the structural changes that occur 
in (Mg,Fe)2SiO4 from olivine to wadsleyite to ringwoodite to a perovskite assemblage are of 
enormous interest to geophysicists. Comparison of the characteristics of the observed seismic 
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discontinuities such as depth, width and velocity contrast to laboratory data provides constraints 
on the bulk chemical composition, the thermal state and potentially also the water content of the 
transition zone (e.g., Cammarano and Romanowicz 2007; Frost 2008). 

The complete set of elastic stiffness coefficients of a single crystal of Mg2SiO4 in the 
wadsleyite structure has been reported at ambient conditions (Sawamoto et al. 1984) and at high 
pressure (Zha et al. 1997). The effect of Fe/(Fe+Mg) ratio on the single-crystal elastic properties 
of wadsleyite and ringwoodite has been determined at ambient conditions (Sinogeikin et al. 
1998) and for ringwoodite at high pressure (Sinogeikin et al. 2001). The other major component 
of the transition zone is majoritic garnet. The bulk elastic properties of single crystal and of 
polycrystalline majorite have been measured by Pacalo et al. (1992) and by Sinogeikin and Bass 
(2002a) respectively. The effect of chemical substitution has been investigated by Yeganeh-
Haeri et al. (1990) and Sinogeikin and Bass (2002a) in the majorite-pyrope system, as well as 
by Pacalo et al. (1992) and Reichmann et al. (2002) in the majorite-jadeite system. Recently, 
single-crystal majorite was grown in a high-pressure/high-temperature synthesis and measured 
by Brillouin scattering to high pressures (Murakami et al. 2008).

As with olivine, there has been much interest in the incorporation of OH− defects in the 
crystal structures of wadsleyite and ringwoodite (Smyth 1987, 1994; McMillan et al. 1991; 
Kohlstedt et al. 1996). The single-crystal elasticity of hydrous wadsleyite and ringwoodite has 
been determined at room conditions (Inoue et al. 1998; Wang et al. 2003; Mao et al. 2008c) 
and at high pressure (Wang et al. 2006; Mao et al. 2008b, 2010, 2011) and also by GHz UI 
(Jacobsen et al. 2004; Jacobsen and Smyth 2006), and the results imply that OH− defects have a 
pronounced effect on the elasticity of the high-pressure olivine polymorphs. The available data 
raise the hope that it might be feasible to “map” hydration in the transition zone by combining 
mineral physics data with constraints from seismic tomography (Jacobsen and Smyth 2006; 
Shito et al. 2006; Li et al. 2011). Very recently, the elastic properties of hydrous ringwoodite 
have been measured to 16 GPa and 673 K (Mao et al. 2012).

The elastic properties of stishovite have been determined by Weidner et al. (1982) at 
ambient conditions. Lakshtanov et al. (2007) has investigated the stishovite to CaCl2-type 
phase transition by measuring Brillouin scattering along the [110] crystallographic direction. 
This displacive transition, which takes place at pressures of the lower mantle, is characterized 
by a substantial shear acoustic softening along [110], and its depth is strongly influenced by 
aluminium (and hydrogen) content in stishovite. Jiang et al. (2009) in a study of stishovite up 
to 22 GPa, observed signs of the incipient elastic softening already at pressures of the transition 
zone.

Based on the available data on transition zone minerals, it appears that the steep velocity 
gradients indicated by seismology are not consistent with a homogeneous mantle of pyrolitic 
composition (Cammarano and Romanowicz 2007). However, to draw final conclusions about 
the state of the transition zone, more input data from mineral physics, ideally determined at 
realistic pressure and temperature conditions, is needed. This includes data on elastic properties, 
but also an improved understanding of anelastic effects on the propagation behaviour of seismic 
waves (e.g., Stixrude and Jeanloz 2009).

Lower mantle

The two major components of the pyrolitic Earth’s lower mantle are Mg-rich silicate 
perovskite (with a simplified formula (Mg1−xFex)SiO3) and ferropericlase (Mg1−yFey)O. 
Brillouin scattering of Mg-rich ferropericlase (y = 0.013) has been measured up to 9 GPa 
(Reichmann et al. 2008). Ferropericlase with composition (Mg0.94Fe0.06)O has been measured 
to a maximum pressure of 20 GPa (Jackson et al. 2006). Recently, Brillouin scattering of 
single-crystal (Mg0.9Fe0.1)O ferropericlase has been measured to 81 GPa corresponding to 1900 
km depth (Marquardt et al. 2009b). This study showed that ferropericlase is elastically very 
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anisotropic in the Earth’s lower mantle, particularly when Fe2+ is in low spin state (Badro et al. 
2003). However, it is still debated if the spin crossover of Fe2+ is accompanied by a “softening” 
of compressional wave velocities based on measurements of other ferropericlase compositions 
by ISLS (Crowhurst et al. 2008) and by IXS (Antonangeli et al. 2011). Brillouin scattering 
is not currently able to resolve this issue, because of the overlap of the Brillouin signal from 
diamonds anvils in the DAC (Marquardt et al. 2009c). However, in principle, this limitation 
can be overcome (e.g., Zha et al. 2000) and Brillouin scattering is certainly a candidate tool to 
resolve this fundamental question, with all its consequences for our understanding of the state 
of the lower mantle (e.g., Cammarano et al. 2010). 

The other major component of the lower mantle, Mg-rich perovskite, has only been 
measured as a single-crystal at room pressure (Yeganeh-Haeri et al. 1989; Yeganeh-Haeri 1994; 
Jackson et al. 2004b; Sinogeikin et al. 2004b). High-pressure measurements are restricted at 
present to polycrystalline iron-free perovskite (Jackson et al. 2005; Murakami et al. 2007b). 
Measuring single-crystal anisotropic elastic properties of iron-bearing perovskite at pressure/
temperature-conditions relevant for the lower mantle is certainly among the biggest challenges 
in experimental mineral physics. Brillouin scattering of polycrystalline CaSiO3 perovskite, 
which represents 5 vol% of the bulk lower mantle, has been measured throughout the whole 
lower mantle pressure range (Kudo et al. 2012).

In addition to the minerals of the pyrolitic bulk mantle, also the aluminum-rich phase with 
composition Na0.4Mg0.6Al1.6Si0.4O4 and its higher pressure polymorph with Ca-ferrite phase, 
both relevant components of lithospheric rocks deeply subducted at lower mantle pressures, 
have been subject of a high-pressure study based on Brillouin scattering of polycrystalline 
samples up to 73 GPa (Dai et al. 2013). 

In the Earth’s lowermost mantle, perovskite undergoes a structural phase transition to 
post-perovskite (Murakami et al. 2004; Oganov and Ono 2004; Tsuchiya et al. 2004). The 
single-crystal elastic properties of this phase are experimentally unknown, even though they 
are of enormous importance for interpreting seismic anisotropy in the lowermost mantle (e.g., 
Miyagi et al. 2010). Brillouin scattering has, however, been performed on polycrystalline 
Mg-endmember post-perovskite to a pressure of 172 GPa (Murakami et al. 2007a). It should 
be noted here that the potential effect of the electronic spin transition of iron on the elastic 
properties of both perovskite and post-perovskite is still unknown (Lin et al. 2013).

Silicate glasses are model systems for understanding the behaviour of silicate melts at deep 
mantle conditions. Glasses with compositions of interest for geophysics have been measured to 
lower mantle pressures up to more than 200 GPa (Zha et al. 1994; Murakami and Bass 2010, 
2011; Sanchez-Valle and Bass 2010). These studies reveal interesting changes in the pressure 
derivative of shear velocities that might indicate amorphous silicate densification. Furthermore, 
these measurements document that the experimental limits of Brillouin scattering at extreme 
conditions are still not mapped out (Murakami and Bass 2011).

FRONTIERS

Elasticity under deep mantle conditions

Brillouin scattering is one of the few techniques capable of providing information about 
single-crystal elastic anisotropy, at pressure and temperature conditions relevant to the deep 
Earth interior. However, the vast majority of experimental work on materials of geophysical 
relevance has been limited to either high pressure or high temperature, and not simultaneously 
at the high P-T conditions of the interior of our planet (Fig. 15). This poses limitations on the 
mineral physics interpretation of seismological observations at present. 
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Indeed, it has been shown that the P-T-cross-derivatives, which are only accessible by mea-
surements performed at simultaneously high-P and -T, cannot be disregarded (Chen et al. 1998). 
In addition, only recently the first single-crystal measurements were performed (at 300 K) at 
pressures expected for the Earth’s lower mantle (Zha et al. 2000; Marquardt et al. 2009b,c) or 
at 1 bar at temperatures relevant to the deep mantle (Jackson et al. 2000, 2007; Sinogeikin and 
Bass 2002b; Sinogeikin et al. 2004a). At present, there are no high-pressure or high-temperature 
Brillouin data on single crystals of MgSiO3 perovskite, the most abundant mineral phase of the 
Earth’s lower mantle. In this chapter, we provide some perspectives on future directions for 
Brillouin spectroscopy. 

Extending the experimental pressure range for single-crystal measurements. Sample 
preparation for Brillouin scattering is challenging as the technique requires small, optical 
grade, parallel, and well-polished samples in specific crystal orientations. It has recently been 
demonstrated that focused ion beam (FIB) cutting and milling are well suited techniques to 
prepare single-crystal samples with dimensions of few tens of microns and precisely defined 
shapes (Marquardt and Marquardt 2012). These procedures result in little damage and thus 
allow for machining designed samples from materials that are brittle, metastable, or show a 
strong cleavage. In addition, FIB techniques allow for cutting more than one sample from a 
single fragment of material, for instance, platelets with different orientations from one single-
crystal of less than 100 mm width.

Another serious limitation in Brillouin-scattering experiments extending to very high 
pressures (>30 GPa), or on materials with fast acoustic velocities, arises from the overlap 
of Brillouin peaks from the shear waves of the diamond anvils with those of the sample’s 
compressional wave. As a result, the compressional waves can only be measured in certain 
directions or even not at all. This reduces the ability to recover the full set of elastic tensor 
components. In the case of cubic materials, in situ X-ray diffraction data can be used to 
supplement the Brillouin data. Using the (isothermal) bulk modulus KT = (c11 + 2c12)/3 together 
with the results from Brillouin scattering from the shear acoustic modes, one can extract the 
three independent elastic constants, if appropriate corrections are made between the isothermal 
and adiabatic moduli (e.g., Marquardt et al. 2009c). Methods for spatial filtering and the use 
of cylindrical lenses can, in principle, be used to suppress the diamond signal (Zha et al. 1998, 
2000) and further developments of these techniques are needed. 

Extending Brillouin spectroscopy to simultaneous high pressures and high temperatures. 
A small number of Brillouin scattering measurements at combined high pressures and high 
temperatures have been performed in the diamond-anvil cell, using resistive (Goncharov et al. 
2007; Jia et al. 2008; Mao et al. 2012; Lu et al. 2013) or laser heating (Li et al. 2006; Murakami 
et al. 2009a, 2012). The maximum temperature that has been reported in single-crystal Brillouin 
experiments at high pressures by using resistive heating is about 900 K (Sinogeikin et al. 
2006). The temperature range that can be accessed by resistive heating might be extended 
using different heaters and enclosing the whole diamond-anvil cell in a sealed container with 
a controlled atmosphere (e.g., Liermann et al. 2009), but is limited due to graphitization of the 
diamonds that occurs at roughly 1200-1500 K.

Alternatively, infrared laser heating can be employed to heat the sample. Recent progresses 
in implementation of laser-heating techniques for single-crystal studies (Dubrovinsky et al. 
2010) has applications to Brillouin spectroscopy. The solid-state lasers that are commonly 
employed for laser-heating in the diamond-anvil cell operate at wavelengths in the near 
infrared (~1 mm) where there is tradeoff between the optical transparency required for Brillouin 
spectroscopy and the absorption required for effective heating at these wavelengths. Silicates 
and oxides (including lower-mantle ferropericlase and Mg-perovskite) that contain some 
amount of iron (~10 at%) are perfectly suited for Brillouin spectroscopy (e.g., Marquardt et 
al. 2009c), while absorbing enough energy from a ~1 mm heating laser to allow for effective 



Brillouin Scattering 585

heating to thousands of degrees (Dubrovinsky et al. 2009). The possibility of laser-heating the 
sample chamber by employing “internal furnaces,” i.e., adding some laser absorbing material to 
the sample chamber, has also been discussed (Goncharov and Crowhurst 2005; Li et al. 2006). 
Alternatively, CO2 lasers (wavelength ~10 mm) have been employed to heat transparent samples 
(Sinogeikin et al. 2004a; Murakami et al. 2009a).

Brillouin scattering combined with synchrotron X-ray diffraction. The combination of 
Brillouin spectroscopy and synchrotron X-ray diffraction is very useful for studies at high P-T, 
because the density of the sample can be directly determined under the same experimental con-
ditions as the Brillouin data. X-ray diffraction data provide a precise control and knowledge of 
the sample orientation (in case of slight rotation of the single crystal by increasing pressure and 
temperature), which reduces the number of phonon directions necessary to constrain the elastic 
tensor and thus minimizes experimental collection time, especially when measurements are 
performed at extreme conditions. In addition, the X-ray data give information on crystal qual-
ity, twinning, etc. In case of experiments performed on polycrystalline samples, other useful 
results potentially derived from X-ray measurements include the average grain size, texture, and 
stress distribution (Marquardt et al. 2011; Speziale et al. 2013). The combination of Brillouin 
scattering and synchrotron X-ray diffraction can be realized by having the Brillouin system 
“on-line” at a beamline. Such systems are installed at the Advanced Light Source (APS) Sector 
13 (Sinogeikin et al. 2006) and SPring 8 beamline BL10XU (Murakami et al. 2009a). They 
allow for a simultaneous collection of acoustic velocity measurements and X-ray diffraction 
data. Figure 16 shows both a Brillouin spectrum collected on a single-crystal of (Mg0.9Fe0.1)O 
ferropericlase at APS Sector 13 and the corresponding integrated diffraction pattern at around 
10 GPa and 700 K. 

One possible drawback of such systems lies in the experimental time requirements of the 
two techniques. While it takes only several minutes to collect X-ray diffraction datasets in 
the DAC, especially if only the unit cell volume is to be determined, the typical collection 
time for one Brillouin spectrum is several tens of minutes, sometimes even hours. Additionally, 
multiple crystallographic directions have to be probed in single-crystal Brillouin spectroscopy 
to invert for the complete elastic tensor at a given pressure, especially if the symmetry of the 

Figure 16. Brillouin scattering spectrum of a single crystal of (Mg0.9Fe0.1)O and corresponding X-ray dif-
fraction pattern simultaneously collected at high pressure and temperature at Sector 13 of the APS (Mar-
quardt, unpublished data). 
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material is not cubic or hexagonal. Thus, the use of “on-line” systems represents the optimal 
use of beamtime only when the collection of Brillouin spectra can be limited to one or a few 
directions as is the case for liquids, glasses, random polycrystals, and elastically isotropic or 
high-symmetry single crystals.

An alternative approach to combining Brillouin scattering and X-ray diffraction is the 
installation of a Brillouin system in close proximity to a synchrotron beamline. With this 
arrangement, the time-consuming acoustic velocity measurements of elastic anisotropy can be 
performed “off-line” and the measurements of X-ray diffraction are performed only once per 
P-T step by transferring the sample to the beamline at the same environmental conditions. Such 
a setup is now available at DESY-PETRA III Beamline P02.2 (Extreme Conditions Beamline 
ECB) (Speziale et al. 2013). This approach is most effective for high-pressure and temperature 
measurements of single-crystals, especially when the crystal symmetry is lower than cubic.

The combination of Brillouin scattering with synchrotron X-ray diffraction at high pressure 
in the DAC can supplement the velocity data with very important information that help to 
constrain the full elastic tensor when the Brillouin data alone are insufficient. X-ray diffraction 
of powders can supply cell volume (and hence density) and constrain the isothermal bulk 
modulus (Sinogeikin et al. 2006; Marquardt et al. 2009b; Murakami et al. 2009a). Single crystal 
diffraction can place tight constraints on the axial compressibilities which place independent 
constraints on subsets of the elastic constants. X-ray diffraction of powders in radial geometry 
can supply information about texture development, useful to evaluate the results of Brillouin 
scattering from polycrystalline samples (Marquardt et al. 2011; Speziale et al. 2013), and in the 
case of high-symmetry materials it can also place constraints on subsets of single crystal elastic 
constants (Speziale et al. 2006; Mao et al. 2008a) by applying anisotropic lattice strains theories 
(e.g., Funamori et al. 1994; Singh et al. 1998; Matthies et al. 2001).

Brillouin scattering of polycrystalline aggregates. Brillouin measurements on 
polycrystalline aggregates offer some advantages, especially for experiments at higher 
pressures and combined high P-T conditions. For isotropic samples such as glasses and 
random polycrystals, only one single Brillouin measurement is necessary to obtain the two 
elastic moduli that characterize such materials, although more measurements are typically 
performed in practice. Good agreement for bulk properties (shear and bulk modulus) between 
Brillouin scattering measurements performed on polycrystalline and single-crystal perovskite 
has been demonstrated at ambient conditions (Sinogeikin et al. 2004b). However, even for 
elastically isotropic materials, the anisotropy of the photoelastic tensor (that determines the 
intensity of Brillouin scattered light; see “Brillouin scattering in solids” section) could bias the 
experimentally determined average velocity with respect to the theoretical average from single-
crystal elastic constants.

In the case of loosely packed powders, the spectra show a characteristic distribution 
of frequency shifts caused by the large variation in scattering geometries (Hernandez et al. 
1996). Thorough investigations of Brillouin spectra from heterogeneous micro-aggregates have 
elucidated the details of their dispersion relation in the GHz regime, including fine details of 
localized eigenmodes of the particles of the dispersed components (Kriegs et al. 2004). In the 
case of predefined microstructure, Brillouin scattering has been successfully used to determine 
the effective elastic properties of the composite by applying effective medium models (e.g., 
Devaty et al. 2010). These promising results suggest that Brillouin scattering could be used 
to infer properties of unknown materials when they form microstructurally well-characterized 
aggregates with materials of known elastic properties at extreme conditions.

Recently, Brillouin experiments on packed powders have been performed to high pressures 
(Murakami et al. 2007a,b, 2009b; Gleason et al. 2011; Marquardt et al. 2011). Even though these 
results are promising, effort is still necessary to understand the quality and reliability of bulk 
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properties determined by Brillouin scattering from polycrystalline materials at high pressures. 
As the stress distribution in a diamond-anvil cell at high pressure will not be uniform, a major 
complication might arise from the development of a crystallographic-preferred orientation 
(CPO) in the polycrystalline sample. In this case, the measured aggregate velocities will be 
average distribution functions weighted by the grains’ orientation and could strongly deviate 
from the isotropic average velocities. Furthermore, the anisotropic deformation behavior of the 
constituents leads to intergranular stresses, which may bias the measured velocities. Additional 
care has to be taken to precisely characterise the average crystallite size since small grain size 
can have an impact on the measured bulk elastic properties (Marquardt et al. 2011).

Combining Brillouin scattering with other techniques to characterize elastic anisotropy 
at high pressures

The combination of single-crystal Brillouin scattering at extreme pressures and tempera-
tures with other techniques that determine elastic properties of materials can allow one to put 
constraints on the full elastic tensor of materials even when the individual techniques alone 
cannot. One example of this approach is represented by the study of the effect of the Fe2+ spin 
crossover on the elastic properties of ferropericlase (Mg1−xFex)O (with x < 0.3) at lower mantle 
pressures. Brillouin scattering, X-ray diffraction, IXS and ISLS experiments on ferropericlase 
of similar compositions have furnished direct information on all the constants of the elastic 
tensor of this mineral, which is the second most abundant phase of the lower mantle (Lin et al. 
2005; Crowhurst et al. 2008; Marquardt et al. 2009c; Antonangeli et al. 2011). This body of ex-
perimental results, generally in mutual agreement, has placed strong constraints on the behavior 
of the shear elastic anisotropy of ferropericlase, which shows an increase across the spin cross-
over. The results regarding the compressional constant c11 are still contradictory, but the combi-
nation of the available results along with density functional theory computations (Wentzcovitch 
et al. 2009; Wu et al. 2013) is progressing in the direction of an unequivocal picture. Due to 
inherent limitations of the different techniques, it is the combination of multiple approaches 
that best places quantitative constraints on the elastic anisotropy at these extreme conditions.

Surface Brillouin scattering at extreme conditions

One of the biggest challenges in mineral physics is that of directly probing the elastic 
properties of the materials of the Earth’s core. Measurements of the elastic properties of 
polycrystalline hcp-Fe (the most probable stable polymorph in the inner core) have been 
measured to megabar pressures by IXS (Fiquet et al. 2001; Antonangeli et al. 2004, including 
elastic anisotropy) and by ISLS (Crowhurst et al. 2005). Measurements of Fe-Ni and Fe-Ni-Si 
alloy compositions have been performed at high pressures and temperatures (Kantor et al. 2007; 
Antonangeli et al. 2010). These experiments provide, up to now, the best constraints on shear 
and compressional velocities of solid Fe and Fe alloys at extreme pressures. A coherent picture 
requires additional experimental investigations at even higher pressures and at significantly 
higher temperatures.

Brillouin scattering can be one technique to determine acoustic velocities of both solid and 
liquid metals at extreme conditions in the DAC. Surface Brillouin scattering of liquid metals has 
been reported at ambient conditions (Dil and Brody 1976) and the theory has been developed 
to interpret the spectral features present in spectra collected from the interface between a 
transparent container and a metal liquid (Visser et al. 1984). In addition, surface Brillouin 
scattering of solid thin-film Au has been measured to a pressure of 4.8 GPa (Crowhurst et al. 
1999). Advances in the design of Brillouin spectrometers (that is both the optic path and the 
interferometers) allow, in principle to detect the scattering from interfacial waves at the contact 
between liquid and solid iron as well as between diamond and a transparent pressure medium.
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INTRODUCTION

Nuclear Magnetic Resonance (NMR) methods are now widely used for studying the struc-
ture and dynamics of solid, inorganic materials, including those central to the Earth sciences, as 
well as silicate melts and aqueous solutions. Spectra of minerals (as conveniently large single 
crystals) were collected soon after NMR was developed in the late 1940’s, and were instru-
mental in early refinements of the theory of NMR interactions in solids (Pound 1950; Petch 
et al. 1953). NMR on single crystals also provided important insights into issues such as sym-
metry distortion and phase transitions in minerals (Brun and Hafner 1962; Ghose 1964; Ghose 
and Tsang 1973). The critical, resolution-enhancing method of “magic-angle sample spinning” 
(MAS) was invented in the late 1950’s and demonstrated on NaCl (Andrew et al. 1959). How-
ever, it was not until the development of relatively high-field (e.g., 4.7 Tesla and above) super-
conducting magnets, and pulsed, Fourier-transform methods (requiring fast micro-computers) 
in the late 1970’s and early 1980’s that high-resolution NMR spectroscopy on nuclides such 
as 29Si and 27Al routinely started providing new structural information on minerals and glasses 
(Lippmaa et al. 1980; Smith et al. 1983; Mägi et al. 1984). Technological advances continue 
to push the development of new applications of high resolution, solid-state NMR, for example 
magnets with fields of 21 T and even higher, MAS probes with spinning rates above 100 kHz (6 
million revolutions per minute), and capabilities to observe high-quality spectra of ever-smaller 
samples (e.g., <1 mg).

Probably more than any other commonly-applied spectroscopic methodology, NMR in-
cludes a wide array of techniques that allow the complex, and time-dependent, manipulation of 
the system under observation, in this case the nuclear spins of isotopes of many different ele-
ments. A rich variety of information about short-range (first and second atom neighbor distribu-
tions) and intermediate-range structure (molecular connections out to third-, fourth-neighbor or 
even more, distances to the nm scale) can thus be obtained that often includes data on interac-
tions among different types of atoms, and on dynamics at timescales from about 0.1 second to 
1 nanosecond. Many books on the basics of NMR (Abragam 1961; Fukushima and Roedder 
1981; Harris 1983; Derome 1987; Ernst et al. 1987; Keeler 2010) and on its theory and applica-
tions to solids (Fyfe 1983; Duer 2002, 2004; Apperley et al. 2012; Wasylishen et al. 2012) are 
available. Applications of high-resolution solid-state NMR to inorganic materials of wide vari-
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ety (including minerals) have been thoroughly and clearly reviewed early on (Engelhardt and 
Michel 1987) and more recently (Mackenzie and Smith 2002). The latter book is an especially 
good summary not only of commonly studied nuclides, but of many others that could be of in-
terest for inorganic Earth materials. These and a few other sources (Sherriff et al. 1991; Stebbins 
1995b) include detailed tabulations of NMR data on minerals as well as tables of properties of 
NMR-accessible nuclides that are more complete than the selected list included here (Table 1). 
Some other nuclides have potential applications, but have not been widely applied in these 
materials. In some cases, other isotopes of listed elements are observable, but are generally less 
useful. Many useful articles appear in the hardcopy and online versions of the Encyclopedia 
of Magnetic Resonance (Wiley). Introductions and reviews of the basics and of applications 
to minerals, glasses, and melts, focusing on the Earth sciences, particularly the NMR chapters 
in the 1988 MSA RIM volume (Kirkpatrick 1988; Stebbins 1988), and the 2004 EMU volume 
(Fechtelkord 2004) on spectroscopic methods in mineralogy will be the starting points for this 
chapter, which is intended to complement, not duplicate, these earlier introductions. Our goal 
here of course cannot be to cover the field in its entirety, or to give a complete foundation in the 
basic theory and methods, but is to provide the most important basic concepts to mineralogists 
and geochemists to allow informed and critical reading of the literature beyond the “black box” 
level. Further, we provide examples of applications of NMR to inorganic Earth materials (and 
their simplified synthetic equivalents) to inspire and facilitate future work. 

The basics provided here do apply to NMR applications in general, but we have restricted 
the scope of applications to solid and molten inorganic materials (mostly silicates and oxides), 
with a few examples for aqueous solutions. With that said, we will note in passing that solid-state 
NMR has been widely applied to organic Earth materials as well, where it plays a unique role in 
constraining the distribution of molecular species in the extremely complex, often insoluble (and 
thus non-analyzable) carbonaceous material of coals, soils, and even, recently, of meteorites. 
Low-resolution 1H NMR methods are widely used in the laboratory and in oil field borehole 
tools to evaluate the distributions of liquid hydrocarbons and aqueous fluids, and magnetic reso-
nance imaging (MRI) is used in the laboratory to observe multi-phase fluid flow in rock cores. 

In this chapter, we emphasize applications of NMR to the types of problems most com-
monly encountered in the Earth sciences, where information on atomic-scale structure and 
dynamics is needed to progress in the understanding and prediction of large-scale processes. 
These problems are, of course, by no means unique to the Earth sciences, and the distinctions 
among mineralogy, geochemistry, materials science, and solid-state chemistry, have long been 
blurred. It is important to keep in mind, as well, that natural minerals and their pure synthetic 
equivalents, having structures known from diffraction studies, have often been used in funda-
mental solid-state NMR studies, from the earliest days to the present. Review of this work is 
beyond the scope of this chapter, but such studies range from the development of the basic phys-
ics of nuclear spin interactions, the testing of sophisticated new pulse sequences, the validation 
of theoretical methods of predicting spectra, and to the all-important discovery of empirical 
correlations between structure and observable NMR parameters such as chemical shift and 
quadrupolar coupling constants (Engelhardt and Michel 1987; Kirkpatrick 1988; Stebbins and 
Farnan 1989; Farnan 1991; Kirkpatrick and Phillips 1993; Stebbins 1995b; Mackenzie and 
Smith 2002; Fechtelkord 2004). All of these contribute to the background that allows NMR to 
be applied to unknown aspects of the structure and dynamics of more complex solids and melts.

THE BASICS

Nuclear spins, NMR frequencies and signal intensities

Neutrons, protons and electrons all have spin quantum numbers of 1/2, meaning that they 
each have magnetic moments that can interact with magnetic fields, both from other nearby 



NMR Spectroscopy of Inorganic Earth Materials 607

particles and that imposed externally. In the nucleus of an isotope with a given mass number, 
the number of protons and neutrons, and the way in which they are paired, determines the net 
nuclear spin number (I). Nuclides with equal, even numbers of protons and neutrons, especially 
in multiples of four, are particularly stable during stellar nucleosynthesis and comprise the 
most common elements in the solar system (and the Earth) beyond 1H, e.g., 12C, 16O, 24Mg, 
28Si. Because these have I = 0, they cannot be observed by NMR, which must therefore rely 

Table 1. Selected NMR nuclides for studies of solid silicate and oxide materials.  
Data from Mackenzie and Smith (2002) and Kirkpatrick (1988).

Isotope Spin
Natural 

Abundance, %
Frequency, 

MHz at 11.7 T
Quadrupolar 
Moment, mb

Notes

 spin=1/2
1H 1/2 99.99 500.00 — 1, 2
13C 1/2 1.11 125.73 — 3
15N 1/2 0.37 50.68 — 3
19F 1/2 100 470.47 — 1, 2
29Si 1/2 4.70 99.33 — 2
31P 1/2 100 202.40 — 1, 2
89Y 1/2 100 24.59 — 4

109Ag 1/2 48.18 22.3 — 4
113Cd 1/2 12.26 110.97 —
119Sn 1/2 8.58 186.45 —
207Pb 1/2 22.6 104.60 —

 quadrupolar nuclides
2H 1 0.015 76.75 2.8 3
6Li 1 7.42 73.58 −0.81
7Li 3/2 92.5 194.33 −40.1 1, 2
11B 3/2 80.1 160.53 40.6 1, 2
14N 1 99.63 36.1 20.4 4
17O 5/2 0.037 67.85 −25.6 2, 3

23Na 3/2 100 132.40 104 1, 2
25Mg 5/2 10.0 30.65 199.4 2, 4
27Al 5/2 100 130.45 146.6 1, 2
33S 3/2 0.75 38.43 −67.8 3, 4

35Cl 3/2 75.77 49.07 −81.7
39K 3/2 93.26 23.37 58.5 4

43Ca 7/2 0.135 33.72 −49.0 3, 4
45Sc 7/2 100 121.72 −220 1
47Ti 5/2 7.28 28.25 302 4
49Ti 7/2 5.51 28.25 247 4
51V 7/2 99.75 131.75 −52 1

67Zn 5/2 4.11 31.37 150 4
79Br 3/2 50.69 125.78 313
87Sr 9/2 7.00 21.77 335 4
91Zr 5/2 11.22 46.70 −176
93Nb 9/2 100 122.7 −320
127I 5/2 100 100.78 −616

133Cs 7/2 100 66.07 −3.4 2

1. especially high sensitivity (may be detectable as a minor component)
2. applied to inorganic materials relatively frequently
3. isotopic enrichment sometimes or often necessary
4. particularly low frequency, may require special equipment
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on less common odd-numbered isotopes of these elements, such as 13C, 17O, 25Mg, and 29Si. 
These have spin numbers that are odd multiples of 1/2 (“half-integer spins,” 1/2, 5/2, 5/2, 1/2 
respectively for these examples). In a few such cases, natural abundances are low enough such 
that most NMR is done on (often expensive!) isotopically-enriched synthetic samples, most 
notably for 17O and 33S. A few nuclides have equal but odd numbers of protons and neutrons 
(e.g., 2H, 6Li, 10B, 14N) and spin numbers that are even multiples of 1/2 (1, 1, 3, 1 respectively). 
In contrast, the most common isotopes of elements with odd atomic numbers usually have 
unequal numbers of protons and neutrons and thus must also have I > 0 with half-integer spins. 
Favorable NMR nuclides in this large group sometimes comprise 100% (or nearly so) of such 
atoms, often making spectra much more readily obtainable, e.g., 1H (I = 1/2), 31P (I = 1/2), 
23Na (I = 3/2), and 27Al (I = 5/2). The abundance of the NMR-active nuclide(s) is thus one 
starting point for determining the utility of the method for a given problem (Table 1). 

A nucleus has 2I + 1 nuclear spin states. The energy difference ∆E between each adjacent 
level (2I such transitions), resulting from interaction with an external magnetic field of 
magnitude B0, scales linearly with the field and with a nuclide-specific parameter called the 
gyromagnetic ratio (γ). Ignoring chemical shift and quadropolar effects (see below),

0 (1)
2

hB
E

γ
∆ =

π

where h is Planck’s constant. In modern spectrometers with commonly-used magnetic fields, 
these energies are equivalent to “Larmor” frequencies (νL = γB0/2π) in the radiofrequency 
(RF) range, typically 10’s to 100’s of MHz but sometimes ranging to >1 GHz for 1H in ultra-
high field magnets. In modern spectrometers, NMR signals come from energy released from 
such transitions after excitation by a short, but carefully controlled, pulse of radiofrequency 
energy at νL for the nuclide being observed at the magnetic field of the spectrometer, which 
is usually fixed. (In early “continuous wave” spectrometers, the radiofrequency was fixed 
and the magnetic field was scanned to record spectra: this led to the still-used convention of 
plotting spectra with higher frequency to the left, corresponding to lower external magnetic 
field.) Compared to the radiation utilized in most other types of spectroscopies such as EPR, 
IR, visible, X-ray and Mössbauer, RF frequencies and thus energies are very low and ∆E 
<<kT (Boltzman constant times temperature). Because ratios of populations of atoms in higher 
energy spin states to those in lower energy states are proportional to e(−∆E/kT), and thus close to 
1 for NMR, relatively low signal intensities and correspondingly low sensitivity often result. 
In challenging cases spectra can be slow to acquire as signals from many pulses are added 
together, requiring hours or even days. Nonetheless, for favorable nuclides (e.g., 1H, 11B, 23Na, 
27Al, 31P), useful data can be obtained for minor components in minerals at concentrations 
<1% in samples a few mg in weight, for example the distribution of boron on three- and four-
coordinated sites in biogenic calcite (Fig. 1). Recent sensitivity enhancements from higher 
magnetic fields and smaller-diameter MAS rotors have been especially important in studying 
small (1 to 10 mg) samples synthesized in multi-anvil high pressure apparatus, such as Al-
doped MgSiO3 perovskite (Fig. 2) (Stebbins et al. 2006; Ashbrook et al. 2007a).

Equation (1) also indicates that the NMR transition energy (and νL), and thus the ratio of 
lower energy state to higher energy state populations and the signal intensity, increases with 
external field and with γ. This enhanced sensitivity with higher field is one of the drivers for 
the development of stronger magnets. On the other hand, the lower sensitivity for lower γ’s 
can be a significant limitation for many interesting nuclides where, nonetheless, some useful 
and interesting NMR studies have been made in silicates and oxides, e.g., 25Mg, 43Ca and 
89Y (Mackenzie and Smith 2002). As discussed below, for quadrupolar nuclides (I > 1/2) in 
non-cubic sites, even “high-resolution” MAS NMR spectra are often broadened significantly, 
to an extent depending on the local gradient in the electric field and the nuclide-specific 
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quadrupole moment eQ (Table 1). This broadening spreads the NMR signal out, reduces 
resolution and reduces the signal-to-noise ratio. These effects increase with eQ and decrease 
strongly with increasing νL. Quadrupolar “low-γ” nuclides can thus be especially challenging 
to observe, and studies of such systems can be greatly facilitated by higher magnetic fields. 
Other broadening mechanisms, particularly the electron-nuclear magnetic dipolar interactions 
caused by unpaired electron spins (e.g., those in many transition metal cations, see section 
below on dipolar interactions) can also reduce resolution and sensitivity to the point where 
NMR spectra may no longer be useful: this has been a major limitation on applying NMR to 
most natural minerals with iron oxide contents of more than a few per cent.

This seemingly esoteric physics of nuclear spin transitions becomes interesting for studies 
of chemical structure because the spin energies are affected by interactions with electrons and 
other nuclei in the sample, all of which are dependent on the structure and dynamics. The 
most commonly exploited effect is that the magnetic field at the nucleus, and hence the NMR 
frequency, is slightly perturbed (“shielded”) by the distribution of the electrons of the atom 
being observed and its neighbors. This in turn is affected by the local chemical environment: 
electrostatic and bonding interactions, orbital hybridization, numbers and types of first, 
second, and higher-shell neighbors, bond distances and angles, etc. Together, these effects 
determine the “chemical shift” of the NMR signal for an atom in a particular coordination 
environment in a molecule, crystal, glass, or liquid. In frequency units, the chemical shift 
increases linearly with increasing field, giving greater separation at higher fields for signals 
from different sites: another motivation for using bigger magnets. However, when normalized 
by the external field, the chemical shift for a given site is a constant that characterizes the 
structure. For this reason, and for convenience in both data acquisition and comparison of 
data from different instruments, NMR frequencies are most commonly reported relative to a 
standard and normalized by the excitation frequency (as measured by the frequency for the 
standard), on a parts per million (ppm) scale:

sample standard6

standard

10 (2)
ν − ν 

δ =  ν 

Chemical shift differences of 0.01 to 0.1 ppm are routinely measured. The total variation in 
chemical shift with structure within a group of compounds varies widely depending on the 
element observed. It can be just a few ppm, for example 6Li in three- to six-coordination in 
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Figure 2. 27Al MAS NMR spectra (14.1 and 18.8 T) 
of a 4 mg sample of MgSi0.95Al0.05O2.975 perovskite, 
showing peaks for Al in octahedral “B” site and in 
larger “A” site (Stebbins et al. 2006).
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Figure 1. 11B MAS NMR spectrum (7.1 T) and 
line shape simulation for a trace amount of bo-
ron in calcite foraminifera shells (Klochko et al. 
2009).
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silicates (Xu and Stebbins 1995), or thousands of ppm for electron-rich heavy isotopes such 
as 207Pb (Fayon et al. 1998). The extreme sensitivity to structure in the latter case can be “too 
much of a good thing:” in a disordered material such as a glass, the spectrum may be so broad 
as to become difficult to observe, requiring special two-dimensional methods. 

An unusual feature and real advantage of NMR relative to other spectroscopies is that in an 
ideal experiment, the relative intensities of different components of an NMR spectrum depend 
only on the number of atoms of a given nuclide in different “sites,” meaning distinct local 
electronic environments, not the strict crystallographic sense. Thus, integration of observed 
peak areas can readily give accurate relative populations of different sites, without the need 
for matrix-dependent intensity corrections, structure-dependent absorption cross sections, etc. 
Furthermore, the high instrumental stability common to modern spectrometers means that 
intensities can easily be compared from sample to sample. Of course, an “ideal experiment” 
is not always feasible, and, as in any method, improperly-collected spectra can be misleading.

How NMR experiments are done

A full, quantitative understanding of modern NMR experiments generally requires 
a rather lengthy description based on quantum mechanics, and is beyond the scope of this 
chapter. However, as also described in more detail elsewhere (Harris 1983; Kirkpatrick 1988; 
Apperley et al. 2012), a simplified classical description can serve well to introduce the basic 
approach taken. 

In most modern NMR experiments, nuclear spin states are manipulated by one or more 
short pulses (typically a few ms long) of radiofrequency (RF) energy at the Larmor frequency 
of the nuclide being observed, which are emitted from a tuned antenna coil surrounding the 
sample volume. In more complex experiments, e.g., “double resonance,” pulses for two or 
more different nuclides may be applied simultaneously or sequentially. An RF pulse contains 
frequency components that extend for a significant range below and above the center frequency, 
roughly the inverse of the pulse length. As a result, NMR transitions are excited over this 
“bandwidth” (typically 100’s of kHz to 1 MHz or more) all at the same time. After the pulse 
sequence and a short instrumental “dead time,” the signals given off by the spins in the sample 
over this range of frequencies induce a voltage in a receiver coil (usually the same as that used 
for the excitation pulses), which is amplified and digitized for the time period until it decays 
to undetectability, typically ms to s. This intensity vs. time record is called the “free induction 
decay,” or FID. FID’s from many sequential pulses are usually added together to enhance the 
signal to noise ratio, then are processed and Fourier transformed to give a frequency domain 
spectrum. The pulses generally need to be separated by a long enough “pulse delay” or “recycle 
delay,” to allow at least partial relaxation of the spin system back to its initial state (see section 
below on nuclear spin relaxation).

In the classical view of a simple, “one pulse” NMR experiment, the nuclear magnetization 
vector is initially along the external field B0. When described in a reference frame that rotates 
at the Larmor frequency, the magnetic field of the excitation pulse (B1, applied perpendicular 
to the external field) effectively rotates the magnetization about an axis along the applied field 
as long as the pulse is turned on. The applied power of the RF pulse controls the rate of this 
rotation, which is typically in the range of 50 to 100 kHz but can be much lower or considerably 
higher. At the latter value, for example, a complete 360° rotation occurs in 1/100,000 s or 10 
ms. The maximum NMR signal will be observed when the largest vector component of the 
magnetization is perpendicular to the external field, after a rotation of 90° (“π/2-pulse” in 
radians), or 2.5 ms in this example. “RF tip angles” of less than 90° are often used for a 
number of technical reasons, however. A single 180° pulse will produce a null NMR signal, 
but may be used as part of a pulse sequence to induce one or more “spin echoes,” which can be 
very useful for exploring spin interactions and dynamics or for observing very broad signals 
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that decay too rapidly compared to instrumental deadtime. NMR spectrometers are capable 
of generating long pulse sequences on several simultaneous frequency channels for which 
powers, shapes and phases are rapidly changed to manipulate spins in complex fashions; NMR 
spectroscopists who develop such methods are often capable of creating suitably complex 
acronyms to describe such sequences, as hinted at in descriptions below.

Anisotropy, motional averaging, and magic-angle spinning

Magnetic interactions are by nature directional. Therefore, the energies of nuclear spin 
transitions in a molecule or a solid material, and the frequencies of their NMR signals, 
generally depend on the orientation with respect to the vector defined by the external magnetic 
field. This dependence is commonly described by a tensor (3×3 matrix) with three principal 
components and the angles that orient it relative to the local coordinates in the molecule or 
crystal: analogous to an optical indicatrix that describes the variation of refractive index with 
direction in a crystal. Thus, for a spin-1/2 nuclide (e.g., 13C or 29Si) in a non-cubic site in an 
ordered single crystal in which magnetic dipole couplings are also small, a narrow NMR peak 
will be observed, whose chemical shift may vary over 100’s of ppm as the crystal is rotated 
about an axis different from the external field vector. The complete “chemical shift anisotropy” 
(CSA) tensor can be mapped out by collecting data over two appropriate rotations, although 
such experiments are time-consuming and are rarely done for silicates (Spearing and Stebbins 
1989). Much more commonly, the CSA parameters (without crystallographic orientation) 
are derived from patterns of spinning sidebands in magic-angle spinning experiments on 
powdered samples (see below) (Smith et al. 1983). For nuclides with I > 1/2, the anisotropy 
of the quadrupolar interaction can produce even larger effects, which have been measured in 
many early single crystal studies of nuclides such as 27Al (Brun and Hafner 1962; Ghose and 
Tsang 1973). In the now much-more-commonly studied case of a random, polycrystalline 
powder or a non-crystalline glass, all of the frequencies for all of the orientations would be 
observed together, resulting in what is often a very broad “powder pattern” with a resulting 
low signal-to-noise and low resolution among signals for different sites.

In a liquid, random re-orientation of molecules or ionic groupings, if rapid with respect 
to the frequency width of the NMR spectrum, averages all such anisotropic interactions to 
zero, generally resulting in narrow lines, high signal-to-noise, and high spectral resolution. 
The spectra thus yield “isotropic” average chemical shifts δiso. This single effect means that 
liquid-state spectra, most commonly collected for the high-γ, high abundance nuclide 1H in 
organic molecular liquids, can often be very rapidly collected, and are informative enough to 
have long been an “every day” tool for much of organic chemistry. Remarkably, an analogous 
“motional averaging” effect has become a key method for high-resolution NMR of solids. For 
spin = 1/2 nuclides, the most important anisotropic interactions are usually the chemical shift 
anisotropy and magnetic dipolar interactions (see section below). Theory shows that these are 
averaged to zero if the entire sample is rotated about an axis at the “magic angle” θ of 54.74° 
relative to the external field, for which 1 − 3cos2θ goes to 0 (Duer 2002; Mackenzie and Smith 
2002). To accomplish this, the sample is enclosed in a small (typically 1 to 10 mm diameter) 
cylindrical rotor, usually made of high-strength ceramic, and spun on an air bearing at rates at 
which the gas velocity over the rotor surface may approach the speed of sound. To be effective, 
the spinning rate (frequency) must be a significant fraction of the total “static” (non-spinning) 
peak width. In some cases, these widths can be 50 kHz or more, motivating the development 
of very rapid spinning systems. For spinning rates less than the static peak width, the spectrum 
breaks up into a central band at the isotropic chemical shift and “spinning sidebands” spaced at 
the spinning frequency, which map out the static line shape. Total signal intensity is constant, 
so lowering the spinning rate reduces the signal-to-noise ratio, but sidebands can provide 
information on the CSA and other interactions. In spectra with sidebands, if the CSA (or other 
interactions) are different for different sites, site populations derived from intensity ratios of the 
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central peaks may be incorrect if the sidebands intensities are not included in the integrations. 
Simulated 29Si spectra of the mineral clinoenstatite (Mg2Si2O6, with two slightly different Si 
sites), calculated based on published experimental data (Smith et al. 1983), illustrate the effects 
of magic angle spinning (Fig. 3). These are shown at the same absolute scale to illustrate the 
enormous enhancement in peak height as well as resolution from MAS: in fact, the static 
spectra would be very difficult to directly observe with natural isotopic abundance, and the 
presence of two distinct Si sites would probably not be detected. This figure also shows the 
equivalent scales for relative frequency in ppm and in kHz (as referenced to a standard sample 
of tetramethylsilane), as well as absolute frequency in MHz.

CHEMICAL SHIFT VS. STRUCTURE

To use NMR to constrain structures, the starting point now usually involves knowledge 
of how structure affects chemical shift. In detail, the physics of the chemical shift is complex, 
as it involves the distribution of electrons in bonding and non-bonding orbitals of the atom 
being observed and those of the first, second, and sometimes more distant neighbors. Rapid 
progress is being made in theoretical, ab initio calculations of chemical shifts and other 
NMR parameters, especially for lighter elements, as computational power increases (Tossell 
2001; Xue and Kanzaki 2001; Ashbrook et al. 2007a; Charpentier 2011). Many structure-
shift correlations, originally revealed by experimental data for crystals and molecules of 
known structures, are now being complemented and clarified by first principles calculations 
(Engelhardt and Michel 1987; Mackenzie and Smith 2002) (see the section below on first-
principles calculations of NMR parameters).

Because most nuclides that are commonly observed in NMR of silicates and other oxides 
are in cations (M) coordinated by oxide ions, the variety of chemical shift effects is somewhat 
reduced. For most of these, the largest and most obvious effect is that of the first-shell coordi-
nation number, i.e., the number of first-neighbor oxygen neighbors. This is generally strongly 
correlated with the mean cation-oxygen distance. Increasing the coordination number (and ac-
companying large increase in the mean M-O distance) generally decreases the chemical shift, 
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Figure 3. Simulated 29Si static and 
MAS NMR spectra for clinoen-
statite (9.4 T), illustrating effects of 
spinning speed. All except (c) are 
plotted with the same absolute ver-
tical scale. Spinning sidebands are 
marked by *. The three frequency 
scales are equivalent.
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as has been well-documented for 
6Li, 11B, 23Na, 25Mg, 27Al, 29Si, 
31P, 39K, 43Ca, 45Sc, 89Y and other 
less-commonly studied nuclides. 
For at least the high field-strength 
cations, e.g., B3+, Al3+, Si4+, 
chemical shift ranges for their 
well-defined coordination poly-
hedra have limited or no over-
lap. Thus, for cations that have 
significant variations in coordi-
nation number, such first-order 
NMR peak assignments are gen-
erally straightforward. Examples 
include four-and six-coordinated 
Si (IVSi and VISi) in high-pressure 
garnets (Fig. 4), Al in the A and B 
sites of MgSiO3 perovskite (Fig. 
2), and VICa in calcite vs. IXCa 
in aragonite (Fig.  5). The latter 
two examples also show effects 
of quadrupolar coupling on line 
shapes (see below on quadrupo-
lar interactions); the 43Ca data 
are for an especially difficult 
experiment on a low-abundance 
(0.14%), low-γ nuclide.

Of course, in many cases, 
such as 29Si in almost all low-
pressure silicates, cations don’t 
have important changes in coor-
dination number, and more subtle 
effects come into play. The ef-
fects of the identity and numbers 
of first-neighbor cations are often 
the first correlations sought, as 
these can change the length, co-
valency, and degree of orbital hybridization in first-shell M-O bonds. The most often-applied 
examples are the partially-overlapping ranges of 29Si chemical shifts for SiO4 groups with 
varying numbers of oxygens (n) that are “bridging” to other network cations such as Si or Al, 
as denoted by Qn where “Q” derives from the chemical term “quaternary” (Smith et al. 1983; 
Kirkpatrick 1988). Each decrease by 1 in n from 4 to 0 (tecto- to orthosilicates) raises the 
chemical shift by about 10 ppm, in this case to less negative values. For related reasons, 29Si 
chemical shifts for tectosilicate groups (Q4) have increments of about +5 ppm for each first 
cation Si neighbor that is replaced by Al. This latter correlation has been especially important 
in the widespread application of 29Si MAS NMR to determining Si/Al site occupancies in 
framework aluminosilicates, such as analcimes with varying Si/Al ratios (Fig. 6). Within a 
group of closely-related structures, such as zeolites and feldspars, or silica polymorphs, more 
detailed correlations with local structural variables such as mean Si-O-Si bond angle or Si-O 
distance have been established (Engelhardt and Michel 1987). More recent 29Si NMR study on 
a double-layered aluminosilicate (K-cymrite) has shown that different permutations of a given 
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Figure 4. 29Si MAS NMR spectrum of a high pressure garnet on 
the majorite (MgSiO3)-pyrope (Mg3Al2Si3O12) join (Phillips et 
al. 1992a). The complex line shape for the IVSi was modeled to 
describe cation disorder.
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Figure 5. 43Ca MAS NMR spectra (natural, 0.14% isotopic 
abundance, 8.5 T, 14 mm NMR rotor) and line shape simula-
tions for calcite and aragonite. [Used by permission of Elsevier, 
from Dupree et al. (1997) Chemical Physics Letters, Vol. 276, 
Fig. 2, p. 401].
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set of nSi and (4 − n)Al over neighboring 
tetrahedral sites of markedly unequal Si-
O-T angles give distinct peaks, suggest-
ing differences in the dependencies of 
29Si chemical shift on Si-O-Si and Si-O-
Al angles (Xue and Kanzaki 2012). For 
SiO6 groups that are common in high-
pressure mantle minerals (Stebbins and 
Kanzaki 1990), there are more varieties 
in local structures because of the larger 
number of neighboring cations and the 
greater variety of polyhedral connectivity 
(both corner- and edge-sharing). SiO6 oc-
tahedra with edge-shared neighbors tend 
to give less negative chemical shifts than 
those with only corner-shared neighbors, 
and also show similar dependency on the 
Si/Al distribution as those displayed by 
SiO4 tetrahedra (Xue et al. 2006, 2010).

Among commonly-studied cations 
in inorganic materials, 1H is a special 
case as it can generally be considered to 
be strongly bonded to only one oxygen, in an OH− group, H2O molecule, or less commonly 
an H3O+ group, and is often hydrogen-bonded to one or more other oxygens or other anions, 
whose strength is an important structural factor affecting the stability and properties of hydrous 
minerals (see section below). The chemical shift range for 1H is relatively small (around 20 
ppm). However, the 1H shift is well-correlated with the hydrogen-bond (O-H···O and H···O) 
distances for various types of OH and H2O groups, generally increasing with increasing 
hydrogen bonding strength, rendering it a valuable tool for inferring such information (Xue and 
Kanzaki 2009). This correlation may at first sight seem to be discouraging for differentiating 
second neighbors. However, because the hydrogen-bonding strength itself reflects, to a large 
extent, the number and type of cations to which the OH is bonded, different OH groups often 
show characteristic 1H chemical shift and hydrogen-bonding distance ranges. Examples 
include moderate to large chemical shifts for more acidic SiOH and POH groups, especially 
those hydrogen-bonded to nonbridging oxygens, and relatively small chemical shifts for more 
basic CaOH and MgOH groups (Xue and Kanzaki 2004; Xue and Kanzaki 2009). This factor 
has been important for resolving OH groups in different environments, such as SiOH vs. 
[Ca,Mg]OH in hydrous silicate glasses and minerals by 1H MAS NMR (Fig. 7). In the absence 
of significant hydrogen bonding, the 1H chemical shift shows more subtle dependence on the 
number and types of cations to which the OH is bonded, for example 3Mg vs. 2Mg1Al in 
phyllosilicates and amphiboles, rendering it useful for probing cation distributions (Welch et 
al. 1994; Fechtelkord et al. 2003).

For anions studied by NMR in inorganic materials, both the number and identities of 
first-shell cations may vary, and thus there are more variables that can have large effects on the 
chemical shift. The best-studied case, even though isotopic enrichment is usually needed, is 
17O (Mackenzie and Smith 2002). In series of structurally-similar compounds, there are large 
and consistent effects of increasing cation-oxygen distance and hence ionicity. For example, 
the chemical shift increases by 100’s of ppm from SiO2 (as stishovite) to TiO2 (as rutile), 
and from MgO to CaO to SrO to BaO. Analogous effects are known for the non-bridging 
oxygens (NBO) in MgSiO3, CaSiO3, and BaSiO3 and comparable glasses. However, even the 
first-order correlations of chemical shift with coordination number that are well-known for 
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Figure 6. 29Si MAS spectra for analcime samples with 
Si/Al as labeled (Phillips and Kirkpatrick 1994). Sig-
nals from Si sites with varying numbers of Al neigh-
bors are marked. Peak areas were analyzed to estimate 
the configurational entropy due to Si-Al disorder.
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cations are complicated for 17O by its 
wide range of bonding environments: 
increasing oxygen coordination from 
2 to 3 in SiO2 or GeO2 polymorphs 
increases the 17O chemical shift, but 
higher oxygen coordination numbers 
in more ionic oxides such as HfO2, 
ZrO2 and Ta2O5 generally seem to 
decrease the chemical shift. Here, 
improving ab initio calculations are 
becoming especially important in 
analyzing spectra. As noted below, the 
quadrupolar character of 17O (I = 5/2), 
although broadening peaks, often 
provides other NMR observables that 
can be correlated with local structure. 
Other nuclides that commonly occur 
in anions, notably 19F, 33S, and 35Cl, 
have also been studied in minerals 
and have shown systematic chemical 
shift/structure correlations somewhat 
analogous to those of 17O. These have 
been used to constrain the chemical 
environments of these anions in silicate 
glasses (see section on glasses, below).

In disordered crystalline solids 
and glasses, NMR peaks (especially for 
I = 1/2) are often much broader than in 
ordered crystals, reducing resolution 
among different sites and making quantification more difficult. However, if chemical shift 
is well-correlated with a particular structural variable, then the extent of broadening can be 
mapped into the extent of disorder, which can be a fundamental characteristic of the material. 
A good example is the distribution of Si-O-Si angles in silica glass (Mackenzie and Smith 
2002; Clark et al. 2004).

QUADRUPOLAR INTERACTIONS AND STRUCTURE

The majority of NMR-observable nuclides have I > 1/2, most commonly an odd multiple of 
1/2 such as 3/2 (e.g., 11B, 23Na) or 5/2 (e.g., 17O, 27Al). Such nuclides have electric quadrupolar 
moments, 2I + 1 energy levels, and 2I transitions between adjacent levels. These are affected not 
only by the magnetic field but by the electric field gradient (EFG) at the nucleus: for non-cubic 
sites, this changes the transition energies systematically so that, in principle, separate signals 
from each of the transitions can be observed. These interactions are again described most com-
pletely by second-rank tensors, but are commonly summarized by the “quadrupolar coupling 
constant” CQ = e2qQ/h, where e is the charge of the electron, eq is the largest principle value of 
the electric field gradient tensor (greater values for more distorted sites) and eQ is the nuclide-
specific nuclear quadrupole moment. The second key variable is the quadrupolar asymmetry 
parameter, ηQ, which varies from 0 to 1 and measures the deviation of the EFG tensor from uni-
axial symmetry. Early single-crystal work on nuclides such as 27Al in minerals often measured 
all of the transitions as function of orientation and derived the full quadrupolar tensor. From 
such data, rough correlations of CQ and/or ηQ with crystallographic site distortion were noted 
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Figure 7. 1H MAS NMR spectra for hydrous Ca,Mg 
silicate glasses along the SiO2-CaMgSiO4 join with ra-
tios of non-bridging oxygen to Si (NBO/T) increasing 
from top to bottom. Spinning sidebands are marked by *. 
[Used by permission of Elsevier, from Xue and Kanzaki 
(2004) Geochimica et Cosmochimica Acta, Vol. 68, Fig. 
2, p. 5032].
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(Ghose and Tsang 1973) and symmetry 
changes during phase transitions in min-
erals such as anorthite were observed 
(Staehli and Brinkmann 1974). In some 
cases, large differences in symmetry 
between sites allowed measurements of 
site occupancies and therefore structural 
disorder, as for MgAl2O4 spinel, even at 
low magnetic fields where chemical shift 
differences were unresolvable (Fig. 8) 
(Brun and Hafner 1962). 

The electric quadrupolar interactions 
are in general much larger than dipolar 
coupling or chemical shielding, so that 
their effect on the spin energies often 
need to be considered to second order. 
For half-integer quadrupolar nuclei, 
such as 27Al (I  =  5/2), the “central” 
transition (–1/2 to +1/2) is not affected 
by quadrupolar coupling to first order, 
whereas the “satellite” transition (e.g., 
+1/2 to +3/2, –1/2 to –3/2) frequencies 
show large orientation-dependent shifts, 
often on the order of MHz. In modern, 
high-resolution MAS NMR, often only 
the “central” transition is analyzed. 
The satellite transitions, which can have much larger static peak widths, can contribute wide 
manifolds of spinning sidebands whose intensity pattern may also be simulated to obtain the 
chemical shift and quadrupolar parameters and where resolution among signals for different sites 
can sometimes be enhanced. Although the orientation dependence of the first order quadrupolar 
effect can be averaged out by magic angle spinning, the second-order quadrupolar effect is 
more complicated and is only partially averaged by normal magic-angle spinning. The central 
transition is broadened and shifted to lower frequency by factors proportional to CQ

2, with a 
complex, often “split” peak shape that can readily be calculated from CQ and ηQ, or, conversely, 
fitted to yield those variables. (See Figs. 5, 9, and 10 and (Kirkpatrick 1988; Mackenzie and 
Smith 2002) for illustrations of how peak shapes change with these parameters.) These effects, 
in frequency units, increase linearly with decreasing νL. They can thus be particularly severe for 
“low-γ” quadrupolar nuclides, in some cases making useful spectra difficult to obtain because 
of severe broadening. On the other hand, because chemical shifts increase linearly with νL, for 
a given nuclide the size of the quadrupolar broadening and shift relative to the chemical shift 
decrease as the square of the external magnetic field. For this reason, higher and higher fields 
have progressively improved the chemical shift resolution of spectra for quadrupolar nuclides, 
and have made more and more of the periodic table accessible to high-resolution NMR. 
Analysis of spectra from two or more fields can often be very helpful in separating quadrupolar 
effects from chemical shifts in complex spectra, especially for disordered materials. Ab initio 
methods (see section below) have become increasingly important for predicting and analyzing 
quadrupolar parameters, and are often computationally more straightforward than chemical 
shift calculations. This has been especially useful in predicting correlations between local 
structural variables (e.g., Si-O-Si angles) and CQ and ηQ, which have been helpful in analyzing 
spectra, for example for 17O in silicate glasses (Charpentier et al. 2004; Clark et al. 2004; Clark 
and Grandinetti 2005; Pedone et al. 2010; Angeli et al. 2011). 
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Figure 8. 27Al NMR spectrum (about 0.8 T) of a single 
crystal of a natural spinel (MgAl2O4 with minor Fe, Cr, 
etc.). The upper spectrum is with the external magnetic 
field parallel to the four-fold axis; the lower is for an 
oblique orientation. A and B mark the central and satel-
lite transitions for VIAl; C marks IVAl. [Used by permis-
sion of Oldenbourg Wissenschaftsverlag GmbH, from 
Brun and Hafner (1962) Zeitschrift für Kristallographie, 
Vol. 117, Fig. 1, p. 44].
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A number of important practical issues resulting from quadrupolar interactions are 
illustrated in Figure 9, which shows simulated spectra for a hypothetical case of 27Al in two 
tetrahedral sites with slightly different chemical shifts but very different CQ’s, calculated 
to illustrate results for high-silica “Libyan Desert” glass containing <1% dissolved Al2O3 

(Stebbins et al. 2005). 5% of the total Al is in sites with δiso = 60 ppm and CQ = 2 MHz, 95% 
has δiso = 50 ppm and CQ = 15 MHz. ηQ for both is 1. These CQ values are near the low and 
high ends of the range commonly seen for this nuclide in minerals, but are not unrealistic. 
Figure 9a shows a currently rarely obtainable case of an MAS speed of 100 kHz but illustrates 
the true peak shapes at 9.4 T, although the quadrupolar distortion for the low-CQ site (A) is 
not visible at the scale plotted. The peak maximum for the high-CQ site (B) is shifted down 
by over 150 ppm; δiso lies at its high-frequency (left) end. Its width is 360 ppm or 38 kHz. If 
the spectrum is now calculated at 9.4 T and a more realistic, but now insufficient, spinning 
speed of 10 kHz, the orientational effects on the signal from the high-CQ site are only partially 
averaged and the peak is spread out to the point of near invisibility (Fig. 9b). If we now add 
in bit of spectrometer deadtime (which discriminates further against broad signals) and some 
noise, only the low-CQ site would be visible, representing only 5% of the total Al in the sample 
(Fig. 9c). Much lower spinning speeds of 3-5 kHz were common in early generations of MAS 
NMR probes, compounding such difficulties. If the total signal were integrated and compared 
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Figure 9. Simulated 27Al MAS NMR spectra for a hypothetical material with Al in two sites, showing only 
the central transitions. 5% of the Al is in site A, with δiso = 60 ppm, CQ = 2 MHz, and ηQ = 1; 95% is in 
site B with δiso = 50 ppm, CQ = 15 MHz, and ηQ = 1. The fields and spinning speeds for the calculations 
are shown; (c) differs from (b) only by increased spectrometer deadtime and noise. Spinning sidebands are 
marked by *. See text for details.
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to that of a suitable standard, this discrepancy would readily be detected. Such calibrations are 
often not made, but the issue of “invisible aluminum” has been noted in a number of careful 
early studies at relatively low fields (Mackenzie and Smith 2002). Finally, and reassuringly, 
Figure 9d shows the spectrum at the increasingly common high field of 18.8 T, with a readily 
attainable spinning speed of 20 kHz. Here, the full spectrum would be readily and accurately 
observed, as the width of the signal from the high-CQ is reduced by a factor of four on a 
chemical shift scale. Systematic effects of increasing fields on experimental spectra of crystals 
and glasses are illustrated in a number of studies (Mackenzie and Smith 2002). 

Several NMR methods have been developed, which, unlike MAS, completely average the 
anisotropy of quadrupolar interactions for half-integer spins (Duer 2002; Mackenzie and Smith 
2002). These can often greatly enhance resolution, and hence the content of structural informa-
tion, that can be obtained. The average frequency shift induced for the central transition by the 
second-order quadrupolar coupling, with sample rapidly spinning about an axis at angle θ with 
respect to the external magnetic field, can be described by three terms. These are an isotropic 
part that contributes to an overall shift in peak position from that of the isotropic chemical 
shift, an orientation-dependent term scaled by P2(cosθ) (second-order Legendre polynomial as 
shown in Eqn. 3) that is eliminated by MAS, and another orientation-dependent term scaled by 
P4(cosθ) (fourth-order Legendre polynomial shown in Eqn 4) that is not averaged to zero by 
MAS, but may be averaged out by spinning at two other angles of its root (30.6° and 70.1°). 

2
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In “Double Rotation” (DOR) NMR, the sample is rotated simultaneously about two angles 
(54.7 and 30.6° or 70.1°) to average out both P2(cosθ) and P4(cosθ); in “Dynamic Angle 
Spinning” (DAS) NMR, the sample spinning angle is flipped sequentially between two different 
angles that together lead to the cancellation of these terms over time. Both can give highly 
quantitative spectra. However, both are mechanically challenging to implement because they 
require special probes and have not been widely applied to Earth materials. Much more readily 
implemented is “Multiple Quantum” MAS (MQMAS, most commonly “triple quantum” or 
3QMAS) NMR, which can be done with most normal MAS NMR probes and eliminates the 
anisotropic broadening via manipulation of the nuclear spins by RF pulses. Like the central 
(–1/2 to +1/2) transition, all symmetric (–m to +m, where m = 3/2, 5/2, etc.) multiple (2m) 
quantum transitions are unaffected by quadrupolar coupling to first order, and their average 
second-order quadrupolar frequency shifts all include three terms as above, differing only in 
the respective coefficients describing their relative contributions. In a MQMAS experiment, 
the P2(cosθ) term is averaged out by magic angle spinning, and the P4(cosθ) term is averaged 
out by allowing the nuclear spins to first evolve in a 2m (e.g., 3 or 5) multiple quantum 
coherence state (after excitation by a strong pulse) for a time duration t1, and then converting 
it to single-quantum central transition coherence for detection (t2). The MQMAS (and DAS) 
experiments are two-dimensional (2D) experiments for which a series of spectra are acquired 
with incremented t1. These are then Fourier transformed with respect to both time variables, 
followed by a shearing transformation to project the isotropic spectrum in the first (indirect) 
dimension, F1. This results in a two-dimensional spectrum correlating the usual MAS 
dimension (F2) with the isotropic dimension (F1). Projection to the MAS dimension yields 
a spectrum that resembles the central transition of the normal, one-dimensional (1D) MAS 
spectrum; projection to the isotropic dimension yields a high-resolution isotropic spectrum that 
is free from anisotropic broadening, although the peak position is shifted from the isotropic 
chemical shift because of the isotropic term of the second-order quadrupolar coupling. For 
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a spectrum containing multiple peaks, 
MAS cross sections (traces) taken at each 
isotropic peak position give a series of 
MAS spectra as if each site is taken out 
and measured by MAS separately, greatly 
enhancing the resolution (Fig. 10) (Xue 
and Kanzaki 2007b).

A limiting factor for MQMAS ex-
periments is sensitivity, because multiple-
quantum excitation and its conversion to 
single quantum coherence are relatively 
inefficient. Efforts have been made to in-
crease the sensitivity through the design 
of more efficient pulse sequences. An-
other complication is that the experiment 
is intrinsically not quantitative because the 
efficiencies of multiple quantum excita-
tion and reconversion to single-quantum 
coherence depend on CQ and experimen-
tal conditions (e.g., RF field strength), and 
in particular, are known to deteriorate for 
very large (or very small) values of CQ. 
Intensity corrections based on data for ref-
erence compounds and/or numerical simu-
lations may be made. Alternatively and 
more straightforwardly, for samples with 
well-ordered structures, the MQMAS data 
may be used to first extract the chemical 
shift and quadrupolar coupling parameters, 
which are then used to further simulate the 
more quantitative normal 1D MAS spec-
trum to obtain relative abundances. 

Another related high-resolution tech-
nique for half-integer quadrupolar nuclei 
is satellite transition (ST) MAS, which 
similarly achieves high resolution by ma-
nipulating the nuclear spins to correlate 
the satellite transitions with the central 
transition in a 2D MAS experiment. It in 
general yields higher sensitivity than MQ-
MAS because only single-quantum transitions are involved, but has more stringent require-
ments on the experimental conditions such as magic angle setting and spinning rate stability. 
STMAS could be the method of choice when sensitivity is a limiting factor (Ashbrook and 
Wimperis 2004).

MAGNETIC DIPOLAR INTERACTIONS  
AND INDIRECT SPIN-SPIN COUPLINGS

The spins of nuclei with I > 0, as well as those of unpaired electrons, act as magnetic 
dipoles and can significantly perturb the energy of an NMR transition being observed, in a 

Figure 10. 27Al 3QMAS spectrum for gibbsite 
(Al[OH]3). Projections in the MAS (F2) and isotro-
pic (F1) dimensions are shown, illustrating enhanced 
resolution in the latter. A and B are the two crystallo-
graphically distinct Al sites, with CQ values of 2.2 and 
4.7 MHz, respectively. Note the quadrupolar splitting 
of the latter in the MAS dimension only. MAS dimen-
sion cross sections (“traces”), with experimental and 
simulated line shapes, are shown below. [Used by per-
mission of the American Chemical Society, from Xue 
and Kanzaki (2007b) Journal of Physical Chemistry 
B, Vol. 111, Fig. 11, p. 13164].
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complex, structure-, orientation- and time-dependent fashion. The size of these effects scale 
with the product of the gyromagnetic ratios for the spin being observed (γI) and that causing 
the perturbation (γS). Such “dipole-dipole” couplings thus can be particularly important for 
NMR on 1H or 19F or on other nuclides in materials that contain abundant H or F, as the γ’s 
for these nuclides are unusually high and they have ca. 100% isotopic abundances. Since γ for 
the electron is much greater than for nuclear spins, dipolar interactions from unpaired electron 
spins, as in many transition metal and rare earth ions, can also be very important. The energies 
of dipole-dipole couplings scale inversely with the cube of the separation of the spins, meaning 
that they are extremely sensitive to distance and thus, potentially, to structural details.

Dipole-dipole interactions can cause significant broadening of spectra. In many cases, 
especially for dilute spins such as 29Si, these are small enough (<10’s of kHz) to be averaged to 
zero by MAS. In other cases, for example when observing 13C in an H-rich organic compound, 
special “decoupling” methods remove the influence of the 1H spins. Observation of 1H spectra 
in H-rich materials is a particular challenge, as couplings can reach 70 kHz and the 1H-1H 
homonuclear dipolar couplings are only partially averaged out at moderate spinning rates, 
resulting in broadened peak widths that scale inversely with the spinning rate. This has been 
one impetus for the development of faster spinning probes, necessitating smaller rotors and 
samples. With currently available spinning rates (typically about 25 to 40 kHz, but up to about 
100 kHz with very small rotor diameters), the resolution in 1D 1H MAS NMR spectra for 
H-rich materials such as hydroxides are often still not satisfactory. Multiple pulse excitation 
combined with rotation (“CRAMPS”) often provides better resolution. The more traditional 
CRAMPS techniques (e.g., “WAHUHA”) were performed in the quasi-static limit (typically 
a few kHz MAS) to avoid interference between the multi-pulse and sample rotation. Newer-
generation (1D or 2D) CRAMPS experiments (e.g., “FSLG,” “PMLG,” “DUMBO”) are 
applicable at faster spinning rates (> 10 kHz) and often yield better resolution (Lesage 2009; 
Xue and Kanzaki 2009). 

In many materials with abundant unpaired electrons, dipolar broadening (and other 
effects) can be large enough to make acquisition of a spectrum nearly impossible, but this is 
not always the case as shown by recent work on Fe-containing garnets (Palke and Stebbins 
2011b), on rare-earth containing monazites and xenotimes (Palke and Stebbins 2011a) and 
on ions sorbed to iron oxyhydroxides (Nielsen et al. 2005; Kim et al. 2008, 2011). These 
applications are described in the section below on minerals containing unpaired electron spins.

In addition to dipolar coupling, which is a through-space interaction, nuclear spins also 
interact with one another indirectly through bonding electrons. This through-bond interaction 
is known as indirect spin-spin, scalar or J coupling. Its magnitude is determined by the J 
coupling constant, which is much smaller than dipolar coupling, and also in general decreases 
with increasing number of intervening bonds, for example < 20 Hz between the 29Si pair in 
the 29Si-O-29Si bonds, and much smaller for pairs separated by more bonds. In solution-state 
NMR, J coupling often results in peak splitting, and has been widely explored in various 
multiple dimensional experiments to provide direct connectivity information about the 
molecular structure. For solid-state NMR, peak splittings resulting from J couplings are often 
not resolved in 1D MAS NMR spectra. Nevertheless, especially in recent years, various NMR 
techniques utilizing J coupling have been applied to solids, allowing the connectivity of nuclei 
of the same or different types to be probed, and the magnitude of J coupling constants to be 
measured. The latter, like chemical shift and quadrupolar coupling parameters, are useful for 
gaining insight about local structural parameters. For example, the 2JTT′ coupling constants 
(where 2 stands for the number of bonds that separate the two nuclei, T,T′ stand for tetrahedral 
cations, such as Si, P, Al,…) for T-O-T′ bonds have been shown to be correlated with the 
T-O-T′ angles (Massiot et al. 2010; Kanzaki and Xue 2012; Xue and Kanzaki 2012).
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MORE ADVANCED NMR METHODS

The truly powerful, as well as simply fascinating, aspect of NMR spectroscopy that 
provides unique advantages lies in its ability to gain direct atomic connectivity or proximity 
information via various multiple-resonance NMR techniques, which involve the excitation 
of more than one nuclide in a single experiment (Duer 2002; Mackenzie and Smith 2002). 
These are often combined with two-dimensional methods, which correlate two frequencies 
via experiments containing more than one time variables. These experiments utilize either 
through-space dipolar coupling or through-bond spin-spin (J) coupling among spins and 
manipulate the spin system by RF pulses and/or sample rotation, “to such an extent that some 
experiments border on sorcery” (Ernst et al. 1987).

The most basic and widely used double-resonance experiment is cross-polarization (CP), 
usually combined with magic angle spinning (CPMAS). For an I→S CP experiment, the I 
spin is first excited by a 90° pulse, and the polarization is then transferred to S spin via dipolar 
interaction by applying simultaneous “contact” pulses on both frequency channels, before 
detection of the NMR signal from the S spin. 1H→X (e.g., 13C, 29Si) CPMAS NMR is a 
well-established method for organic and inorganic solid materials, and may lead to significant 
sensitivity enhancement for phases with abundant protons, such as most organic materials and 
hydrous minerals, because the maximum intensity is proportional to the ratio of the gyromag-
netic ratios of the two spins. Also, the proton relaxation times T1 (see below on relaxation), 
and thus the delay times between pulses, are often much shorter than those of dilute spins 
such as 29Si. The CP experiment is generally not a quantitative measurement because signal 
intensities depend in a complex way on the CP dynamics as well as the distributions of both 
spins involved. This could nevertheless be used to advantage: the I→S CP experiment can 
provide insight into relative I-S proximities because the signal intensity at relatively short 
contact times is a function of the distance between the two spins, and thus it is a valuable tool 
for assisting peak assignment. For example, the combination of 29Si MAS and 1H-29Si CPMAS 
NMR experiments allows easy distinction of peaks of hydrous phases from those of anhydrous 
phases in mixed samples, and can also differentiate local structures with different H-Si prox-
imities in a homogenous phase (e.g., Si Q4 and Q3-OH in hydrous silicate glasses). CPMAS 
NMR experiments can also be applied to other spin pairs, including the reversed X-1H pair 
(detecting 1H) and X-Y pairs other than 1H (e.g., 27Al-29Si) to obtain analogous information. 
For example, as described below, combining quantitative 1H MAS NMR with (1H-)29Si-1H 
and 27Al-1H CPMAS NMR was indispensable in resolving and quantifying the distribution of 
different OH species (SiOH, AlOH, [Ca,Mg]OH) in hydrous aluminosilicate glasses (Fig. 11) 
(Xue 2009; Malfait and Xue 2010). It should be noted that for CPMAS experiments involving 
one or two quadrupolar nuclei, the optimal experimental condition depends complexly on the 
spinning rate, CQ and RF field strength for the CP contact pulses (Duer 2002). 

There are a number of other dipolar-based double-resonance experiments that are simi-
larly sensitive to inter-nuclear distances, including “Rotational Echo DOuble Resonance” 
(REDOR), “Transferred Echo DOuble Resonance” (TEDOR), “TRAnsfer of Populations by 
DOuble Resonance” (TRAPDOR) and “Rotational-Echo Adiabatic Passage DOuble Reso-
nance” (REAPDOR) experiments, with the latter two designed for quadrupolar nuclei (Duer 
2002; Mackenzie and Smith 2002). These experiments all rely on the reintroduction of the 
dipolar interactions, otherwise averaged by magic-angle spinning, by applying either 180° 
pulses or continuous irradiation to the non-observe nuclei during a rotor period. Among them, 
the TEDOR experiment, like CPMAS, is a dipolar-based polarization transfer MAS experi-
ment, with the polarization of the initially excited spin transferred to the detected spin, and is 
thus amenable to 2D correlation experiments described below.

The 1D CP and TEDOR experiments can be extended into a two-dimensional (2D) “HET-
eronuclear CORrelation” (HETCOR) experiment by introducing an evolution time period (t1) 
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after the excitation pulse of the first spin. This again involves acquiring a series of spectra 
with incremented t1 values and performing a 2D Fourier transform with respect to both time 
variables (the final acquisition time, t2, and the evolution time t1) to obtain a 2D spectrum. For 
quadrupolar nuclei, the HETCOR experiment can be combined with the MQ experiment to 
achieve higher resolution (MQ-D-HETCOR). As HETCOR experiments directly provide cor-
relation of spectra for two different nuclides, and often offer higher resolution than the corre-
sponding 1D experiment, the method is a powerful and direct way to distinguish peaks belong-
ing to the same or different phases, and their relative proximities, alleviating the ambiguities of 
peak assignment based solely on peak positions. An example is the resolution of AlOH species 
in a hydrous aluminosilicate glass from 2D 27Al-1H HETCOR and 3Q-HETCOR spectra (Fig. 
12). This species was unresolved in the single-resonance 27Al 3QMAS NMR spectrum (Xue 
and Kanzaki 2006).

Analogous J coupling-based double resonance experiments have also been increasingly 
applied to inorganic and organic solids, including 29Si-27Al, 27Al-31P, and 17O-27Al (Massiot 
et al. 2010). Examples include 1D “INsensitive Nuclei Enhanced by Polarization Transfer” 
(INEPT) and 2D HETCOR experiments utilizing methods such as “INEPT,” “J-HMQC” and 
“J-HSQC.” Such experiments are analogous to those used in solution-state NMR, for which 
dipolar interactions are averaged out by rapid isotropic motion (Keeler 2010). These generally 
involve multiple 90° and 180° pulses separated by spin echo delay times with polarization 
transfer achieved by simultaneous 90° pulses on both spins. Despite the fact that J couplings 
are much smaller in comparison with dipolar interactions, and generally do not lead to resolved 
peaks in 1D NMR spectra, it has been demonstrated that comparable sensitivity to dipolar-
based HETCOR experiments can often be achieved, especially for those involving quadrupolar 
nuclei (Wiench and Pruski 2004). These can again be combined with multiple quantum methods 
to achieve high resolution for half-integer quadrupolar nuclei. As the two types of HETCOR 
experiments give respectively through-space and through-bond connectivity information, and 
the dipolar and J couplings have different dependencies on structural parameters (e.g., bond 
angles) they are complementary to each other (Kanzaki and Xue 2012). 

Figure 11!

Figure 11. 1H MAS (single pulse, “SP,” top) and 1H to 29Si to 1H CPMAS (middle) NMR spectra (9.4 T) 
of hydrous CaSiO3 (left) and Ca,Mg silicate (right) glasses with 2 wt% H2O, showing less enhancement by 
CP of the signal from (Ca,Mg)OH (narrow peak marked by dotted lines) relative to SiOH groups (broader, 
higher-frequency peak). The lowermost curves are difference spectra (Xue 2009).



NMR Spectroscopy of Inorganic Earth Materials 623

2D dipolar and J-coupling based 
correlation experiments can also be per-
formed on nuclei of the same type, pro-
viding direct information about homo-
nuclear connectivity or proximity. One 
typical such experiment is based on the 
“NOESY” (Nuclear Overhauser Effect 
SpectroscopY) sequence, or its variants, 
that include a mixing time between the 
evolution time (t1) and the final detec-
tion time (t2), during which the signal 
is modulated by spin diffusion (dipolar 
coupling mediated spin exchange) and/
or spin dynamics (motions). Also im-
portant are variants of double-quantum 
(DQ) experiments (e.g., “C7,” “BABA”) 
that all utilize multiple pulses to re-in-
troduce homonuclear dipolar couplings 
that are otherwise averaged out by MAS 
(Mackenzie and Smith 2002). Applica-
tions utilizing J-coupling based homo-
nuclear correlation experiments have 
also recently increased (Massiot et al. 
2010). Among them, the DQ experiment, 
“INADEQUATE” (“Incredible Natural 
Abundance Double-QUAntum Transfer 
spectroscopy”), analogous to a well-
known liquid-state experiment (Keeler 
2010), has been increasingly applied to 
both natural abundance and isotopically 
enriched 29Si and to 31P in both crystal-
line and glassy silicates, phosphates and 
other inorganic materials. This has pro-
vided direct information about the site-
specific connectivities. The magnitude 
of the isotropic J coupling constant and 
the numbers of such couplings can be 
directly obtained from 2D J-resolved MAS experiments, which include a series of rotor-syn-
chronized spin echoes with incremented echo delay time, t1. Such J-resolved experiments can 
(under favorable conditions) resolve the peak splittings from J couplings in the indirect (F1) 
dimension, which are hidden in the broader normal 1D MAS spectra. This can provide a direct 
means of evaluating the Qn speciation for tetrahedral (T) cations such as P and Si, the latter 
with isotopic enrichment (Massiot et al. 2010; Xue and Kanzaki 2012) and can thus alleviate 
ambiguities of peak assignment based on chemical shift alone. For example, this method has 
demonstrated for a double-layered K-cymrite (KAlSi3O8.H2O) phase (with Si/Al distributed 
in a single crystallographically unique Q4 tetrahedral site) that there are two sets of 29Si MAS 
NMR peaks for Si with mixed Si/Al neighbors and a total of eight peaks for all Si (with 0 to 
4 Si/Al neighbors), which correspond to different permutations of Si/Al on neighboring tetra-
hedral sites with two distinct Si-O-T angles (Xue and Kanzaki 2012). The assignment would 
be in error (and two distinct tetrahedral sites would be required) if the conventional view of a 
maximum of five 29Si MAS NMR peaks each corresponding to Si with n (= 0 to 4) neighboring 
Si (Al) were simply assumed.

Figure 12!

Figure 12. 27Al to 1H HETCOR (top) and 3QMAS/
HETCOR (bottom) spectra (9.4 T) of a KAlSi3O8 glass 
with 2.3 wt% H2O (Xue and Kanzaki 2006).



624 Stebbins & Xue

FIRST-PRINCIPLES CALCULATIONS OF NMR PARAMETERS

There are two quantum chemical approaches to calculating NMR parameters such as 
chemical shift, electric field gradient and J coupling tensors. One involves ab initio molecular 
orbital (MO) calculations on small clusters of atoms that mimic the local structure of interest, 
often with dangling bonds at the periphery terminated by H atoms. Such an approach has been 
applied to many inorganic structures and has provided insight into various NMR parameter vs. 
structure correlations, complementing empirical findings (Tossell 2001). Examples include 29Si 
chemical shift as a function of Si coordination (Kanzaki 1996), Qn speciation and Si-O-Si angle 
(Xue and Kanzaki 1998), 17O CQ as a function of Si-O-Si angle (Xue and Kanzaki 1998; Clark 
and Grandinetti 2005), and 17O CQ and 1H chemical shift as a function of hydrogen bonding 
distance in OH groups (Xue and Kanzaki 2001). However, the small-cluster approach is limited 
because it is difficult to faithfully model local structures containing cations with relatively 
large coordination numbers (e.g., Na, Ca and even Si and Al with coordination numbers larger 
than 4), and longer-range effects and site symmetry often cannot be well-represented. A more 
powerful approach that is becoming increasingly routine and widely used is first-principles 
calculation on periodic systems, which efficiently exploits the translational symmetry of 
crystals using plane wave basis sets and density functional theory (DFT). This method has 
been widely applied to calculate EFG tensors in periodic systems since its first introduction in 
1985 (Blaha et al. 1985). The more challenging chemical shift or shielding tensor calculation 
was made feasible with the introduction of the efficient gauge-including projector augmented 
wave (GIPAW) method in 2001(Pickard and Mauri 2001). Such calculations yield reliable 
predictions of NMR spectra for a given crystal structure, which may be either that measured 
by diffraction techniques or optimized with first-principles calculations. This method has been 
applied to a wide range of nuclides in silicates, including 29Si, 27Al, 17O, 23Na, 43Ca and 25Mg 
(Profeta et al. 2003, 2004; Charpentier et al. 2004; Ashbrook et al. 2007b).

More recently, calculations of J coupling tensors have also been reported (Yates 2010). 
Such results are very useful for assisting NMR peak assignments, especially when there are 
no simple empirical correlations between structure and NMR parameters, and have sometimes 
led to corrections of errors in peak assignment based on such inferences (Ashbrook et al. 
2007b). Periodic first-principles calculations are applicable not only to fully-ordered crystal-
line systems, but also to crystal structures with disorder and other defects by using supercells. 
This approach has also been successfully applied to disordered structures derived from first-
principles molecular dynamics simulations of glasses (Pedone et al. 2010; Angeli et al. 2011). 
As such calculations can now often be performed on PC-type computers with generally avail-
able (either commercial or free) software, this approach is rapidly becoming a routine tool for 
experimentalists to strengthen and guide data interpretations (Charpentier 2011).

NUCLEAR SPIN RELAXATION

The rates of energy transfer into, out of, and among nuclear spin systems are often complex, 
but potentially information-rich components of NMR spectroscopy. “Spin-spin relaxation,” 
characterized by inverse rates (time constants) T2, involves transfer of energy among similar 
spins and is often important in understanding line widths. More commonly discussed is “spin-
lattice” relaxation, usually described by inverse rates labeled as “T1.” This involves the loss of 
energy from the spin system into random thermal motions of the host structure (the “lattice”). 
T1’s vary widely and are of crucial pragmatic importance. Most NMR experiments are done by 
repeated excitation pulses followed by recording of time-domain signals: if pulsing is too rapid 
with respect to T1, the signal will saturate and less-and-less signal per pulse will be observed. 
Relaxation can be especially slow for spin-1/2 nuclides (e.g., 13C, 29Si, 31P) in materials lacking 
magnetic impurities, for example T1 measured to be hours in pure silica glass (Gladden et al. 
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1986). This problem can place major limitations on the quality of spectra that can be obtained 
in a practical amount of spectrometer time; in synthetic materials this can often be mitigated 
by doping with magnetic impurities such as 100’s to 1000’s of ppm of transition metal or 
rare earth cations. Different phases in a mixed material (e.g., mixes of different minerals, or 
phase-separated glasses) may relax at different rates, complicating quantitation if spectra are 
not fully relaxed, but in some cases allowing measurement of phase proportions. In contrast, 
relaxation can be very rapid in some systems, such as those containing abundant unpaired 
electron spins or for quadrupolar nuclides with mobile cations (T1’s of seconds, milli- or even 
microseconds). This may make obtaining spectra more rapid, but in extreme cases will result 
in severe peak broadening even to the point of non-observability.

Spin-lattice relaxation is especially sensitive to dynamics such as molecular rotation, ion-
ic site hopping, and fluctuations during phase transitions. Detailed studies of mobile systems 
(both solids and liquids) have often yielded data on mechanisms and rates of dynamical pro-
cesses (Stebbins 1988, 1991b; Borsa and Rigmonti 1990). In less mobile solids, detailed relax-
ation time studies are uncommon, as they are time-consuming and can be difficult to interpret. 
However, it is useful to note that bulk relaxation can generally be described by the equation

1 exp (5)
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Here, the ratio of the observed intensity (or “magnetization” M) to that at full relaxation (M∞) is 
described as a function of time τ with a scaling constant A and a time constant T′. In cases with 
strong coupling among spins, relaxation rates are the same for all of the observed nuclei in the 
sample, the exponent β equals 1, and there is a single T1 (= T′) value. However, when relaxation 
is dominated by dipolar coupling to magnetic impurities, relaxation can be heterogeneous. In 
this case, as is common for 29Si in silicates, a “stretched” exponential (β = 0.5) generally is a 
much better description (Hartman et al. 2007; Stebbins et al. 2009d).

APPLICATIONS TO CRYSTALLINE SILICATES, OXIDES  
AND OTHER INORGANIC MATERIALS

Structural order/disorder in minerals

Most of the minerals that make up the terrestrial planets are complex, multicomponent solid 
solutions. Details of short-range structure such as cation and anion site occupancies, “ideal” 
random mixing vs. ordering, and local distortion of sites from long-range average symmetry, 
can often be best determined by spectroscopic methods such as NMR, which complement the 
long-range average structure observed by diffraction methods. Such information is important 
to make accurate models of bulk properties. For example, the extent of disorder among Al 
and Si cations on tetrahedral sites in aluminosilicate minerals can affect the configurational 
entropy, and hence the free energy, enough to cause changes of 100’s of degrees or many 
kilobars in predicted phase equilibria (Putnis 1992). 

Framework aluminosilicates, in the form of feldspar and zeolite minerals, are of 
course very common in the Earth’s crust. The latter group also has particular importance in 
technology, e.g., catalytic refinement of petroleum and water purification. Because of the now 
well-known systematic effects of SiO4 vs. AlO4 neighbors on 29Si chemical shifts described 
above, together with its quantitative peak intensities, MAS NMR has been widely applied 
for determining Si-Al site occupancies and the extent of structural disorder in such minerals 
(Engelhardt and Michel 1987; Mackenzie and Smith 2002). Especially in complex structures, 
this information is often not obtainable by other methods. This approach has resolved details 
of site occupancy in alkali feldspars and plagioclases (Sherriff and Hartman 1985; Kirkpatrick 
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et al. 1987; Phillips et al. 1988; Xiao et al. 1995) and changes in symmetry and Si-Al ordering 
with composition and temperature in anorthite (Phillips and Kirkpatrick 1995; Phillips et 
al. 1997c), the latter involving challenging in situ high temperature MAS NMR. Extensive 
studies of Si-Al distribution in feldspathoids such as analcime, leucite and nepheline have 
also been made by this approach (Fig. 6) (Murdoch et al. 1988; Hovis et al. 1992; Phillips 
and Kirkpatrick 1994; Teertstra et al. 1994; Kohn et al. 1995). Any violations in “aluminum 
avoidance” (i.e., IVAl-O-IVAl linkages) can often be readily detected by assessment of peak 
areas for Q4 groups with varying numbers of Al neighbors and are usually found to be minimal, 
especially for low temperature phases such as zeolites. Notable exceptions to this “rule” 
have been demonstrated by NMR of highly disordered aluminosilicates that can crystallize 
metastably from supercooled melts, including anorthite (CaAl2Si2O8) (Phillips et al. 1992b), 
β-eucryptite (LiAlSiO4) (Phillips et al. 2000), and cordierite (Mg2Al4Si5O18) (Putnis and Angel 
1985; Putnis et al. 1985; Vinograd 1996). When coupled with rate and calorimetric studies and 
calculations of configurational entropy these have provided unique and important information 
on the energetics and kinetics of reactions among various tetrahedral linkages, such as 2Si-O-
Al = Al-O-Al + Si-O-Si. The latter is especially important in models of aluminosilicate glasses 
and melts (see section on glasses below).

The literature on NMR of natural and synthetic zeolites is vast, with many studies of 
framework order/disorder but also of ions and molecules in the cage sites (Engelhardt and Michel 
1987; Mackenzie and Smith 2002). Ordering beyond that of aluminum avoidance has often 
been noted, apparently increasing stability by distributing partially charged Si-O-Al oxygen 
bridges more uniformly than predicted by random models (“Dempsey’s rule,” minimizing the 
number of Al-O-Si-O-Al groupings). In some cases, results on Si-Al distributions have been 
analyzed to constrain models of configurational entropy and component activities that place 
important constraints on phase equilibria in natural systems (Neuhoff et al. 2002, 2003).

Complementing information from 29Si MAS NMR with high-resolution 27Al NMR is an 
obvious goal (Phillips et al. 1988). In ordered framework aluminosilicates, measurements of 
isotropic 27Al chemical shifts demonstrated that local structural effects are similar to those 
for 29Si (Phillips and Kirkpatrick 1994). However, second-order quadrupolar broadening, and 
the fact that Al tetrahedra in such minerals usually have four Si first neighbors, often lowers 
information content. Nonetheless, partially resolved peaks can sometimes be observed in 
high-field 27Al MAS spectra for Al in different tetrahedral sites; resolution may be better in 
the spinning sidebands for the inner satellite transitions (Phillips and Kirkpatrick 1994) or in 
3QMAS spectra (Baltisberger et al. 1996; Larsen and Farnan 2004). The application of 2D 
27Al-29Si HETCOR further improved resolution, resolving otherwise (partially) overlapping 
29Si peaks for zeolites with Si-Al distributed in more than one T sites (e.g., ZSM-4) (Kennedy 
et al. 2008). Advanced double resonance methods have clarified the tetrahedral Si/Al disorder 
in gehlenite (Ca2Al2SiO7) as well (Florian et al. 2012).

A few aluminosilicate minerals (e.g., natural cymrite, BaAl2Si2O8.H2O, and synthetic 
high-pressure K-cymrite, KAlSi3O8·H2O) have double-layered structures, for which the 
local environments around Si/Al (Q4) resemble those of tectosilicates. 29Si MAS NMR in 
combination with two-dimensional J-coupling-based experiments has confirmed that the Si-
Al distribution in K-cymrite obeys the “aluminum avoidance” rule (Xue and Kanzaki 2012).

Disorder among tetrahedral Si and Al in sheet silicates (micas and especially clay minerals) 
has also been widely characterized by 29Si NMR, usually relying on empirical structure-shift 
correlations analogous to those in framework aluminosilicates, particularly the number of Al 
neighbors in the tetrahedral layers (Sanz and Robert 1992; Mackenzie and Smith 2002; Sanz 
et al. 2006). Again, issues of cation ordering and “aluminum avoidance” are explored, together 
with the complex effects of non-tetrahedral (interlayer) cations and mixing of different layer 
structures (Barron et al. 1985; Herrero et al. 1987; Weiss et al. 1990b; Herrero and Sanz 1991; 



NMR Spectroscopy of Inorganic Earth Materials 627

Jakobsen et al. 1995; Lausen et al. 1999; Sanz et al. 2003). Complementary calorimetric studies 
or theoretical analyses have revealed the energetic consequences of observed ordering (Circone 
et al. 1991; Circone and Navrotsky 1992; Vinograd 1995). In mixed-layer clays, preferential 
exchange with magnetic cations such as Mn2+ in one phase can produce marked differential 
spin-lattice relaxation that can be used to quantify phase proportions (Altaner et al. 1988).

Other aspects of the structures of sheet silicates have been explored by less common NMR 
methods. Single-crystal 1H and 19F NMR has proven useful even in Fe-rich micas, and, taking 
advantage of strong dipolar line broadening, showed clear evidence of ordering of H and F 
with respect to Fe2+ and Mg2+ in octahedral sites (Sanz and Stone 1979). High-resolution NMR 
studies of other nuclides (e.g., 1H, 2H, 13C, 23Na, 39K, 87Sr, 133Cs, etc.) as interlayer cations or 
sorbed species have taken advantage of the high surface areas of clays, to give important data 
on reactions, interfacial phenomena, and dynamics (Weiss et al. 1990a; Kim and Kirkpatrick 
1997, 2006; Bowers et al. 2006, 2008, 2011; Morrow et al. 2013). The use of probe molecules 
that give intense NMR signals, for example for 19F, can be very helpful in detecting reactive 
sites and measuring reactive surface areas (Sanders et al. 2010).

In a number of important groups of 
minerals, Al can occupy sites with differ-
ent coordination numbers, usually tetra-
hedra (IVAl) and octahedra (VIAl). Here, 
27Al NMR has played a more important 
role, especially for micas and clays. Par-
ticularly for the latter group, 27Al NMR 
has proven quite helpful in determining 
site occupancies and the distribution of 
Al in mixed-layer phases (Fig. 13) (Kin-
sey et al. 1985; Engelhardt and Michel 
1987; Woessner 1989; Schroeder 1993). 
More complex, two-dimensional multiple 
quantum and double-resonance NMR ex-
periments such as HETCOR have recent-
ly improved resolution and given details 
of H+, Na+ and F– distributions and their 
effects on the structures of sheet silicates 
(Delevoye et al. 2003; Fechtelkord et al. 
2003; Alba et al. 2005; Takahashi et al. 
2008). 

For aluminous pyroxenes (Flemming 
and Luth 2002), amphiboles (Raudsepp et 
al. 1987; Jenkins et al. 1997; Welch et al. 
1998; Hawthorne et al. 2000), and biopyriboles (Welch et al. 1992; Maresch et al. 2009), both 
29Si and 27Al NMR have helped to determine cation distributions on chains, tetrahedral and 
octahedral disorder, and other structural details. These groups of minerals also often contain 
both IVAl and VIAl. Determining their relative proportions is important for defining charge-
balancing mechanisms such as the Tschermak’s substitution, IVSi + VIMg = IVAl + VIAl. For 
accurate quantitation for any quadrupolar nuclide, careful experimental procedure and data 
analysis is required, for example in a recent study of hydrous, aluminous orthopyroxenes 
(Kohn et al. 2005). 1H and 19F NMR have also proven useful for anion distributions in hydrous 
chain silicates (Welch et al. 1994).

Spinel group minerals are widely used in geothermometry of igneous and metamorphic 
rocks. The distribution of Mg and Al on octahedral and tetrahedral sites in the MgAl2O4 
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Figure 13. 27Al MAS NMR spectra (6.3 vs. 11.7 T) 
of a beidelite clay (Woessner 1989). * marks spinning 
sidebands.
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end-member has become an important 
test of models of energetics in such 
structures (Putnis 1992). Even in early 
single-crystal studies, CQ differences 
permitted the detection of temperature 
effects on the degree of Mg/Al disorder 
(Fig. 8) (Brun and Hafner 1962). High-
resolution 27Al MAS NMR has relied 
on the large chemical shift difference 
between [4]Al and [6]Al to improve such 
measurements (Fig. 14) (Wood et al. 
1986; Millard et al. 1992), and further 
in situ, high-temperature NMR has been 
done on single crystals (Maekawa et al. 
1997). One important finding from such 
studies is the rapid re-ordering that can 
occur on cooling from temperatures 
above about 900 °C. Some evidence 
has suggested that the silicate spinel 
ringwoodite (Mg2SiO4, important in the 
transition zone of the mantle) could also 
have a small degree of cation disorder 
leading to the formation of VISi. However, 29Si spectra on isotopically enriched samples 
detected none of the high-coordinated species, again suggesting the possibility of re-ordering 
during quench (Stebbins et al. 2009c).

Although Al is much less abundant in the mantle than in the crust, Al-rich high-pressure 
phases could be important in subducted slabs, and substitution of minor amounts of this 
element into the predominant Mg silicates in the bulk mantle can affect properties needed 
to constrain geophysical data. 27Al NMR studies of synthetic high-pressure minerals such as 
aluminous stishovite and MgSiO3 perovskite are thus important in determining mechanisms 
of solid solution (Fig. 2) (Stebbins et al. 2006). 27Al and 29Si NMR has also been important in 
helping to determine crystal structures of new, high pressure phases such as that of a disordered 
polymorph of topaz-OH (II) (Al2SiO4[OH]2) (Xue et al. 2010), and in resolving the Si-Al 
coordination distribution in the high-pressure CAS phase (CaAl4Si2O11), which has a unique 
crystal structure containing trigonal bipyramidal Si/Al sites (Xue et al. 2009). 

Cation order/disorder has also been evaluated by 29Si and 27Al NMR in high-pressure 
garnet solid solutions. In the pyrope-grossular binary ([Mg,Ca]3 

VIAl2 
IVSi3O12), complex 

and well-resolved 29Si spectra were modeled to suggest some non-randomness in Mg-Ca 
distributions (Bosenick et al. 1999). In several studies of both nuclides along the pyrope-
majorite (Mg3 

VI[Mg,Si] 
IVSi3O12) join, all Al was determined to be octahedral, and tetrahedral 

sites with varying numbers of cation neighbors supported a nearly random distribution of 
octahedral-site cations (Fig. 4) (McMillan et al. 1989; Phillips et al. 1992a). Many high-
pressure minerals, believed to be stable in the lower mantle and/or in deep subduction zones, 
contain Si exclusively in octahedral coordination. Si-Al-Mg distributions in octahedral sites 
are thus important for their stabilities and physical properties. 29Si MAS, as well as 27Al 
MAS and 3QMAS NMR have provided constraints on the order/disorder of octahedral Si-Al 
distributions in phase egg (AlSiO5OH) (Xue et al. 2006) and octahedral Si-Mg distribution in 
the dense hydrous magnesium silicate phase D (Xue et al. 2008).

The higher sensitivity and resolution obtainable at higher magnetic fields has also begun 
to allow detection of cations in sites with different coordination numbers even when present 
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Figure 14. 27Al MAS NMR spectra (9.4 T) of synthetic 
spinel annealed at the temperatures shown (Millard et 
al. 1992). Note increase in IVAl, and hence in disor-
der, with higher temperature. Spinning sidebands are 
marked by *.
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in relatively low concentrations, such as 45Sc in high-pressure garnet solid solutions (Kim 
et al. 2007). Given that minor and trace elements in minerals are widely-used records of 
diverse geochemical processes, but that substitution mechanisms are often poorly constrained, 
such spectroscopic studies of short-range structure should be of increasing importance. For 
“sensitive” nuclides such as 11B and 31P, NMR can measure cation coordination numbers even 
at concentrations well below 1%. Examples include biominerals such as calcium carbonate 
with <100 ppm B (Fig. 1) (Sen et al. 1994; Klochko et al. 2009), phosphorus in corals 
and speleothems (Mason et al. 2007, 2011), B-doped diopside (Halenius et al. 2010), and 
octahedral PO6 groups in aluminous stishovite (Stebbins et al. 2009b). 31P MAS and double-
resonance NMR has very recently been used to observe phosphate sorption and crystallization 
on even low surface area oxides (Li et al. 2012, 2013).

17O NMR can provide local structural information that is useful for a wide range of prob-
lems involving oxides and silicates. Because isotopic enrichment is usually required, such stud-
ies have generally been done on synthetic materials (Stebbins 1995b; Mackenzie and Smith 
2002). Empirical and theoretical results on known, ordered structures have led to correlations 
among parameters such as CQ and δiso and structural variables such as bond distances and an-
gles, that have been used to constrain the structures of disordered materials, especially silicate 
glasses (see section on glasses below) (Stebbins et al. 2001). Recently, 17O NMR has been 
extended to include 2D, satellite transition 
MAS (STMAS) and 3QMAS NMR on small 
samples of synthetic high pressure minerals 
such as pyroxenes, garnets, and Mg silicates 
(Fig. 15) (Ashbrook et al. 2005a, 2007a,b; 
Kelsey et al. 2007). In an exceptionally 
thorough study of hydrous wadsleyite (Mg-
2SiO4), which included advanced theoretical 
calculations and 17O, 29Si, 25Mg, 1H and 2H 
NMR, new details about the hydroxylated 
sites in this important mantle mineral have 
been obtained (Griffin et al. 2013). Relative-
ly few 17O NMR studies have been done on 
oxide or silicate minerals that are disordered 
by solid solution or temperature, and hence 
where there are significant unknowns in the 
structure. Both 1-D MAS and static spectra 
are useful, as in disordered spinels (Mil-
lard et al. 1992, 1995) and zeolites (Tim-
ken et al. 1986; Amoureux et al. 1998; Xu 
and Stebbins 1998; Stebbins et al. 1999). In 
pyrope-grossular garnets, 17O 3QMAS spec-
tra added new constraints to thermodynamic 
mixing models (Kelsey et al. 2008).
1H NMR in minerals

1H NMR studies of hydrous minerals and nominally anhydrous minerals are another 
major application of NMR spectroscopy, because 1H is the most sensitive nuclide for NMR 
study, whereas X-ray diffraction is insensitive to hydrogen because of its low scattering 
factor. Strong 1H-1H homonuclear dipolar coupling often leads to relatively broad peaks 
for hydrous phases with large water contents, such as hydroxides and high-water content 
silicates. Nevertheless, with the development of fast MAS and new-generations of CRAMPS 
experiments, high-resolution 1H NMR spectra can now be readily obtained for most samples. 
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Figure 15. 17O MAS and isotropic dimension projec-
tion of 3QMAS spectra (14.1 T) for majorite garnet 
(MgSiO3, 16 mg sample) grown at 19.5 GPa. [Used 
by permission of the American Chemical Society, 
from Ashbrook et al. (2007a) Journal of the Ameri-
can Chemical Society, Vol. 129, Fig. 5, p. 13219.]
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1H NMR is now routinely used to help resolve and evaluate the hydrogen-bonding distances 
for water in hydrous silicate and (oxy)hydroxide minerals, especially those with strong 
hydrogen bonding, including pectolite, ussignite and δ-AlOOH. Compared with the other 
often-used parameter for studying hydrogen bond distances, the OH stretching frequency from 
vibrational spectroscopy, 1H NMR is more straightforward because of its more quantitative 
nature and one-to-one correspondence to local structures. In contrast, the OH stretching bands 
have composition-dependent absorption coefficients, and can be complicated by vibrational 
coupling, especially for strong hydrogen bonds for which the bands tend to become very broad. 
Disorder in hydrogen distribution has been detected by 2D high-resolution CRAMPS-MAS 
correlation experiments on high-pressure minerals with Si-Al or Si-Mg disorder, such as phase 
egg, topaz-OH (II) and phase D (Xue et al. 2008, 2009, 2010). 1H NMR in combination with 
the 1H-27Al double-resonance experiment has been applied to Al-rich phlogopite (Fechtelkord 
et al. 2003) and layered Al-Mg double hydroxides (Sideris et al. 2008) to distinguish OH 
groups linked to 3Mg and 2Mg1Al in the octahedral sheets, providing constraints on the Mg-
Al distribution. Similarly, 1H MAS NMR was used to resolve OH groups linked to 3Mg and 
2Mg1Al in pargasite (Welch et al. 1994). Molecular H2O groups have strong dipolar coupling 
between their two protons, and when relatively immobile and not in isolation (as in many 
inorganic materials) they tend to give broad peaks at moderate MAS spinning rates. Thus, 
the two distinct H2O molecules in brushite (CaHPO4·2H2O) could not be distinguished by 1H 
MAS at an 8 kHz spinning rate (Yesinowski and Eckert 1987), but could be resolved at 40 
kHz (Xue et al. 2009). New-generation CRAMPS methods gave even better resolution (Xue 
and Kanzaki 2009). Here, the two protons within each water molecule, in spite of unequal 
hydrogen-bonding distances, give a single NMR peak, possibly because of rapid flipping 
motion. This phenomenon is well known for H2O molecules in many minerals.

Trace amounts of water in nominally anhydrous minerals, as well as hydrogen in defect 
sites of hydrous minerals, can be readily detected by 1H NMR, if probe background signals are 
reduced sufficiently. 1H MAS NMR has detected trace amounts (down to a few tens of ppm) 
of structural water as molecular H2O and/or OH groups, as well as fluid inclusions in natural 
feldspars (Yesinowski et al. 1988; Johnson and Rossman 2003). Rigid, isolated molecular 
H2O was distinguished from isolated OH groups by more extensive spinning sidebands arising 
from greater H-H dipolar coupling within the former. Water in fluid inclusions in contrast 
showed very narrow, liquid-like 1H MAS peaks. The concentration and speciation of water 
in nominally anhydrous high-pressure minerals is an issue important for understanding the 
physical properties of the earth’s mantle, and have been the subject of a number of NMR studies. 
1H MAS NMR can detect water in nominally anhydrous forsterite, enstatite and wadsleyite 
synthesized at high pressure, often revealing several distinct peaks for each sample (Kohn 
2006; Griffin et al. 2013). One complication of such studies is the possibility of contributions 
from grain boundaries and coexisting impurity (hydrous) phases, as a small amount of the 
latter could readily dominate the total water content. This type of problem can be addressed 
by including double-resonance (e.g., 1H-29Si) and two dimensional correlation (homo- or 
heteronuclear) experiments and/or measurements with different recycle delays. For example, a 
sharp 1H MAS peak at 9.4 ppm attributable to a trace amount of water in aluminous stishovite 
can be identified (Xue et al. 2006), which is in good agreement with that expected from the 
observed OH stretching frequency. The 1H T1 for aluminous stishovite has been noted to be 
much longer than that of the coexisting hydrous phase (topaz-OH). Such slow 1H relaxation is 
a common feature for trace amounts of isolated OH groups in nominally anhydrous minerals 
lacking paramagnetic impurities, and sufficient relaxation delay should thus be allowed for 
their detection. Vacancies in Si sites compensated by protonation of adjacent oxygens in the 
high-pressure 10 Å phase (a hydrous Mg sheet silicate) were identified in a combined 1H and 
29Si NMR study (Phillips et al. 2007). 1H-29Si HETCOR spectra provided particularly useful 
constraints for the association of silanol protons with defect Si.
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Static (non-MAS) 1H NMR has been utilized to estimate the H-H distance (and dynamics) 
and clustering via homonuclear dipolar interactions. This method has been applied since early 
days to estimate the H-H distance within isolated H2O molecules in hydrate minerals such 
as gypsum. More recently, static 1H NMR has been used to estimate the H-H distances in 
high-pressure dense hydrous magnesium silicate phases A and B and superhydrous B from 
simulation of the peak shape for powdered samples (Phillips et al. 1997a; Kagi et al. 2000). The 
peak shapes for these phases all deviate from symmetric “Pake doublets” due to contributions 
from CSA. More mobile H2O molecules (e.g., those in some zeolites) tend to give narrower 1H 
static NMR peaks than expected for rigid molecules; 1H static peak shape analysis in this case 
has led to the estimation of their dynamics. 1H static NMR and multiple-quantum experiments 
on natural grossular samples containing low levels of OH, as well as a synthetic hydrogrossular 
(Ca3Al2(O4H4)3, revealed clusters of two H atoms (+ four H) in the former and four H in the 
latter (Cho and Rossman 1993). The latter is consistent with the “hydrogarnet substitution” 
mechanism of four H substituting for one Si in the tetrahedral site. 

NMR crystallography

NMR has traditionally been looked at as a tool for providing fine details of local structures. 
However, it is increasingly being used in combination with diffraction techniques and first prin-
ciples calculations to help determine and refine the complete crystal structure, resulting in the 
field “NMR crystallography.” Information concerning the number of sites and their proximities 
provided by 1D or 2D NMR can help distinguish structure candidates otherwise unsettled by 
diffraction techniques. An example is the clarification of the space group for a high-pressure 
dense hydrous magnesium silicate, superhydrous B, from constraints on the proton distributions 
provided by 2D 1H double-quantum NMR (Xue et al. 2008). The local structural information 
(e.g., number of sites and coordination) from NMR (or other spectroscopic techniques) can 
also be incorporated into computer protocols as constraints to facilitate the crystal structural 
determination from powder diffraction data. For example, this approach has led to the determi-
nation of crystal structures for three newly-discovered high-pressure forms of AlPO4, one with 
a SiO2 moganite-type structure and two containing five- and six- coordinated Al (Kanzaki et al. 
2011; Kanzaki and Xue 2012). This material is also well-known to have phases with structures 
similar to SiO2 polymorphs such as quartz and cristobalite at ambient pressure. Similar methods 
have been applied to a new high-pressure polymorph of topaz-OH (II) with extensive cation 
disorder (Kanzaki 2010). Crystal structural determination and refinement based solely on NMR 
criteria (e.g., the 29Si dipolar coupling based double quantum evolution curve, or chemical shift 
tensors), either with unit cell parameters and space group from powder diffraction, or in com-
bination with first-principles calculation without diffraction data input, has also been done for 
zeolites (Brouwer et al. 2005; Brouwer 2008). This method holds promise as a new approach 
for crystal structure studies of fine-grained samples, such as zeolites and other materials synthe-
sized at low temperatures. It may be expected that the importance of NMR in crystal structure 
studies will continue to grow as its capacity becomes increasingly explored.

APPLICATIONS TO GLASSES, MELTS  
AND OTHER AMORPHOUS MATERIALS

Volatile-free silicate glasses

NMR has had a major impact on our knowledge of the structure of oxide glasses (Kirk-
patrick et al. 1986; Dupree et al. 1992; Eckert 1994; Stebbins 1995a, 2002; Kohn 2004). As 
for crystalline minerals, there is close overlap between questions posed, and the types of in-
formation gained, for geological and technological materials. Again, the emphasis here will be 
on questions particularly relevant to the geosciences, focusing on silicate and aluminosilicate 
glasses.
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Aluminosilicate glasses, as amorphous solids, are widespread at the Earth’s surface, 
mostly in the form of volcanic ash deposits. The properties of these materials, for example their 
mechanisms of reaction with water during hydrothermal alteration or weathering, depend on 
the glass structure. As in studies of the corrosion of man-made glasses (in particular those for 
radioactive waste storage), these processes have led to a number of NMR studies. Amorphous 
silicates, most obviously opaline silica, can also form by low temperature, aqueous processes; 
or by the highly energetic process of radiation damage as in metamict zircons.

However, most studies of glass structure in the Earth sciences have been motivated 
by the clues that they provide about the structure of the high-temperature molten silicates 
that occur as magmas in nature. A glass formed on cooling of a melt records the structure 
when the system falls out of equilibrium through the glass transition region. This is often a 
good starting point for determining the types of structural species present in the melt, their 
concentrations, the extent of their order/disorder, and how these change with composition. 
However, magmatic temperatures are often many 100’s of degrees above glass transitions, 
and most silicate melts have important “configurational” components to their heat capacities 
and thermal expansivities, and thus to their free energies and molar volumes (Richet 1984; 
Mysen and Richet 2005). Significant increases in structural disorder must therefore take place 
with higher temperature. Measuring such changes has thus become a goal in a number of 
spectroscopic studies. These have involved both NMR done in situ at high temperature, and 
studies of glasses quenched at different rates, which record the melt structure at different 
“fictive” temperatures (Tf) (Stebbins 1995a, 2008; Stebbins et al. 2008).

Early work on crystalline silicates demonstrated different (if partially overlapping) ranges 
of 29Si chemical shifts for SiO4 groups with varying numbers (n) of bridging oxygens, denoted 
as Qn, with 4−n non-bridging oxygens (Smith et al. 1983; Engelhardt and Michel 1987). Soon 
after this discovery, NMR studies of alkali silicate glasses showed that two, three, or sometimes 
even four, overlapping peaks could often be observed and quantified by fitting (Dupree et al. 
1984; Murdoch et al. 1985; Maekawa et al. 1991; Malfait et al. 2007), with peak assignments 
made on the basis of chemical shift ranges defined by known crystalline silicates. Because of 
incomplete resolution, some constraints on fitting have often been applied, such as peak widths 
and positions that are constant or vary in a systematic way across a series of compositions, or ra-
tios of peak areas that are fixed to match nominal or (better!) analyzed compositions. A detailed 
analysis of these issues (common to most spectroscopies of disordered materials) has been 
recently made (Malfait et al. 2007). While nearly all of these studies have used MAS, a few 
more time-consuming results from static (non-spinning) samples provided unequivocal mea-
surements of species with distinctively small chemical shift anisotropy (CSA), notably Q4 sites 
(Stebbins 1987; Dupree et al. 1990). These experiments, including a few that varied the fictive 
temperature of the glass by changing the cooling rate, have been crucial in defining the extent 
and even the thermodynamics of speciation reactions that can be important contributors to the 
configurational disorder, such as 2Q3 = Q2 + Q4 (Brandriss and Stebbins 1988). NMR studies 
of Qn species have also served as important calibrations for other spectroscopic measurements, 
notably Raman, that can more readily be applied in situ at high temperature and even at high 
pressure (Mysen and Richet 2005). When signals from different Qn species show different spin-
lattice relaxation rates, liquid-liquid phase separation is indicated, as magnetic impurity ions 
typically partition out of the silica-rich phase (Sen and Stebbins 1994; Stebbins et al. 2009a).

Because alkaline earth silicate glasses are generally more disordered than alkali silicates, 
with all component peak shapes being broader, 29Si NMR usually cannot resolve signals for 
different Qn species, although two-dimensional “magic-angle flipping” methods that separate 
out components with differing CSA can provide more information and have been crucial in 
confirming the systematic dependence of Qn speciation reactions on modifier cation field 
strength (Zhang et al. 1996; Davis et al. 2011). For the special case of Mg,Ca silicate glasses 
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close to the orthosilicate composition (made by levitation- or hyper-quenching), the shapes of 
both MAS and static 29Si NMR peaks have shown the presence of significant fractions of Q1 
groups as well as the predominant Q0 species, which in turn must be balanced by “free” oxide 
ions not bonded to any Si (Sen and Tangeman 2008; Sen et al. 2009). NMR-derived Qn species 
in lead silicate glasses also suggest significant quantities of “free” Pb-O-Pb oxygens at even 
higher silica contents (Fayon et al. 1998), as expected for this highly electronegative cation.

In aluminosilicate glasses that begin to approach the complexity of natural rhyolitic 
compositions, extracting structural data from 29Si NMR is even more difficult, but spectra can 
be very helpful in testing and constraining models (Merzbacher et al. 1990). A useful approach 
involves collecting data in a compositional series, and simultaneously fitting all spectra with 
a small set of component peaks of constant width and position, such as for Q4 groups with 
varying number of Al neighbors. For example, in the SiO2-NaAlSiO4 and corresponding Ca 
systems, this method yielded robust thermodynamic models for the degree of ordering related 
to aluminum avoidance, i.e., the extent of the reaction 2Si-O-Al = Al-O-Al + Si-O-Si (Lee and 
Stebbins 1999), which were consistent with calorimetry and later directly confirmed by 17O 
NMR (see below).

Simple, one-dimensional 17O NMR spectra of glasses can sometimes resolve and quantify 
different oxygen anionic species, when ranges of chemical shifts are large. For example, in 
comparing such spectra for crystalline and glassy CaTiSiO5 (titanite) (Kroeker et al. 2002), 
oxygen sites in the glass that are similar to those in the crystal, i.e., Ti-O-Ti and Si-O-Ti, can 
be assigned, although they are much broader in the amorphous phase, perhaps in part because 
of a distribution in Ti coordination numbers (Fig. 16). At the same time, major additional 
peaks seen for the glass correspond to none in the crystal. These can be assigned to Si-O-Ca 
and Si-O-Si based on data from calcium silicates, and their presence presumably contributes 
to the high degree of structural disorder in the glass and melt. More routinely, in composi-
tions with relatively large network 
modifier cations (e.g., K+, Ca2+, 
Ba2+, etc.), the NMR peak for non-
bridging oxygens (NBO) can be re-
solved, even in compositions where 
this species is absent from conven-
tional structural models, such as the 
metaluminous SiO2-CaAl2O4 binary 
(Stebbins and Xu 1997; Thompson 
and Stebbins 2011). This method 
also directly confirmed the common 
assumption that NBO in aluminosili-
cate glasses are preferentially locat-
ed on Si instead of Al (Allwardt et al. 
2003). A significant NMR peak from 
“free” oxide ions (not bonded to any 
network cations) has been directly 
detected by 17O NMR in Ca-Mg sili-
cate glasses with “sub-orthosilicate” 
compositions (<33.3% silica) (Nasi-
kas et al. 2012) as predicted by 29Si 
results noted above. However, this 
species was not detected at about 
the 0.1 to 1% level in a Ca-silicate 
glass with 44% silica (Thompson et 
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al. 2012) or in a K-silicate glass with 60% silica (Stebbins and Sen 2013). Two-dimensional 
methods, including 17O DAS and especially 3QMAS NMR, provide more resolution and have 
been especially useful at measuring the extent of mixing of different modifier cations around 
NBO. In some cases (e.g., Na+ vs. K+ and Mg2+ vs. Ca2+) (Florian et al. 1996; Allwardt and 
Stebbins 2004), these results give ac-
curate confirmation of conventional 
random mixing assumptions; in others 
(e.g., Mg2+ vs. K+) considerable non-
randomness is present that have impor-
tant implications for thermodynamic 
models (Allwardt and Stebbins 2004; 
Lee et al. 2005). In aluminosilicate 
compositions in which nearly all oxy-
gens are bridging, 17O 3QMAS NMR 
first definitively measured the extent of 
the Si-Al disorder reaction noted above 
by allowing the counting of Si-O-Si, 
Si-O-Al, and Al-O-Al species (Dirken 
et al. 1997; Lee and Stebbins 2000a,b). 
Glasses prepared with higher fictive 
temperatures show increased disorder, 
giving estimates of the contribution of 
these species to the bulk entropy and 
enthalpy (Fig. 17) (Dubinsky and Steb-
bins 2006). Recent advances in theo-
retical calculation of such spectra give 
great promise to extracting even more 
information from experimental data 
(Pedone et al. 2010; Angeli et al. 2011).

A surprising finding from 27Al NMR on aluminosilicate glasses has been the quantitation of 
five-coordinated Al (VAl) in ambient-pressure alkaline earth aluminosilicate glasses, commonly 
at the 2-8% level; even small amounts of VIAl have been seen in aluminous compositions 
(McMillan and Kirkpatrick 1992; Toplis et al. 2000; Neuville et al. 2006; Stebbins et al. 2008; 
Xue and Kanzaki 2008). Here, 3QMAS and very high field (17.6 to 21 T) MAS NMR have 
been especially important. These and other minor species can be important in models of melt 
properties, but went undetected through decades of structural studies by other spectroscopic 
and diffraction methods. Tiny amounts (<1%) of VSi has been found in 29Si-enriched samples 
of some ambient-pressure alkali silicate glasses by 29Si NMR (Stebbins 1991a), perhaps giving 
credence to the observation of such species in molecular dynamics simulations.

As for minerals, effects of pressure on silicate melt structure are of particular importance in 
the Earth sciences. At this time, NMR studies must be done on quenched, decompressed glasses, 
which may retain only part of the high pressure/temperature effects, but which nonetheless 
provide unique information on compositional effects and mechanisms of structural change. 
Increases in the concentration of VAl and VIAl with pressure, and with modifier cation field 
strength (e.g., K+ to Na+ to Ca2+ to Mg2+) are particularly dramatic, in samples quenched from 
melts at pressures up to about 12 GPa (Fig. 18) (Yarger et al. 1995; Allwardt et al. 2005; Lee 
et al. 2006; Kelsey et al. 2009). 29Si NMR, again on isotopically-enriched glasses, showed the 
development of up to about 6-8% VSi and VISi in alkali and alkaline earth binary silicates up to 
about 12 GPa (Stebbins and McMillan 1989; Xue et al. 1991; Stebbins and Poe 1999; Allwardt 
et al. 2004; Gaudio et al. 2008). Figure 19 illustrates how comparison of the 29Si spectrum for 
triclinic crystalline CaSi2O5, which is unique in containing IVSi, VSi and VISi, to a high pressure 
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Figure 17. 17O 3QMAS spectrum (9.4 T) for a NaAlSiO4 
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glass can confirm the peak assignments. 

In aluminosilicate glasses, Al changes 
coordination much more readily than 
Si, as expected from pressure effects 
on phase changes in minerals: only 
recently have high-coordinated forms 
of both cations been directly seen in the 
same glass, in compositions with high 
Si/Al ratios (Kelsey et al. 2009).

17O 3QMAS NMR has also re-
vealed dramatic changes in the network 
linkages as Si and Al coordination num-
bers increase in high-pressure, densified 
glasses (Fig. 20) (Allwardt et al. 2004; 
Lee et al. 2004, 2006), and has been es-
pecially important in defining structural 
mechanisms of these transformations, 
particularly the loss of NBO to form 
high-coordinate network species. The 
implications for transport and thermody-
namic properties are dramatic and have 
been modeled in some detail (Lee 2005). 
The interplay among network cation co-
ordination and oxygen species, as affect-
ed by temperature, pressure composi-
tion effects in silicates, germanates, and 
borate, has been emphasized in a recent 
synthesis (Stebbins et al. 2013).

Volatile-containing glasses

Silicate melts can dissolve con-
siderable quantities of water and other 
volatiles at high pressure, which can 
have large effects on properties and 
phase equilibria. NMR has thus been 
widely applied to the complex issues of 
the structural roles of OH and H2O in 
aluminosilicate glasses. Low-tempera-
ture static 1H NMR measurements suc-
cessfully distinguished and quantified 
molecular H2O and OH groups in hy-
drous glasses of various compositions 
(Riemer et al. 2000). The method can be more straightforward than vibrational spectroscopy, 
especially for systems with strong hydrogen bonding (e.g., alkali silicates), because it does 
not suffer from complications with band assignment and quantification as the latter. For the 
differentiation of different types of OH groups, high-resolution 1H, 17O, 23Na, 27Al and 29Si 
MAS (and 3QMAS for quadrupolar nuclei) spectra have all provided clues, although inter-
pretations for more complicated aluminosilicate systems can be ambiguous (Xu et al. 1998; 
Zeng et al. 1999; Schmidt et al. 2000). More recent studies have demonstrated that combining 
quantitative 1H MAS (which includes contributions from all water species) with double reso-
nance methods such as 27Al→1H and (1H→)29Si→1H CP (which provide information about the 
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Figure 19. 29Si MAS NMR spectra for high-pressure 
phases of CaSi2O5 (Stebbins and Poe 1999). (a) Crystal-
line, triclinic phase with natural (4.7%) 29Si abundance; 
(b) glass quenched from melt at 10 GPa (95% enriched 
29Si); (c) same as (b), vertical scale ×8.
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relative Al-H and Si-H proximities) ren-
der it possible to distinguish and quantify 
the different types of OH species. It was 
shown that OH may be present in silicate 
glasses/melts in the form of SiOH, AlOH 
and free OH (e.g., MgOH), whose rela-
tive proportions depend on the melt com-
position (Fig. 7, 11) (Xue and Kanzaki 
2004, 2009; Xue 2009; Malfait and Xue 
2010). 2D 27Al→1H HETCOR and 3Q-
HETCOR further revealed the 27Al NMR 
characteristics of the Al(Q3)-OH species 
(Fig. 12) (Xue and Kanzaki 2006, 2007a, 
2008).

NMR has proven useful for other 
volatile species in silicate glasses of 
interest in Earth sciences. 13C MAS NMR 
can readily quantify molecular CO2 and 
carbonate groups (Kohn et al. 1991a). 19F 
NMR has confirmed the strong interaction 
of F− with Al in aluminosilicates and has 
revealed small amounts of Si-F bonding 
(Kohn et al. 1991b; Zeng and Stebbins 
2000). The “difficult” nuclide 35Cl (low 
resonance frequency, large quadrupolar moment) can give surprisingly useful structural 
data for Cl− ions in glasses, indicating that most Cl is coordinated by the network modifiers 
(Sandland et al. 2004). Even more technically challenging is 33S NMR, requiring isotopic 
enrichment and sophisticated NMR methods, which has been applied to sulfide- and sulfate-
bearing silicate glasses, and compared in detail to other methods such as Raman and XANES 
(O’Dell et al. 2008; Klimm et al. 2012).

Other amorphous materials

Amorphous silicates important in geochemical and technological processes can form in 
ways other than by quenching a melt. Hydrous amorphous silica (e.g., opal and siliceous sinter) 
forms in a number of low-temperature environments, from soils and geothermal systems to 
the products of leaching by acidic volcanic gasses. Si with one or more OH groups (Q3, Q2, 
etc.) can most readily be observed by 29Si CPMAS NMR (Adams et al. 1991; Graetsch et 
al. 1994; Brown et al. 2003) and are the key structural variation in these compositionally 
simple materials. However, accurate quantitation requires experiments without CP, which 
can be very time-consuming because of long spin-lattice relaxation times. Nonetheless, it is 
now clear that large differences in structural OH content can occur from one environment to 
another (Chemtob et al. 2012). In contrast, the amorphization caused by radiation damage in 
silicates (e.g., metamict zircons in nature and minerals that may serve to sequester nuclear 
waste) involves very high-energy, disequilibrium processes that have recently been studied 
in detail by 29Si NMR in both natural and in highly radioactive synthetic materials (Farnan 
and Salje 2001; Farnan et al. 2004). Allophanes (amorphous aluminosilicates) formed during 
weathering have also been characterized by NMR (see section below on dynamics). Hydrated, 
amorphous calcium carbonate, a common precursor to both inorganic and biogenic calcite, has 
recently been explored by 43Ca NMR on isotopically enriched aqueous precipitates, collected 
at the very high field of 20 T to enhance sensitivity and limit quadrupolar broadening (Singer 
et al. 2012).
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Figure 20. 17O 3QMAS spectrum (7.1 T) of Na2Si3O7 

glass quenched from 8 GPa, showing different oxygen 
sites. Note that axis orientation is different from that of 
Figure 10. [Used by permission of Elsevier, from Lee 
et al. (2004) Geochimica et Cosmochimica Acta, Vol. 
68, Fig. 1, p. 4190].
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Silicate and oxide melts

Even at the fastest obtainable cooling rates, beyond about 200 °C above standard glass 
transition temperatures (Tg, typically about 600 to 800 °C for aluminosilicates), short-range 
structural changes occur too rapidly to be quenched and then studied at room temperature. In 
situ NMR and other methods such as Raman and X-ray spectroscopy (Mysen and Richet 2005) 
on silicate and oxide melts at higher temperatures can thus be informative. More uniquely for 
NMR, the dynamics of short-range processes such as bond-breaking and cation site hopping at 
time scales from seconds to nanoseconds can often be observed (Stebbins 1995a). Remarkably, 
27Al NMR has been done on a number of oxide melt systems, primarily aluminates, on gas-
levitated droplets of liquid to temperatures above 2500 °C (Coutures et al. 1990; Massiot et al. 
1995). At the very low viscosities in such systems, bond-breaking and re-orientation of structural 
units is very rapid, and only single, narrow peaks at the mean chemical shift of all components 
are observed, reflecting, for example, varying proportions of IVAl, VAl, VIAl. Modeling of these 
spectra can give important data on variations in structure with composition and temperature. 
At somewhat lower temperatures (to about 1500 °C), in situ NMR on melts in non-metallic 
capsules has been done on nuclides such as 23Na, 25Mg, 27Al, and 29Si and has again indicated 
changes with structure (Stebbins et al. 1985; Stebbins and Farnan 1992; Fiske and Stebbins 
1994; Maekawa and Yokokawa 1997; Kanehashi and Stebbins 2007). Spin-lattice relaxation in 
liquids can be complex, but systematic measurements in melts, sometimes requiring only simple 
linewidth measurements, have provided new insights into diffusional dynamics, emphasizing 
processes that take place at time scales near the 
inverse of the Larmor frequency, i.e., typically 
10’s of ns (George and Stebbins 1996; Sen and 
Stebbins 1997).

At temperatures up to about 200 °C above 
Tg, silicate melt viscosities are often high 
enough that network bond breaking, exchange 
among structural groups such as Qn species, 
different cation coordination, or bridging and 
non-bridging oxygen, occur at much longer 
time scales. These vary from seconds just 
above Tg to milliseconds to microseconds with 
increasing temperature. When these rates be-
come similar to inverses of observable NMR 
peak widths (Hz to 100’s of kHz), line shapes 
are affected as motional averaging and “chem-
ical exchange” begins, as can be seen for the 
bridging (BO) and non-bridging (NBO) sites 
in K2Si4O9 melt (Fig. 21) (Stebbins et al. 
1992). The resulting in situ spectra, if signals 
from multiple species are resolvable, can often 
be simulated to give quantitative measures of 
at least average exchange rates. Data collec-
tion on stationary (“static”) samples is most 
feasible, but MAS NMR to about 700 °C can 
reach well above Tg in some compositions and 
gives more resolution and thus access to longer 
time scales, as can 2D experiments in which 
a “mixing time” is varied to explore the ex-
change time scale (Farnan and Stebbins 1994). 
In some cases, such as Qn species in alkali sili-
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Figure 21. 17O static (non-MAS) spectra for 
K2Si4O9 glass (25 °C) and supercooled liquid, 
collected at the temperatures shown, showing 
motional averaging caused by exchange among 
non-bridging (NBO) and bridging (BO) oxygens. 
The lower temperature spectra have quadrupolar 
line shapes for both species. [Used by permission 
of Elsevier, from Stebbins et al. (1992) Chemical 
Geology, Vol. 96, Fig. 4, p. 377].
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cates, these rates have been shown to be closely related to shear relaxation rates derived from 
viscosity data, demonstrating close links between this atomic-scale process and macroscopic 
flow (Farnan and Stebbins 1990a,b, 1994). In other cases, for example recent high-T MAS 17O 
NMR on a K-silicate melt with very high silica content, some network bond switching can oc-
cur at a more rapid time scale, pointing to more heterogeneous dynamics (Sen 2008).

DYNAMICS, KINETICS AND TRANSITIONS

Understanding of the dynamics, kinetics, and mechanisms of transitions and reactions in 
minerals, melts, and fluids is especially important in the Earth sciences (Putnis 1988, 1992; 
Stebbins 1991b). Not only are natural processes generally multi-phase and inherently complex, 
but their time scales are often so long that empirical measurements fall short by many orders of 
magnitude. Models must thus be based on knowledge of fundamental, atomic-scale processes 
to permit accurate extrapolation to natural conditions. NMR studies of dynamics in silicate 
melts, for example, are mentioned in the previous section; sorption processes in minerals such 
as clays are touched upon in section on disordered crystals.

Phase transitions

Many phase transitions in minerals are unquenchable, requiring in situ studies to elucidate 
dynamics and short-range structure and thus complement data from diffraction studies of long-
range symmetry. A large literature exists on spin-lattice relaxation studies of such transitions in 
silicates and oxides, generally in low-resolution NMR work of abundant, high-γ nuclides such 
as 1H, 7Li, 23Na, 27Al, and 93Nb (Borsa and Rigmonti 1990). Single crystal NMR studies can 
more directly constrain symmetry changes, as in early studies of anorthite (CaAl2Si2O8) (Staehli 
and Brinkmann 1974) and later work on quartz (Spearing et al. 1992). The high resolution and 
chemical shift information obtainable in high-field, MAS NMR spectra has been utilized for 
in situ, high-temperature 29Si studies of transitions in minerals such as tridymite (Kitchin et 
al. 1996), cristobalite (Spearing et al. 1992), and anorthite (Phillips and Kirkpatrick 1995). 
High-resolution NMR work has also emphasized the characterization of diffusion processes 
by the motional averaging of distinct resonances for ions in different structural sites, for 
example with high temperature MAS NMR of 23Na in sodalites (Fechtelkord 2000), in cryolite 
(Na3AlF6) (Spearing et al. 1994) and in nepheline ([Na,K]AlSiO4) (Fig. 22) (Stebbins et al. 
1989), and in 25Mg NMR study of a single crystal of forsterite (Mg2SiO4) to 1400 °C (Stebbins 
1997). Changes with increasing temperature in the static lineshape can be caused by either 
static changes in site symmetry or dynamic exchange among different polyhedral orientations, 
observable without the need for high-T MAS. Examples include 23Na in albite (NaAlSi3O8) 
(George and Stebbins 1995) and 27Al and 133Cs in pollucite (CsAlSi2O6) (Ashbrook et al. 
2005b). Detailed analysis of lineshapes in cases of such exchange, especially for quadrupolar 
nuclides, can be a complex problem, where recent progress has been made (Kristensen and 
Farnan 2001; Griffin et al. 2009).

Interactions of water with minerals and glasses

Interactions of minerals and glasses with water are geochemically and technologically 
important, and have often been studied by NMR. For example, early high-resolution NMR 
studies of the acidic corrosion of NaAlSi3O8 and rhyolite glasses demonstrated the sensitivity 
of 27Al NMR to the formation of secondary phases containing [6]Al, and of 23Na NMR to the 
hydration of the Na+ cations from the glass (Yang and Kirkpatrick 1989, 1990). These and 
later studies have often used double and triple resonance CPMAS NMR, and more complex 
experiments involving probe molecules, to enhance signals from sites near to protons and thus 
emphasize hydrated surface layers (Carroll et al. 2002; Tsomaia et al. 2003; Washton et al. 2008; 
Davis et al. 2009). Reactions between minerals and water can sometimes be shown to be site 
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specific: for example, the rate of exchange of 17O between H2
17O vapor and Si-O-Si (slowest), 

Si-O-Al, and Al-O-Al (fastest) sites in the zeolite stilbite (Xu and Stebbins 1998; Stebbins et 
al. 1999). Transformations of minerals in low-temperature hydrothermal environments often 
involve poorly crystalline or disordered phases and can be elucidated by NMR, for example in 
studies of clay mineral transitions (Alba et al. 2010; Hidalgo et al. 2010). In poorly-crystalline, 
naturally-occurring, weathering products such as allophane, 29Si and 27Al NMR have been 
particularly useful, the latter allowing quantitation of IVAl, VIAl, and, in some samples, VAl, in 
these complex materials (Ildefonse et al. 1994; Childs et al. 1999; Hiradate and Wada 2005).

Aqueous solutions: ambient to elevated pressures

Structural and dynamical information about aqueous solutions themselves are of course 
critical complements to understanding their interactions with minerals. NMR has played an im-
portant role in the modern understanding of aqueous ions, and has great potential for furthering 
such work. Space permits only a few examples here.

In many cases (barring too rapid relaxation and line broadening), solution NMR peaks 
are very narrow and provide much more sensitivity than in solids. For small inorganic ions in 
aqueous solutions, ligand exchange and bond-breaking are usually rapid enough so that only 
single, motionally averaged peaks are observed (as in silicate melts described above), which 
nonetheless can be very informative about cation coordination and complexing (Mason 1987). 
More details can be obtained in some cases, such as the complex, long-lived silicate anionic 
molecules that occur in concentrated (high pH) alkali silicate solutions, whose structures and 
exchange rates can be determined by 29Si NMR (Harris and Knight 1983; Knight et al. 1988). 
For rapidly-exchanging ions, more commonly studied are the dynamics of the exchange process 
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Figure 22. 23Na MAS NMR spectra (9.4 T), collected in situ at the temperatures shown, for Na0.75(Na0.20K0.05)
AlSiO4 nepheline, showing motional averaging caused by exchange of Na+ between the two sites above 
300 °C. Circles mark spinning sidebands. [Used by permission of Springer, from Stebbins et al. (1989) 
Physics and Chemistry of Minerals, Vol. 16, Fig. 2, p. 764].
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itself, between anions or H2O molecules and cations. Data for and modeling of the temperature 
dependence of relaxation times can reveal activation energies for exchange and much about 
the mechanisms of such processes. For example, much early work was done on 17O relaxation 
in transition metal salt solutions (Swift and Connick 1962), and later, further studies using 
35,37Cl (Sharps et al. 1993) and other nuclides (Mason 1987). Extensive studies using 17O NMR, 
complemented recently by sophisticated computational modeling, have revealed much about 
exchange processes involving complex aqueous aluminum ions, which are potentially interesting 
in understanding dynamics at mineral-water interfaces (Phillips et al. 1997b; Casey and Rustad 
2007; Harley et al. 2011). Examples of findings include evidence for a five-coordinated aqueous 
Al species (Swaddle et al. 2005) and in situ, high pressure NMR that yields activation volumes 
for exchange reactions and thus further constrains mechanisms (Loring et al. 2004).

NMR has been done for decades on molecular and ionic liquids and even on static (non-
spinning) solids in gas-pressurized vessels in the 100’s to 1000’s of bars range, usually at sub-
ambient or modest elevated temperatures (Jonas 1991). Recent interest in CO2 sequestration 
in deep geological reservoirs has stimulated renewed geochemical applications of these 
approaches. Chemical exchange is often slow enough so that 13C NMR peaks for aqueous 
HCO3

− and aqueous CO2 remain separate, and several groups have developed probes that 
allow direct, in situ quantitation of these species during fluid reactions with solid carbonate, 
hydroxide, or silicate phases (Diefenbacher et al. 2011; Hoyt et al. 2011; Surface et al. 2013). 
In some cases, sensitivity is sufficient to observe solid carbonate phases as well (Surface et 
al. 2013); remarkably, MAS rotors have been built that can spin samples pressurized with 
CO2 up to at least 150 bar to yield higher resolution spectra of reacting solids (Hoyt et al. 
2011). The long-proven application of 1H NMR to H-rich liquids and even to solids in large-
volume diamond anvil pressure cells (Lee et al. 1992) holds great promise for future work on 
speciation of aqueous solutions at higher pressures and temperatures.

MINERALS CONTAINING ABUNDANT UNPAIRED ELECTRON SPINS

Applications of high-resolution NMR to naturally-occurring minerals have often been 
limited by the severe line broadening, and even loss of signal, that can be caused by the 
unpaired electron spins in most transition metal and rare earth element cations. Given that 
iron is among the most abundant elements in the Earth, this has meant that NMR work on 
many major groups of minerals (e.g., olivines, garnets, pyroxenes, amphiboles, spinels) has 
generally been limited to rare, low-Fe end members, or to synthetic, Fe-free compositions. 
There are a few early exceptions, such as pioneering single-crystal 27Al NMR studies of iron-
rich silicates such as pyrope-almandine garnet ([Mg,Fe]3Al2Si3O12), in which large shifts in 
NMR frequencies caused by electron-nuclear dipolar couplings were noted (Ghose 1964). 

Effects of such paramagnetic impurities are complex, and can include increases in spin-
lattice relaxation rates to the point of severe peak broadening, and the shifting of resonances 
via either the through-bond perturbations of electron spin density (Fermi contact shifts) or via 
classical through-space dipolar interactions (“pseudocontact” shifts) (Mackenzie and Smith 
2002; Grey and Dupré 2004). In cases where peak broadening is not overwhelming, as in rare-
earth doped stannate pyrochlore phases, and manganese oxides (birnessite) with interlayer 
Na, both of these effects can produce resolvable peaks, that may be shifted by 10’s to many 
100’s of ppm—often far outside of normal chemical shift ranges (Grey et al. 1989, 1990; Aldi 
et al. 2012). Such measurements have the potential to yield unique information on cation site 
distributions. Contact-shifted peaks, which show characteristically large effects of temperature 
on their frequencies, have now been detected in a few natural and synthetic silicate minerals, 
including V4+-doped zircon (Dajda et al. 2003), synthetic forsterite and wadsleyite (Stebbins et 
al. 2009c), naturally-occurring low-Fe pyropes (Palke and Stebbins 2011b), as well as in rare-
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earth doped phosphates xenotime and monazite 
(Fig. 23) (Palke and Stebbins 2011a). Improved 
understanding of such interactions should 
provide renewed prospects for using NMR 
to learn about short-range order/disorder in 
minerals containing significant concentrations 
of paramagnetic cations, at least at the few 
per cent level. For example, in recent work on 
ferric iron phosphates of major interest as Li-ion 
battery cathodes, real progress in the theoretical 
calculation of such “hyperfine” interactions was 
demonstrated (Kim et al. 2010).

Even more complex are the often poorly-
crystalline iron oxyhydroxides that are common 
products of weathering and of the mining of 
Fe-sulfide containing ore deposits, and which 
thus can play important roles in the sorption and 
release of toxic metals. Recent NMR studies 
have produced informative spectra from cations 
sorbed onto such “NMR-impossible” Fe-rich 
minerals, such as 31P, 6Li, 7Li and 1H and 2H on 
goethite and lepidocrocite (FeOOH). Here, in 
addition to large effects on relaxation and peak 
widths, well-defined contact shifts can some-
times be noted, especially if the sample is above 
its Néel (or Curie) temperature and thus lacks 
magnetic ordering (Fig. 24) (Nielsen et al. 2005; 
Kim et al. 2008, 2011). In some cases, the loss 
of signal intensity sometimes caused by nearby 
magnetic ions such as Fe3+ can be exploited to 
estimate such proximities and the extent of mix-
ing or local ordering, such as in Al-substituted 
ferrihydrite (Cismasu et al. 2012) and MgSiO3 
perovskite co-substituted with Fe3+ and Al3+ 
(Palke et al. 2012).

Figure 24. 7Li MAS spectra (8.5 T) for Li 
ions sorbed onto lepidocrocite (γ-FeOOH). 
“A” marks the central peak for an inner-
sphere complex with Fe3+ in the first cation 
shell of Li+ and has a large contact shift. 
“B” marks that of an outer-sphere com-
plex with all H2O first neighbors, which 
is more abundant in the wet sample, and 
is not strongly shifted. All other peaks are 
spinning sidebands, which are greatly in-
creased by magnetic interactions from the 
unpaired electron spins in the iron min-
eral. [Used by permission of the American 
Chemical Society, from Kim et al. (2008) 
Journal of the American Chemical Society, 
Vol. 130, Fig. 13, p. 1291].
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Figure 23. 31P MAS NMR spectra for mona-
zite (LaPO4) doped with 1% Nd, collected at 
the temperatures shown (Palke and Stebbins 
2011a). “Q0” marks the unshifted peak for P 
cations in the monazite that are distant from 
Nd3+ ions; “I” marks a minor impurity phase. 
All other peaks are for P cations in the mona-
zite that have close Nd3+ neighbors and thus 
have significant contact shifts: note the large 
effects of temperature on their positions. Each 
of these peaks represents only a fraction of a 
percent of the total signal; their intensity is 
greatly exaggerated by the short pulse delay 
used (0.05 s) and by enlargement of the verti-
cal scale.
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INTRODUCTION

Electron paramagnetic resonance (EPR) spectroscopy, also known as electron spin 
resonance (ESR) spectroscopy, is a group of techniques used to study paramagnetic species 
that contain one or more unpaired electrons. The basic principles of EPR are analogous to those 
of nuclear magnetic resonance (NMR) spectroscopy, because they both deal with interactions 
between electromagnetic radiation and magnetic moments. However, the former is based on the 
excitation of electron spins, whereas nuclear spins are excited in the latter. EPR as a structural 
probe provides a wealth of information about the local structures and dynamic processes of 
the paramagnetic species studied, and is known for its unique sensitivity (~1012 spins/cm3 or 
parts per billion; Pan et al. 2002a; Weil and Bolton 2007), unmatched by any other structural 
techniques. In addition, quantitative EPR, provided that sufficient calibration and standardization 
are carried out, is possible and is useful for chemical analysis, dosimetry and geochronology, 
with applications to not only rocks and minerals but also other Earth and planetary materials 
such as coals, crude oils and meteorites (Ikeya 1993; Dyrek et al. 1996, 2003; Eaton et al. 2009). 

The basic principles of EPR spectroscopy can be found in various textbooks and 
monographs (Abragam and Bleaney 1970; Poole and Farah 1999; Schweiger and Jeschke 
2001; Weil and Bolton 2007; Brustolon and Giamello 2009; Eaton et al. 2009; Misra 2011). 
Excellent reviews with emphasis on applications of EPR spectroscopy to minerals can be found 
in Marfunin (1979), Calas (1988), Vassilikou-Dova (1993), and Goodman and Hall (1994). 
However, most previous reviews on applications to minerals focused almost exclusively on 
conventional continuous-wave (CW) techniques, whereas more advanced techniques such as 
pulse electron nuclear double resonance (ENDOR) and electron spin echo envelope modulation 
(ESEEM) spectroscopy were generally not included. Therefore, the present chapter starts with 
a brief outline of the basic principles based upon the treatise of Weil and Bolton (2007) and is 
followed by two main sections on practical guides to CW and pulse EPR experiments and their 
applications to Earth and planetary sciences. 
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BASIC PRINCIPLES AND SPIN HAMILTONIAN

Electron resonance condition and EPR spectra

Electrons are charged particles that possess intrinsic, quantized angular momentum (i.e., 
spin) and behave like tiny bar magnets. However, the electron spin magnetism cancels if elec-
trons are all paired. The phenomenon of EPR arises only when unpaired electrons are present, 
and those atoms, ions, molecules and radicals possessing at least one unpaired electron are 
commonly referred to as “paramagnetic centers.” 

In the simplest case, the spin magnetic moment of a single free electron (spin quantum 
number S = 1/2) in the presence of an external magnetic field B can assume only two (2S + 1 = 
2) orientations (i.e., MS = +1/2 and −1/2). The energies of these two directions are proportional 
to the strength of the external magnetic field B by 

e e B  (1)SE g M= β

Where ge (= 2.0023193) is the g factor of a free electron and βe is the electronic Bohr magneton. 
Therefore, electrons in the lower energy state, MS = −1/2, can be excited to the upper level 
(MS = +1/2), by electromagnetic radiation of appropriate frequency to satisfy the resonance 
condition (Fig. 1):

e e e e e e

1 1
B B B (2)

2 2
E g g g h

 ∆ = β − − β = β = ν 
 

where h is Planck’s constant and ν is the frequency of the applied radiation. 

When this condition of resonance is met, absorption occurs and is measured in EPR ex-
periments. Obviously, the EPR spectrum of a free electron consists of a single absorption line, 
which is usually shown in the first-derivative of the energy absorbed in the magnetic field B 
(Fig. 1). Fortunately, the spectrum of most paramagnetic centers in solids such as minerals and 
other Earth and planetary materials is usually more complicated and informative for a number 
of reasons: 1) effects of the local electric field, 2) interactions with nuclear magnetic moments, 
3) interactions between electron magnetic moments (i.e., species with more than one unpaired 
electrons), and 4) presence of multiple paramagnetic centers in the sample investigated.

The absorption intensity of EPR spectra is proportional to the population difference of 
spins between the ground and excited spin states (Fig. 1). At thermal equilibrium there is 

Figure 1. The energy levels of free electron S = 1/2 in a magnetic field B. Also shown are the resulting EPR 
spectrum in both the absorption (dashed line) and first-derivative (solid line) form.
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a slight excess of spins in the ground state over the excited state, and the population ratio 
between the two states follows Boltzmann’s distribution law:

e

g

exp exp (3)
B B

n E h

n k T k T

   ∆ ν
= − = −   

   

where ne and ng are the number of spins at the excited and ground states, respectively, and kB 
is the Boltzmann constant. Equation (3) predicts that decreasing temperature and increasing 
the applied field would both increase the population difference of spins between the two states 
and, hence, are commonly used in EPR experiments to enhance sensitivity.

The lineshape and linewidth of EPR spectra are affected by a large number of mechanisms, 
including relaxation processes (i.e., spin-lattice relaxation time t1 and spin-spin relaxation time 
t2). Spin-lattice relaxation determined by the dissipation of energy via the thermal vibration of 
the lattice is temperature-dependent and is reduced at low temperatures. Spin-spin relaxation 
related to dipolar and exchange interactions of neighboring spins is temperature-independent 
and is lowered by measuring dilute samples. Quantitative analysis of the lineshape and 
linewidth of EPR spectra is an integral part of EPR studies and can provide valuable information 
about not only the structures of paramagnetic centers but also their dynamic behaviors (e.g., 
Abragam and Bleaney 1970). 

Spin Hamiltonian

An experimental EPR spectrum measures the energy absorbed by the unpaired spins 
in a sample under an applied magnetic field and can be described by an appropriate spin 
Hamiltonian with spin operators (Abragam and Bleaney 1970; Weil and Bolton 2007; McGavin 
and Tennent 2009). Because of complex interactions of the unpaired spins with the external 
magnetic field, the crystal field, nuclear dipoles and electric quadrupole moments of the central 
ion and neighboring nuclei, the general spin Hamiltonian required to describe an experimental 
EPR spectrum contains a large number of terms (McGavin and Tennant 2009). These terms, 
including the Zeeman interaction of the unpaired electrons with the external magnetic field, 
zero-level splitting due to spin-spin and indirect effects of the crystal field (i.e., giving rise to fine 
structures), hyperfine (and superhyperfine) structures due to the presence of nuclear magnetic 
dipoles and electric quadrupole moments belonging to the central ion or surrounding ions, and 
the Zeeman interaction of the nuclear moment with the external magnetic field, are briefly 
discussed below. Additional high-spin terms may also be required, when the paramagnetic 
centers contain multiple unpaired electrons or involve interactions among multiple magnetic 
nuclei with nuclear spin numbers I > 1/2 (McGavin and Tennant 2009). 

Electronic Zeeman interaction and the g matrix. In crystals the g factor deviates from 
ge and takes on values depending upon the crystal orientation relative to the magnetic field. 
This g anisotropy is due to the spin orbit interaction and reflects the local crystal field. The 
deviations of g (∆g) are produced by a mixing of the electronic ground and excited states, and 
the magnitude of ∆g is inversely proportional to the energy separation between those states.

The electronic Zeeman interaction between the magnetic moments associated with the 
unpaired electron S and the magnetic field B is given by

H = ⋅ ⋅βeB g ST ( )4

Where the superscript T indicates transpose; and g is a symmetric 3×3 matrix and contains six 
parameters, with three diagonal values (gxx, gyy and gzz) on the axes of the experimental coordi-
nate system. Often, the g matrix is transformed to a diagonal form by selection of an appropriate 
coordination system (McGavin 1987), and only three g factor values (gx, gy and gz or g1, g2 and 
g3) along the three principal axes are reported. Of course, paramagnetic centers of isotropic and 
uniaxial local symmetries require only one (gx = gy = gz) and two (gx = gy = g⊥ and gz = g//) prin-
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cipal g factor values, respectively. Readers are cautioned that the order of the principal g factor 
values differs among EPR researchers in the literature, because a unified system has not been 
recommended by the International Union of Pure and Applied Chemistry (IUPAC). 

Nuclear hyperfine and superhyperfine structures. Many nuclei have a nonzero nuclear 
spin (I) and, therefore, are magnetic as well (Table 1). The nuclear Zeeman levels are analogous 
to the electron-spin energy levels and are given by:

n n IB (5)E g M= − β

where gn is the nuclear g factor, βn is the nuclear magneton, and MI is the nuclear spin operator. 
Note that the nuclear magnetic moment is much weaker than the electronic counterpart, because 
βn is 1836 times smaller than βe. Similar to the electron spin, the nuclear spin states in the 
presence of an external magnetic field are quantized and are labeled on the basis of the (2I + 1) 
values: I, (I − 1), (I − 2)…, −I.

Therefore, for a paramagnetic center containing one or more magnetic nuclei the unpaired 
electron will experience not only interaction with the external magnetic field, but also that 
from the magnetic nuclei. The latter interaction is usually weak but produces a further splitting 
of the spin energy levels, giving rise to (2I + 1) components of the EPR spectrum (i.e., the 
hyperfine structure; Fig. 2). In addition, a paramagnetic center may interact with one or more 
neighboring atoms with nonzero nuclear spins, and this interaction gives rise to the so-called 
superhyperfine structure. 

For example, a nucleus with the spin number I = 1/2 is aligned both along and opposite 
to the direction of the external magnetic field (MI = +1/2 and −1/2). Interaction of an unpaired 
electron with such a nucleus results in an EPR spectrum having two lines of equal intensity (Fig. 
2) and a separation between them related to the isotropic hyperfine constant. By extension, the 
EPR spectrum for a nucleus with spin I consists of (2I + 1) lines of equal distance and equal in-
tensity. However, this extension is not strictly true when the hyperfine interaction relative to the 
electronic Zeeman energy is large or the nuclear quadrupole effect is considerable (see below). 

When the unpaired electron interacts with more than one magnetic nucleus, the resulting 
EPR spectrum reflects interactions with all magnetic nuclei present. A special situation of this 

Figure 2. The energy levels of a spin system with S = I = 1/2 at a hyperfine coupling constant A = 0 and A. 
Also shown is the EPR spectrum arising from the allowed transitions (∆Ms = 1 and ∆MI = 0).
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Table 1. Magnetic properties of selected nuclei.

Isotope Spin (I) Abundance (%) gn a0 (mT) b0 (mT)
1H 1/2 99.9850 5.5856948 50.6850
6Li 1 7.5 0.8220575 5.43
7Li 3/2 92.5 2.170977 14.34
10B 3 19.8 0.600220 30.43 0.760
11B 3/2 80.2 1.792437 90.88 2.271
13C 1/2 1.11 1.40483 134.77 3.832
14N 1 99.63 0.4037637 64.62 1.981
17O 5/2 0.038 −0.757522 −187.80 −6.009
19F 1/2 100 5.257771 1886.53 62.80

23Na 3/2 100 1.478402 31.61
25Mg 5/2 10.00 −0.34218 17.338
27Al 5/2 100 1.456612 139.55 2.965
29Si 1/2 4.67 −1.1106 −163.93 −4.075
31P 1/2 100 2.26322 474.79 13.088
33S 3/2 0.75 0.42911 123.57 3.587

35Cl 3/2 75.77 0.5479198 204.21 6.266
37Cl 3/2 24.23 0.4560854 169.98 5.216
39K 3/2 93.26 0.2609928 8.238
45Sc 7/2 100 1.35962 100.73 3.430
47Ti 5/2 7.4 −0.31539 −27.904 −1.051
49Ti 7/2 5.4 −0.315468 −27.910 −1.051
51V 7/2 99.750 0.556597 56.335 2.368
53Cr 3/2 9.50 −0.3147 −26.698 −1.470

55Mn 5/2 100 1.3819 179.70 −8.879
57Fe 1/2 2.15 0.1806 26.662 1.395
59Co 7/2 100 1.318 212.20 12.065
63Cu 3/2 69.2 1.484 213.92 17.085
65Cu 3/2 30.8 1.588 228.92 18.283
69Ga 3/2 60.1 1.34440 435.68 7.274
71Ga 3/2 39.9 1.70819 553.58 9.242
73Ge 9/2 7.8 −0.1954371 −84.32 −1.716
75As 3/2 100 0.959654 523.11 11.905
77Se 1/2 7.6 1.0693 717.93 17.542
89Y 1/2 100 0.2748381 −44.60 −0.888

93Nb 9/2 100 1.3712 235.15 6.527
111Cd 1/2 12.8 −1.19044 −487.07 −18.41

127I 5/2 100 1.12531 1484.40 28.989
155Gd 3/2 14.8 −0.1723 −69.48 −0.940
157Gd 3/2 15.7 −0.2253 −90.85 −1.229
183W 1/2 22.1 0.2355711 206.14 2.605
207Pb 1/2 22.1 1.1748 2908.49 23.208

Modified from Weil and Bolton (2007): a0 and b0 are isotropic and uniaxial hyperfine constants, respectively.
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type is that all the nuclei are magnetically equivalent and a symmetrical multiplet with the 
intensity ratio according to the binomial law is obtained. For example, an unpaired electron 
interacts with two magnetically equivalent 1H (I = 1/2) nuclei, yielding a triplet with the 
intensity ratio of 1:2:1.

Another special situation is the presence of a single element having several isotopes with 
nonzero nuclear spins (e.g., 10B, I = 3 and isotope abundance = 19.8%; and 11B, I = 3/2 and 
80.2%). The resulting EPR spectrum is the superposition of individual hyperfine structures 
from all isotopes, with distances approximately proportional to their nuclear gn factors and 
intensities according to their relative isotope abundances (Fig. 3). Hyperfine structures of this 
type provide unambiguous identification of the paramagnetic centers (and of the neighboring 
atoms in the case of superhyperfine structures). 

The hyperfine and nuclear Zeeman interactions between the unpaired electron and a 
magnetic nucleus, as an addition to the electronic Zeeman term (Eqn. 4), are given by:

( ) ( ) ( )e n (6)= β ⋅ ⋅ + ⋅ ⋅ − β ⋅ ⋅T T T
nB g S I A S B g IH

when more than one magnetic nucleus interacts with the unpaired spin, the summation over all 
magnetic nuclei (1 to i) yields:

( ) ( ) ( )e n
1

   (6a)
i

i=

= β ⋅ ⋅ + ⋅ 
 ⋅ − β ⋅ ⋅∑T T T

nB g S I A S B g Ii i i iH

There are two main mechanisms by which electrons and magnetic nuclei interact: 1) 
Fermi contact interaction and 2) dipolar interaction. The former applies largely to the case of 
isotropic interactions (i.e., independent of the crystal orientation in a magnetic field), whereas 
the latter represents anisotropic interactions (i.e., spectra dependent on the sample orientation 
in a magnetic field).

When a nucleus has a spin number I > 1/2, an electric field gradient on that nucleus can orient 
its charge ellipsoid and hence its spin direction. Such a gradient is caused by the distribution 
of the unpaired electrons in the p, d or f orbitals. The energy of such nuclear alignment, called 
the nuclear quadrupole energy, for a nucleus with I > 1/2 adds to those from its hyperfine and 
nuclear Zeeman terms:

( ) ( ) ( ) ( )e (  b) 6 n= β ⋅ ⋅ + ⋅ ⋅ − β ⋅ ⋅ + ⋅ ⋅T T T T
nB g S I A S B g I I P IH

For multiple nuclei with I > 1/2, we have:

( ) ( ) ( ) ( )e
1

(  c) 6 
i

n i
i=

 = β ⋅ ⋅ + ⋅ ⋅ − β ⋅ ⋅ + ⋅ ⋅ ∑T T T T
i ni i iB g S I A S B g I I P IiH

Here P is the nuclear quadrupole tensor and is traceless (i.e., Pxx + Pyy = −Pzz). The nuclear 
quadrupole effect on the hyperfine structure of some nuclei (e.g., 75As) can be considerable, 
resulting in the presence of “forbidden” nuclear transitions (Fig. 4).

Fine structures (S > 1/2). Many paramagnetic centers contain more than one unpaired 
electron. For example, transition metal ions Cr3+ and Fe3+ in their high spin states have 3 and 
5 unpaired electrons, respectively. These electrons interact through spin-orbit and spin-dipolar 
magnetic coupling, resulting in the so-called fine structure. These interactions introduce a 
new term ST•D•S (where D is the electronic quadrupole matrix and is traceless) to the spin 
Hamiltonian:

( ) ( )e (7)= β ⋅ ⋅ + ⋅ ⋅T TB g S S D SH
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where D is commonly referred to as the zero-field splitting (ZFS) parameter, which is named for 
the splitting of spin energy levels in the absence of an applied magnetic field. Figure 5 shows 
the energy levels of the high-spin Fe3+ ion containing 5 unpaired electrons in an octahedral 
environment with and without an applied magnetic field. 

Other species such as biradicals and triplet-state centers also contain two or more 
unpaired electrons and, therefore, involve electron-electron interactions (Weil and Bolton 
2007; Mashkovtshev et al. 2007; Mao et al. 2010c; Mashkovtsev and Pan 2011, 2012b). 

The general spin Hamiltonian is the summation of all energy terms discussed above. For 
example, the spin Hamiltonian for the high-spin 55Mn2+ center (S = I = 5/2) is of the form (Pan 
et al. 2002a): 

( ) ( ) ( ) ( ) ( )e n

4 3 5

(8)

+ high-spin terms (S ,  BS ,  BS )

= β ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ − β ⋅ ⋅T T T T T
nB g S S D S I A S I P I B g IH

It is important to note, however, that some of the energy terms may not be required for specific 
paramagnetic centers, and selection of an appropriate spin Hamiltonian is central to successful 
analysis of EPR spectra. 

Figure 3. Simulated spectrum of the [BO4]0 
center in zircon at B||c (data from Walsby et 
al. 2000), showing the 10B and 11B hyper-
fine structures at their natural abundances of 
19.8% and 80.2%, respectively. Spectral sim-
ulation used a microwave frequency ν = 9.4 
GHz, Lorentzian line shape, and linewidth = 
0.08 mT.

Figure 4. Simulated spectra of the [AsO4]2− 
center in hemimorphite at B||c showing the 
presence of weak “forbidden” transition aris-
ing from the nuclear quadrupole effect (data 
from Mao et al. 2010a).
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GUIDES TO EPR EXPERIMENTS AND SPECTRAL ANALYSES

An EPR study typically involves 1) selection and preparation, where necessary, of appro-
priate samples, 2) measurement of EPR spectra, and 3) analysis of the spectral features (i.e., 
intensity, lineshape, linewidth, line position, etc.) and simulation of spectra to extract spin 
Hamiltonian parameters, identify paramagnetic species, and determine dynamic properties. 

Samples and techniques for generating paramagnetic species

The quality of the sample selected for EPR measurements directly affects the quality of 
the resulting spectra. Of course, all samples selected for EPR studies must contain paramag-
netic species, preferably at dilute concentrations in diamagnetic hosts, because spin-spin inter-
actions at elevated concentrations result in line broadening and thus poor spectral resolution. 
Nevertheless, EPR studies of concentrated samples are possible and are commonly made. It 
should be noted that for some fully concentrated systems, the exchange interaction can cause 
significant narrowing of the signal but also the loss of spectral information such as hyperfine 
structures (e.g., 2,2-diphenyl-1-picrylhydrazyl or DPPH; and chalcanthite CuSO4·5H2O, Si-
vaRamaiah et al. 2011).

Paramagnetic samples used for EPR studies can vary widely in form from fluids to frozen 
fluids, powdered solids, and single crystals. For Earth and planetary materials, powder EPR 
experiments are by far the most common and are usually made by use of pulverized samples 
contained in tubes with minimal or no background paramagnetic signals. For powder EPR 
measurements of crystalline solids it is important to grind the sample sufficiently to avoid any 
preferred orientation of the crystallites, which can be evaluated by re-measuring a spectrum 
after rotating the sample tube. On the other hand, powder EPR measurements using the 
oriented film technique (Clozel et al. 1995) are often used for clay minerals and have provided 
information about the orientations of paramagnetic centers in crystal lattices, which is not 
available from conventional powder EPR spectra. 

Figure 5. Energy levels of high-spin Fe3+ (3d5) as a free ion, in a cubic environment and a cubic environ-
ment with a small tetragonal distortion with and without an applied magnetic field B. Also shown is an 
EPR spectrum of high-spin Fe3+ in a cubic site with a small tetragonal distortion with B parallel to the 
tetrad axis.
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Single-crystal EPR measurements are far more desirable than their powder counterparts, be-
cause the former allow quantitative determination of the orientations of various spin Hamiltonian 
parameters in selected coordinate systems. The orientations of these spin Hamiltonian param-
eters can be compared with specific symmetry or bond directions in the host crystal lattice and 
thereby provide information about the site occupancies and the local structural environments of 
the paramagnetic species (Pan et al. 2002b; Mao et al. 2010a). However, the challenges of select-
ing appropriate samples for single-crystal EPR are many, not least of which is the requirement 
of millimeter-sized crystals for experiments at X-band frequencies of ~9 GHz. Other potential 
complications of samples for single-crystal EPR experiments include: 1) poorly developed mor-
phology that makes crystal alignment difficult, 2) twinning and composite crystals that give rise 
to multiple (and often overlapping) sets of EPR lines, and 3) other imperfections (e.g., strain, 
micro-domains and compositional heterogeneities) that lead to line broadening. 

Some transition-metal ions (e.g., Fe3+, Mn2+, Gd3+) are intrinsically paramagnetic and, 
therefore, are directly amenable to EPR experiments. Also, virtually all diamagnetic species 
can be converted into a paramagnetic state through various chemical and physical methods. 
Two of the most commonly used methods to produce paramagnetic centers from diamagnetic 
precursors are photolysis and radiolysis. The former usually involves irradiation of samples in 
the UV region. Radiolysis involves high-energy radiation (e.g., X-ray, γ-ray, electron beams 
from accelerators, and neutrons from nuclear reactors). For example, γ- and X-ray radiations 
can excite electrons to higher energy levels, and even to orbitals of other atoms or molecules to 
form hole or electron centers. Similarly, electron beams can influence the electrons in minerals 
and other materials to form paramagnetic centers. Neutrons only have kinetic energies and also 
can produce paramagnetic defects, although nuclear reactions usually occur at the same time. 
The desired amount of paramagnetic species in these experiments can usually be controlled by 
managing the radiation doses.

Continuous-wave (CW) EPR

Conventional EPR spectra are measured by using a constant microwave frequency (ν) 
and sweeping the external magnetic field (B). A basic magnetic field-swept EPR spectrometer 
consists of a microwave source, a magnetic field, a resonant cavity, a solid-state diode detec-
tor, and a computer for data acquisition and display (Fig. 6). Commercial EPR spectrometers 
commonly operate at X-band, K-band (~24 GHz), Q-band (~34 GHz), and W-band (~94 GHz) 
frequencies. However, home-built spectrometers at lower and higher frequencies (~1.1 GHz ≤ 
ν ≥ 3 THz) have been developed to take advantages of multi-frequency EPR studies (Lebedev 
1990; Nokhrin et al. 2005; Reijerse 2010). The microwave power in standard instruments is 
incident on the sample continuously, hence commonly known as continuous-wave (CW) EPR. 
Similarly, the original electron nuclear double resonance (ENDOR) spectra were of the CW 
type (Feher 1959).

The fact that the various spin Hamiltonian parameters of EPR spectra respond to micro-
wave frequencies differently makes multi-frequency experiments useful to simplify and im-
prove their determinations. For example, increasing the microwave frequency enhances the 
g-factor features while minimizing the hyperfine features. Conversely, lowering the microwave 
frequency leads to a hyperfine dominated EPR spectrum. Also, higher microwave frequency 
results in improved absolute sensitivity, although the cavity volume is scaled down, and allows 
observation of transitions involving large zero-field splitting parameters.

Multi-frequency measurements also serve as an independent test for the best-fit spin Ham-
iltonian parameters. Spectral simulations using one set of parameters obtained from spectra 
measured at a given microwave frequency reproduce those measured at different frequencies, 
providing support for these parameters. When this is not the case, the spin Hamiltonian parame-
ters are questionable and require reanalysis. For example, Priem et al. (2001) measured powder 
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EPR spectra for Fe3+ in α-alumina (i.e., corundum) from 4 GHz to 130 GHz and noted that the 
spin Hamiltonain parameters from the 130 GHz spectra do not fully reproduce those measured 
at 9 GHz and 35 GHz. They emphasized that a careful step-by-step analysis and spectral simu-
lation of powder spectra from all frequencies are necessary to obtain the relative sign and mag-
nitude of the zero-field splitting parameters (D, B4

0 and B4
3). Similarly, our multi-frequency 

single-crystal EPR studies on natural and artificially irradiated quartz (Nilges et al. 2008, 2009; 
Pan et al. 2008, 2009b) removed a number of discrepancies among previous X-band studies, 
which are attributable to small asymmetries undetectable at low microwave frequencies, and 
produced improved spin Hamiltonian parameters to establish a series of superoxide radicals.

Interpretation of an experimental EPR spectrum often starts with an evaluation whether the 
resonance signals arise from a single or several paramagnetic centers and is followed by iden-
tification of the individual species present. This is often difficult on the basis of the lineshapes 
and linewidths alone, unless where diagnostic hyperfine structures are present for unambigu-
ous identification. Often, multiple measurements with different experimental conditions (e.g., 
temperatures and microwave powers) and sample treatments (e.g., thermal annealing, variable 
radiation doses, and doping of artificially enriched isotopes) are required to distinguish different 
paramagnetic species. Also, multi-frequency measurements are often useful in discriminating 
multiple paramagnetic centers present in a sample as well.

In single-crystal EPR studies, detailed measurements for one, two or three rotational planes 
are commonly made, dependent on both the site symmetry of the paramagnetic center and 
the crystal symmetry of its host. Then, the line positions of all absorption signals, when well 
resolved, can be followed according to the crystal orientation. These angular dependences of 
line positions (i.e., roadmaps) offer further tests to the interpreted center(s), when considered 
with the knowledge of the Laue symmetry of the crystal and the site symmetry of the para-
magnetic species (Rae 1969), These line-position data along with the experimental microwave 
frequencies are then used for fitting with appropriate spin Hamiltonian (McGavin and Tennent 
2009). One additional consideration required for the fitting of spin Hamiltonian parameters 
is the selection of an experimental coordination system (McGavin 1987), which may or may 
not coincide with the crystallographic axes. Often, selection of an appropriate experimental 
coordination system could prevent misinterpretation of the spectra and reduce the number of 
parameters to be determined (and avoid the possibility of the best-fit parameters without physi-
cal meanings, McGavin 1987).

Figure 6. Photograph illustrating the principal components of a CW-EPR spectrometer (Bruker EMX), 
including the radiation source and the detector in the microwave bridge, the resonance cavity between the 
magnets, a console containing signal processing and control electronics, and a computer.
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Our study on synthetic stishovite 
(P42/mnm) before and after electron and/
or gamma-ray irradiation offers an ex-
ample for the acquisition and analysis of 
single-crystal CW EPR spectra (Pan et al. 
2011). Synchrotron micro-X-ray fluores-
cence analysis of synthetic stishovite re-
vealed ~70 ppm Cr, which probably arises 
from contamination in the experimental 
assembly. These stishovite crystals have 
well-developed (110) and (001) faces that 
allow detailed single-crystal EPR mea-
surements in those planes at both 85 K and 
294 K, at a constant angle interval of 5°.

The single-crystal EPR spectra of 
stishovite without artificial irradiation 
contain two high-spin (S = 3/2) Cr3+ cen-
ters: Cr3+(I) and Cr3+(II) (Fig. 7). Center 
Cr3+(I) is confirmed by its diagnostic 53Cr 
hyperfine structure (I = 3/2 and isotope 
abundance = 9.5%) that accompanies 
the main absorption line(s) from the 
three even isotopes 50,52,54Cr (I = 0 and 
90.5%). The main absorption line(s) rep-
resent the two Kramers doublets arising 
from the Zeeman levels Ms = ±1/2 and 
Ms = ±3/2. These doublets are resolved 
into two lines away from the crystallo-
graphic a and c axes, indicating that the 
Cr3+(I) center has a D2h site symmetry in 
the tetragonal stishovite. The observed 
angular dependences of both the main 
absorptions lines from 50,52,54Cr and the 
53Cr hyperfine lines suggest that this cen-
ter has principal axes along the crystal 
[001], [110] and [110] directions, which 
are then taken as the x, y and z axes of the 
experimental coordinate system (Fig. 8). 
The two datasets from the main lines and 
the 53Cr hyperfine lines of the Cr3+(I) center have been fitted, using the EPR-NMR software 
package of Mombourquette et al. (1996), to the following two spin Hamiltonians:

( ) ( ) 3
e BS (9)= β ⋅ ⋅ + ⋅ ⋅ +T TB g S S D SH

( ) ( ) ( ) ( ) ( )3
e nBS (10)= β ⋅ ⋅ + ⋅ ⋅ + + ⋅ ⋅ + ⋅ ⋅ − β ⋅ ⋅T T T T T

nB g S S D S I A S I P I B g IH

Figure 7b shows that the two Ms = ±1/2 lines of the Cr3+(I) center are accompanied by 
sixteen lines of the Cr3+(II) center, which have been shown by spectral simulations to arise from 
both a low site symmetry and superhyperfine interaction with a 1H nucleus. The similarities 
in the angular dependence of line positions between the Cr3+(I) and Cr3+(II) centers suggest 
that the experimental coordination system for the former is also appropriate for the latter. 

Figure 7. Representative single-crystal EPR spectra 
of stishovite (without gamma-ray irradiation) at 294 K 
and microwave frequencies of ~9.390 GHz: (a) a wide-
scan spectrum measured at 1° away from an a axis, il-
lustrating that the two transitions within ±1/2 and ±3/2 
Kramers doublets of the Cr3+(I) center are split into two 
lines each from two magnetically nonequivalent sites; 
additional weak lines at ~350 mT belong to Cr3+(II); 
and (b) a narrow-scan spectrum at B∧c = 12°, illus-
trating the two Ms = −1/2 ↔ +1/2 transition lines and 
their accompanied 53Cr hyperfine lines (marked) of the 
Cr3+(I) center; also marked are the 16 main lines of the 
Cr3+(II) center (modified from Pan et al. 2011).
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The dataset for the Cr3+(II) center with a 1H superhyperfine structure but no detectable 53Cr 
hyperfine structure has been fitted to the spin Hamiltonian of the form:

( ) ( ) ( ) ( )3
e nBS (11)= β ⋅ ⋅ + ⋅ ⋅ + + ⋅ ⋅ − β ⋅ ⋅T T T T

nB g S S D S I A S B g IH

The D2h site symmetry and the best-fit spin Hamiltonian parameters from the EPR spectra 
show that the Cr3+(I) center represents a substitutional Cr3+ ion at the octahedral Si site without 
an immediate charge compensator (Fig. 8). The Cr3+(II) center also arises from a substitutional 
Cr3+ ion at the octahedral Si site but has as a neighboring H+ ion as the charge compensator, 
which explains the reduced site symmetry and the observed 1H superhyperfine structure. The 
best-fit orientation and magnitude of the principal A(1H) parameter also allow a determination 
for the position of the H atom at (0.42, 0.12, 0), which is consistent with results from available 
DFT calculations (Gibbs et al. 2003, 2004; Pan et al. 2011).

The single-crystal CW-EPR spectra of electron-irradiated stishovite do not show any Cr3+ 
centers but contain two S = 1/2 species: an Al-O2

3− radical and a Cr5+ center (Fig. 9). The for-
mer is characterized by its well-resolved 27Al (I = 5/2 and 100%) hyperfine structure (Ogoh et 
al. 1996; Botis and Pan 2010; Pan et al. 2012). The Cr5+ center is identified again by its diag-
nostic 53Cr hyperfine structure. The main absorption line from the even Cr isotopes, observed 
along crystallographic axes, is split into two at general crystal orientations, also indicative of 
a D2h site symmetry. In addition, two sets of doublets are present as satellites symmetrically 
distributed about both the main absorption line and the four 53Cr hyperfine lines (Fig. 9). One 
set of the doublets with a separation of ~1 mT has an integrated intensity of ~10% of the main 
absorption line, whereas the other set with a narrower separation of ~0.2 mT has an integrated 
intensity of ~30% of the main absorption line. These two sets of doublets evidently correspond 
to two distinct 29Si (4.79% and I = 1/2) superhyperfine structures arising from interactions with 
two nearest-neighbor and eight next-nearest-neighbor Si atoms, respectively (Fig. 8). 

The four sets of line-position data for the main absorption lines, the 53Cr hyperfine 
structure, and the two 29Si superhyperfine structures from the Cr5+ center have be fitted into the 
spin Hamiltonians found in Equations (4), (6), and (6b):

e (4)= β ⋅ ⋅TB g SH

( ) ( ) ( ) ( )e (  b) 6 n= β ⋅ ⋅ + ⋅ ⋅ − β ⋅ ⋅ + ⋅ ⋅T T T T
nB g S I A S B g I I P IH

( ) ( ) ( )e n (6)= β ⋅ ⋅ + ⋅ ⋅ − β ⋅ ⋅T T T
nB g S I A S B g IH

Figure 8. Crystal structure of stishovite il-
lustrating the central SiO6 octahedron and its 
neighboring Si atoms, including the two near-
est Si atoms along the [001] direction and eight 
next-nearest Si atoms at the corners (data from 
Yamanaka et al. 2002). Also shown are the 
experimental axes x, y and z along the [001], 
[110] and [110] directions, respectively (modi-
fied from Pan et al. 2011).



Electron Paramagnetic Resonance Spectroscopy 667

The angular dependence of the Cr5+ 
center is also closely comparable to 
those of the two Cr3+ centers. It is 
convenient, therefore, to adopt the 
experimental x, y and z axes along the 
[001], [110] and [110] directions, re-
spectively. The observed site symme-
try and the best-fit spin Hamiltonian 
parameters (including 29Si superhy-
perfine coupling constants from the 
two nearest- and eight next-nearest-
neighbor Si nuclei) of the Cr5+ center 
provide unambiguous evidence for its 
location at the octahedral Si site (Fig. 
8). Evidently, this Cr5+ center formed 
from trapping of two electrons on the 
two Cr3+ centers (and removal of the 
H+ ion for Cr3+(II)) during artificial 
irradiation (Pan et al. 2011).

Pulse ESEEM and ENDOR 

Two notable limitations of the 
CW EPR techniques are: 1) a sig-
nificant portion of the measurement 
time is spent on recording the base-
line rather than the signals, and 2) the 
EPR spectrum is the result of all the 
interactions and relaxation processes 
in the sample, often making spectral 
interpretation difficult. An alternative 
to the CW techniques is the excitation 
of electron spins by the use of various 
sequences of microwave pulses (Sch-
weiger and Jeschke 2001). The pulse 
EPR techniques represent an area of 
rapid developments in recent years, 
and modern ESEEM and ENDOR 
spectra that measure interactions between the unpaired electrons and neighboring nuclei are 
commonly carried out with the pulse techniques (Schweiger and Jeschke 2001). 

The basic ESEEM pulsed scheme is a two-pulse (π/2 – τ – π – echo) sequence where τ 
is the time between pulses. The second refocusing pulse gives rise to a Hahn echo that decays 
exponentially with τ/t2e (where t2e is the spin-spin relaxation time for the electron). The decay 
is modulated by the interference between nuclear transitions and the Fourier transform after 
correcting for the exponential decay gives rise to a frequency spectrum akin to ENDOR. 
The intensity of the ESEEM spectra is dependent upon the presence of forbidden transitions. 
Thus, anisotropic interactions (anisotropic hyperfine and/or nuclear quadrupole coupling) are 
necessary to observing an ESEEM spectrum. For example, for an axial S = I = 1/2 system the 
ESEEM intensity will go to zero along and perpendicular to the major (z) axis of the hyperfine. 
Because the modulation of the echo is an interference effect, one also can observe combination 
and harmonics of the fundamental frequencies. In addition, the resolution of two-pulse ESEEM 
is limited by the value of 1/t2e. 

Figure 9. Single-crystal EPR spectra of the Cr5+ center in: 
a) an electron-irradiated stishovite measured at ν = 9.390 
GHz, B||c, and 294 K, and b) an electron- and gamma-ray-
irradiated stishovite with ν = 9.394 GHz, B∧c = 90°, and 85 
K. The irregular multiplet at ~335 mT in a) spectrum be-
longs to the Al−O2

3− center (Pan et al. 2012), as indicated by 
the characteristic 27Al hyperfine structure at 85 K (modified 
from Pan et al. 2011).
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For three-pulse ESEEM (π/2 – τ – π/2 – t – π/2 – echo), primarily t1e (the spin-lattice 
relaxation time for the electron) determines the resolution and combination peaks due to a 
single spin system are eliminated. In a three-pulse ESEEM, the second separation time, t, is 
varied instead of τ. However, because ESEEM involves interference between EPR transitions, 
there will be blind spots that depend on the value of τ. For an S = I = 1/2 system, the blind spots 
for the να peak will occur at multiples of νβτ, and vice versa. To eliminate such blind spots, one 
can either choose a value of τ so the suppression of peaks of interest is small or averaged over 
a range of τ values, as for Mims ENDOR (see below).

For the case of S = I = 1/2 there are two ENDOR transitions:

n (12a)
2

A
αν = + ν

n (12b)
2

A
βν = − ν

where A is the hyperfine coupling constant, να and νβ are transition frequencies, and νn the 
nuclear Larmor frequency. The transitions result in two ΔMI = 1 transitions either centered at νn 
and split by A (2νn > A) or centered at A/2 and split by 2νn (A > 2νn) (Fig. 10). For I > 1/2 there 
will be further splitting by nuclear quadrupole interaction, in addition to peaks with ΔMI > 1.

Pulsed ENDOR spectra are usually performed using either a Davies or Mims pulse 
sequence. Davies ENDOR (Gemperle and Schweiger 1991) is somewhat preferred, because 
it gives a spectrum that is free of blind spots and is the easiest to quantify intensities. Davies 
ENDOR uses a preparatory inversion pulse followed by a Hahn two-pulse detection sequence 
that gives rise to an inverted spin echo (π – RF – π/2 – τ – π – echo). The height of this echo 
depends on the relaxation time of the electron spin (T1e) and the time between the preparatory 
pulse and the Hahn two-pulse sequence. If a RF pulse is given during this time period (typically 
10 to 20 ms) and is at resonance with an ENDOR transition, the intensity of the echo will 
increase. By sweeping the RF frequency an ENDOR spectrum is obtained. 

In order to observe an ENDOR effect, the first π pulse must be selective: i.e., it must 
excite only one of the hyperfine transitions. For Davies ENDOR, if the pulse width is too 
small it will invert (excite) all hyperfine transitions and the ENDOR effect disappears. This 
suppression effects is given by (Fan et al. 1992): 
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2
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where A is the hyperfine coupling constant and τπ is the length of the initial inverting pulse. 
This suppression can serve two useful purposes: 1) strong matrix peaks, i.e., peaks from 
distant nuclei, are almost nearly suppressed; and 2) one can use this suppression effect to 
assess whether the condition νn > A or A > νn is valid for an observed ENDOR peak. If the peak 
is suppressed when τπ is decreased, the condition νn > A should be valid. For example, this can 
be used to distinguish between overlapping proton and 14N peaks (Doan et al. 1991). Because 
of this suppression effect the Davies technique is mostly used for detecting larger hyperfine 
couplings (> 10 MHz). Smaller couplings can be observed by using longer (softer and more 
selective) π pulses, although the length of the π pulse is limited by the value of t2e. Therefore, 
it is difficult to observe hyperfine splittings smaller than a few MHz.

The Mims ENDOR technique (Gemperle and Schweiger 1991) is basically a 3-pulse 
stimulated echo sequence in which the RF mixing or soak pulse is placed between the second 
and third pulses (π/2 – τ – π/2 – RF – π/2 – echo). When the RF frequency is at resonance with 
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an ENDOR transition a frequency shift causes a defocusing of the spin packet resulting in a 
decrease in echo and an amplitude-inverted ENDOR spectrum. Because interferences between 
the transitions cause the ENDOR effect, non-selective, hard, short pulses are used and there 
is no suppression of small couplings as in Davies ENDOR. Thus, Mims ENDOR is best used 
to observe small hyperfine couplings. Mims ENDOR (as does 3-pulse ESEEM, see below) 
results in τ-dependent blind spots (Schweiger and Jeschke 1991):

{ }1 cos(2 ) (14)I A∝ − π τ

where A is the hyperfine coupling constant and τ is the time between the first and second pulse. 
To eliminate such blind spots, one can either choose a value of τ so the suppression of peaks 
of interest is small or average over a range of τ values. 

Because both Mims and Davies ENDOR require a radiofrequency mixing time on the 
order of 10 ms the temperature must be low enough that t1e is significantly longer than 10 ms. 
For ESEEM there is no radiofrequency mixing pulse and the t1e requirement is not as stringent. 
Pulse ENDOR and ESEEM are best suited for systems with inhomogeneously broadened lines 
that may contain underlying hyperfine structure(s) unresolved in CW EPR.

The study of the O− center in hydroxylapophyllite (Mao et al. 2010b) is taken here as 
an example for the measurement and analysis of pulse ENDOR and ESEEM spectra. Single-
crystal CW EPR spectra of a natural hydroxylapophyllite measured at 294 K and 90 K revealed 
an O− center, corresponding to trapping of an unpaired electron in the 2pz orbital of the hydroxyl 
oxygen atom (after removal of the proton) in the interlayer. The CW spectra measured at 90 K 
also contain four sets of well-resolved satellite peaks that have been successfully fitted as pairs 
of the O− center (i.e., biradicals). The results of these biradicals provide further confirmation 
for the structural model of the O− center in hydroxylapophyllite (Mao et al. 2010b). However, 
CW EPR spectra of the O− center do not disclose any superhyperfine interactions with 
neighboring nuclei in the lattice.

Three-pulse ESEEM spectra at 25 K were collected on a Bruker E580-10 Elexsys spec-
trometer. The time domain ESEEM spectra were baseline corrected, zero-filled, apodized, and 
Fourier transformed to give frequency domain spectra. To reduce the effect of blind-spots that 

Figure 10. Simulated ENDOR spectra for an S = I = 1/2 (1H) system  
with A < 2νn (upper trace) and A > 2νn (lower trace).
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arise from an oscillating τ dependence, ESEEM spectra were also recorded as a function of τ 
and later summed. ESEEM spectra at a rotation angle of every 10° were collected on a crystal 
mounted with the rotation axis in the (001) face. As CW EPR spectra do not show any site 
splitting, all eight symmetry related sites are excited simultaneously by the microwave pulse. 
As such, angle corrections (accurate to ~0.5º) had to be calculated directly from the fitting of 
the well-resolved 29Si ESEEM spectra. Angle corrections indicated that the rotation axis was 
~4.5° from the [110] direction. ESEEM spectra were then simulated using SIMEND (Nilges 
et al. 2009), with the addition of a routine to simulate dead-time effects using FFT ( Keijzers 
et al. 1987) and a routine to simulate the additional effects of cross-term averaging. Because 
the observed modulations were very weak, the contributions from the various nuclei could be 
considered independently.

ESEEM spectra show very weak modulation at frequencies very close to those of 29Si and 
1H at 2.9 MHz and 14.6 MHz. respectively. The 29Si “matrix” peak is actually split into three 
to eight pairs depending on orientation (Fig. 11). Spectral fittings show that these spectra can 
be readily accounted for by one 29Si with a hyperfine splitting on the order of 0.5 MHz. The 
anisotropic component of the 29Si hyperfine is equal to −0.62 MHz, which corresponds to a 
distance (r) of 3.71 Å on the basis of the point-dipole model:
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where Az is a component of the traceless dipolar hyperfine interaction (Ax = Ay = −Az/2) and 
gn is equal to −1.1097 for 29Si. This value is the same as that between the hydroxyl oxygen 
atom and the nearest neighbor Si, while the orientation of the unique hyperfine axis is only 
3.4° from this O–Si direction. Simulations could be improved somewhat if the next-nearest-
neighbor Si is also included. The hyperfine constants obtained for this second Si are close to 
those predicted for the next-nearest-neighbor Si. This second Si, however, gives rise to much 
weaker (the ESEEM intensity decreases roughly as r−3) spectra with narrower width, hence 
larger uncertainty in the fitted values. 

Similarly, the ESEEM spectra allow an analysis of eight neighboring 1H nuclei (Fig. 12), 
although the hyperfine matrices of the outer-most H6, H7 and H8 were taken directly from 

Figure 11. Stacked plots of the 29Si portion of the experimental and simulated three-pulse, Fourier-trans-
form ESEEM spectra of the O− center in hydroxylapophyllite as a function of rotation angles. Spectral 
simulations included 2 Si nuclei. Intensity in the vertical axis unlabeled (arbitrary unit; modified from Mao 
et al. 2010b).
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point-dipole-model calculations with the ideal hydroxylapophyllite structure. For the best fitted 
H1 to H5, the distances of 4.35 Å and 4.41 Å for H1a and H1b are only ~0.2 Å smaller than 
those from room-temperature X-ray and neutron diffraction experiments (Prince 1971; Rouse et 
al. 1978). The values of 4.84 Å and 4.94 Å for H2a and H2b are within experimental uncertainty 
of those from X-ray and neutron diffraction. Also, the calculated orientations of the unique 
hyperfine axes for H1 and H2 are close to those reported for X-ray and neutron diffraction 
experiments. The distances obtained by fitting H3, H4, and H5 are close to those determined 
from X-ray and neutron diffraction experiments as well, despite larger uncertainties in fitting 
the hyperfine matrices for these more distant protons as well as a number of assumptions made.

In addition, a number of peaks centered between 0.4 and 1.0 MHz in the ESEEM spectra 
allow identification and analysis of four neighboring 39K nuclei (K1 to K4; Fig. 13), with K4 
located at 14.2 Å away. For the best determined K1, its O–K1 distance of 6.32 Å calculated 
from the point-dipole model agrees well with the experimental value of 6.35 Å determined from 

Figure 12. Stacked plots of the 1H portion of the experimental and simulated three-pulse, Fourier-trans-
form ESEEM spectra as a function of rotation angles. Spectral simulations included eight H nuclei. Inten-
sity in the vertical axis unlabeled (arbitrary unit; modified from Mao et al. 2010b).

Figure 13. Stacked plots of the 39K portion of the experimental and simulated three-pulse, Fourier-trans-
form ESEEM spectra as a function of rotation angles. Note that intensity in the vertical axis (unlabeled, 
arbitrary units) has been reduced five times (relative to those in Figs. 11 and 12) to show the strong 39K 
spectra. Spectral simulations included four 39K nuclei (modified from Mao et al. 2010b).
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X-ray diffraction data. The unique axis of the hyperfine matrix is found to be only 1.4° away 
from the O–K1 direction as well. Figure 13a also shows the presence of a number of peaks 
below 0.4 MHz. They may be attributable to other quadrupolar nuclei with small magnetic 
moments (e.g., 41K) and/or can arise as artifacts due to the imperfect subtraction of the decay 
of the spin echo.

Ab initio calculations of EPR parameters

The combination of complex natural materials like minerals, common presence of 
magnetically similar defects, and general lack of complementary structural techniques with 
similar sensitivities, makes experimental EPR data often difficult to interpret unambiguously. 
In this context, first-principles theoretical modeling represents an excellent approach for 
predicting the identity, geometry, electronic structure and properties of paramagnetic species, 
complementing the EPR techniques. Over the last decade, tremendous progresses have been 
made in ab initio calculations of EPR parameters of paramagnetic species in both molecules 
and complex crystalline solids (e.g., van Lenthe et al. 1998; Patchkovskii and Ziegler 2001; 
Mallia et al. 2001; Pichard and Mauri 2002; Kaupp et al. 2004; Pietrucci et al. 2006; Asher 
and Kaupp 2007; Li and Pan 2011, 2012). Often, calculated energies of different structural 
models are too close to allow a unique identification. Calculated EPR parameters such as 
the magnitude and orientations of nuclear hyperfine and quadrupole parameters, on the other 
hand, provide unambiguous identification of paramagnetic centers (Botis et al. 2009; Nilges 
et al. 2009; Botis and Pan 2010; Li and Pan 2011; Li et al. 2012; Mashkovtsev et al. 2013). 

For example, boron oxygen hole centers (BOHC) are fundamental radiation-induced 
defects in borates and borosilicates as well as their glass counterparts. These defects, which 
exert profound influences on the applications of these materials from fiber optics to long-term 
disposal of high-level nuclear wastes, have attracted intense research since 1950s but remain 
controversial about their structures. In particular, interpretation of experimental EPR spectra 
of borates and borosilicates is often difficult, because they commonly contain several BOHC 
with similar EPR parameters (Li et al. 2011). Li and Pan (2011) investigated the geometries 
and electronic structures of BOHC in calcite and calculated their EPR parameters such as 
11B hyperfine and quadrupole parameters by use of ab initio Hartree-Fock (HF) and various 
density functional theory (DFT) methods based on the supercell approach with all-electron 
basis sets. These theoretical results combined with literature EPR data (Eachus and Symons 
1968; Bacquet et al. 1975) established three distinct [BO3]2− centers corresponding to: (I) the 
classic [BO3]2− radical with the D3h symmetry and the unpaired spin equally distributed among 
the three equivalent oxygen atoms (i.e., BO3

5−), (II) the previously proposed [BO2]2− center 
with the unpaired electron equally distributed on two of the three oxygen atoms (OBO2

3−), and 
3) a new center with ~90% of the unpaired spin localized on one of the three oxygen atoms 
(O2BO−) (Fig. 14). Calculated EPR parameters confirm that the first two [BO3]2− centers share 
similar 11B hyperfine coupling constants to the [BO4]0 center, making their identification on 
the basis of experimental EPR spectra alone difficult (Li and Pan 2011; Li et al. 2011). These 
atomistic and electronic structures of BOHC in minerals from theoretical calculations (Li and 
Pan 2011; Li et al. 2011) provide important insights into their precursors and analogues in 
glasses and other amorphous materials.

In addition, theoretical calculations of EPR parameters are important even when 
experimental EPR spectra provide an unambiguous identification of the paramagnetic 
species. In this case, the calculated EPR parameters can be taken as an independent test for 
the experimental values and may provide additional (and quantitative) information about the 
geometry and electronic structure of the paramagnetic species (e.g., Mallia et al. 2001; Nilges 
et al. 2009; Botis and Pan 2009, 2011; Botis et al. 2009; Li et al. 2011, 2012). 
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APPLICATIONS TO EARTH AND PLANETARY SCIENCES

EPR as a structural probe of point defects in minerals

EPR studies to probe the local structures of impurity ions and other point defects have 
been carried in almost all major groups of minerals from native elements to oxides, hydroxides, 
halides, sulfides, sulfates, arsenates, vanadates, tungstates, phosphates and silicates (Marfunin 
1979; Calas 1988; Vassilikova-Dova 1993; Goodman and Hall 1994; Nadolinny et al. 2005, 
2009a,b). This section is not intended to provide a comprehensive survey of EPR studies 
on minerals but takes representative examples to demonstrate the capabilities of the EPR 
techniques.

In addition to the two EPR studies on Cr in stishovite and the radiation-induced O− center 
in hydroxylapophyllite in the “Guides to EPR experiments and Spectral Analyses” section, we 
take the investigations of Fe3+ in quartz (Weil 1994) as another example to further illustrate the 
capacities of EPR as a structural probe. The common presence of iron as a trace element in 
quartz and its apparent association with the amethyst color have attracted numerous studies by 
use of diverse techniques from optical spectroscopy to magnetic susceptibility, Mössbaur spec-
troscopy and synchrotron X-ray absorption spectroscopy (Cohen and Hassan 1974; Cressey et 
al. 1993; Schofield et al. 1995; Dedushenko et al. 2004; Hebert and Rossman 2008; Di Bene-
detto et al. 2010; SivaRamaiah et al. 2011; SivaRamaiah and Pan 2012). However, it is EPR that 
has contributed greatly to our knowledge about Fe3+ in quartz (Weil 1994), because ferric iron 
with the ground-state valence-electron configuration of 3d5 adopts either the low-spin state with 
1 unpaired electron or the high-spin state with 5 unpaired electrons, both of which are amenable 

Figure 14. Calculated spin densities of 
three BOHC in calcite: a) [BO3]2− (I), (b) 
[BO3]2− (II), and (c) [BO3]2− (III), show-
ing the unpaired spin localized on three, 
two and one oxygen, respectively. Con-
tours are at intervals of 0.005 e/bohr3 and 
from −0.0001 and 0.315 e/bohr3. Solid 
and dashed lines refer to positive and neg-
ative values, respectively (modified from 
Li and Pan 2011).
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to EPR studies. Single-crystal EPR studies have established a series of high-spin Fe3+ species 
in quartz, which are confirmed by characteristic 57Fe hyperfine structure (I = 1/2 and 2.19%; 
Fig. 15; Stegger and Lehmann 1989). Quantitative determinations of spin Hamiltonian param-
eters (including their orientations relative to the crystal axes and the coordination-polyhedron 
symmetry axes) and detailed analyses of the fourth-order high-spin parameters by use of the 
pseudosymmetry approach (Michoulier and Gaite 1972) demonstrated that these Fe3+ species 
all occur as substitutional ions at the tetrahedral Si site and vary from the [FeO4]− type without 
an immediate charge compensator (Mombourquette et al. 1986) to the [FeO4/M+]0 species with 
a monovalent charge compensating ion such as H+, Li+ and Na+ (Weil 1994). These monovalent 
charge compensators were identified by 1H, 7Li and 23Na superhyperfine structures (Fig. 15). 
Quantitative determinations of these superhyperfine structures, including those by the ENDOR 
technique, allow the location of the monovalent charge compensators in the c-axis channel. 
For example, two varieties of [FeO4/H+]0

α,β have the proton located at the opposite sites of the 
[FeO4] tetrahedron but both possess the C1 site symmetry, which is reduced from the C2 sym-
metry of the Si site and is caused by perturbation from the proton location off the two-fold axis 
in the channel (Halliburton et al. 1989; Minge et al. 1989). Similarly, the [FeO4/Li+]0

β center has 
the C1 site symmetry at 20 K but transforms to the C2 symmetry at ~80 K (Minge et al. 1989). 
Two [FeO4/Li+]0

α centers, on the other hand, maintain the C2 site symmetry down to 4 K and 
have been interpreted to have the Li+ ion along the two-fold axis (Halliburton et al. 1989). These 
examples demonstrate the power of EPR techniques for providing unambiguous information 
about the oxidation state, spin state, site occupancy, and substitution mechanisms of impurity 
ions in minerals (Weil 1994; Pan et al. 2009, 2011).

Furthermore, the capacity of EPR techniques for determination of transition-metal 
speciation in solids (as well as liquid and gaseous hosts) makes them useful in studies of 
heavy-metal contaminations, including those associated with mining and milling activities. For 
example, Cu2+ (3d9) is intrinsically paramagnetic and is amenable to EPR studies (Abragam 
and Bleaney 1970). Similarly, native or radiation-induced Pb+, Pb3+, Cr5+, Cd+, Se−, and Zn+ 
ions contain an unpaired electron(s) and are accessible to EPR investigations (Fig. 16; Popescu 
1973; Petrov et al. 1993; Nistor et al. 1994; Morin et al. 2002; Pan and Fleet 2002; Di Benedetto 

Figure 15. Single-crystal EPR spectra of the [FeO4/Li]0
α (aka S1) center in synthetic, iron-doped α-quartz 

at 9.52 GHz and 50K showing: a) the ±3/2 transition with the 7Li superhyperfine structure and weak satel-
lites arising from an 57Fe hyperfine structure and a 29Si superhyperfine structure at B||b; and b) the ±5/2 
transition with both the well-resolved 7Li and incompletely-resolved 6Li superhyperfine structures at B||a 
(reproduced with permission from Stegger and Lehmann 1989).
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et al. 2006; Mao and Pan 2012). Likewise, the diamagnetic [AsO4]3− and [AsO3]3− groups that 
commonly occur only as trace constituents in rock-forming minerals can be transformed by 
ionization irradiation to paramagnetic [AsO2]2−, [AsO2]0, [AsO3]2−, [AsO4]2−, and [AsO4]4− 
centers for detection and detailed characterization by EPR (Fig. 17; Knight et al. 1995; Mao et 
al. 2010a; Lin et al. 2011, 2013; Pan 2013). In addition, EPR studies of 4f lanthanides and 5f 
actinides in various minerals (e.g., apatites, monazite, pyrochlore, titanite, and zircon; Fig. 18) 
are directly relevant to the storage of high-level nuclear wastes (Bray 1978; Ursu and Lupei 
1984; Poirot et al. 1988; Kot et al. 1993; Boatner 2002; Pan et al. 2002).

In situ high-temperature and high-pressure EPR experiments

While most EPR experiments have been performed under ambient conditions or at 
cryogenic temperatures, in situ high-temperature and high-pressure EPR experiments would 
be most relevant to study geological processes occurring in the Earth’s interior. Attempts at 
in situ high-temperature and high-pressure EPR experiments can both be traced back to as 
early as 1950s and have been continued today (Vallauri and Forsbergh 1957; Walsh 1959, 
1961; Wait 1963; Müller et al. 1968; Yager and Kingery 1979; Barnett et al. 1985; Bielecki 
1988; Bromberg and Chan 1992; Kambe et al. 2003; Sienkiewicz et al. 2005; Náfrádi et al. 
2008; Sakurai et al. 2010). We emphasize that in situ high-temperature and high-pressure 
EPR experiments are not restricted to the CW techniques but have been conducted with other 
techniques such as ENDOR and ESEEM as well (Doyle et al. 1969; Chan and Chung 1989; 
Baber and Chan 1992; van Wyk et al. 1992; Nokhrin et al. 2005, 2006; Hoffmann et al. 2010).

Poole (1996) classified in situ high-temperature EPR experiments into two broad groups: 
1) inserting the resonant cavity containing the sample into an oven and 2) heating applied 
directly to the sample inside the resonant cavity. The former group heats the sample and the 
resonant cavity simultaneously and, therefore, steps have to be taken to prevent oxidation of 
the walls of the resonant cavity and to protect the magnetic pole pieces (Poole 1996). The latter 
group heats the sample only, while the resonant cavity is kept to the room temperature (e.g., 
Singer et al. 1961; Poole 1996). For example, the classic design of Singer et al. (1961) uses a 
platinum-coated silica tube resistively heated inside a water-cooled cavity. Experiments with 
temperatures up to 1675 K have been reported (Poole1996). 

One example of in situ high-temperature EPR studies is that of Müller et al. (1968), who 
measured single-crystal EPR spectra for the Fe3+ center at the octahedral Al site in LaAlO3 

Figure 16. Single-crystal EPR spectra 
of gamma-ray-irradiated calcite at 9.38 
GHz and 110 K showing the Pb3+, Cd+ 
and Zn+ centers. Diagnostic 207Pb (I 
= 1/2 and 22.1%), 111Cd (I = 1/2 and 
12.8%) and 113Cd (I = 1/2 and 12.2%) 
hyperfine lines are marked. Observa-
tion of the 67Zn (I = 5/2 and 4.1%) 
hyperfine structure requires different 
experimental conditions (not shown).
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from 4.2 to 900 K. These spectra showed that the trigonal-to-cubic phase transition in this 
perovskite-type compound is of the second order and occurs at 800±10 K, as monitored by the 
temperature dependence of the zero-field splitting parameter D and the fourth-order parameter 
B4

0 of the Fe3+ center (Fig. 19). 

Another interesting in situ high-temperature EPR study on phase transition is that of Lang 
et al. (1977), who measured Q-band EPR spectra of the substitutional Fe3+ center [FeO4]0 in 
quartz and isostructural berlinite (AlPO4) from 4.2 K to 860 K (Fig. 20). They showed that spec-
tra of this Fe3+ center in berlinite change with temperature and provide direct evidence for the 
α−β phase transition at 854 K, whereas the signals of the [FeO4]0 center in quartz was greatly 
reduced above 670 K and hence did not allow a direct observation of the phase transition at 847 
K. However, the changes of the zero-field splitting parameter D and the rhombic angle below 
670 K are similar in both minerals. In particular, the temperature dependence, but not the mag-
nitude, of these EPR parameters (Fig. 20a) is similar to that predicted by using a point-dipole 
model and the Blume-Orbach mechanism with available crystallographic data for quartz. Also, 
Lang et al. (1977) observed a notable increase in linewidth near the phase transition (Fig. 20b) 
and interpreted it to represent fluctuations at the phase transition (see also Mao et al. 2013). 

Figure 17. A single-crystal EPR spec-
trum of gamma-ray-irradiated hemi-
morphite (Durango, Mexico) at B||c, 
9.38 GHz and 294 K illustrating the 
[AsO4]4− and [AsO4]2− centers arising 
from the [AsO4]3− precursors by trap-
ping an electron and hole, respectively 
(modified from Mao et al. 2010a).

Figure 18. Single-crystal W-band 
spectrum of two Gd3+ (4f7) centers at 
the Ca1 and Ca2 sites in synthetic flu-
orapatite, measured at T = 287 K, ν = 
94.3767 GHz and magnetic field along 
the crystallographic c axis [AP30-1 
containing 1.2(2) wt% Gd2O3; modified 
from Pan et al. 2002b].



Electron Paramagnetic Resonance Spectroscopy 677

Shinar and Jaccarino (1983) measured X- 
and K-band EPR spectra of the substitutional 
Mn2+ center in fluorite and isostructural com-
pounds SrF2, BaF2 and PbF2 to 1500 K and 
observed systematic temperature dependence 
of the linewidth. Specifically, the 19F superhy-
perfine structure superimposed on each 55Mn 
hyperfine component is found to collapse 
when the F hopping rate exceeds the 19F hy-
perfine coupling constant. The integrated in-
tensity and frequency dependence of the line 
profiles reveal three distinct line-broadening 
mechanisms: 1) a quasi-static, nonlocal distor-
tion of the cubic crystal field that arises from 
the growth of ion disorder with increasing T, 
2) a local, dynamic broadening related to en-
hanced anharmonic phonon effects, and 3) a 
combined Mn-concentration and T-dependent 
collision broadening that proceeds via dipolar 
encounters between diffusing Mn2+ ions and 
is proportional to their hopping rate. The last mechanism is closely related to the effects of 
magnetic tagging on the 19F NMR relaxation in Mn-doped PbF2 (Shinar and Jaccarino 1983).

Egerton et al. (2000, 2001) investigated the diffusion of Cr3+ and Fe3+ into rutile by 
measuring the growth of the substitutional Cr3+ and Fe3+ signals in a high-temperature cavity 
up to 1000 K. They showed that the EPR signals at g = 5.04 (Cr3+) and 8.1 (Fe3+) have a 
parabolic dependence of intensity with time, typical of diffusion processes (Fig. 21). The fitted 
activation energies for the diffusion of Cr3+ and Fe3+ into rutile are closely comparable to those 
obtained from the radio-tracer method (Egerton et al. 2000, 2001).

Designs for in situ high-pressure EPR experiments are diverse (Sakai and Pifer 1985; 
Bromberg and Chan 1992; Hoffman et al. 1993; Poole 1996; Kambe et al. 2003; Sienkiewicz 
et al. 2005; Náfrádi et al. 2008; Sakurai et al. 2010). Of particular interests are those combined 
with diamond anvil cells (DAC), for which ultra-high hydrostatic pressures up to ~500 GPa 
can be made (Ruoff et al. 1992). Sakai and Pifer (1985) first incorporated a regular DAC into a 

Figure 19. Temperature dependence of the zero-
field splitting parameter (D) of the Fe3+ center at 
the octahedral Al site in LaAlO3 across the tri-
gonal-to-cubic phase transition (reproduced with 
permission from Müller et al. 1968).

Figure 20. Temperature dependence of (a) the zero-field splitting parameter (D) and (b) the linewidth of the 
[FeO4]0 center in berlinite AlPO4 (modified with permission from Lang et al. 1977).
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tunable-shorted X-band waveguide and performed EPR measurements at hydrostatic pressures 
up to 10 GPa. Their design included a Be-Cu-based gasket, which is an integral part of the 
DAC and also serves as a linear microwave resonator. One major drawback of this design 
was its relatively low sensitivity with a resonator quality factor (Q) of only ~300. Bromberg 
and Chan (1992) improved on this design by using two mutually coupled TiO2 dielectric 
resonators with a large spacing of 4.5 mm to accommodate the standard Merrill-Bassett DAC. 
This configuration produces a tangential microwave magnetic field at the brass gasket for EPR 
experiments. This design was shown to yield a much improved Q value of ~1200 at room 
temperature and ~5000 at 2 K, with a single-scan sensitivity of 2.1×1015 spins. Sienkiewicz 
et al. (2005) modified the design of Bromberg and Chan (1992) by using plastic materials, 
which are transparent to the magnetic field modulation frequency of 100 kHz and thus further 
improving on the overall sensitivity of the system. This modified double-stacked configuration 
resonates in the fundamental quasi TE011 mode at ~9.2 GHz and has been successfully coupled 
with the much cheaper sapphire anvil cells (SAC) for hydrostatic pressures up to 2 GPa. The 
overall sensitivity of this modified system was shown to be only ~3 times less than that yielded 
by a commercial TE102 cavity operating at room pressure (Sienkiewicz et al. 2005). 

An example of in situ high-pressure EPR experiments applied to minerals is that of Wait 
(1963), who measured the hydrostatic pressure dependence of the Mn2+ center in calcite at room 
temperature. His results showed that neither the g factor nor the linewidth of this center has any 
pressure dependence and that the fractional change in the magnitude of the 55Mn hyperfine cou-
pling constant is only one-tenth of the volume change. The zero-field splitting parameter D and 
the fourth-order parameters (e.g., B4

0), on the other hand, have marked and linear dependences 
of pressure (Fig. 22). Wait (1963) noted that the pressure dependence of the zero-field splitting 

Figure 21. (a) Growth of Cr3+ in 
rutile, prepared from the gas phase 
oxidation of TiCl4 at ~1500 ºC, as a 
function of time at various tempera-
tures; (b) Arrhenius plots derived 
from the simple diffusion model for 
Cr3+ in TiO2 (reproduced with per-
mission from Egerton et al. 2000).
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parameter can be explained by the point-dipole model. He assumed that D is linearly dependent 
on the axial crystal field and deduced a local compressibility of ~30% for Mn2+ relative to the 
pure host lattice. Wait (1963) also noted that the fourth-order parameters depend approximately 
on a second power of the axial crystal field. Subsequently, Barnett et al. (1985) measured single-
crystal EPR spectra of this Mn2+ center across the calcite-CaCO3(II) displacive phase transition 
near 1.6 GPa. The substitutional Mn2+ ion at the Ca site in CaCO3(II) of space group P21/c has 
a site symmetry of 1. This reduction in site symmetry gives rise to a large anisotropic zero-field 
splitting parameter E that allows the definition 
of new principal axes not along any crystallo-
graphic directions. These new principal axes 
are shown to be rotated by Euler angle (30°, 
+17°, 30°) from the crystallographic c-axis of 
the original calcite. Barnett et al. (1985) also 
showed that both the zero-field splitting pa-
rameters D and E and the Euler angle of the 
Mn2+ center in CaCO3(II) vary significantly 
with pressure as well. 

Nelson et al. (1967), on the basis of 
single-crystal EPR measurements of the well-
known Cr3+ center in ruby with the magnetic 
field parallel to the c-axis from 26 to 76 kbar, 
noted that the zero-field splitting parameter 
along this direction (Dc) increases linearly 
with pressure (Fig. 23). This pressure depen-
dence of the zero-field splitting parameter of 
the Cr3+ center in ruby is particularly interest-
ing, because it is potentially useful for inde-
pendent pressure calibration in future in situ 
high-pressure EPR experiments.

Figure 22. Pressure dependence of spin Hamiltonian parameters (g factor, zero-field splitting parameter 
D, hyperfine coupling constant A, and the fourth-order cubic parameter a = 24B4

0) of the 55Mn2+ center 
in calcite. Symbols denote data from different transitions (reproduced with permission from Wait 1963).

Figure 23. Pressure dependence of the zero-field 
splitting parameter Dc of the Cr3+ center in ruby 
(reproduced with permission from Nelson et al. 
1967).
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These examples demonstrate that in situ high-temperature and high-pressure EPR studies 
are capable of providing large amounts of structural and dynamic information, from phase tran-
sition to spin dynamics, diffusion and many more. However, there have been only a few reports 
of in situ EPR studies at combined high temperatures and high pressures. Berlinger (1982) de-
scribed a K-band system for applying an uniaxial stress up to 35 kp and temperatures up to 1300 
K. Ibraham and Seehra (1992) described an apparatus for in situ X-band EPR studies of coal 
conversion processes from ambient temperature to 500 °C for gaseous pressures up to 800 psi.

Optically detected magnetic resonance (ODMR) and mineral coloration

Optically detected magnetic resonance (ODMR) measures the resonant absorption of 
microwave radiation through changes induced by optical means (Geschwind 1972; Davies 
1973; Janssen et al. 2001). Major advantages of ODMR over conventional EPR techniques 
include superior sensitivities resulting from detection in the optical region and investigation 
in the excited states rather than the ground states. Moreover, resonance signals investigated 
by ODMR are specific to individual species by selection of the corresponding luminescence/
absorption bands (Janssen et al. 2001), making this technique particularly powerful in the 
study of mineral coloration (Meyer et al. 1984; Hayes et al. 1984; Gruber et al. 1997; Janssen 
et al. 2001; Krambrock et al. 2004). For example, the origin of smoky color in quartz has been 
the subject of long debates (Nassau and Prescott 1975, Schirmer 1976). An ODMR study of 
the [AlO4]0 center in smoky quartz at 1.4 K provided direct evidence for linkage between 
the 1.96(5) and 2.85(5) eV bands and this center. Similarly, Hayes et al. (1984) performed 
ODMR measurements on the 2.8 eV blue luminescence in quartz and showed it to arise from 
a triplet state with a very large zero-field splitting with D = 22.6±0.05 GHz and E = 1.60±0.05 
GHz. They also determined the principal axes of the triplet and proposed a structural model 
involving a transient oxygen-vacancy-interstitial pair, which has been supported by a 
subsequent theoretical calculation (Fisher et al. 1989).

In particular, the ODMR techniques (e.g., van Oort et al. 1988; Hiromitsu et al. 1992; 
Westra et al. 1992; Gruber et al. 1997) have been widely applied to investigate the color 
centers in diamond, including the well-known nitrogen-vacancy (N-V) center that has potential 
applications for spintronics, quantum cryptography and quantum computing (Gruber et al. 
1997; Jelezko et al. 2004; Hanson et al. 2006; Dutt et al. 2007; Mizuochi et al. 2012). The N-V 
center consists of a substitutional nitrogen atom adjacent to a carbon vacancy containing an 
electron and has a C3v symmetry, with the three-fold symmetry axis along the [111] direction 
of the host crystal (Davies and Hamer 1976, Loubser and van Wyk 1978; Redman et al. 1991). 
Gruber et al. (1997) noted that individual N-V centers can be detected at room temperature by 
confocal fluorescence microscopy and used ODMR to demonstrate that magnetic resonance 
on single centers at room temperature is feasible as well. 

Another ODMR study by Westra et al. (1992) showed that the long-lived luminescence 
with a zero-phonon line at 441 nm (2.818 eV) in brown diamond crystals originates from 
a photo-excited phosphorescent triplet state (Fig. 24). Westra et al. (1992) measured the 
magnetic-field dependence and the angular variation of the ODMR peak positions, and fitted 
these experimental data to the triplet-state (S = 1) spin Hamiltonian, yielding g = 2.00, D = 
924 ± 2 MHz and E = 198 ± 2 MHz. The principal axes of the zero-field fine-structure tensor 
were found to be along the [100], [011] and [011] directions of the diamond crystal, indicative 
of a rhombic site symmetry for this defect. These data led Westra et al. (1992) to interpret this 
center to represent impurity oxygen atoms at the carbon sites [i.e., the O−C−O defect in the 
(110) plane].

EPR as structural probe for other Earth and planetary materials

Numerous EPR studies of natural and synthetic glasses, including those relevant to mag-
matic melts, have been made and provide a wide range of information from the coordination 



Electron Paramagnetic Resonance Spectroscopy 681

environments and polymerizations of the network formers to the structures and roles of network 
modifiers and the effects of composition, temperature, pressure, and redox equilibrium (e.g., 
Morris and Haskin 1974; Morris et al. 1974; Lauer and Morris 1977; Iwamoto et al. 1983; 
Calas 1988; Petrini et al. 1999; Griscom 2011). For example, Petrini et al. (1999) measured 
EPR spectra to identify different Fe3+ sites in volcanic glasses from the Neapolitan Yellow Tuff 
and showed that the relative abundances of these species vary among the samples investigated. 
Griscom (2011) reviewed half a century of research on radiation-induced defects in pure and 
doped silica glasses and pointed out that EPR provides the best means of identifying specific 
defects responsible for the otherwise difficult-to-attribute optical signals. For example, EPR 
identifications of the classic E′ center and its B and Al counterparts show the presence of three-
coordinated Si, B and Al in silica glasses (Griscom et al. 1976; Brower 1979; Weeks et al. 2008; 
Griscom 2011; Mashkovtsev et al. 2013). 

Similarly, extensive EPR studies have been carried out to investigate structures and 
applications of various paramagnetic transition metals (e.g., V4+, Mn2+, Fe3+, Cu2+) and free 
radicals in coals, bitumen, tar sands, asphaltenes, and crude oils from wide geographic locations 
and diverse geological settings (Petrakis and Grandy 1983; Malhotra and Buckmaster 1984; 
Bresgunov et al. 1990; Calemma et al. 1995; Galtsev et al. 1995; Guedes et al. 2006; Piccinato et 
al. 2009; Pilawa et al. 2009; Augustyniak-Jabłokow et al. 2010). For example, a comprehensive 
X- and Q-band EPR study by Zhang et al. (1994) showed that the Mn2+ signal in Argonne and 
Alberta coals arises from this ion in the calcite impurity. Malhotra and Buckmaster (1984) 
conducted a Q-band EPR study on a variety of petroleum asphaltenes and divided them into 
two groups: one with vanadyl square-planar complexes in the form of porphyrins and the 
other with oxovanadium(IV) etio-porphyrins. The presence of porphyrins in asphaltenes was 
subsequently confirmed by the 14N and 1H ENDOR spectra of Atherton et al. (1987). Wong and 
Yen (2000) used the oxovanadium complexes detected by EPR to investigate the petroleum 
asphaltene macrostructures under different temperatures and microwave powers. Guedes et al. 
(2006) used the EPR signals of VO2+ and organic free radicals to evaluate the degradation 

Figure 24. (a) Zero-field ODMR and spectrum of the 2.818-eV center in brown diamond and (b) ODMR 
intensity as a function of the detection wavelength (reproduced with permission from Westra et al. 1992).
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of Arabian and Colombian crude oils that were subjected to photochemical weathering under 
tropical conditions.

Skrzypczak-Bonduelle et al. (2008) reported π-radicals stabilized by the aromatic structure 
in carbonaceous matter of primitive siliceous rocks and noted that the linewidths and line 
shapes vary systematically with time, from Gaussian-Lorentzian (recent) to Lorentzian (~2000 
Ma) and supra-Lorentzian (~3500 Ma). These authors suggested that the supra-Lorentzian 
line shape arises from low-dimensional spatial distribution of electron spins and proposed a 
relationship between the line shape and the age of the organic matter in the range from 600 
Ma to 3500 Ma (Fig. 25).

In addition, extensive EPR studies have been made on paramagnetic transition-metal ions, 
ferromagnetic centers, and free radicals in lunar and Martian samples and meteorites (e.g., Weeks 
1973; Tsay 1988; Yamanaka et al. 1993; Sasaki et al. 2003; Delpoux et al. 2008). For example, 
Tsay (1988) proposed a miniaturized spectrometer for NASA’s Mars-Rover-Sample mission 
to perform in situ EPR analyses of Martian samples: 1) detection of active oxygen species 
and characterization of Martian surface chemistry and photocatalytical oxidation processes, 2) 
detection of paramagnetic transition-metal ions and ferromagnetic centers in Martian minerals, 
and 3) detection of diagnostic organic free radicals to search for ancient organic compounds in 
Martian soils and sedimentary deposits. Sasaki et al. (2003) used EPR to confirm the presence 
of nanophase metallic iron as evidence for space weathering of S-type asteroids. 

Quantitative EPR analysis

The fact that the absorption intensity of EPR spectra is proportional to the concentration of 
unpaired spins makes EPR useful for quantitative analysis, with wide applications to Earth and 
planetary sciences from chemical analysis to dosimetry and EPR dating (Ikeya 1993; Dyrek 
et al. 1996, 2003; Blakley et al. 2001; Weil and Bolton 2007; Eaton et al. 2009). All previous 
studies emphasized that quantitative EPR analysis requires fulfillment of several conditions. 

Figure 25. Variation of the peak-to-peak linewidth of the insoluble-organic-matter (IOM) radicals as a 
function of the age of the host cherts (1-16) and coals (reproduced with permission from Skrypczak-
Bonduelle et al. 2008).
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For example, Dyrek et al. (1996) noted the importance of homogenous standards, in addition 
to optimal experimental setting to eliminate instrumental interferences. Blakley et al. (2001) 
discussed the need of matching the resonator Q for standard and sample. Eaton et al. (2009) 
provided the most comprehensive review about the state-of-the-art quantitative EPR analysis 
and discussed a large number of topics from samples to instruments, standards and software. 

One remarkable example of early quantitative EPR analyses applied to Earth materials 
is that Saraceno et al. (1961), who first established that almost all vanadium in crude oils 
exists in the +4 oxidation state and then demonstrate that EPR can be utilized to quantitatively 
determine the vanadium concentration in petroleum down to the sub-ppm level. Morris and 
Haskin (1974) measured the concentrations of Eu2+ and Gd3+ (an analog for diamagnetic Eu3+) 
in quenched silicate glasses to investigate the Eu2+/Eu3+ redox equilibrium, with applications 
to the common Eu anomalies in igneous rocks and other geological environments (see also 
Morris et al. 1974; Lauer and Morris 1977).

Natural radiation such as alpha particles, electrons and gamma rays emitted from 
radioactive elements in the material or its environment bombards the material and produces 
paramagnetic defects or radicals. These radiation-induced paramagnetic defects or radicals, 
if sufficiently stable, will accumulate with time and can be analyzed by quantitative EPR 
and thereby correlated to the total dose of natural radiation: i.e., the basis of EPR dosimetry 
and dating (Ikeya 1993, 2004). Therefore, one major aspect of EPR dosimetry and dating 
is the accurate determination of the spin concentration in the sample studied, for which all 
instrumental calibrations and standard characterizations required for quantitative EPR are 
important here as well. Indeed, significant uncertainties and errors in early attempts of EPR 
dating were largely attributed to either insufficient instrumental calibrations or poor signal-to-
noise ratios in the experimental spectra (Ikeya 1993, 2004; Grün 2008). 

Applications of EPR radiation dosimetry to Earth and planetary sciences are many 
and include monitoring the migration and pathway of radioactive nuclei in the environment 
(Ikeya 1993, 2004; Allard et al. 2007; Sun et al. 2007) and as a tool for the exploration of 
uranium deposits in sedimentary basins (Pan et al. 2006, 2012; Hu et al. 2008; Morichon et 
al. 2010). For example, EPR studies of natural and artificially irradiated quartz (Botis et al. 
2005, 2008; Nilges et al. 2008, 2009; Pan et al. 2008, 2009b) have established a series of 
superoxide radicals and linked them to bombardments of alpha particles emitted from uranium 
and thorium. Also, these alpha-particle-induced defects in quartz from mineralized areas in the 
uranium-rich Athabasca basin (Canada) are one to two orders of magnitude higher in intensity 
than those in samples from barren areas. Moreover, quantitative EPR analysis of these alpha-
particle-induced defects in quartz can be used to define and trace pathways of uranium-bearing 
fluids and thus useful as an exploration tool for uranium deposits in sedimentary basins (Pan 
et al. 2006, 2013; Hu et al. 2008). 

The total radiation dose of a radiation-induced paramagnetic center in a sample is the 
product of the radiation dose rate and the time elapsed after its formation or an event that 
zeroed its spin concentration (Ikeya 1993, 2004). Therefore, application of EPR dating, in 
addition to accurate determination of the total radiation dose, requires knowledge about the 
radiation dose rate. This is accomplished by either the additive or regenerative dose method 
measuring the dependence of the intensity (or amplitude) of selected EPR lines on artificial 
radiation doses (Ikeya 1993; Skinner 2000; Grün 2008; Tissoux et al. 2008). The time period 
covered by the EPR technique spans from a few thousand years to several million years, far 
beyond the capability of the 14C method. The most commonly used materials for EPR dating 
are carbonates (calcite and aragonite in stalagmite, travertine, coral, shell, foraminifera, etc.), 
sulfates (gypsum and anhydrite from fault gouge, desert deposit, cave, lake, etc.), phosphates 
(hydroxylapatite in fossil bones and teeth), silicates (quartz, feldspar and zircon in volcanic 
rocks, sand, sandstone, fault gouge, etc.) and carbonaceous matter (Ikeya 1993).
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For example, Koshchug et al. (2005) used the well-established [AlO4]0 center in quartz 
(Nuttall and Weil 1981; Walsby et al. 2003) to reconstruct the evolution of the Elbrus volcano 
in the Main Caucasus Range, Russia, which is one of the highest volcanoes in Europe and 
formed from multiple cycles of eruption. Comparison of their EPR results with data from 
geomorphological, 14C, K-Ar and SHRIMP U-Th methods shows agreements for the Late 
Neo-Pleistocene and Holocene activities but that the EPR ages (250-340 ka) for the oldest 
rocks are only about half of those (670-720 ka) from the K-Ar and SHRIMP U-Th techniques. 
These authors attributed the underestimation of the EPR ages for the oldest rocks to mainly 
uncertainties with the paleodose measurements and the recombination of defect centers during 
geological time. Skinner (2000) also pointed out that the biggest challenge of the EPR dating 
technique is the determination of the sample’s radiation history. Another complication is 
the presence of multiple magnetically similar radiation-induced defects in minerals that are 
commonly utilized in EPR dating (Ikeya 1993; Toyoda and Schwarcz 1997; Nokhrin et al. 
2005, 2006; Lin et al. 2006; Nilges et al. 2008, 2009; Pan et al. 2008, 2009b; Mashkovtsev 
and Pan 2012a). Alternative methods of EPR dating with applications to Earth and planetary 
sciences are also available. For example, Binet et al. (2007) reported that the EPR lineshapes 
of the radicals correlate with the maturity of carbonaceous matter and thus can be used an age 
marker for old (>1 b.y.) carbonaceous matter (Delpoux et al. 2008).
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INTRODUCTION

The characterization of complex materials in terms of their structure, electronic, magnetic, 
vibrational, thermodynamic or other physical and chemical properties is often a challenging 
task that requires the combination of a number of complementary techniques. Experimental 
approaches such as diffraction or spectroscopic methods usually provide fingerprint information 
about the material under investigation. The interpretation of measured data is either done by 
reference to analogue materials or by constructing a theoretical (e.g., structural) model that 
fits the experimental data. For the latter, computational methods have become very powerful 
in recent years. For example, Rietveld refinement of powder diffraction data or curve fitting of 
various spectra is now done on a routine basis.

The continuous improvement in hardware performance resulting in a huge and progressive 
increase of computing power by a factor of ~1000 per decade, as well as advanced algorithms 
and codes provide the basis for predictive modeling of material properties ab initio, i.e., from 
first principles using quantum chemical methods such as density functional theory (DFT). 
DFT enthalpy predictions for the major lower mantle minerals, MgSiO3 perovskite and post-
perovskite, periclase (MgO) and CaSiO3 perovskite at zero temperature, over the relevant 
pressure range from the transition zone to the core-mantle boundary can be made in a few 
hours on an office PC. Free energy calculations for these phases at finite temperatures using 
lattice vibrational modes in the (quasi-)harmonic approximation require at most a couple of 
days. More realistic compositions of these mantle minerals with Fe substituting some of the Mg 
atoms in a solid solution are computationally more demanding but have also become accessible. 
The same is true for structural investigations of disordered phases, such as glasses, melts and 
fluids. Both first-principles and classical molecular dynamics simulations are useful methods 
for a statistically significant sampling of disordered structures. While the former can accurately 
account for complex chemical processes, e.g., hydrolysis reactions, simulations with classical 
interaction potentials are computationally less expensive, which allows to study systems with 
thousands to millions of atoms over time periods up to the nano- or microsecond range.

Regarding physical and chemical properties that can be measured by spectroscopic 
techniques, substantial advances have been made in the last decade to predict, e.g., Raman 
and infrared (IR) frequencies, nuclear magnetic resonance (NMR) chemical shifts or X-ray 
absorption spectra. With such quantitative predictions, problems related to the interpretation 
of spectroscopic data, e.g., band assignments can be solved with much less ambiguity than 
by using traditional empirical methods alone. Furthermore, if the computational models are 
accurate enough to represent real materials, the simulations can be used as a guideline to 
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design future experimental work and theoretical predictions can be made for conditions that 
are difficult to access experimentally (for instance investigations of complex melts and fluids at 
high temperatures and pressures). The new computational functionalities have the potential to 
make atomic scale simulation methods a strong every-day companion of spectroscopists and to 
intensify interdisciplinary research in the field of geomaterials research.

The intention of this chapter is to provide some theoretical background and practical 
advice concerning atomic scale simulations to complement the more experimentally oriented 
chapters of this volume. For sampling the structure and the vibrational dynamics, two different 
computational approaches are outlined. While for crystals at not too high temperature the 
computations are usually based on numerical or analytic derivatives from the perfect lattice, 
the structure and dynamics of melts, fluids or strongly anharmonic crystals are preferentially 
sampled by molecular dynamics simulations. In the latter case, related properties are 
described through correlation functions in time and space, such as structure factors or velocity 
autocorrelation functions. Throughout this chapter, we will make use of the Born-Oppenheimer 
approximation, which assumes that electronic properties and electronic excitations are time 
or frequency separated from the dynamics of the nuclei, i.e., for the atomic dynamics the 
electronic structure is assumed to be in its ground state and for electronic excitations the nuclei 
are considered to be at rest.

In the following section, we will give an introduction to electronic structure methods, 
classical interaction potentials and the molecular dynamics method. Then, the computational 
approaches to specific characterization methods are described and illustrated with examples. 
This includes structure determination by diffraction, vibrational spectroscopy, electronic 
excitation spectroscopy and spectroscopy related to nuclear excitations. While the focus of 
this chapter is on structure and spectroscopy, extensive reviews of other aspects of molecular 
modeling with particular focus on Earth sciences are provided in two dedicated issues of 
Reviews in Mineralogy and Geochemistry, volumes 42 and 71 (Cygan and Kubicki 2001; 
Wentzcovitch and Stixrude 2010).

THEORETICAL FRAMEWORK

The first and foremost task in molecular modeling is the calculation of the total energy 
of a system (e.g., a molecule, crystal or fluid), which is a sum of kinetic energy and potential 
energy. Treatment of the latter is more demanding as it involves the interactions between all 
atomic nuclei and electrons of the system. Particle interactions can be modeled in a simplified 
manner by classical force fields that describe interactions between atoms, ions and/or molecules 
by potential energy surfaces that are parameterized either by reference to experimental data or 
to a more basic theory. However, such an approach does not consider the electronic structure 
of the studied system explicitly and can therefore not be used to model electronic excitation 
spectra. In addition, the applicability of a classical potential is often restricted to a narrow 
range of chemical compositions and thermodynamic conditions. Alternatively, the interactions 
between electrons and nuclei can be computed explicitly using ab initio methods that are based 
on quantum theory. First-principles calculations are predictive, transferable between different 
chemical environments and are derived from basic laws of Physics, i.e., they do not require any 
empirical input e.g., from experiments. On the downside, such calculations are computationally 
much more demanding.

The use of a reliable interaction model is a prerequisite to characterize the thermodynamic 
state of the system of interest accurately. Computed Gibbs free energy differences, e.g., 
between crystal polymorphs at various pressure and temperature conditions, may then be used 
to construct phase diagrams. The energetics of hydrated ions or molecules in aqueous solution 
determines, e.g., the solubility of minerals. Thus, molecular models are able to link structure and 
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thermodynamics or, in other words, to predict the lowest energy structure of a system of atoms. 
In practice, accurate energies for a given interaction model are obtained if the calculations 
are converged with respect to a number of model-specific parameters (e.g., number of basis 
set functions, sampling grid of the electronic structure, statistical fluctuations for dynamic 
simulations). It is the responsibility of the user that such basic convergence criteria are met. In 
addition, there are systematic errors that arise from the approximations necessary to make the 
computations feasible, which will be explained in more detail below. Consequently, there are 
systematic differences between predicted and experimental properties that are inherent to the 
specific model used. Typically, quantum-chemical methods on the DFT level provide lattice 
constants within at most a few percent and elastic constants within 10% of the experimental 
values. For phase diagrams, transition pressures may differ up to a few tens of gigapascals 
from the experimental values, especially if the difference in free energies between the two 
phase assemblies on both sides of the phase boundary is small over a wide range of pressures. 
This seems unacceptable from an experimentalist’s point of view. However, relative energy 
changes are usually much better described and the calculations yield realistic slopes of phase 
boundaries. Nevertheless, one should keep in mind the relatively large uncertainties related to 
prediction of (free) energies on the absolute scale.

Spectroscopy is used to characterize a material in terms of its vibrational, electronic and 
nuclear properties. From a molecular modeling perspective, vibrational properties are accessible 
by both classical and quantum mechanical approaches subject to an accurate representation of 
the interatomic forces. Spectra that involve electronic excitations require an explicit treatment 
of the electronic structure and hence the use of quantum mechanical methods. Usually, the 
quantum mechanical methods are computationally expensive and therefore a compromise 
between accuracy and efficiency has to be found. In this section, most emphasis will be put 
on the description of density-functional theory in conjunction with more accurate correction 
schemes as currently this is the most promising approach to modeling electronic excitation 
spectra of complex Earth materials. Because the ab initio molecular modeling methods are 
currently limited to systems containing no more than a few hundred atoms, classical simulations 
using force fields are useful complements to provide structural models of larger systems, 
especially for disordered phases or for extended defects in crystals.

Because a correct description of particle interactions and of the electronic structure of 
materials are essential for performing meaningful molecular simulations we start our review 
with a more formal introduction into the computational methodology that is widely applied in 
modeling the structure and spectroscopic characteristics of Earth materials.

Quantum-chemical methods

The fundamental equation describing the quantum state of any many-particle system, such 
as a crystal, a fluid, a molecule or just a single atom, is the Schrödinger equation, which in time-
independent form has a simple form (Davydov 1965; Koch and Holthausen 2000; Martin 2004) 

ˆ (1)H EΨ = Ψ

( , ,...)i iΨ = Ψ σr  is the many-body wavefunction that represents a space (r) and spin (σ) 
dependent solution of the Schrödinger equation for a given Hamilton operator Ĥ and E is the 
total energy of the system. The Hamiltonian can be decomposed into 

ˆ ˆ ˆ ˆ ˆ ˆ (2)ne ee nnH K U K U U E= + = + + +

or more explicitly 
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K̂  and Û  are the electronic kinetic energy and the potential energy operators, ˆ
neU  and ˆ

eeU  
describe the electron-nucleus and the electron-electron interactions, and Enn represents the 
interaction energy between nuclei. The equations are written in atomic units, i.e., the electronic 
mass, Planck’s constant and the electronic charge are set to unity, Σi∇i

2 = Σi∂2/∂ri
2 is the 

Laplace operator, Zk is the charge of nucleus k (in units of the elementary charge) at position 
dk, and ri is the position vector of electron i.

The solution of the Schrödinger equation requires integrations of the wavefunctions 
containing 3N variables in a 3N-dimensional space, where N is the number of electrons, 
through the integration of the Hamiltonian for the total energy, 

ˆ
ˆ ˆ ˆ (4)

|
ne ee nn

H
E K U U E

Ψ Ψ
= = + + +

Ψ Ψ

Angular brackets indicate quantum mechanical expectation values. The allowed energy values 
are given by the stationary points of the above expression for the energy. The ground state 
of a many-particle system is the state with the lowest energy. Most of the computational 
methods determine this energy by application of the variational method, i.e., by minimizing 
the energy with respect to all the parameters in the many-electron wavefunction Ψ(r1, σ1, …, 
rn, σn). Because the mass of the electron is much smaller than the mass of the nuclei, the Born-
Oppenheimer approximation is usually used, i.e., the nuclei remain at fixed positions during 
electronic structure calculations. Thus, the Enn term is constant and usually omitted in the 
formulation of electronic structure methods. Nuclei only contribute as an external potential to 
the electronic interactions via the ˆ

neU  term. However, for the calculation of the total energy and 
for interatomic forces nucleus-nucleus interactions have to be included again.

Even with modern supercomputer technology, the Schrödinger equation cannot be solved 
exactly for a many-electron system within a reasonable time. Consequently, one can either 
search for an approximate solution of the Schrödinger equation or for an exact solution of an 
approximation to the Schrödinger equation. One important approach to solve the Schrödinger 
equation approximately is the independent-electron approximation. In this case, the individual 
inter-electron interactions are replaced by an effective interaction potential, which represents 
an average force acting on an electron moving in an average potential produced by all other 
electrons and by the nuclei. Most of the current computational methods of quantum chemistry 
are based on this methodology. One successful realization of such a simplification to the 
solution of the Schrödinger equation is by Hartree and Fock (Fock 1930). In this approach a 
set of one-electron wave equations is solved 

21ˆ ˆ( , ) ( ) ( , ) ( , ) (5)
2

eff i i eff i i i i iH U
 ψ σ = − ∇ + ψ σ = ε ψ σ 
 

r r r r

where ˆ ( )effU r  is the effective potential operator acting on electron i at position r and εi is the 
respective energy eigenvalue. Because of the Pauli Exclusion Principle, the many-electron 
wavefunction has to be antisymmetric in its arguments and is usually expressed as a Slater 
determinant of the single particle orbitals ( , )i iψ σr (Davydov 1965). 
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The effective potential ˆ
effU  is a sum of Coulomb and exchange interactions, the latter arising 
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from the Pauli Exclusion Principle (Davydov 1965). Then, the full Hartree-Fock equations are 
given by 

2

2

*

( , )1
( , ) ( , ) (7)

2

( , ) ( , )
' ( , )

i j

j jk
i i i i i
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′ − −

 
′ ′ψ σ ψ σ

− δ ψ σ
′−
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∑ ∫

r
r r r

r d r r

r r
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In the above equations the exchange term acts only between electrons of the same spin state σ 
( 1

i jσ σδ =  if σi = σj and zero otherwise).

In general, the individual orbitals are expanded in a basis set {ζk} and expressed as a 
linear combination of basis functions (ψi = Σkcik ζk). The energy is then expressed in terms of 
the orbital expansion coefficients cik, which are obtained by applying the variational method, 
and of the integrals involving the basis functions (Davydov 1965; Martin 2004). In principle 
this method requires the computation of M4 integrals and therefore it scales as M4, where M is 
the number of basis functions. Through the solution of the Hartree-Fock equation one gets the 
eigenvalue spectrum, which is important in the context of electronic spectroscopy. According 
to Koopmans’ theorem (Koopmans 1934), the eigenvalue of an orbital is equal to the change 
in the total energy upon subtraction or addition of an electron to the system, assuming that 
all other orbitals do not change. The shortcoming of the Hartree-Fock approach is that by 
describing an electron moving in an average field produced by the all other electrons it omits 
all quantum-mechanical effects related to the electron-electron interaction, except the ones 
introduced by the Pauli exclusion principle and therefore gives only an approximation to the 
real eigenvalues. As a result, it usually overestimates the excitation energies, including a large 
overestimation of the energy gaps for semiconductors (e.g., Svane 1987).

All improvements of the wavefunction to include electronic interactions unaccounted for 
by the Hartree-Fock method lower the energy of the system. Such a lowering of the energy 
is called the “correlation energy” (MacDonald 1933). There are several methods aimed at 
the inclusion of this energy term into the all-electron calculations and all these approaches 
are called “post-Hartree-Fock” methods. The Møller-Plesset perturbation theory (Møller and 
Plesset 1934) adds the correlations by means of perturbation theory to second (MP2) (scales as 
M 5), third (MP3) and fourth orders (MP4) (scales as M 6). It uses the solution of the Hartree-
Fock equation as a zero-order term and derives the higher order corrections to the energies 
by lower order wavefunctions. For instance, Hartree-Fock wave functions are used to derive 
the MP2 correlation energy. Another widely used method is the configuration interaction (CI) 
method, in which for a desired N-electron wavefunction a linear combination of excited Slater 
determinants (i.e., Slater determinants that include one or more higher energy single particle 
orbitals representing an excited electronic state) is used and the weighting factors CI, which 
describe the contribution of each Slater determinant, are optimized using variational methods 
(Davydov 1965). Another similar method is the coupled cluster method proposed by Cizek 
(1966, 1969). Both methods scale as M 6 − M 7. With current computational resources the 
Hartree-Fock method is limited to systems containing no more than about 50 atoms. Because 
of power law scaling of the post-Hartree-Fock methods they are extremely expensive and 
applicable to systems containing no more than a few atoms. Post-Hartree-Fock methods predict 
excitation energies very accurately and have been used widely in calculations of electronic 
excitation spectra of simple molecules such as H2, H2O and N2 among others (Hättig 2006; 
Bartlett and Musial 2007). However, because of the huge computing demand these methods 
are not yet applicable to the simulation of complex materials important for geosciences.

Another group of methods for solving the Schrödinger equation proceeds via the explicit 
integration of the Schrödinger equation by an approximate evaluation of many electron 



696 Jahn & Kowalski

wavefunctions using Monte-Carlo techniques. These methods, however, are of limited use for 
the computation of electronic excitations as they derive the ground-state wavefunction only. 
More information on these methods can be found in Ceperley (2010).

Density Functional Theory (DFT)

As was outlined above, for a full description of an N-electron system using wavefunction-
based methods we have to solve the Schrödinger equation for the N-particle wavefunction, 
which is usually a very complicated problem and for calculations going beyond the Hartree-
Fock scheme it quickly reaches an unmanageable size. On the other hand, because the Hamilton 
operator Ĥ  (Eqn. 3) contains only summations of pair interactions it acts only on one or two 
particles at a time. In addition, it is possible to write a Schrödinger-like equation that depends 
on fewer than 4N variables (three spatial + one spin variable for each of the N electrons). A 
very successful approach of this kind is the Density Functional Theory (DFT, see e.g., Perdew 
and Ruzsinszky 2010, for a recent review), where one uses the charge density produced by the 
electrons, ρ(r), that depends only on the three spatial variables, for a full quantum mechanical 
description of the N-electron system, thus reducing the dimensionality of the problem to three 
spatial and one spin variables only. Because such a lowering of dimensionality allows to 
introduce efficient approximations that result in a significant reduction of required computing 
time, DFT methods are used extensively in quantum chemistry and condensed matter 
physics to compute the electronic structure and properties of crystals, complex molecules 
and structurally disordered phases such as fluids or melts. In the last decade the increasing 
performance of supercomputers allowed for direct DFT-based ab initio simulations of multi-
particle systems containing up to a few hundred nuclei and a few thousand electrons.

The idea of using the electron density in quantum calculations was realized for the first 
time in the Thomas-Fermi model (TF, Thomas 1927; Fermi 1927), which was developed to 
calculate energies of a single many-electron atom. In this model the energy of the N electrons 
moving around the nucleus of charge Z positioned at d = 0 is given by 

2 2/3 5/3
TF

3 ( ) 1 ( ) ( )
(3 ) ( ) (8)

10 2
E d Z d d d

r

′ρ ρ ρ ′= π ρ − +
′−∫ ∫ ∫ ∫

r r r
r r r r r

r r

where the first term represents the kinetic energy approximated by that of the free electron 
gas, which is known exactly. The following two terms are the Coulomb electron-nucleus 
and electron-electron interactions. The electron density ρ(r) representing the lowest energy 
of the system is found by applying the variational method. The significant deficiencies of 
the TF model are that the kinetic energy term (derived from free electron gas properties) 
does not represent well the kinetic energy of a system of interacting electrons and that the 
inter-electronic exchange and correlation quantum effects (Koch and Holthausen 2000) are 
completely neglected. As a result the TF model fails to reproduce the shell structure of atoms 
and bonding of atoms in molecules.

The formal justification for expressing the electronic energy in terms of the electron 
charge density was provided half a century ago by Hohenberg and Kohn (1964). They showed 
that the ground state electron density, ρ(r), uniquely determines the Hamilton operator and all 
properties of the system (the first Hohenberg-Kohn theorem) and that there is only one such 
electron density for a given Hamilton operator (the second Hohenberg-Kohn theorem). Having 
the electron density, the electronic energy can be represented as a sum of two terms 

HK[ ( )] ( ) [ ( )] (9)k
e

k k

Z
E d Fρ = ρ + ρ

−∑∫r r r r
r d

The first term represents the electron-nucleus interaction energy and the second term FHK is 
the Hohenberg-Kohn functional. The latter accounts for the electron-electron interaction terms 
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only and is represented by a sum of the kinetic energy of the electrons K and the electron-
electron interactions Eee, i.e., 

HK[ ( )] [ ( )] [ ( )] (10)eeF K Eρ = ρ + ρr r r

This functional is system independent so that for a given ρ(r) it does not depend on the 
positions of the nuclei. If we knew exactly how the FHK functional depends on the electron 
density, Equation (9) would give us the exact ground state energy for any ground state 
electron charge density, which could be found by the variational method. Furthermore, the 
first Hohenberg-Kohn theorem states that the ground state electron density determines the 
Hamiltonian, which characterizes also all the electronic excited states of the system. Hence, 
knowing the ground state electron density is equivalent to the exact solution of the Schrödinger 
equation. Unfortunately, the exact analytical form of the functional FHK is not known and 
various approximations have been proposed to estimate the kinetic energy of the electrons 
and the electron-electron interaction energy from the electron charge density. One of these 
approximations is the already discussed TF model, which however fails for most systems, 
mainly because the kinetic energy is approximated by that of a free electron gas, which is 
not adequate to describe electrons strongly bonded in atoms. Further developments of the 
kinetic energy functionals have not resulted in satisfying removal of the limitations observed 
by applying the TF model. To overcome this difficulty, Kohn and Sham (1965) proposed a 
different approach to the electronic kinetic energy. As this method is applied in most of the 
currently used DFT codes we will discuss it in more detail.

The Kohn-Sham Approach. Similar to the Hartree-Fock approximation, Kohn and Sham 
(1965) mapped the problem of the N interacting electrons to an equivalent system of N non-
interacting electrons. Such a reference system of non-interacting electrons is represented by a 
Kohn-Sham Hamiltonian 

21ˆ ( ) (11)
2

s i s i
i i

H U= − ∇ +∑ ∑ r

where Us(ri) is an effective local potential. The electronic density is determined by the solution 
of a one-electron Kohn-Sham (KS) equation 

KS 21ˆ ( , ) ( ) ( , ) ( , ) (12)
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 φ σ = − ∇ + φ σ = ε φ σ 
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where KSf̂  is the one-electron KS operator and φi(r,σ) are the Kohn-Sham orbitals. The electron 
density is then derived as 

2
( ) ( , ) (13)i s

i s

ρ = φ σ∑∑r r

The reference system of non-interacting electrons is related to the real system by the ρ(r)-
dependent effective potential Us(r) generated by all the electrons and in which the single 
electrons move. This potential is given by 
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where Uxc(r) is the exchange-correlation potential, which is defined in terms of the exchange-
correlation energy Exc, 
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Because the effective potential Us(r) depends on the electron density, which in turn depends on 
the KS orbitals, Equations (12) and (14) are to be solved self-consistently. However, as Us(r) is 
local, i.e., it depends only on values at r, the KS equation has a much less complicated structure 
than the single electron equation in the Hartree-Fock approximation, where the exchange 
operator acting on the orbital i depends on the value of one-electron orbitals everywhere 
in the coordinate space (see Eqn. 7), and therefore its solution requires substantially less 
computational effort. With the knowledge of the KS orbitals, the total energy is given by 

* 21 1 ( ) ( )
( , ) ( , ) (16)
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Unlike in the Hartree-Fock model, where the form of the wavefunction is assumed to be a 
Slater determinant, the KS approach is, in principle, exact. The only approximation has to be 
made for the unknown functional of the exchange-correlation energy Exc. Its exact knowledge 
would be equivalent to an exact solution of the Schrödinger equation. Some of the common 
approximations for Exc are given in the next section.

Approximations for the exchange-correlation energy. One of the simplest approximations 
to the exchange-correlation energy is the local density approximation (LDA). It uses the 
exchange-correlation functional of the uniform electron gas, which is known exactly, and is 
given by 

LDA ( ) ( ( )) (17)xc xcE d= ρ ε ρ∫ r r r

where εxc is the exchange-correlation energy per particle of a uniform electron gas of den-
sity ρ(r). The exchange part of this functional can be calculated analytically (Becke 1988), 
whereas the correlation part is derived from accurate quantum Monte-Carlo simulations of 
the homogeneous electron gas (Ceperley and Alder 1980). Even if in most real systems the 
electron densities are not even close to that of the uniform electron gas, LDA has been suc-
cessfully used in many cases.

A more realistic description of the electronic structure may be obtained by accounting ex-
plicitly for the spatial variations of ρ(r) in the exchange-correlation functional. The most widely 
used approach is the generalized gradient approximation (GGA), in which the density gradient 
(∇ρ) is used in the construction of the exchange-correlation functional. Several approximations 
exist for the exchange and correlation parts of GGA

xcE . They are constructed to recover the proper-
ties of selected sets of atoms, molecules or simple solids or from the knowledge of the behavior 
of the exchange-correlation functional at certain electronic density limits (e.g., at slowly vary-
ing densities). The most common approximations are the so-called PBE (Perdew et al. 1996a), 
PW91 (Perdew and Wang 1992) and BLYP (Becke 1988; Lee et al. 1988) functionals.

Figure 1 shows the electron charge density of an isolated helium atom (for which an 
exact result is known; Hart and Herzberg 1957) calculated with the DFT formalisms in the 
LDA and the GGA-PBE approximations for the exchange-correlation functional. Both DFT 
methods reproduce qualitatively the exact charge density. However, in this case the GGA-PBE 
functional gives a much better agreement with the exact result. Although GGA methods are 
currently the most commonly used in density functional-based simulations of complex systems, 
GGA functionals do not always perform in the same way and they are not always better than 
LDA. Moreover, both LDA and GGA may also fail on qualitative level. For instance, they 
predict metallic behavior for some materials (e.g., transition metal oxides) that are known to 
be semiconductors. Thus, for practical applications the exchange-correlation functional should 
be chosen carefully and its reliability tested for the specific system of interest.
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Some hints for practical DFT calculations. This section summarizes a number of points 
that need to be considered in practical DFT calculations. More details are provided e.g., in the 
book by Martin (2004). The first issue is concerned with the representation of the Kohn-Sham 
orbitals φi(r). They are usually expressed as a superposition of basis functions, which may 
be atomic orbitals centered on the atoms, planewaves or basis functions discretized on a real 
space grid. For instance, in the case of planewaves the Kohn-Sham orbitals are expanded as 

,( ) exp( ) (18)j jc iφ = ⋅∑ k
k

r k r

where k is the momentum of the electron. The coefficients cj,k are varied to search for the 
ground state electronic structure. While localized atomic basis sets (mostly Gaussian-type 
orbitals) are dominantly used for molecules or atomic clusters, planewave basis sets are 
especially suited for condensed phases (e.g., crystals, liquids, glasses), i.e., for calculations 
that employ periodic boundary conditions. Special localized basis sets are also employed for 
periodic systems to improve scaling of DFT calculations from about N3 to N (N being the 
number of particles), which allows to access system sizes of tens of thousands up to millions of 
atoms. Linear scaling DFT codes such as SIESTA (Artacho et al. 2008) or ONETEP (Skylaris 
et al. 2005) are actively being developed and they could have a great potential if they could 
reach the accuracy and general applicability needed, e.g., to model complex Earth materials.

In many cases, especially for periodic systems in planewave DFT calculations, the 
computational efficiency can be greatly improved by replacing the all-electron potential by 
an effective pseudopotential. Such effective potentials are constructed in a way that core 
electrons (which do not significantly contribute to the chemical bonding) are eliminated 
from the electronic structure calculation and treated together with the nuclei as an effective 
ionic potential. The valence electrons are described by simplified pseudo-wavefunctions that 
resemble the all-electron valence states outside a chosen cutoff radius rc from the position of the 
nucleus. Different types of pseudopotentials vary in the constraints they have to fulfill outside 
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Figure 1. Radially averaged charge density of single helium atom using different approximations for the 
exchange-correlation functional: exact (Hart and Herzberg 1957, solid line), DFT-LDA (dashed line), and 
DFT-PBE (dotted line).
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the cutoff radius compared to the all-electron orbitals. Norm-conserving pseudopotentials 
require that the pseudo- and the all-electron valence states for an atomic reference state have 
the same energies and charge densities outside rc. Ultrasoft pseudopotentials (Vanderbilt 1990) 
relax on this condition and are considerably more efficient. Another important pseudopotential 
method that reconstructs all-electron behavior is the projector augmented wave (PAW) method 
(Blöchl 1994). As the core electrons are strongly localized and their orbitals vary rapidly on 
very short length scales, localized basis sets are usually employed to describe the core region. 
Some of the all-electron approaches for periodic systems treat core electrons explicitly by 
an atomic-like description which is coupled to a planewave approach for the region outside 
rc. Such methods, e.g., the full potential linearized augmented planewave (LAPW) or the 
Korringa-Kohn-Rostoker (KKR) methods (Martin 2004) are computationally more expensive 
than pseudopotential techniques but considered the most precise electronic structure methods 
for solid state calculations.

Which of the described methods is the most appropriate depends on the specific system 
and the property of interest. Generally, the choice of pseudopotentials or an all-electron 
method, of the exchange-correlation functional, the type of basis set and the number of basis 
functions (for planewave calculations usually defined by the maximum planewave energy) and 
sampling grid in reciprocal space (the so-called Brillouin zone or k-point sampling) should be 
tested in each case to ensure convergence of the DFT calculation.

Strengths and shortcomings of standard DFT. Because the Kohn-Sham approach is one 
of the computationally least demanding methods for a quantum mechanical solution of many-
particle systems it has been successfully applied for a few decades in many research fields to 
compute structural and dynamic properties of molecules or periodic systems, which includes 
bond-lengths and angles, vibrational frequencies and elastic constants. The deviation from the 
experimental data is usually no more than a few percent in these aspects (Haas et al. 2009). 
DFT methods also predict relatively well total energies of many electron systems and inter-
particle interactions, which is important for an accurate simulation of complex real materials.

However, there are also some limitations. For instance, LDA calculations often result 
in electronic charge densities that are more homogeneous (delocalized) than the exact ones, 
which is even evident in Figure 1. The agreement is improved significantly when the density 
gradient-corrected GGA methods are used. DFT usually overestimates the binding energies 
of molecules and solids. Another important difficulty of DFT is that the DFT ground state is 
usually a bonding state, which leads to pairs of electrons even in well-separated atoms (Cohen 
et al. 2008). Weak inter-molecular interactions such as hydrogen bonding or van der Waals 
attraction are not well described in standard DFT but correction schemes have been proposed 
recently (e.g., Klimeš and Michaelides 2012; Tkatchenko et al. 2012). Of major importance 
for accurate predictions of electronic excitation spectra is the large underestimation of the 
electronic energy band gaps in semiconductors, which can be as large as ∼40% for wide-gap 
semiconductors or even lead to the prediction of metallic behavior for materials that exhibit 
small band gaps of not more than a few eV (Friedrich and Schindlmayr 2006; Marsman et al. 
2008; Xiao et al. 2011). Although in many cases GGA functionals improve the description of 
binding and atomic energies as well as bond-lengths and angles compared to LDA, the descrip-
tion of semiconductors is only marginally better. The underlying problem is that in principle 
the eigenvalue spectra obtained using standard DFT approach have no direct physical meaning 
(however, these eigenvalues have a well defined mathematical meaning, see next section) and 
their usage for the derivation of the electronic transition energies is questionable. Strongly 
correlated materials containing elements with incompletely filled d- or f-electron shells are 
also badly described. For instance, the electronic ground state of transition metal and actinide 
oxides is often predicted to be metallic whereas in reality these materials are insulators (Wen 
et al. 2013). Furthermore, the enthalpies of reactions involving actinide-bearing molecules are 
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highly overestimated, for instance by as much as 30% or about 100 kJ/mol in case of uranium 
(Shamov et al. 2007). Below, we will present methods to overcome some of these difficulties.

Hybrid functionals. Hybrid functionals are constructed by combining standard DFT 
functionals with Hartree-Fock exact exchange. The relative weights of the two ingredients 
are fitted to reproduce selected properties of a test set of molecules or chosen from theoretical 
considerations. The leading idea behind this approach is that the exchange energy, which can 
be exactly computed using the Hartree-Fock method, is usually much larger than the correla-
tion effects. However, a simple combination of exact exchange as computed by the Hartree-
Fock method and the correlation energy functional used in standard DFT leads to a worse 
performance than using standard DFT (Koch and Holthausen 2000). Instead of using full 
exact exchange, Becke (1993) proposed the weighted combination of the different descriptions 
of the exchange-correlation energy. The contribution of each term is fitted to best reproduce 
the atomization and ionization energies as well as the proton affinities. The most commonly 
and successfully used functionals of this type are B3LYP (Stephens et al. 1994) and PBE0 
(Perdew et al. 1996b; Burke et al. 1997). The latter functional was constructed from theoreti-
cal considerations that suggest an admixture of 25% exact exchange to the DFT exchange-
correlation functional. Hybrid functionals often provide an improved description of the total 
energies and the band gaps (e.g., Xiao et al. 2011). They also have been proven to provide the 
correct physical behavior of Mott-insulators, such as the band gap state of the reduced TiO2 
(110) surface (Di Valentin et al. 2006). However, the performance of these methods for an ac-
curate determination of the electronic excitation energies is not guaranteed and the result often 
depends on the functional used in the investigation. For instance, in the case of bulk TiO2, 
although the overall electronic structure is better described than by standard DFT function-
als, the experimental band gap of about 3 eV is overestimated by 1.1 eV by PBE0 (Ammal 
and Heyden 2010) and 0.4 eV by B3LYP (Di Valentin et al. 2006). On the other hand the 
standard DFT underestimates the band gap by about 1.1 eV (Di Valentin et al. 2006). The un-
derlying reason for such a behavior of hybrid 
functionals is that for bulk TiO2 the amount 
of exact exchange needed to reproduce the 
experimental band gap is smaller than the 
25% and 20% included in PBE0 and B3LYP 
functionals respectively (~13% according 
to Zhang et al. 2005a). Similar overcorrec-
tion of the band gap by hybrid functionals 
is also observed in case of bulk silicon, for 
which band gaps obtained with both PBE0 
and B3LYP functionals are also overestimat-
ed (Jain et al. 2011; see also Table 1). These 
examples illustrate that hybrid functionals 
do not necessarily provide accurate excita-
tion energies and resulting absorption coef-
ficients, although they were successfully ap-
plied to compute the excitation energies and 
band gaps of variety of materials, which we 
will discuss later.

DFT+U approach. The quantitative difference between the measured electronic structure 
and that predicted by DFT is especially large for materials in which electrons tend to localize 
and strongly interact between themselves. These include the transition metal oxides and 
f-elements such as rare earth or actinide elements and compounds. One of the methods used 
to correct the band structure is DFT+U, in which an additional orbital-dependent interaction 
is added to the Kohn-Sham Hamiltonian (Eqn. 11) to improve the description of strongly 

Table 1. Band gap energy for bulk Si com-
puted using different electronic excitation 
methods. The values are taken from Table 1 
of Jain et al. (2011).

Method Energy (eV)

Hartree-Fock 6.63

PBE (DFT) 0.55

PBE0 (hybrid DFT) 1.71

B3LYP (hybrid DFT) 1.83

GW 1.23

GW-BSE 1.23

experiment 1.16
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correlated electrons, by application of a Hubbard-like model (see Cococcioni 2010), i.e., 

,

Tr (1 ) (19)
2

l
l l

l

E σ σ

σ

 = − ∑ n nU
U

with Ul being the interaction parameter and Tr [...] the trace of the matrix [...]. In the above 
equation nlσ is the occupation matrix of the considered orbitals of given angular momentum 
l (l = 2 for d and 3 for f electrons) and spin σ. The effect of adding the Hubbard term is the 
shift of the energy of localized orbitals relative to the other orbitals. The shift equals U/2 
and is negative for fully occupied orbitals and positive for empty orbitals. It usually leads to 
the increase of the band gap in semiconductors. Because of its simplicity this method has an 
important advantage over the other corrections to standard DFT such as the hybrid functionals 
introduced above, as it does not require substantial computational effort in addition to standard 
DFT. The U parameter can be found on empirical basis, i.e., it can be adjusted to reproduce 
given properties such as band gap or bulk modulus, but it can also be computed using linear-
response theory e.g., by the method of Cococcioni and de Gironcoli (2005). The full method 
and its applicability have been described in a recent review by Cococcioni (2010). It has 
been successfully applied for the computation of various properties of materials involving 
transition-metal compounds (Calzado et al. 2008; Morgan and Watson 2009). This method 
has been used together with quantum molecular dynamics to simulate the distribution and 
dynamic behavior of electric charge in reduced metal-oxide (Kowalski et al. 2010). However, 
DFT+U is applicable to particular orbitals only and it is known that it can only partially correct 
the band gaps of transition-metals (Morgan and Watson 2009). Therefore, compared to the 
methods described below it has a limited applicability for electronic excitation spectroscopy.

Excitation methods

Standard DFT only provides information about the ground state properties of the considered 
system. Spectroscopic techniques are usually based on the interaction of a probe (e.g., photon, 
electron, and neutron) with the sample, which involves the creation or annihilation of collective 
excitations such as lattice vibrations (phonons) or of electronic excited states. In the following 
we provide a short overview about some popular or emerging approaches to make reliable 
predictions of such excited states, which is a prerequisite to compute e.g., theoretical spectra.

Density functional perturbation theory. Many properties of materials that are measured 
using spectroscopic methods can be formally described by derivatives of the total energy with 
respect to some perturbations, which may be atomic displacements or external electromagnetic 
fields. These derivatives can be computed by direct methods, e.g., by applying small finite 
displacements to the nuclear positions to compute the force constant matrix, from which the 
vibrational spectra of a crystal can be derived. An alternative approach that avoids the use of 
supercells and extends beyond the capabilities of the finite difference methods uses the electron-
density linear response following density-functional perturbation theory (Baroni et al. 1987, 
2001, 2010; Gonze 1997; Gonze and Lee 1997). The computational cost for the computation 
of the response of the electron-density to a single perturbation is of the same order as the cost 
for the solution of standard Kohn-Sham equation for the electron-charge density. Applications 
of density-functional perturbation theory include the computation of phonon spectra (Baroni et 
al. 2001), Raman scattering cross-sections (Veithen et al. 2005) or nuclear magnetic resonance 
spectra (Putrino et al. 2000), which will be dealt with in more detail later.

Electronic excitation methods. In order to compute the electron excitation properties of a 
given system the excited states have to be derived. For the Hartree-Fock method, in line with 
Koopmans’ theorem, the eigenvalue of an orbital is equal to the change in the total energy 
of the N-electron system upon subtraction or addition of an electron, assuming that all other 
orbitals do not change during this process. This implies that the Hartree-Fock eigenvalue 
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spectrum can be directly used for the analysis of the electronic excitations of a given system. 
Despite its similarity to Hartree-Fock approach, in case of DFT methods there is a conceptual 
problem of using them for analysis of electronic excitations, as DFT is a ground state theory by 
principle. The KS eigenvalues are not the true energies for adding or subtracting electrons or for 
excitations. In principle these do not have a physical meaning. However, the KS orbitals have 
a definitive mathematical meaning, which is related to the Slater-Janak theorem. According 
to Janak (1978) the KS eigenvalue εi is the derivative of the total energy with respect to the 
occupation of a state ni

(20)total
i

i

dE

dn
ε =

The key issue for DFT-based electronic spectroscopy is to obtain a correct description of 
energy differences between the highest occupied and lowest unoccupied molecular orbitals, 
so called HOMO-LUMO gaps (or band gaps in case of solids), that are significantly below 
the experimental values for most materials, and the failure is most pronounced for wide gap 
semiconductors (Marsman et al. 2008). Unfortunately, even knowledge of the exact exchange-
correlation functional is not expected to provide the correct band-gaps (Perdew and Levy 
1983). At first glance this disqualifies DFT as a tool for the investigation of electronic excitation 
spectra of materials. However, Hohenberg and Kohn (1964) have shown that the ground state 
electron density determines the external potential. This implies that DFT methods could be 
used in principle to calculate excitation energies—which are also determined by the external 
potential! However, the approach to extract such information does not have to be simple. Below 
we present a short overview of DFT-based methods that allow for the calculation of electron 
excitation energies and associated absorption spectra. Details about the theory and performance 
of different electronic excitation methods are provided, e.g., in a review by Onida et al. (2002).

DSCF methods. The simplest way to derive excitation energies is to compute the energies 
of a system with removed or added electrons. These methods are called ∆SCF methods, as 
such an energy difference approach can be used in any self-consistent field (SCF) method, 
including Hartree-Fock. The electron removal energy can be computed as 

( ) ( 1) (21)removalE E N E N= − −

where E(N) and E(N−1) are the energies of the system with N and N−1 electrons, respectively. 
This energy can be also estimated from the Slater transition state as the eigenvalue of the 
system containing half an electron in the considered orbital i 

( 0.5) (22)removal i iE n= ε =

In similar fashion one can compute the electron addition energy and therefore the excitations. 
This method gives a good estimation of the ionization energies and the transition energies 
(McMahan et al. 1988; Massobrio et al. 1995, 1996). It can also be applied to studies of excited 
molecules on surfaces (Gavnholt et al. 2008) and in dense fluids (Kowalski 2010). However, as 
DFT is derived assuming ground state properties, such a method has a theoretical justification 
only for the states with the lowest energy for a given symmetry, such as 1s to 2p transitions. 
The lack of a solid theoretical background is an important limitation of the ∆SCF methods and 
its applicability to the higher excitation states could be questionable.

GW approximation and BSE equation. Failure of DFT to describe correctly electron 
excitation energies is also due to the fact that it is based on a single electron description. If 
an electron is added to or removed from a many-electron system, complicated many-body 
interactions occur that need to be considered. For instance, an additional electron moving 
in a semiconductor interacts with all the other electrons and nuclei of the system and as a 
consequence behaves like a much heavier particle compared to an electron in free space. In 
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order to obtain the physically correct excitation energies of a given system one has to derive 
the so-called quasiparticle (QP) energies, which are the energies required to remove or add 
an electron. Formally, one has to solve the quasiparticle equation (Friedrich and Schindlmayr 
2006; Deslippe et al. 2012), 

2
QP QP QP QP QP( ) ( , ) ( , , ) ( , ) ( , ) (23)

2
s i i i i iv d

∇ ′ ′ ′− + ψ σ + Σ ε ψ σ = ε ψ σ∫r r r r r r r

which is similar to the KS Equation (12) except that the exchange-correlation potential 
is replaced by the non-local self-energy QP( , , )i′Σ εr r  that accounts for all the many-body 
interaction effects among the electrons, i.e.: 

( ) ( , ) (24)xcU d ′ ′→ Σ∫r r r r

The self-energy Σ can be expanded in terms of the single particle Green’s function G and the 
screened Coulomb interaction W. G(r,r′,t) represents the conditional probability of finding an 
electron at r and time t when there was an electron at r′ and time t = 0. W is a product of the 
dielectric matrix and the electron Coulomb potential, and can be derived within the so-called 
random phase approximation. Truncating the expansion of Σ after the first term leads to Σ = 
iGW, thus the name GW approximation (Hedin 1965). After computing Σ and a ground state 
DFT calculation, the first order approximation to quasiparticle energies can be derived from 
0th order perturbation theory 

QP DFT DFT QP DFT( , , ) (25)i i i xcU′ε = ε + φ Σ ε − φr r

The GW approximation from principle works for a charged excitation, i.e., removal or 
addition of an electron. However, an optical absorption can be viewed as the addition of an 
electron and the formation of the hole left behind, and both structures, i.e., the electron and the 
hole, can interact with one another. Inclusion of electron-hole interaction can be performed by 
solving the two-particle Bethe-Salpeter equation (BSE) (Salpeter and Bethe 1951). The BSE 
equation is the last step, after DFT and GW methods, in determining the optical properties of 
materials. By considering the electron-hole interactions, good agreement between theory and 
experiment can be achieved, which is important for insulators and semiconductors. The Bethe-
Salpeter equation has been successfully applied to the calculation of absorption spectra of 
various systems, which we will discuss later. A full theoretical background of these advanced 
electronic structure methods is described, e.g., in Kohanoff (2006).

Time-dependent DFT. Another method used for the derivation of electronic excitation 
energies is the time-dependent density functional theory (TDDFT). In TDDFT, one looks for 
the time-dependent charge density ρ(t), which is the result of the solution of the time-dependent 
Schrödinger equation. TDDFT can be formulated in an equivalent way through an analog of the 
Hohenberg-Kohn theory, which is the backbone of conventional DFT. Runge and Gross (1984) 
have shown that for any many-particle system that is subject to a time-dependent potential 
(e.g., due to interaction with a photon) all physical observables are uniquely determined by the 
knowledge of the time-dependent electronic density ρ(r,t) and the state of the system at any 
moment of time. The single particle time dependent KS equation reads 

KSˆ ( ) ( , , ) ( , , ) (26)i if t t i t
t

∂
φ σ = φ σ

∂
r r

where ˆ ( )KSf t  is the time dependent single particle operator (analog to Eqn. 12) 

KS 21ˆ ( ) ( , ) (27)
2

sf t U t= − ∇ + r

and Us(r,t) is the time-dependent single particle potential.
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If the time-dependent external perturbation is small, the dynamics of the electronic 
system can be described by linear-response theory. The respective linear density-response 
function χ(r,r′,t − t′) describes the coupling between the external potential Uext(r′,t′) and the 
electron density of the system ρ(r,t). The poles of its time Fourier transform χ(r,r′,ω) (with 
ω being the angular frequency) correspond to the exact excitation energies. Furthermore, the 
linear response function is a functional of the ground-state density ρ(r), which is accessible by 
standard DFT (see e.g., Botti et al. 2007). In addition to the static DFT exchange-correlation 
functional, TDDFT calculations require the knowledge of the functional derivative of the time-
dependent exchange-correlation potential with respect to the time-dependent density, the so 
called exchange-correlation kernel. A major task in TDDFT is to find an approximation for 
this kernel. The difficulty arises from the fact that such an effective potential at any given 
instant depends on the value of the density at all previous times. This is the reason, why 
the development of the TDDFT is still behind that of DFT itself. In most of the TDDFT 
implementations the so-called adiabatic approximation is used in which the exchange-
correlation kernel is approximated by the functional derivative of the time-independent 
exchange-correlation energy with respect to the charge density at a given time. A persisting 
problem for many applications is the fact that TDDFT often ignores the non-locality of the 
core-hole interaction. Despite some fundamental challenges, TDDFT has been extensively 
used in the computation of the energies of excited states, mainly of isolated systems (Dreuw 
and Head-Gordon 2005). Its application to condensed phases is more recent (Botti et al. 2007). 
TDDFT functionality has been implemented in a number of codes that compute e.g., optical or 
X-ray absorption spectra, which will be discussed in more detail below.

So far, we have introduced basic ideas about quantum-chemical methods and their 
application to excitation spectroscopy. For a more comprehensive description of these methods 
we refer the reader to the many existing books on electronic structure calculations and applied 
quantum mechanics (e.g., Koch and Holthausen 2000; Martin 2004). In the remainder of this 
section we summarize approaches to describe particle interactions or the atomic dynamics by 
classical laws of Physics.

Classical force field methods

The electronic structure methods described above are computationally expensive and 
sometimes more efficient representations of atomic interactions are needed, e.g., to model the 
structure of complex silicate melts, extended defects in crystals, or thermal and ionic diffusion 
processes in minerals and melts. For that purpose, interatomic potentials are constructed that 
approximate the electronic subsystem by a set of analytical functions. Usually, such potentials 
are pairwise additive and the functional form of the individual terms of the potential are chosen 
based on the classical theory of intermolecular forces (Stone 1996). For oxides and silicates, 
these classical potentials are dominated by electrostatic Coulomb interactions between anions 
and cations, and by short-range repulsion that mimics the overlap of the charge densities of 
neighboring ions. In addition, an attractive potential term is added that represents van der 
Waals interactions that arise, e.g., from instantaneous dipole fluctuations (London dispersion 
forces). Using such a simple ionic interaction model (also called rigid ion model), the potential 
energy U of a system of N ions is calculated using the following formula 
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where rij = ri − rj is the distance between the two ions i and j, qi and qj are their charges. 
Aij, σij and Cij are parameters characteristic for each pair of ions (e.g., O-O, Si-O and Si-Si in 
the case of SiO2). Although rigid ion models have been used to study the structure and some 
physical properties of silicate crystals and melts (e.g., Matsui 1988; van Beest et al. 1990; 
Matsui 1996; Horbach et al. 2001; Guillot and Sator 2007; Lacks et al. 2007), they are often 
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not appropriate to reproduce vibrational properties. One of their apparent deficiencies is the 
neglect of polarization effects. For example, Wilson et al. (1996) showed that the explicit 
inclusion of dipole polarizability into a classical potential was needed to obtain the correct 
number of infrared absorption peaks for amorphous SiO2. 

A simple extension of the rigid ion model to include polarization is the shell model by 
Dick and Overhauser (1958). In this model, the polarizable ions (e.g., the oxygen anion) are 
described by a positively charged ionic core and a flexible negatively charged shell that are 
connected by springs. The force constant of the springs is related to the polarizability. Shell 
models with empirically fitted parameters were, for instance, used to reproduce the phonon 
dispersion curves of SiO2 quartz (Schober et al. 1993b) and Al2O3 corundum (Schober et al. 
1993a). An alternative formulation of a polarizable ion model using ionic polarizabilities was 
successfully explored by Madden and Wilson (2000). A second extension of the rigid ion 
model is related to the ionic radii, which depend on the atomic environment. This effect is 
related to the compressibility of the electronic charge density, which is substantial for anions, 
but also for the larger cations. Such breathing shell models were parameterized to reproduce 
experimental lattice volumes and elastic constants of individual mantle silicates in a range of 
pressures and temperatures (Matsui 2000; Matsui et al. 2000; Zhang et al. 2005b).

The appeal to use the shell model and its extensions has been their simplicity expressed 
in a small number of adjustable parameters. For many potentials, the latter were optimized 
to reproduce experimental data. This approach becomes less evident for more complicated 
crystal structures or even for melts where only a relatively small number of experimental 
data is available. Furthermore, a potential that reproduces, e.g., experimental densities does 
not necessarily produce the correct structure. However, this is a prerequisite for an accurate 
prediction, e.g., of vibrational properties. A more systematic approach of constructing 
reliable potentials was introduced by Laio et al. (2000), who optimized the parameters of 
their classical model for Fe by fitting classical interatomic forces to forces obtained from 
reference DFT calculations. Using the same idea, a successful polarizable force field for SiO2 
was parameterized by fitting to ab initio forces, stress tensors and total energies (Tangney 
and Scandolo 2002). However, the extension of the latter potential to silicates appeared to 
be difficult since the potential uses (constant) partial charges, which limits its transferability. 

Recent advances in electronic structure calculations have enabled the explicit optimization 
of the polarization terms of an ionic potential through the ab initio calculation of ionic dipoles 
and quadrupoles from maximally localized Wannier functions (MLWF) (Marzari and Vanderbilt 
1997; Aguado et al. 2003) and of ionic polarizabilities from the linear response of the MLWFs 
to an electric field perturbation (Heaton et al. 2006). The “aspherical ion model” (Aguado et 
al. 2003; Madden et al. 2006) combines ideas of the breathing shell model and an explicit 
parameterization of individual contributions to the ionic interactions up to the quadrupolar 
level in both ion polarization and shape deformations. It necessarily contains a larger number 
of parameters than the other classical potentials described above. However, this choice is 
justified by a systematic fitting of subsets of parameters to different DFT-related properties. In 
addition to forces and stress tensors, these potentials are also optimized by fitting to ab initio 
dipoles and quadrupoles. An optimized set of potentials for the CaO-MgO-Al2O3-SiO2 system 
has been shown to be transferable in a wide range of pressures and temperatures and in a wide 
compositional range (Jahn and Madden 2007a). Some aspects of future developments of force 
fitting for ionic systems are discussed in a review by Salanne et al. (2012).

A purely ionic approach to represent atomic interactions fails for molecular systems. 
In this case, strong covalent bonds have to be accounted for by adding additional terms to 
the potential function. For carbonates, rigid ion (Dove et al. 1992) or shell models (Rohl et 
al. 2003) were complemented by an intramolecular spring-like C-O interaction as well as 
three- and four-body geometric terms. For aqueous solutions, a number of polarizable and 



Theoretical Approaches to Structure & Spectroscopy 707

non-polarizable water potentials exist (e.g., Berendsen et al. 1981; Jorgensen et al. 1983; 
Berendsen et al. 1987; Mahoney and Jorgensen 2000; Abascal and Vega 2005; Tazi et al. 2012). 
The performance of some water models in terms of structure and vibrational properties was 
reviewed by Kalinichev (2001). Generally, they provide a more or less reasonable structure 
of liquid water. The TIP4P/2005 model (Abascal and Vega 2005) was specifically optimized 
to reproduce the phase diagram of H2O up to pressures of 4 GPa. Recently, dissociative water 
potentials were parameterized (e.g., Mahadevan and Garofalini 2007; Pinilla et al. 2012).

Molecular dynamics

Descriptions of the particle interactions discussed in previous sections allow us to simulate 
dynamic properties of an atomic or ionic system. One of the most commonly used techniques 
to perform such simulations is molecular dynamics (MD). MD is a finite difference method to 
evolve a set of particles through time and space by a numerical solution of Newton’s equations 
of motion. It is a very useful technique for sampling the structure of disordered systems (fluids, 
melts, glasses) but also for the investigation of crystal properties, especially at high temperatures 
where anharmonic effects are significant.

For a system of classical particles in thermodynamic equilibrium, potential and kinetic 
energies are distributed according to the equipartition theorem. A system that is out of 
equilibrium would tend to reach equilibrium in the course of a MD simulation. The total energy 
of the system, E, is defined as the sum of the total potential energy and the total kinetic energy: 
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where mi and vi are the mass and the velocity of particle i. In practice, the starting point 
of MD is a set of N atoms that is distributed in a simulation box, e.g., close to a feasible 
crystal structure but for a melt simulation one may also use a random atomic configuration. 
In addition, it is necessary to define atomic masses and provide an interaction model, which 
may be a classical potential or based on an electronic structure method such as DFT. Forces Fi 

acting on the individual particles i are calculated from the gradient of the respective potential 
U(r). These forces accelerate the atoms according to Newton’s second law, which leads to a 
set of differential equations 
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In addition to the initial atomic positions, a starting velocity is assigned to each atom. In order 
to integrate the equations of motion numerically, the infinitesimal time interval ∂t is replaced 
by a (small) time step ∆t, typically of the order of 10−15 s. Knowing the positions, velocities 
and forces of all atoms at some instant of time, t, the system can evolve to the next time step. In 
an isolated system, the total energy and the simulation cell volume are constant and the system 
equilibrates at a specific temperature, which is related to the average kinetic energy, which is 
given by statistical mechanics 
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with kB being the Boltzmann constant. The corresponding thermodynamic ensemble is called 
NVE, which reflects the constant number of particles, N, volume, V, and total energy, E. 
MD simulations can also be run at constant volume and temperature (NVT) or, similar to 
experiments, at constant pressure and temperature (NPT). In the latter case, which constitutes 
a closed system, temperature and pressure are controlled by a thermostat and a barostat that 
can exchange heat and work with the system (see e.g., Martyna et al. 1994).
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For a more comprehensive introduction to the molecular dynamics method in general 
and to technical aspects of classical MD, the reader is referred to textbooks by Allen and 
Tildesley (1987) or Frenkel and Smit (2002). Ab initio molecular dynamics (Marx and Hutter 
2000), which is based on a quantum mechanical evaluation of the forces, has become feasible 
with the availability of high performance computers. After the computation of forces, the 
nuclei are moved according to classical mechanics. There are two types of ab initio MD: 
In Born-Oppenheimer MD the electronic energy of the system is minimized in each time 
step whereas in Car-Parrinello MD (Car and Parrinello 1985) the electrons are represented 
as quasi-particles with a ficticious mass and temperature. In well behaved systems, the Car-
Parrinello electron dynamics oscillates around the true Born-Oppenheimer energy surface 
and energy transfer between the electronic and the nuclei dynamics is avoided by choosing 
characteristic frequencies of the two subsystems that do not overlap. Although the time steps 
in Car-Parrinello MD are typically a factor of ten smaller than those in Born-Oppenheimer 
MD, Car-Parrinello MD is usually more efficient. On the other hand, Born-Oppenheimer 
MD is considered more robust and more generally applicable. For investigations of some 
properties of light particles (H, He) or hydrogen-bonded systems such as water, the dynamics 
of the nuclei may also have to be treated quantum mechanically, e.g., by using path integral 
molecular dynamics simulations (Marx and Parrinello 1996).

In the course of a molecular dynamics simulation, a number of properties are frequently 
recorded. This includes, among others, the atomic positions and velocities as well as 
instantaneous values of the total energy, volume, pressure and temperature of the system, 
the simulation cell parameters and the stress tensor. One quick way to characterize the 
thermodynamic state of the system is to compute average values of T, P, V or E. Structural, 
transport and vibrational properties are usually derived from the recorded simulation data via 
spatial and/or time correlation functions. A comparison to experimental data that are often 
recorded in Fourier space requires a Fourier transformation of the correlation function f from 
real (position vector r) to reciprocal (wavevector Q) space or from the time (t) to the frequency 
(ω = 2πν) domain, which for a periodic system can schematically be written as 
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STRUCTURE DETERMINATION AND OPTIMIZATION

Crystals are characterized by a three-dimensional periodic arrangement of atoms. The crys-
tal structure consists of a basis (e.g., group of atoms) located on points of a lattice with a certain 
symmetry, which may be represented by a unit cell, i.e., a small (or the smallest) periodic spatial 
unit of the crystal (see text books such as Putnis 1992). At the limit of zero temperature (T = 
0 K), entropy vanishes and a perfect defect-free crystal becomes thermodynamically stable. In 
this situation, the Gibbs free energy can be replaced by the enthalpy H = E + PV, where V is 
the unit cell volume. Often, this approximation is used to study the relative phase stability of 
different crystal structures. To obtain the lattice energy at T = 0 K, E0, the atoms of the crystal 
structure should not experience any force, i.e., they should be positioned in the minimum of 
their potential energy function. Likewise, the lattice parameters should be chosen such that the 
computed pressure tensor corresponds to the desired (e.g., hydrostatic) pressure conditions. The 
search for such an optimized crystal structure is a standard tool of most of the relevant molecu-
lar modeling codes. Note that a proper quantum mechanical treatment requires the evaluation 
of the zero-point energy, which arises due to the fact that atomic vibrations do not vanish even 
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at the lowest possible temperatures. However, the relative effect of a zero point energy correc-
tion to free energy differences between two crystal structures is often small compared to the 
systematic errors arising e.g., from choice of the specific DFT exchange-correlation functional.

The possibility to predict crystal structure parameters and crystal lattice energies or en-
thalpies accurately motivated the development of new computational methods of crystal struc-
ture prediction, such as random structure search (Pickard and Needs 2011), metadynamics 
(Martoňák et al. 2003) and evolutionary algorithms (Oganov and Glass 2006, 2008). Phase 
transitions may be observed directly in MD simulations if they are displacive (see e.g., Men-
delssohn and Price 1997; Shimobayashi et al. 2001; Jahn 2008b, for MgSiO3 enstatites). The 
mechanisms of martensitic or other reconstructive phase transitions have been explored by met-
adynamics, e.g., for SiO2 (Martoňák et al. 2006, 2007) and MgSiO3 (Oganov et al. 2005; Jahn 
and Martoňák 2008; Jahn 2010), or by transition path sampling MD (Zahn 2013).

The periodically repeated structure of a crystal results in well-defined peaks in the neutron 
or X-ray diffraction patterns, which are used to solve a crystal structure or to refine structural 
parameters. A new crystal structure can be solved using single crystal diffraction provided that 
a sufficiently large single crystal is available. However, experiments often yield fine-grained 
polycrystalline samples, which are characterized by powder diffraction. The refinement of such 
diffraction patterns requires a structural model, which in the case of an unknown crystal struc-
ture is not easy to obtain and may be provided from molecular simulations. For example, the 
structure of the so-called 3.65 Å phase, which is a dense hydrous phase of MgSi(OH)6, has 
recently been solved by combination of educated guess, DFT calculations and Rietveld refine-
ment (Wunder et al. 2012). In a first step, Wunder et al. (2011) suggested that the structure of 
this phase could be similar to one of the Al(OH)3 polymorphs assuming a substitution mecha-
nism 2 Al3+ → Mg2+ + Si4+. Assuming a random distribution of Si and Mg on the octahedral 
sites, Rietveld refinement of the powder diffraction pattern using a structure model similar to 
δ-Al(OH)3 with space group Pnam yielded satisfactory results. However, two small diffraction 
peaks around 2θ = 21° were not resolved (see Fig. 2a). A more ordered structure with alternat-
ing Mg and Si between neighboring octahedra (shown in Fig. 2b), which is plausible due to 
electrostatic considerations, reduces the space group to P21. A full DFT structure optimiza-
tion, which includes atomic positions and lattice parameters, provided a new structure model. 
Furthermore, the resulting total energies for different initial atomic configurations put some 
constraints on the positions of the H atoms in the structure that are not resolvable by powder 
diffraction. Using the DFT-optimized structure, Rietveld refinement was repeated and resulted 
in an excellent fit of the experimental diffraction pattern, now including the two previously 
unresolved peaks (Fig. 2b). Additional evidence that the new structure model is correct came 
from comparison of IR spectra with computed vibrational spectra (Wunder et al. 2012), which 
will be discussed in more detail below.

At high temperatures, diffraction peaks broaden due to the increased thermal atomic mo-
tion and they shift due to the thermal expansion of the lattice. Both effects can be studied in mo-
lecular dynamics simulations. Diffraction experiments also provide a unique fingerprint of the 
structure of non-crystalline materials, such as melts and glasses. Due to the lack of long-range 
order, however, there are no sharp diffraction peaks and there is no directional dependence, 
which does not allow a unique structural solution by direct inversion. The oscillatory behavior 
of the diffraction pattern of a melt or glass (see e.g., Fig. 3) arises from the short-range (near-
est atomic neighbor) and intermediate-range (up to a few next nearest neighbors) chemical or 
topological order.

Formally, a diffraction pattern of a powder sample or of a liquid is proportional to the 
static structure factor, S(Q), which is defined as 
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where the double sums run over the number of different elements in the system, 〈b2〉 = 
Σα(caba

2), cα and bα are the respective concentrations and scattering lengths (e.g., for X-rays 
or neutrons). Q is the momentum transfer, i.e., the difference between the incoming and the 
diffracted wavevector of the probe. Assuming elastic scattering, Q = 4πsin(θ)/λ, where θ and λ 
are the Bragg angle (i.e., half of the angle between the incident and the diffracted wavevector) 
and the wavelength of the diffracted beam. For X-rays, the scattering lengths bi depend on Q. 
The partial structure factors Saβ(Q) are related to the atomic positions rj by the relation 

1 1

1
( ) exp( ( )) (35)
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= − ⋅ −∑∑ Q r r

with Nα being the number of atoms of element α. Angular brackets indicate an ensemble av-
erage, i.e., an average over many atomic configurations that can be obtained from long MD 
simulations.

While a theoretical diffraction pattern for a crystal can be calculated by considering the 
lattice parameters and idealized atomic positions in the unit cell, the structural description of a 
disordered phase (fluid, melt or glass) requires some statistical sampling. This is achieved by 
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Figure 2. Part of the X-ray powder diffraction pattern of the 3.65 Å phase (MgSi(OH)6) using a Cu Ka1 
source (Wunder et al. 2011, 2012). Initially, refinement was made using a structure with space group Pnam 
(a). DFT structure optimization lead to a new crystal structure model with reduced symmetry (space group 
P21) (b). Also shown is a snapshot of this structure viewed along c (modified after Wunder et al. 2012).
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using a large cell containing many atoms and/or by averaging over many structural configura-
tions. The latter can be generated, e.g., in a molecular dynamics or a Monte-Carlo simulation 
(Allen and Tildesley 1987; Frenkel and Smit 2002). Figure 3 shows an example where the 
structure factors of a spinel, MgAl2O4, melt computed from classical MD simulations using an 
advanced ionic potential (Jahn and Madden 2007a) are in excellent agreement with measure-
ments from X-ray and neutron diffraction (Hennet et al. 2007; Jahn 2008a).

The structure factor depends on the wavevector transfer, Q, i.e., it is a function in the 
so-called reciprocal space (Ashcroft and Mermin 1976). A related function in real space that 
describes the distribution of interatomic distances is the radial distribution function, g(r). It is 
defined as the ratio between the actual atomic density at a radial distance r from a reference 
point (e.g., the position of a specific atom) to the average atomic density of the system, i.e., g(r) 
= ρ(r)/ρ0. For a multicomponent system, partial radial distribution functions can be defined for 
each pair of elements (see Fig. 4) 
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with N being the total number of atoms in the system. δ(x) is the Dirac delta function, which is 
zero except at x = 0 with an integral value of one. Partial structure factors and radial distribution 
functions are related by Fourier transformation (formula given here is for radial symmetry) 
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A similar equation can also be derived for the reverse transformation.

From the integration over the first peak of gaβ(r) up to the first minimum at rmin (Fig. 4) the 
average coordination number nβ

α of atom α by atoms β is obtained using the relation 
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Figure 3. Structure factors of MgAl2O4 melt from neutron and X-ray diffraction (symbols) and classical 
molecular dynamics simulations (solid lines) (modified after Jahn 2008a).
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The peak positions of gaβ(r) represent the most probable interatomic distances of the different 
coordination shells. The width and asymmetry of these peaks provide information about the 
distribution of distances. Furthermore, the configurations obtained from the simulation are 
frequently used to analyze topological and chemical ordering, bond angle distributions and 
other structural properties of disordered phases. 

Experimentally, it is extremely difficult to obtain partial structure factors or radial 
distribution functions because in a single diffraction experiment a weighted superposition of 
these functions is measured. Due to the overlap of different gaβ(r) (see Fig. 4), the determination 
of coordination numbers from the integration described above becomes increasingly uncertain 
with an increasing number of different elements. There are already 6 partials for a phase with 
three elements. Recently, a number of diffraction experiments were made to obtain more 
detailed information about the structure of such three-component refractory melts and glasses 
by making use of the different scattering lengths bα for neutrons and X-rays (e.g., Drewitt et al. 
2011) or between different isotopes for neutrons (e.g., Drewitt et al. 2012). These studies were 
accompanied by molecular dynamics simulations that greatly supported the interpretation of 
the experimental data. Currently, there is no experimental method that can provide a full three-
dimensional structure model for non-crystalline phases, which puts molecular modeling in a 
unique position. On the other hand, the quality of the structure predictions can only be assessed 
by comparison to experimental data, which includes diffraction patterns discussed in this 
section and vibrational or electronic excitation spectra that will be dealt with in the following.

VIBRATIONAL SPECTRA

Vibrational spectroscopy probes the normal modes of an oscillating system of atoms. This 
includes characteristic vibrational frequencies of isolated molecules or molecules in solution 
as well as normal modes of crystals (phonons), glasses and melts. The sensitivity of a specific 
spectroscopy towards a specific normal mode vibration depends on the interaction of the probe 
(neutron, electron, and photon) with the sample. The first part of this section is dedicated to the 
calculation of the normal mode spectra for periodic systems using harmonic lattice dynamics. 
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Figure 4. Partial radial distribution functions of MgAl2O4 melt from classical molecular dynamics simula-
tions (modified after Jahn 2008a).
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Then, the calculation of vibrational spectra from molecular dynamics trajectories using time 
correlation functions is reviewed. Finally, the general methodology to compute IR and Raman 
spectra using density-functional perturbation theory is outlined. 

Lattice dynamics in the harmonic approximation

In a crystal with N atoms in the primitive unit cell, there are 3N normal modes ν with a fre-
quency ων(q) that depends on the wavevector q. Three of these modes, the acoustic modes, are 
strongly dispersive at low q with a linear relation between ω and q and a vanishing frequency 
at q = (000), the Γ point of the Brillouin zone (Ashcroft and Mermin 1976; Dove 2003). The 
proportionality constants are related to the longitudinal (P) and the two transverse (S) wave 
velocities of the crystal in a specific crystallographic direction. The remaining N−3 optical 
modes are less dispersive close to Γ and reach a finite frequency at Γ. A quantum mechanical 
description leads to the quantization of lattice vibrations and to the introduction of phonons as 
the fundamental quanta (Ashcroft and Mermin 1976; Dove 2003). 

The distribution of vibrational frequencies in a crystal structure at reasonably low tempera-
tures (this may well be a few hundred Kelvin) is well described using the (quasi-) harmonic ap-
proximation (Wentzcovitch et al. 2010). The harmonic theory of lattice dynamics assumes that 
all atoms vibrate in a harmonic potential with small displacements u around their equilibrium 
positions. In order to account for the thermal expansion of a crystal, the quasiharmonic approxi-
mation may be used, by which harmonic frequencies are computed using the lattice parameters 
corresponding to the pressure and temperature conditions of interest. Within the harmonic ap-
proximation, the total energy E can be expanded around the ground state total energy E0 
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and the expansion is terminated after the quadratic term in energy. The indices i and j refer 
to the atoms, α and β to the three Cartesian directions. For the ideal structure with E = E0, 
the forces on the individual atoms and consequently the second term of the above equation 
vanishes. The second derivative of the energy with respect to atomic displacements constitutes 
the interatomic force constant matrix, which is the central quantity to calculate the vibrational 
mode spectrum. The Fourier transform of the force constant matrix weighted by the masses of 
the atoms i and j yields the dynamical matrix 
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The eigenvalues of the dynamical matrix yield the squares of the phonon frequencies 2 ( ).υω q  
For calculations of the vibrational frequencies at Γ, the dynamical matrix of polar insulators 
has to be modified by a “non-analytic” correction term that arises because the eigenvectors of 

, ( 0)i jD α β =q  are not equal to those of , ( )i jD α β →q 0 , which leads to the splitting of longitudinal 
and transverse optic modes (LO-TO splitting) (Gonze and Lee 1997; Baroni et al. 2001) 

* *
, ,

'
,

1 4
( ) (41)

k ki k k j
k kna

i j
k kk ki j

kk

q Z q Z

D
q qm m

′ ′α β

α β ∞
′ ′

′

  
  π   → =

Ω ε

∑ ∑
∑

q 0

where Ω, Z* and ε∞ are the volume of the primitive cell, the Born effective charge and the high-
frequency dielectric tensor. The latter is computed as the second energy derivative with respect 
to the electric field E (with Cartesian components Ei) 
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The Born effective charge is the mixed second derivative of the energy with respect to atomic 
displacements and a macroscopic electric field, which can also be expressed as the relation 
between the force acting on atom i, Fi, and the macroscopic electric field or between the 
polarization of the unit cell P and a displacement of atom i (Gonze and Lee 1997) 
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A direct computation of the interatomic force constant matrix may be done by finite 
displacement of atoms in a supercell. Alternatively, density functional perturbation theory 
allows the evaluation of the dynamical matrix in Fourier space (Gonze and Lee 1997; Baroni 
et al. 2001; Refson et al. 2006). The latter approach appears to be more popular and convenient 
in the DFT community. As an example, the phonon dispersion curve of MgO is shown in 
Figure 5. It was calculated with the planewave code ABINIT (Gonze et al. 2002, 2009) using 
the LDA exchange-correlation functional, the DFT-optimized lattice constant at P = 0 GPa, a 
planewave set with a maximum planewave energy of 1000 eV and a Brillouin zone sampling 
with a 4×4×4 k-point set. Practical aspects for lattice dynamics calculations using classical 
force fields and density functional perturbation theory as well as applications were reviewed 
recently by Gale and Wright (2010), Baroni et al. (2010) and Wentzcovitch et al. (2010).

Atomic dynamics via time correlation functions

For disordered phases, such as melts and glasses, the concept of lattice dynamics is not 
applicable. However, sound waves also propagate through liquids and collective “phonon-like” 
motions still exist down to length scales of interatomic distances (Boon and Yip 1980; Balucani 
and Zoppi 1994). Crystalline solids at high temperatures (close to the melting point) may be 
very anharmonic and therefore the quasiharmonic approximation is no longer valid for the esti-
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Figure 5. Phonon dispersion curve of MgO from a density-functional perturbation theory calculation using 
the planewave code ABINIT (Gonze et al. 2009) and the LDA exchange-correlation functional (solid lines). 
Symbols refer to experimental data by Sangster et al. (1970).
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mation of the thermal expansion of a crystal. Hence, the investigation of the atomic dynamics of 
such systems requires a different approach that includes explicitly effects of high temperature. 
For the determination of the structure, the method of choice is molecular dynamics, here in 
conjunction with time correlation functions. By using this approach one has to be aware of the 
fact that MD does not provide the correct quantum mechanical occupation of phonon modes, 
which is governed by the Bose-Einstein relation (see e.g., Dove 2003). Hence, the relative 
intensities of phonon modes obtained from MD (which represents their occupation) have to be 
modified by a quantum correction term, at least at temperatures below the Debye temperature 
of the material. In addition, MD simulations should be long enough to obtain a reasonable sta-
tistical sampling even of the classical distribution. The simulation time needed increases with 
decreasing temperature. 

The dynamic structure factor S(Q,ω) is directly proportional to the inelastic scattering 
cross-section for neutrons or X-rays 
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where the term on left side is the double differential cross-section, which gives the probability 
of inelastic scattering of a neutron or X-ray from the initial state i〉 to a final state f〉 into a 
solid angle increment dΩ. σB is the total scattering cross-section of the sample and ki and kf 
are the magnitudes of the initial and final wavevectors of the probe (see e.g., Loong 2006). As 
in the case of elastic scattering (Eqn. 34), the total S(Q,ω) is composed of a weighted sum of 
partial dynamic structure factors 
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The latter are defined as a space and time Fourier transform of the time correlation function of 
density fluctuations (van Hove 1954) 
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As an example, Figure 6 shows the total X-ray S(Q,ω) of alumina melt from inelastic X-ray 
scattering experiments on levitated samples (Sinn et al. 2003) and the respective results of 
classical molecular dynamics simulations (Jahn and Madden 2007b, 2008) using an advanced 
ionic interaction model that accounts for anion polarization and shape deformations (Jahn et 
al. 2006).

The analysis of such spectra is not straight forward as the theory of the atomic dynamics 
of liquids at finite Q is rather complicated (Boon and Yip 1980; Balucani and Zoppi 1994). 
However, at small Q, generalized hydrodynamics may be applied, which adds a Q-dependence 
to known hydrodynamic properties (viscosity, sound velocity, thermal conductivity, ...). A 
plausible explanation for this behavior is that the macroscopic response of a melt to a long-
wavelength compressional wave is viscoelastic whereas it becomes increasingly elastic when 
the wavelength approaches interatomic distances. In analogy to crystals, melts exhibit distinct 
inelastic peaks that are representative of propagating acoustic-like modes (see Fig. 6). These 
modes are strongly damped with increasing Q and increasing frequency ω. The mode frequencies 
may be extracted by inspection of the maxima of S(Q,ω) or of the related longitudinal current 
correlation function 2( , ) ( / ) ( , )lJ Q Q S Qω = ω ω . Alternatively, a model function, such as a 
Lorentzian or a damped harmonic oscillator model, may be fit to the measured or calculated 
S(Q,ω) (Sinn et al. 2003; Jahn and Madden 2008). The result is a dispersion relation as shown 
in Figure 7. From the linear initial slope of the dispersion curve a high-frequency longitudinal 
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mode velocity can be obtained. This velocity is often somewhat larger than the sound velocity 
of the melt since at high frequencies the relaxation times are short and thus the solid-like elastic 
response of the melt is sampled rather than the viscous response.

The correlation function approach is also applicable to crystals and to the computation of 
phonon dispersion curves. For example, it was used in combination with classical molecular 
dynamics to test the performance of interatomic potentials for α-Al2O3 (Jahn et al. 2006), 
MgO (Aguado et al. 2002; Aguado and Madden 2004) or Li2O (Wilson et al. 2004).
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Figure 6. Total X-ray dynamic structure factor S(Q,ω) of alumina melt. The symbols are experimental data 
from inelastic X-ray scattering (Sinn et al. 2003) and the lines refer to classical MD simulations (Jahn and 
Madden 2007b, 2008).
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velocity vs which is consistent within the error with the experimentally derived dispersion from Sinn et al. 
(2003) shown by the dashed line (modified after Jahn and Madden 2008).
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Infrared absorption spectroscopy

The low frequency dielectric permittivity tensor relates the macroscopic displacement field 
to the macroscopic electric field. For a frequency ω it can be written as (Gonze and Lee 1997) 
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where *
,iiZ ′α  and iuυ

′α  are the Born effective charges and the displacement of atom α in direction 
i for mode ν. These properties are usually computed in the framework of density-functional 
perturbation theory, which was already introduced (see "Excitation methods" section). In a 
first-order approximation, the polarized IR absorption spectra are proportional to the diagonal 
elements of the imaginary part of ( )ijε ω . Isotropic spectra are computed by averaging over 
these three diagonal elements. This approach has been used, e.g., to test different hydrogen 
incorporation mechanisms in nominally anhydrous minerals by comparing experimental and 
theoretical IR absorption spectra (Blanchard et al. 2009; Balan et al. 2011b, 2013; Jahn et 
al. 2013). Other theoretical studies of IR spectra using B3LYP hybrid exchange-correlation 
functionals were performed, e.g., for calcite (Prencipe et al. 2004), forsterite (Noel et al. 2006) 
or garnet solid solutions (De La Pierre et al. 2013). Predicted infrared absorption coefficients 
of OH in minerals (Balan et al. 2008b, 2011b) show trends similar to experimental calibrations 
(Libowitzky and Rossman 1997; Koch-Müller and Rhede 2010) but are systematically too 
large. Giacomazzi et al. (2009) derived IR spectra for vitreous SiO2 and found only a poor 
sensitivity of this spectroscopy to the medium range order of the network structure.

To illustrate the power of DFT calculations to support the interpretation of experimental 
IR spectra, we return to the example of the 3.65 Å phase (Wunder et al. 2012) that was already 
introduced in the section about X-ray diffraction. Due to the very low scattering cross-section 
for X-rays, the hydrogen positions in the crystal structure cannot be constrained from the X-ray 
diffraction experiment, not even from single-crystal refinements (Welch and Wunder 2012). 
However, the experimental IR spectrum of the 3.65 Å phase shows a number of bands in the 
frequency range of the OH stretching vibrations (see Fig. 8). Due to the low symmetry of 
the crystal structure (P21), six crystallographically inequivalent hydrogen positions need to be 
derived. DFT structure optimization followed by the calculation of the low frequency dielectric 
permittivity tensor ( )ijε ω  was performed to test different models for the distribution of hydrogen 
atoms. Initial hydrogen positions were chosen by reference to published structure models of the 
related δ-Al(OH)3 phase. All optimized structures would be virtually indistinguishable by X-ray 
diffraction. However, the vibrational spectrum computed from the lowest energy structure also 
resembles best the measured IR spectrum (see Fig. 8). All main bands are reproduced, including 
the two split peaks above 3350 cm−1. Also, the relative band positions and intensities fit the 
experiment much better than the example spectrum of one of the higher energy (metastable) 
structures shown by a dashed line in Figure 8. Another example demonstrating the predictive 
power of DFT calculations was published by Churakov and Wunder (2004). They studied the 
hydrogen positions in topaz-OH, Al2SiO4(OH)2, and found four different H positions, which 
later was verified experimentally by IR spectroscopy (Watenphul and Wunder 2010).

Measured and computed band positions may vary by up to a few tens of cm−1, which can 
have several reasons. Besides systematic errors of the electronic structure calculations, e.g., 
due to the approximations used for constructing the exchange-correlation functional, one has 
to keep in mind that the calculations are usually performed at zero Kelvin. Some bands show 
a stronger temperature-dependence than others. For instance, the lowest frequency band of the 
experimental spectrum at about 3137 cm−1 shown in Figure 8 shifts to higher frequencies by 
about 50 cm−1 when heating the sample from −190 °C to room temperature while the position 
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of other bands is almost unaffected (Wunder et al. 2012). Another important issue is concerned 
with the shape and the size of the sample. For powder samples with particle sizes smaller than 
the wavelength of the IR radiation (e.g., 2.8 mm for 3600 cm−1 or 40 mm for 250 cm−1), IR 
absorption bands may be shifted significantly compared to the bulk dielectric response or even 
split into several bands depending on the particle shape. This effect arises from a depolarization 
field induced in a particle by the surface polarization charges when the particle is subjected 
to an external electric field. Respective powder spectra have been computed for a number of 
minerals, including kaolinite (Balan et al. 2001; Fourdrin et al. 2009), lizardite (Balan et al. 
2002), gibbsite (Balan et al. 2006), bayerite (Balan et al. 2008a), hematite (Blanchard et al. 
2008), apatite (Balan et al. 2011a) and diaspore (Delattre et al. 2012). A distribution of particle 
size and shape in a powder or anharmonic interactions between phonons are possible reasons 
for a broadening of the IR absorption bands. Some of these effects are discussed in the case of 
apatite (Balan et al. 2011a and references therein).

Going beyond the harmonic approximation, IR spectra may be derived again through a time 
correlation function approach from molecular dynamics trajectories. The frequency-dependent 
Beer-Lambert absorptivity coefficient, α(ω), is proportional to the time Fourier transform of the 
total polarization autocorrelation function (McQuarrie 2000). For a classical system, this may 
be written as (Iftimie and Tuckerman 2005) 

2

0

1
( ) exp( ) ( ) (0) (48)

3 ( ) 2B

dt i t t
cV k Tn

∞
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πω
α ω = − ω ⋅

ε ω π ∫ P P

where V, ε0 and c are the sample volume, the vacuum permittivity and the speed of light. n(ω) 
is the index of refraction and P(t) is the total polarization vector of the simulation cell at time 
t. The IR spectra obtained from classical MD simulations of SiO2 (Wilson et al. 1996; Liang 
et al. 2006) and MgO (Sun et al. 2008; Adebayo et al. 2009) show qualitative agreement with 
experimental data. In the case of vitreous SiO2 (Wilson et al. 1996) it was shown that a simple 

Figure 8. (top) Computed isotropic average of the imaginary part of εij(ω) of two different structure mod-
els and (bottom) IR absorption spectra of the 3.65 Å phase, MgSi(OH)6, measured at a temperature of 
−190  °C, in the frequency range of OH stretching vibrations (modified after Wunder et al. 2012).
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Born-Mayer type potential was not sufficient to produce the correct number of peaks in the IR 
spectra and anion polarization effects have to be accounted for. Car-Parrinello MD simulations 
of liquid water (Iftimie and Tuckerman 2005) predicted IR intensities in very good agreement 
with experiment. However, the ficticious electron mass of this method seemed to have an effect 
on the frequencies. IR spectra of water from ab initio MD were also computed by Habershon et 
al. (2008) and Lee et al. (2008). Anharmonic IR spectra of naphtalene were studied by Pagliai 
et al. (2008).

Raman spectra

Raman spectroscopy is based on inelastic scattering of visible light, which arises from 
the emission or absorption of quantized vibrational modes of the system. This effect leads to a 
frequency shift of the scattered photon. As the momentum of a photon in the visible part of the 
electromagnetic spectrum is very small, the maximum scattering vector Q is also small, i.e., for 
crystals it is close to the Γ point of the Brillouin zone (Ashcroft and Mermin 1976). Since the 
dispersion of the optical modes sampled by Raman scattering is small, it is reasonable to neglect 
any Q-dependence by setting Q = 0. Raman scattering is caused by fluctuations of the polariz-
ability of the sample due to the atomic vibrations. Traditionally, Raman frequencies and intensi-
ties were computed for molecules or small clusters using quantum-chemical models (Kubicki 
2001). Examples of this approach include studies of aluminosilicate (Kubicki and Sykes 1993; 
Tossell 2005b), MgSO4 (Pye and Rudolph 1998, 2001), arsenite and arsenate (Tossell and Zim-
mermann 2008) molecules.

One approach to compute Raman susceptibilities for extended systems involves the evalu-
ation of mixed third order energy derivatives twice with respect to electric field and once with 
respect to atomic displacements. Technically, this can be done by using density functional per-
turbation theory (Lazzari and Mauri 2003; Veithen et al. 2005; Miwa 2011) or by applying 
finite electric fields to a periodic system (Umari and Pasquarello 2002). For crystals, most stud-
ies of Raman frequencies and intensities relied on the density functional perturbation scheme 
(Lazzari and Mauri 2003; Veithen et al. 2005). The intensity of the mode at ων in non-resonant 
Stokes mode is given by 
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υ υ
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where ei and es are the polarization of the incoming and scattered photon, and 
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Here, ijwυ is the nth eigenmode and uij is the displacement of the jth atom in direction i. This 
method has been implemented into a number of DFT codes. Raman spectra of minerals have 
been calculated for SiO2 polymorphs (Lazzari and Mauri 2003), MgSiO3 perovskite and post-
perovskite (Caracas and Cohen 2006), MgAl2O4 spinel (Caracas and Banigan 2009), δ-AlOOH 
(Tsuchiya et al. 2008), α-AlOOH (San Juan-Farfan et al. 2011), Mg2SiO4 forsterite (McKeown 
et al. 2010) and cordierite (Kaindl et al. 2011). The WURM project (Caracas and Bobocioiu 
2011) provides a database of computed physical properties of minerals, which includes 
Raman spectra obtained from density-functional perturbation theory. The finite electric field 
method has been used to study disordered systems and to relate the Raman spectra to the 
network structure in SiO2, GeO2 and B2O3 glasses (Umari and Pasquarello 2005; Giacomazzi 
and Pasquarello 2007; Giacomazzi et al. 2009). Umari et al. (2001) used a finite difference 
scheme for the displacement derivative of the polarizability tensor of α-quartz. The latter was 
calculated by a density-functional linear response approach.



720 Jahn & Kowalski

In a direct but computationally much more expensive way, the Raman cross-section 
can be obtained from the dynamic autocorrelation functions of the polarizability tensor Π(t) 
(Berne and Pecora 1976) 
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where Pk and El are the Cartesian components of the simulation cell dipole moment and electric 
field vectors, and E is the energy. The correlation function approach requires the evaluation 
of Π(t) along a molecular dynamics trajectory, as e.g., implemented in the CPMD package 
(Putrino et al. 2000). The advantages of this direct method are that it is (at least in principle) 
equally applicable to crystals and disordered phases, that it includes anharmonic effects and 
that it can be applied in situ at high pressure and high temperature. However, to obtain a 
reasonably smooth correlation function, the polarizability tensor has to be computed for many 
time steps, which requires substantial computational resources. The feasibility of this ab initio 
approach has been demonstrated in a number of studies, including high pressure ice (Putrino 
and Parrinello 2002) and a naphthalene crystal (Pagliai et al. 2008). In those studies, Raman 
intensities were predicted for different polarization scattering geometries (ISO, VV, and VH) 
after computing separately the isotropic and the anisotropic part of the Raman tensor.

One difficulty in interpreting experimental Raman spectra is the assignment of observed 
bands to individual species. Regarding the Raman frequencies, partial vibrational spectra of 
individual molecules in an aqueous solution or in a melt may be extracted from MD trajectories 
by the projection of particle velocities on (quasi-)normal modes that are considered Raman 
active. The Fourier transformation of the autocorrelation function of these projected velocities 
yields a power spectrum that represents the frequency content of these modes. This approach 
has been used, e.g., in conjunction with classical MD simulations of supercritical water 
(Kalinichev and Heinzinger 1995) and halide melts (Pavlatou et al. 1997) and with ab initio 
MD simulations for SiO2 species in aqueous solutions (Spiekermann et al. 2012a,b) and in 
silicate glasses (Spiekermann et al. 2013). Normal mode projection techniques were also used 
to resolve a long-standing controversy about the origin of a doublet in the neutron scattering 
spectra of amorphous SiO2 (Sarnthein et al. 1997).

A more quantitative assessment of these modes in terms of Raman activity requires an 
estimation of Raman intensities. One approach that avoids the computationally expensive direct 
approach mentioned above is the parameterization of a polarizability model that is combined 
with MD simulation. Bond polarizability models were used in various studies, e.g., of silicate 
glass (Zotov et al. 1999), silica species in aqueous solution (Zotov and Keppler 2000), Mg 
speciation in aqueous fluids (Kapitán et al. 2010), molten salts (Ribeiro et al. 1999; Madden et 
al. 2004; Akdeniz and Madden 2006; Heaton and Madden 2008) or SiO2 polymorphs (Liang 
et al. 2006). The concept of using a bond polarizability model to compute Raman spectra was 
investigated in an ab initio study of vitreous SiO2 (Giacomazzi et al. 2009). Using the same 
structural configurations, very good agreement was achieved between the predictions of an 
optimized bond polarizability model and the spectrum obtained directly from first principles 
calculations. A recent review of parametric models for the calculation of Raman spectra was 
published by Bougeard and Smirnov (2009).
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ELECTRONIC EXCITATION SPECTRA

When computing theoretical spectra representing electronic transitions one is faced with 
two problems. First, an accurate description of the initial and final (excited) electronic states 
is needed to predict the band positions or excitation energies. Second, the band intensities and 
line shapes are related to the probability of electronic transitions, which is usually expressed 
in terms of the transition matrix. The level of electronic structure theory required to make 
reasonable predictions of electronic excitation spectra crucially depends on the relevant 
transitions that are e.g., governed by selection rules. Hartree-Fock or DFT approaches are 
often insufficient to reproduce the experimental electronic excitation energies of minerals and 
therefore more advanced methods have to be applied. In the following, we present a short 
overview on the performance of different methods for modeling various types of electronic 
excitation spectra including optical spectroscopy (UV-vis), X-ray absorption fine structure and 
X-ray Raman spectroscopy (XAFS and XRS), electron energy loss spectroscopy (EELS) and 
X-ray photoelectron spectroscopy (XPS).

UV-vis

Optical spectroscopy is mainly concerned with excitations of valence electrons into the 
lowest unoccupied electronic states. The relevant excitation energies are in the near infrared 
to near ultraviolet frequency range, which also contains the range of visible light. A number 
of processes may contribute to a measured optical absorption spectrum including ligand-metal 
and metal-metal charge transfer, crystal field d-d transitions, color centers or other transitions 
across the band gap of a crystal. In addition, vibrational modes or their overtones may still be 
present in the lower energy part of the spectra. Of special interest in mineralogy are optical 
spectra of transition metal cations, which contain fingerprint information about the cation 
valence and the local cation site symmetry in the crystal structure. 

A first approach to compute such spectra is based on a single-atom multi-electron 
description within the framework of ligand or crystal field theory (Sugano et al. 1970; Cowan 
1981). To compute the multiplet spectra (see e.g., Rossano et al. 2000, for optical spectra of 
Ni2+-bearing compounds), a number of empirical parameters, such as the Racah parameter 
or the crystal-field splitting parameters, need to be supplied. Non-empirical first-principles 
analysis of the electronic excitation spectra is usually based on DFT often coupled with the 
more advanced quantum chemical methods to account for multielectronic effects. DFT alone 
relies on the one-electron approximation, which makes it difficult to estimate the energies 
and intensities of multiplet spectra. Therefore, hybrid methods e.g., based on DFT and the 
configuration interaction (CI) method have been developed and tested (e.g., Watanabe et al. 
2009; Novita and Ogasawara 2012). For example, Watanabe et al. (2009) studied the optical 
properties of Cr3+ in ruby, Cr3+:Al2O3, and alexandrite, Cr3+:BeAl2O4. They first optimized 
the crystal structure around the defect site using planewave DFT and then used the DFT-CI 
hybrid method to compute the multiplet structure and optical absorption spectra using clusters 
of about 60 atoms.

When the electronic band structure of minerals is investigated, a crucial point for any first-
principles calculation is an accurate description of the electronic band gap. The performance 
of Hartree-Fock or DFT approaches is often unsatisfactory in this respect. While the Hartree-
Fock approach significantly overestimates the band gaps of semiconductors (e.g., von Oertzen 
et al. 2005), the Kohn-Sham band gap is often underestimated or even closed, which results 
in predicting metallic character for some semiconducting materials including transition metal 
oxides and silicates (see e.g., Cococcioni and de Gironcoli 2005; Hsu et al. 2011). Generally, 
hybrid functionals improve the band gaps and other properties such as lattice parameters, 
bulk moduli, and heats of formation, which was demonstrated for variety of materials such 
as Si and C, oxides and sulfides (Muscat et al. 2001; Paier et al. 2006a,b). However, a good 
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performance of these hybrid functionals is not guaranteed and there are counter examples 
where standard DFT functionals are to be preferred. For instance, a computational study of 
sulfates showed that while for sphalerite, ZnS, the hybrid functional B3LYP performed better 
than LDA or GGA functionals, the reverse was true for galena, PbS, and pyrite, FeS2 (von 
Oertzen et al. 2005). Paier et al. (2006a,b) have shown that hybrid functionals may provide a 
substantially worse description of the atomization energies compared to standard DFT. They 
also overestimate the band gap of TiO2(110) and bulk Si by as much as ~30% (Ammal and 
Heyden 2010; Jain et al. 2011). 

As already described above, an alternative approach to at least partially correct for the DFT 
band gap problem especially for transition metal oxides and silicates is to use DFT+U (Cococ-
cioni and de Gironcoli 2005; Cococcioni 2010; Hsu et al. 2011). This method is attractive be-
cause it only causes a moderate increase in computational cost and it is possible to derive the U 
parameter from first principles (Cococcioni and de Gironcoli 2005; Cococcioni 2010). Using a 
realistic value of U =4.5 eV in GGA+U calculations for fayalite, Fe2SiO4, Jiang and Guo (2004) 
computed an indirect band gap of about 1.5 eV, whereas GGA without U predicts fayalite to 
be a metal. However, the GGA+U band gap is still considerably lower than the experimental 
one (about 4.2 eV). Even if the absolute excitation energies may not be reproduced in a fully 
satisfactory way for such transition metal oxides, the computed band structures strongly support 
the assignment of observed optical absorption bands to specific electronic transitions. Optical 
absorption spectra can be calculated from the electronic band structure via the computation of 
the complex dielectric tensor ( )ijε ω  (see e.g., Jiang and Guo 2004, for fayalite).

More advanced methods such as TDDFT or the Bethe-Salpeter equation (BSE) approach 
have been used to date mainly for applications in Physics or Chemistry but they are potentially 
very useful for understanding e.g., the optical properties of minerals as they are becoming 
increasingly accessible. Therefore we reference a few recent examples. For instance, the 
improvement in performance of TDDFT in combination with hybrid functionals with respect 
to standard DFT functionals has been shown for many materials, including polyoxometalates 
(Ravelli et al. 2011), Si nanocrystallites (Ramos et al. 2008), Si, GaAs, SiC, C, LiF (Paier 
et al. 2008) and low energy silica clusters (Zwijnenburg et al. 2008). TDDFT itself leads to 
good description of the absorption spectra for many systems. However, it also underperforms 
when compared with the BSE method or even fails on some occasions. Because of the reduced 
electron-hole attraction it underperforms comparing with BSE for Si nanocrystallites (Ramos et 
al. 2008) and although it performs well in describing the localized excitations in silica clusters, 
bulk silicon and solid argon (Sottile et al. 2007; Zwijnenburg et al. 2008), it fails for charge-
transfer excitations (Zwijnenburg et al. 2008).

The currently most accurate and reliable method to calculate the UV and optical absorption 
spectra is the Bethe-Salpeter equation (BSE). This method represents the final stage of a chain of 
three computational steps: (1) Kohn-Sham calculations of ground state charge density, (2) GW 
calculation of electron self-energy and removal energies and (3) BSE calculations of electron-
hole interaction. The perfect agreement of computed absorption spectra with the experiment 
has been shown for many materials including TiO2 (Kang and Hybertsen 2010), solid Ne and 
Ar (Galamic-Mulaomerovic and Patterson 2005; Sottile et al. 2007), silicon nanocrystallites 
passivated with hydrogen (Ramos et al. 2008), and solid silicon (Sottile et al. 2007). A set of 
promising calculations of simple H and Si bearing molecules and 1 nm Si cluster are presented 
in Rocca et al. (2010). It has been shown that the GW correction itself reproduces the results of 
photoemission and inverse photoemission experiments on copper (Marini et al. 2002b) and that 
the GW quasiparticle corrections result in good agreement of the computed optical spectrum, 
electron energy loss spectrum and reflectivity of silver with experimental spectra (Marini et al. 
2002a). An extensive review on performance of GW, BSE and TDDFT methods is given by 
Onida et al. (2002).
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We illustrate the performance of the outlined methods for prediction of the optical spectra 
for the case of bulk silicon. In Table 1, we present the values for the band gap computed by Jain 
et al. (2011) using Hartree-Fock, DFT, hybrid functionals, GW and GW-BSE approximations. 
One can immediately see the improvements of all of the methods over Hartree-Fock, which 
highly overestimates the band gap, and over DFT, which predicts a band gap that is too narrow. 
Although hybrid functionals give larger band gaps than standard DFT, they overestimate 
the experimental value by the same amount standard DFT underestimates it. The GW and 
GW-BSE methods predict band gaps consistent with the experimental value. In Figure 9 we 
present the optical absorption spectra computed for bulk silicon using DFT, TDDFT, GW and 
GW-BSE methods. DFT underestimates the absorption energies and the absorption bands are 
shifted to lower energies by about 0.5 eV. The TDDFT method in the adiabatic LDA (ALDA) 
approximation gives a result that is very similar to DFT, although Sharma et al. (2011) have 
shown that a good match to the experiment could be achieved with a modified exchange-
correlation kernel. The GW method reproduces the peak positions reasonably well, but the 
absorption strengths are inconsistent with experiment. The best agreement with experiment, 
both regarding band position and intensities, are obtained with the BSE method.

XAFS and XRS

X-ray absorption fine structure (XAFS) spectroscopy measures the fine structure close to 
an X-ray absorption edge. The principal process at the edge is the excitation of a core electron 
to an unoccupied higher energy state by a photon. The fine structure of the absorption spectrum 
close to an edge provides site-specific information about the atomic and electronic structure 
close to the absorbing atom. The X-ray absorption near edge structure (XANES, up to about 
50 eV above the edge) is most sensitive to the valence state and the chemical bonding whereas 
the extended X-ray absorption spectroscopy (EXAFS, above 50 eV from the edge) provides 
mainly information about the local atomic environment, which includes the mean distance to 
and the number of neighboring atoms. X-ray Raman scattering (XRS) spectroscopy is a related 
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Figure 9. Silicon absorption spectrum, Im(ε(ω)), computed using standard DFT-PBE (thin solid line), 
TDDFT-ALDA (dotted line), GW (dashed line), and GW-BSE (thick solid line). The synthetic spectra were 
computed with Yambo code (www.yambo-code.org, Marini et al. (2009)). The points represent the experi-
mental data of Lautenschlager et al. (1987).
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method that samples the same type of electronic excitation based on non-resonant inelastic 
scattering of X-rays. As XRS can always be performed with hard X-rays it is especially suited 
for measuring low-energy core electron absorption edges of light elements for samples that 
cannot be studied in ultrahigh vacuum.

A quantitative interpretation of XAFS or XRS spectra, especially close to the absorption 
edge, often requires advanced theoretical modeling. The best suited method in a specific case 
depends on the type of absorption edge, the absorbing atom and the excitation energy relative 
to the edge. One crucial point is whether the final state after excitation of a core electron is 
localized or not. If the final state is non-localized, e.g., at the K-edge after a transition from a 1s 
to a non-occupied p-state, the X-ray absorption process is well described by a single-electron 
multi-atomic approach since the photoelectron spatially extends far from the absorbing atom and 
multielectronic interactions can be considered to be small. In these cases, DFT-based methods 
may be applied. On the contrary, the absorption spectra involving strongly localized final states, 
e.g., at the L2,3-edges of transition metal materials, are dominated by multi-electronic processes 
and theories going beyond the independent-particle approximation are required.

Among the available single-electron codes, a first group is based on real space multiple 
scattering theory (e.g., FEFF; Rehr and Albers 2000), which is computationally efficient through 
the use of the “muffin-tin” approximation for representing the scattering potential (Ashcroft 
and Mermin 1976). Real space calculations are made for atomic clusters centered around 
the absorbing atom. The muffin-tin potential is composed of a spherical scattering potential 
centered at each atom and a constant potential in the interstitial region. This method works 
well especially in the EXAFS region where due to the large kinetic energy of the photoelectron 
scattering occurs mainly close to the nuclei and the spherical potential is a good approximation. 
The applicability of the muffin-tin approach to compute XANES spectra depends on the specific 
material. Such calculations have been successfully used in a number of studies to investigate 
the effect of different coordination environments on the expected XANES at the K-edges of, 
e.g., Cr in model compounds with different valence state (Farges 2009), Ti in zircon (Tailby et 
al. 2011) or Zr in aqueous fluids (Wilke et al. 2012). The FDMNES code (Joly 2001) can go 
beyond the muffin-tin approximation. In this case, the Schrödinger equation is solved by the 
finite difference method within the local density approximation. 

Other DFT-based real space codes employ Gaussian-type orbitals. As an example, the 
experimental and computed XRS spectra of the oxygen K-edge of water from ambient to 
supercritical conditions are shown in Figure 10 (Sahle et al. 2013). The calculations were 
performed using the ERKALE code (Lehtola et al. 2012), which computes XAFS and XRS 
spectra based on the Slater transition state approximation (see paragraph on ∆SCF methods). 
The input structures were produced by ab initio MD simulations using a GGA exchange-
correlation functional. While the agreement between experiment and simulation is rather good 
at elevated pressure and temperature, the computed spectrum at ambient conditions is somewhat 
less featured than the experimental one. This reflects the known difficulties of DFT-GGA to 
predict the properties of liquid water accurately (Jonchiere et al. 2011). Another reason for the 
observed difference in the spectra may be related to the single-electron approximation in the 
calculation of the XRS spectra. Nevertheless, the relative spectral changes with pressure and 
temperature are well reproduced in the calculations, which provide confidence that the relevant 
structural changes between ambient and supercritical water are captured by the simulations. 
The direct access to the atomic structure sampled during the MD simulations allows a detailed 
structural analysis and to draw conclusions on the behavior of water under extreme conditions 
(Sahle et al. 2013), which would not be possible using the spectral information alone.

Another single-electron approach to compute XAFS or XRS spectra of periodic systems 
relies on a band structure description in reciprocal space. Usually, such calculations are based 
on DFT using planewave-related or Gaussian-type basis sets and either an all electron method 
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(Schwarz et al. 2002) or pseudopotentials (Taillefumier et al. 2002; Cabaret et al. 2005; Gao 
et al. 2009; Gougoussis et al. 2009). The interaction between the core hole and the excited 
electron is approximated by removing an electron from the core level of interest and adding it 
to the conduction band. Interactions between periodic "core-holes" are minimized by using a 
supercell approach, i.e., by treating the excited atom as a defect. In the case of pseudopotential 
calculations, the all electron wavefunctions of the final state may be reconstructed using the 
PAW method (Blöchl 1994). Periodic DFT calculations have been performed to predict the 
K-edge spectra of various elements in minerals or glasses. The agreement of the computed 
spectra compared to experiment is found to be excellent in some cases and only fair in others. 
For instance, the O and Si K-edges of quartz are very well reproduced while the C K-edge 
of diamond is significantly different, especially at low energies (Taillefumier et al. 2002). 
Calculations of the Mg K-edge spectra of minerals and silicate glasses, the structure of the 
latter sampled by MD simulations, helped to constrain the atomic environment of Mg in the 
glasses (Trcera et al. 2009, 2011). Thermal effects on the K-edge spectra of Al and Ti in 
minerals were studied by Brouder et al. (2010) and Manuel et al. (2012).

In a number of other studies, measured K-edge XANES spectra representing the structural 
environment of defect sites in minerals were complemented by first-principles calculations, 
e.g., for Ti, Cr and Fe in corundum, α-Al2O3 (Gaudry et al. 2005), Cr in emerald, Be3Si6Al2O16 
(Gaudry et al. 2007), Cr in spinel, MgAl2O4 (Juhin et al. 2007), and Cr in pyrope garnet, 
Mg3Al2(SiO4)3 (Juhin et al. 2008b). Juhin et al. (2008a) and Cabaret et al. (2010) focused on 
the K pre-edge structure of transition metal ions. From these investigations it was concluded 
that DFT-based single-electron calculations generally capture the essential features of the 
K-edges and pre-edges of 3d elements, which allows the interpretation of such spectra in 
terms of monoelectronic transitions. However, the observed differences point to some of the 
limitations of the DFT-approach. According to Cabaret et al. (2010) the main drawbacks are 
the insufficient account for the core-hole interaction and for the 3d electron-electron repulsion. 
For illustration, experimental and computed vanadium K-edge spectra of V3+-bearing 
grossular garnet, Ca3Al2(SiO4)3, by Bordage et al. (2010) are shown in Figure 11. Analysis 
of the computed spectra allowed an assignment of the pre-edge features shown in Figure 11b 
to electric quadrupole transitions only. Further, the magnitude of the 3d crystal field splitting 
derived from the DFT calculations was found to be in good agreement with values from optical 
spectroscopy (Bordage et al. 2010).
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Figure 10. Spectra of the oxygen K-edge of water at room temperature and pressure, close to the critical 
point and at P-T conditions beyond the critical point. (a) Experimental and (b) calculated spectra (modified 
after Sahle et al. 2013).
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Single-atom multi-electron approaches such as multiplet calculations (de  Groot 2005) 
usually lead to a better description of the pre-edge region. Crystal field effects are considered 
on a semi-empirical basis or, more recently, using an ab initio configuration-interaction method 
(Ikeda et al. 2009). For instance in the case of Cr-doped spinel the angular dependence of the Cr K 
pre-edge showed much better agreement with experiment when multiplets were used instead of 
single-particle DFT (Juhin et al. 2008a). Multiplet calculations of the L2,3-edges of 3d transition 
metals and of zirconium oxide were performed by Ikeno et al. (2011, 2013). However, non-local 
transitions cannot be accounted for in a single-atom approach, which restricts these calculations 
to the pre-edge region. Hence, single-electron multi-atomic and multi-electron single-atom 
techniques are complementary but each of them has some limitations. More advanced methods 
that are multi-atomic and multi-electronic are computationally much more expensive but they 
are increasingly becoming feasible. Experimental L2,3-edge spectra of transition metals have 
been successfully reproduced using the Bethe-Salpeter equation (BSE) (Laskowski and Blaha 
2010; Vinson and Rehr 2012). TDDFT implementations (e.g., Ankudinov et al. 2003; Bunau 
and Joly 2012a,b) are computationally more efficient and cure some of the problems of DFT 
but for a number of L2,3-edges of transition metals the BSE approach performed much better 
(Vinson and Rehr 2012). Another method that combines multiple scattering and multiplet 
approaches is the multi-channel multiple scattering theory, that was used, e.g., to calculate the 
L2,3-edge spectra of Ca in CaO and CaF2 (Krüger and Natoli 2004).

EELS and ELNES

Formally, electron energy loss spectroscopy (EELS) and specifically the measurement of 
the electron energy loss near edge structure (ELNES) samples a physical process similar to 
the XAFS or XRS methods described in the previous section, i.e., the excitation of an inner-
shell electron and the interaction of the excited electron with surrounding nuclei and other 
electrons. The apparent difference is that electrons instead of X-rays are used to excite the 
inner shell electron. While the different interaction cross-sections lead to different constraints 
for the applicability of these types of spectroscopy, the theoretical treatment is very similar 
between these different methods. In both cases the excited electron probes the same unoccupied 
electronic states. As for XAFS/XRS, a number of computational studies have been performed 
to interpret experimental measurements. Dadsetani et al. (2010) computed the ELNES spectra 
of carbon allotropes, including graphite and diamond. They used the ∆SCF method for the 

Figure 11. (a) Comparison of experimental and computed vanadium K-edge spectra of a V3+-bearing gros-
sular garnet single crystal. (b) Zoom into the pre-edge region of the same spectra. Full and dashed lines 
refer to different orientations αrot of the crystal with respect to the polarization and the direction of the 
incident X-ray beam (modified after Bordage et al. 2010).
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description of the core-hole interaction and achieved good agreement with the experimental 
spectra. A similar method was used by Tanaka et al. (2002) and Mizoguchi et al. (2004) to 
compute ELNES spectra of selected wide-gaps materials by using the linear combination of 
atomic orbitals (LCAO) method. Pippel et al. (2000) used DFT calculations of ELNES to 
interpret the measured ELNES features of Si-C-O glasses. They found that O-Si-C bonds are 
formed in the glass in addition to SiO2 and SiC species. The Si K- and L2,3-edge and O K-edge 
features of quartz were interpreted in terms of projected densities of states from band structure 
calculations (Garvie et al. 2000). The comparison of computed ELNES of ZnO nanocrystals 
with different vacancy concentration with the experimental spectra provided information of the 
structure of the surface (Dileep et al. 2011). Comparing computed and measured EELS spectra 
of TiO2, Vast et al. (2002) characterized excitations from the Ti 3p core levels to 3d states. The 
DFT-based and measured EELS spectra were used to determine the dielectric function of the 
skutterudite-related thermoelectric materials CoP3, CoAs3 and CoSb3 (Prytz et al. 2006), and 
to interpreted the measured EELS spectra of ZrO2 (Dash et al. 2004). An application of the all-
electron GW approximation to derive the EELS of silicon can be found in Arnaud et al. (2005). 
The authors show that a good description of the electron-hole coupling is essential to obtain 
the correct EELS line shape of this small gap semiconductor. Suenaga and Koshino (2010) 
successfully applied the DFT and transition state methods for estimating the threshold energy of 
the carbon K-edge in graphene. EELS and XAFS spectra can be computed using the multiplet 
CTM4XAS code (Stavitski and de Groot 2010). Theoretical ELNES calculations using one-
particle and multi-particle methods were reviewed recently by Mizoguchi et al. (2010).

XPS

X-ray photoelectron spectroscopy (XPS) measures the kinetic energy and the number 
of electrons escaping a material after exposing it to a beam of X-rays. The method is used 
to quantify the chemical composition, electronic states or the character of chemical bonding 
of elements in a material. It is especially sensitive to surfaces as the electrons measured by 
XPS originate from 1 to 10 nm depth inside the material. Therefore, the method is mainly 
used in surface science, e.g., to analyze the surface structure of adsorbed species, but it also 
provides information about the local atomic environment in minerals and glasses. From the 
experimental spectra, the electron binding energy can be extracted using the following relation 

( ) (53)binding ph kinE E E= − + φ

where Eph and Ekin are the energy of the photon and the kinetic energy of the photoelectron 
measured with a detector. φ is the work function that depends on the Fermi levels of the 
sample and on the detector. In a series of investigations, Zakaznova-Herzog et al. (2005, 
2006, 2008) studied experimental and theoretical valence-band XPS spectra of silicates. The 
calculations were performed using DFT pseudopotential calculations and a GGA exchange-
correlation functional using the SIESTA code (Artacho et al. 2008). The XPS spectra were 
calculated from the theoretical projected density of states of the individual atoms weighted 
by the corresponding theoretical atomic cross-sections. Generally, the agreement between 
experimental and theoretical spectra was found to be rather good with some deviations for 
the Fe-bearing silicates. Differences in the XPS spectra of the studied minerals were related 
to the different degree of SiO4 polymerization. The existence of H-bearing surface complexes 
during leaching of olivine and pyroxenes suggested from experimental results was supported 
by calculations of XPS spectra for forsterite with an Mg atom substituted by two H atoms 
(Zakaznova-Herzog et al. 2008). Recently, the effect of thermal vibrations on the line width 
of XPS spectra of silicates was investigated by combining electronic excitation methods with 
ab initio molecular dynamics simulations (Bancroft et al. 2009). An investigation of the O 1s 
core level shifts between an H2O molecule, Zn oxo compounds, ZnO surfaces and ZnO bulk 
using wavefunction based methods and the ∆SCF approach lead to excellent agreement with 
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experimental data. The results indicate that hydroxylation stabilizes the polar O-terminated 
ZnO (0001) surface (Kotsis and Staemmler 2006). Takahashi et al. (2008) computed the 3s 
and 1s spin-resolved XPS spectra of ferromagnetic iron by using a core-hole potential and 
obtained good agreement with the experimental spectra. Lizárraga et al. (2011) studied changes 
in the XPS spectra of crystalline and amorphous Al2O3 using DFT methods and concluded that 
the Al 2p spectra do not resolve well the differences in the chemical environment of Al3+ due 
to the strong ionicity of the Al-O bond. In another study, Guittet et al. (2001) derived ionic 
charges on Si, Zr and O in zircon, ZrSiO4, from a Voronoi analysis of the DFT-derived charge 
density and compared to the respective ionic charges in the oxides SiO2 and ZrO2. The analysis 
showed that Zr becomes more ionic and Si more covalent in the mixed oxide, which was 
related to the observed changes in the experimental XPS spectra.

SPECTROSCOPY RELATED TO NUCLEAR EXCITATIONS

NMR

Nuclear magnetic resonance (NMR) spectroscopy is a powerful technique to sample the 
structure and dynamics of matter on the atomic scale. It probes the energy differences between 
allowed spin states of the atomic nuclei in the presence of an external magnetic field. The exact 
resonance frequency for the transition between spin states depends on the local electronic 
environment of the nucleus, which partially shields the external magnetic field.

The fundamental property to derive chemical shifts from a theoretical point of view is the 
magnetic shielding tensor σ which is formally computed as the second energy derivate with 
respect to the external magnetic field B and the magnetic moment of the nucleus µI 
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The chemical shift tensor is then simply given by the difference between the shielding tensors 
of the sample and a reference compound. Instead of presenting the full chemical shift tensor 
δ, the contributions of individual nuclei to the full NMR signal is expressed in terms of the 
isotropic chemical shift 

δ σ σiso iso reference isoTr= [ ] = −
1

3
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and two other parameters, e.g., the chemical shift anisotropy CSA zz iso∆ = σ −σ  and the asymmetry 
parameter CSA yy xx CSAη = (σ − σ ) / ∆ . This definition uses the Haeberlen convention (Haeberlen 
1976) zz iso xx iso yy iso| σ − σ |≥| σ − σ |≥| σ − σ |.

For quadrupolar nuclei (with spin >1/2) the NMR signal is influenced by nuclear quadrupole 
coupling, whose parameters can be expressed in terms of the principle components Vxx, Vyy 
and Vzz of the electric field gradient (EFG) tensor. With the convention Vzz>Vyy>Vxx, 
the quadrupolar coupling constant and the asymmetry parameter are defined as 
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where e is the electron charge, h is Planck’s constant and Q is the nuclear electric quadrupole 
moment. Finally, the quadrupolar product is defined as 
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Another parameter that is important for the understanding and assignment of NMR 
spectra is the indirect nuclear spin-spin coupling constant JAB. It is defined as the mixed second 
derivative of the energy with respect to the involved nuclear spins IA and IB (Gauss 2000) 
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Different methods to calculate these coupling constants are assessed and discussed in a recent 
review by Krivdin and Contreras (2007).

Since the most important contributions to the shielding originate from the nearest and 
next nearest neighbor atoms and for reasons of accuracy and computational efficiency, the 
theoretical prediction of NMR parameters had traditionally been based on molecules or 
atomic clusters representing the solid state. Technically, one has to deal with the gauge-
dependence problem, which is related to the choice of origin for the vector potential of the 
external magnetic field. For molecular systems, several schemes of distributed sets of gauge 
origins have been proposed. The “individual gauge for localized orbitals” (IGLO) and the 
“localized orbital/localized origin” (LORG) methods are based on molecular orbitals, while 
the popular “gauge including atomic orbitals” (GIAO) method is based on atomic orbitals 
(for more details, see e.g., Gauss 2000; Tossell 2001). For heavy elements, relativistic effects 
have to be considered (Autschbach and Zheng 2009). Quantum-chemical computations of 
important NMR parameters, such as chemical shifts, spin-spin coupling constants or electric 
field gradients, are now widely used (see e.g., recent reviews and text books by Tossell 2001; 
Kaupp et al. 2004; Casabianca and de Dios 2008; Bühl and van Mourik 2011). 

Computations of NMR parameters of molecules or clusters were reviewed in an earlier 
volume of this journal (Tossell 2001). More recent studies in the field of geomaterials include 
calculations of 17O NMR shielding of clusters representing alkaline earth oxides and silicates 
(Tossell 2004), aluminosilicate glasses (Kubicki and Toplis 2002; Kubicki and Sykes 2004; 
Tossell and Horbach 2005; Lee and Stebbins 2006), aluminosilicates during dissolution 
(Criscenti et al. 2005) as well as 11B and 13C chemical shifts of boric, carbonic and silicic 
acid molecules (Tossell 2005a,b). Most of these studies were performed using the program 
GAUSSIAN (Frisch et al. 2004) but there are also a number of other quantum chemistry codes 
that are able to compute NMR parameters.

As mentioned above, periodic systems such as crystals or glasses have been approximated 
by molecular clusters to allow the application of gas phase methods to approximate NMR 
parameters. However, convergence with respect to basis sets and cluster size is not easy to 
achieve and computationally expensive. The problem of calculating NMR parameters for a 
periodic system with periodic boundary conditions was first solved by Mauri et al. (1996) 
by introducing a modulated magnetic field. The response to a uniform magnetic field, which 
represents the experimental situation, is obtained as the long wavelength limit of the periodic 
field. An alternative approach was suggested by Sebastiani and Parrinello (2001), which 
is based on localized Wannier orbitals. Conceptually, this method is similar to the IGLO 
method for molecules described above. It uses norm-conserving pseudopotentials and was 
implemented into the DFT planewave code CPMD (Marx and Hutter 2000). 

The currently most popular technique for periodic NMR calculations is the gauge-
included projector augmented wave (GIPAW) method that was introduced by Pickard and 
Mauri (2001). It is an adoption of the PAW method (Blöchl 1994) considering the translational 
invariance of the magnetic field and allows the computation of NMR parameters within a 
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planewave pseudopotential approach with the accuracy of an all-electron method. The latter 
is important since the NMR parameters are also very sensitive to core electrons. While the 
original GIPAW method was developed for the use of norm-conserving pseudopotentials, an 
extension to computationally cheaper ultrasoft pseudopotentials was suggested recently by 
Yates et al. (2007). The GIPAW method is now implemented in the CASTEP (Clark et al. 
2005) and Quantum ESPRESSO (Giannozzi et al. 2009) codes. A method to calculate NMR 
J-coupling constants for periodic systems using PAW and density-functional perturbation 
theory was presented by Joyce et al. (2007). Recent advances in the computation of NMR 
parameters of solids using the PAW/GIPAW approach were reviewed by Charpentier (2011) 
and Bonhomme et al. (2012). The performance of different DFT functionals for the calculation 
of NMR chemical shifts using the all-electron augmented planewave method was discussed 
recently by Laskowski et al. (2013).

Since the introduction of periodic NMR calculations, a number of studies were concerned 
with the computation of NMR parameters for oxide and silicate crystals and glasses. 
Computed 29Si NMR spectra of solid, liquid and glassy ZrSiO4 provided new insights into the 
local structure of metamict zircons (Balan et al. 2003; Farnan et al. 2003). 17O, 29Si and 27Al 
isotropic chemical shifts as well as 17O and 27Al quadrupolar coupling constant and asymmetry 
parameters of the three SiAl2O5 polymorphs were computed by Gervais et al. (2004). The 
predicted NMR parameters were found to be in good agreement with available experimental 
and previous computational data from cluster and all electron calculations. NMR parameters 
of sodium silicate crystals and glasses were computed by Charpentier et al. (2004). In that 
study, the glass structure was sampled by snapshots from Car-Parrinello molecular dynamics 
simulations. A similar approach was used to study the 11B chemical shifts in vitreous B2O3 and 
correlate them to B-O-B bond angles (Umari and Pasquarello 2005).

A DFT-PBE study of 17O NMR parameters of Mg and Ca oxides and Ca aluminosilicates 
showed that the partially covalent Ca-O bond has a large impact on the O chemical shifts 
(Profeta et al. 2004). The authors also showed that the PBE functional overestimates the Ca-O 
covalence and introduced a simple and transferable modification of the Ca pseudopotential to 
correct for this deficiency. This modified Ca pseudopotential was used in subsequent studies 
with very good results (Benoit et al. 2005; Pedone et al. 2010). Having computed the different 
NMR parameters defined at the beginning of this section it is possible to construct 2D-NMR 
spectra (e.g., the 17O NMR 3QMAS spectra) and to support the interpretation of respective 
experimental spectra (Charpentier et al. 2004; Gervais et al. 2004; Benoit et al. 2005). 
Multinuclear NMR spectra of CaSiO3 glass were derived by combining GIPAW calculations 
of the electric field gradients and the chemical shift tensors by Pedone et al. (2010), who also 
introduced an analysis code called fpNMR.

The effect of temperature on the NMR chemical shifts of MgO crystals was studied by 
Rossano et al. (2005) who used lattice dynamics in the quasiharmonic approximation and 
a quantum statistical averaging of normal mode populations. A different approach to treat 
dynamical effects including anharmonicity was chosen by Robinson and Haynes (2010) who 
calculated and averaged chemical shifts of an L-alanine molecular crystal for a number of 
configurations from classical and ab initio MD simulations. In a combined experimental and 
computational study, all oxygen species of different MgSiO3 enstatite polymorphs could be 
assigned in 17O high resolution triple-quantum magic angle spinning NMR spectra (Ashbrook 
et al. 2007). The quantitative predictions from the GIPAW calculations suggested somewhat 
different assignments than previous ones based on empirical experimental correlations. The 
43Ca quadrupolar and chemical shift tensors for different CaCO3 polymorphs were measured 
and computed by Bryce et al. (2008). The surface structure of hydroxyapatite was investigated 
by NMR spectroscopy and first principles calculations of 31P, 1H and 17O shielding tensors by 
Chappell et al. (2008). Using NMR spectroscopy and the full potential linear augmented plane 
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wave (FP-LAPW) method, Zhou et al. (2009) attempted to resolve two different Al sites in 
kaolinite. Sadoc et al. (2011) measured 17F isotropic chemical shifts of fluorides and computed 
the respective isotropic chemical shielding using the GIPAW approach. From the correlation 
of the experimental and computed NMR parameters, predictions of 19F NMR spectra of 
crystalline compounds could be made.

Finally, it should be mentioned that the computation of electron paramagnetic resonance 
(EPR) g tensors follows a similar route. A theory to predict EPR tensors of spin 1/2 centers in 
the framework of the GIPAW method is outlined in Pickard and Mauri (2002).

Mössbauer spectroscopy

Mössbauer spectroscopy is based on the Mössbauer effect, which describes the recoil-free 
absorption and emission of γ-rays by an atomic nucleus bound in a solid (Bancroft 1973). The 
chemical environment of the nucleus causes a very small shift in the nuclear transition energy 
and this shift is measured experimentally by using the Doppler effect. Three types of energy 
shifts are observed: (1) isomer shift, (2) quadrupole splitting and (3) hyperfine splitting.

A molecular orbital approach to compute Mössbauer parameters for molecules and 
clusters, the spin-polarized self-consistent-charge Xα method, was proposed by Grodzicki 
(1980) and Grodzicki et al. (1987). It has been applied to minerals by representing the crystal 
by a cluster of about 100 to 150 atoms around the Mössbauer nucleus. Electric field gradient 
tensors and isomer shifts were computed, e.g., for chlorites (Lougear et al. 2000), fayalite 
(Lottermoser et al. 2002), crysoberyl and sinhalite (Lottermoser et al. 2011). For solids treated 
in periodic boundary conditions, the full potential linearized augmented plane wave (LAPW) 
approach is considered the most accurate. Using this method as implemented in the Wien2k 
code (Schwarz et al. 2002), the effect of the electronic spin state of iron on the Mössbauer 
quadrupole splitting in (Mg,Fe)SiO3 perovskite was investigated by Bengtson et al. (2009).

More efficiently and yet with sufficient accuracy, quadrupole couplings and isomer shifts 
may be computed using a scheme based on DFT and the PAW formalism (Zwanziger 2009). 
The quadrupole splitting is derived from the calculation of the electric field gradient, which 
couples to the nuclear electric quadrupole moment. The isomer shift is related to the electronic 
wavefunction density at the nuclear site of the absorber and the source. For benchmarking 
the DFT-PAW approach, Zwanziger (2009) computed 119Sn, 73Ge and 67Zn valence electron 
densities and showed a linear correlation to measured isomer shifts for different structures. 
In the case of 67Zn, the isomer shifts were corrected for the second-order Doppler shifts and 
in addition Lamb-Mössbauer factors were derived. For ZnO at ambient pressure, the relative 
difference between the experimental and the computed electric field gradient is in the order of 
15 %. The pressure dependence of the Mössbauer parameters showed much larger differences, 
which was explained by an extreme sensitivity of the bonding to local structural changes in 
this compound.

CONCLUDING REMARKS

Theoretical and computational spectroscopy is expanding quickly and therefore it is 
impossible to even make an attempt to include all new developments in this field in such a review. 
Neither were we able to make an exhaustive list of references that includes all case studies in the 
field of geomaterials. We hope to have transported some ideas on how to approach spectroscopic 
and other characterization methods from a computational point of view. It is important to keep in 
mind the possibility to use different methods for computing theoretical spectra of crystals, melts 
or fluids, at low or high pressures and temperatures, with different computational efficiency. 
There may also be different implementations for computing a particular material property in 
different codes but eventually calculations on the same level of theory (e.g., DFT with the same 
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exchange-correlation functional) should be consistent with each other. Many codes come with a 
useful manual or a tutorial that can facilitate to start the first calculations (see e.g., www.abinit.
org; www.quantum-espresso.org). A list of available molecular modeling codes can be found, 
e.g., on electronicstructure.org or www.psi-k.org/codes.shtml. As many of these codes can be 
executed even on a single desktop PC, the simulation methods introduced in this chapter may 
soon become an everyday tool for experimentalists. We hope that this review will encourage 
experimental groups to use state-of-the-art molecular modeling as a complementary technique 
to shed light on their measured data.
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INTRODUCTION

Synchrotron sources provide X-radiation with high energy and high brilliance that are 
well suited for high-pressure (HP) research. Powerful micron-sized sampling probes of high 
energy radiation have been widely used to interact with minute samples through the walls 
of pressure vessels, to investigate material properties in situ under HP. Since the late 1970s, 
HP synchrotron research has become a fast growing field. Of mineralogical interests are the 
abilities for studying structure, elasticity, phase stability/transition, and transport properties of 
minerals and melts at pressure-temperature conditions corresponding to the deep Earth. 

The most commonly used HP apparatus are the diamond anvil cell (DAC), the large 
volume press (LVP), and the shock wave devices. The DAC is capable of generating pressures 
beyond 4 megabar (1 megabar = 100 GPa) but is limited to small samples, typically less than 
10 microns in linear dimensions at the highest pressures. The pressure-temperature (P-T) range 
accessible in the DAC exceeds conditions corresponding the center of the Earth. The LVP is 
capable of modest pressures (currently less than 100 GPa), but the large sample volume permits 
a wider variety of bulk physical properties to be measured. The P-T range accessible in the 
LVP corresponds to those in the Earth’s lower mantle. In shock wave experiments, the sample 
is subjected to high pressures and temperatures by dynamic processes. Multi-megabar to tera-
pascal (TPa) pressures may be generated but for short durations from nano- to femto-seconds 
(10−9-10−15 s). 

In this chapter, we begin with synchrotron techniques that are important for HP research, 
followed by a review of high pressure apparatus and their integration with synchrotron X-ray 
techniques. We refer readers to the following review articles related to HP synchrotron 
techniques (Chen et al. 2005; Duffy 2005; Hemley et al. 2005; Wang et al. 2002b). 
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SYNCHROTRON TECHNIQUES APPLICABLE  
TO HIGH-PRESSURE RESEARCH

Synchrotron radiation

Synchrotron radiation is produced by free relativistic electrons moving along curved 
trajectories in a magnetic field. Research using synchrotron radiation began at storage rings 
designed and operated for high energy physics. At these so-called first generation synchrotron 
sources, the use of synchrotron radiation was of secondary importance and X-ray stations were 
operated parasitically. Starting in the mid-1970s, second-generation synchrotron facilities were 
designed and built to serve as dedicated X-radiation sources (e.g., Hartman 1982). In the late-
1980s, insertion device based sources (the third generation) were built and began their operation 
in the early 1990s (Mills 2002). Great efforts have been made to take advantages of the unique 
characteristics of synchrotron radiation for HP research, including: 1) high intensity in a broad 
energy spectral range, 2) high brilliance (small angular divergence), 3) tunable energy with the 
use of monochromators, 4) pulsed time structure, 5) coherence, and 6) high polarization of the 
radiation. A number of HP beam-lines have been or are being built in synchrotron facilities 
in the US [the Advanced Light Source (ALS), Stanford Synchrotron Radiation Lightsource 
(SSRL), National Synchrotron Light Source (NSLS), Cornell High Energy Synchrotron Source 
(CHESS), the Advanced Photon Source (APS)], in Europe [European Synchrotron Research 
Facility (ESRF), Soleil, Diamond, Petra-III, MAX-IV], and in the Asia-Pacific [Photon Factory, 
Spring-8, Beijing Synchrotron Research Facility (BSRF), Shanghai Synchrotron Research 
Facility (SSRF), Taiwan Photon Source (TPS), Puhong Light Source (PLS), and the Australia 
Synchrotron (AS)]. The webpage (http://www.lightsources.org) has a comprehensive list of 
synchrotron sites in the world with relevant links for more information.

Synchrotron radiation provides the necessary penetration power to go through the walls of 
pressure vessels. Figure 1 shows transmission of commonly-used wall materials as a function 
of X-ray energy. The high brilliance of synchrotron radiation has made it possible for the 
developments of various HP synchrotron techniques. Continuously tunable wavelength opens 
up new capabilities, in particular in HP X-ray spectroscopy and HP inelastic X-ray scattering 
(Mao et al. 1997; Fiquet et al. 2001; Rueff 2010). The pulsed timing structure, together with 
the high brilliance, allows the study of time dependent phenomena such as phase transition 

Figure 1. X-ray transmission curves of commonly used materials in high pressure devices. Curves from 
left to right correspond to materials in the legend from top to bottom.
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kinetics, chemical reaction processes, transport processes, and meta-stable phases at high 
pressures and high/low temperatures (Jensen et al. 2012; Luo et al. 2012). The polarization of 
synchrotron radiation has been extensively utilized for investigations of magnetic systems at 
high pressure (Haskel et al. 2011; Souza-Neto et al. 2012). While coherence has been used for 
mapping structure and strain in nanometer-scale grains (Pfeifer et al. 2006), HP applications 
are still in its infancy (Le Bolloch et al. 2009; Yang et al. 2013). It should be noted that recently 
constructed synchrotron facilities have achieved a high degree of orbit stability, providing 
highly stable X-ray beams in terms of intensity and position, critical for HP experiments. 

Worldwide there are growing activities in the development of free-electron lasers (FELs) 
(Galayda et al. 2010), such as the Linac Coherent Light Source (LCLS) in the US, the SPring-8 
Compact SACE Source (SCSS) in Japan, and the European X-ray Free-Electron Laser 
(XFEL). These so-called fourth generation sources offer spatially highly coherent, ultra-short 
(~100 fs) pulses with peak brilliance of ~1028-1033 photons/s/mm2/mrad2/0.1%BW. Figure 2 
shows the FEL brilliance compared with those of earlier synchrotrons. In the storage rings of 
synchrotron radiation facilities, the radiated intensity is linearly proportional to the number 
of electrons in the beam, because of the lack of multi-particle coherence. In FELs, however, 
the electron beam is bunched together on the scale of the radiation wavelength, resulting in a 
high degree of multi-particle coherence, significantly enhancing the emission brilliance. The 
spatially coherent high intensity, short pulsed X-ray beams open up many new areas, including 
time-resolved studies of dynamics on sub-ps time scales, structural studies by imaging of 
nano-periodic systems, and probing warm dense matter—a state too dense to be described 
by weakly coupled plasma physics and too hot to be described by condensed matter physics. 
Warm dense matter is expected in the cores of some large planets. Important to HP research, 
significant effort has been made to produce harder X-rays with energies at 16 keV or higher 
in the FEL facilities. For example, an experimental station at LCLS for Matters in Extreme 

Figure 2. X-ray brilliance with orders of magnitude increase with time. Tubes represent X-tubes generally 
used in laboratory, “Rings”: storage rings of synchrotron facilities, “ERLs”: energy recovery LINACS, 
FELs: free electron lasers (Courtesy of M. Rivers).



748 Shen & Wang

Condition has recently become operational since 2012 for warm condensed physics, high 
pressure studies, shock physics, and high energy dense physics. 

High-pressure synchrotron techniques 

High-pressure research has become an important application area for synchrotron 
sources. Many previous technical limitations in capability, precision, and accuracy have been 
removed through optimization of source radiation, optics, sample environment, experimental 
configuration, motion control, automation software, and detectors and analyzers. Among the 
wide array of HP X-ray techniques, structure determination using X-ray diffraction (XRD) 
remains the dominant one, while significant progress has been made in integrating other 
X-ray techniques for HP research, such as X-ray radiography and tomography (Shen et al. 
2002; Wang et al. 2005a; Wang et al. 2012), X-ray spectroscopy (absorption, emission) (Mao 
et al. 1997; Mayanovic et al. 2007b), inelastic X-ray scattering (IXS) (Rueff 2010), and 
nuclear resonant scattering (Cainrs et al. 1976; Lübbers et al. 2000; Sturhahn 2004). New HP 
synchrotron techniques are emerging rapidly, for example in HP nano-imaging techniques 
(full field, scanning, and coherent diffraction) (Le Bolloch et al. 2009; Wang et al. 2012) and 
time resolved HP X-ray techniques (Goncharov 2010; Yoo et al. 2011; Luo et al. 2012). A few 
firsts of HP experiments integrated with synchrotron techniques are listed in Table 1.

HP X-ray diffraction. X-ray diffraction (XRD) has long been the dominant application 
of synchrotron radiation for HP research. Samples in various forms (single crystal, 
polycrystalline, nano-crystals, amorphous/liquid) have been studied in HP XRD for structure 
and/or radial distribution functions, phase transitions (including melting), P-V-T equations of 
state, elasticity, and lattice strain. 

Angular dispersive XRD (ADXRD) using monochromatic radiation and two dimensional 
(2D) detectors has been the primary technique in DAC experiments. Resolution in ADXRD 
is typically at ∆d/d ~ 3×10−3 (e.g., Shen et al. 2008). The resolution in d-spacing can be 
improved by reducing incident beam divergence, lowering X-ray energy, and improving 
angular resolution in detecting systems by, for example, increasing sample-detector distance, 
reducing slit size or effective pixel size, or using an analyzer. High resolution is achieved at 
the cost of throughput; proper approaches need to be planned in advance. Intensity information 
in ADXRD is often used for structure refinement via Rietveld method (Rietveld 1966). 
However, background subtraction for removing intensity contributions from the surrounding 
materials (anvils, gaskets) is not trivial and precautions need to be taken when using Rietveld 

Table 1. Firsts of high-pressure experiments integrated with synchrotron techniques.

Technique Abbr. Reference

HP X-ray diffraction XRD (Buras et al. 1976)

HP X-ray absorption spectroscopy XAS (Ingalls et al. 1978)

HP X-ray emission spectroscopy XES (Rueff et al. 1999)

HP inelastic X-ray scattering (eV) IXS (Schell et al. 1995)

HP inelastic X-ray scattering (meV) IXS (Fiquet et al. 2001)

HP nuclear resonant inelastic X-ray scattering NRIXS (Lübbers et al. 2000)

HP nuclear forward X-ray scattering NFXS (Nasu 1996)

HP X-ray fluorescence spectroscopy XFS (Schmidt and Rickers 2003)

HP X-ray computed micro-tomography CMT (Wang et al. 2005a)
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refinement and interpreting the results from those analyses. Recently, there has been a 
growing effort in measuring pair distribution functions (PDF) of amorphous/liquid materials 
at HP where background subtraction has been critically tested (Eggert et al. 2002; Shen et al. 
2003; Chapman et al. 2010; Soignard et al. 2010). The developed methods for background 
subtraction can be also applied to Rietveld refinement on crystalline samples. In HP ADXRD, 
typical X-ray energy is around 15-45 keV in DAC experiments, based on factors such as the 
coverage in reciprocal space, accessing angular range of the high pressure device, penetrating 
power, and detector efficiency. Nevertheless, a wide range from 10 keV to over 100 keV has 
been used for various applications. The energy tunability of synchrotron sources should allow 
for HP anomalous diffraction studies for solving the phase problem, partial structure factor, 
and element specific crystallography. To our knowledge, however, there is no report of HP 
anomalous XRD yet. 

The primary technique in LVP experiments has been energy-dispersive XRD (EDXRD). 
This is mainly due to two factors: 1) in most multi-anvil devices X-ray access is limited because 
of the opaque anvil materials used and 2) the sample is often contained by solid pressure media 
which may generate overpowering scattering background if the incident beam and scattering 
signals are not properly collimated. EDXRD is ideal for phase identification and equation of 
state studies in the LVP. Data collection is fast (from seconds to minutes), and clean diffraction 
signals can be obtained, despite pressure media surrounding the sample. Metal capsules are 
often used to control the sample environment (oxygen fugacity, water content, etc). However, 
EDXRD provides limited sampling of crystallites in the sample because of the fixed 2θ angle, 
and is not suitable for probing samples near melting or with rapid crystal growth, in which case 
ADXRD with an area detector is desired and light scattering materials are used as “windows” 
(e.g., Kubo et al. 2008). 

Another limitation is that EDXRD does not provide reliable intensity measurements, 
making it difficult to obtain crystal structure information such as bonding characteristics 
and atomic positions. Various efforts have been made to extract quantitative crystallographic 
information from EDXRD data, with limited success (e.g., Ballirano and Caminiti 2001; 
Skelton et al. 1982; Yamanaka and Ogata 1991). Wang et al. (2004) developed a technique 
which employs both ADXRD and EDXRD concepts. By scanning an energy-calibrated 
multichannel solid state detector (SSD), a large number of EDXRD patterns are obtained at 
pre-determined angular step-size. The entire dataset can be re-arranged as ADXRD patterns by 
plotting intensities of each channel (corresponding to a given photon energy or wavelength). 
Subsets of the data covering narrow energy bands may be binned to give ADXRD patterns 
at a single wavelength with improved counting statistics; these may be combined in a multi-
pattern Rietveld analysis to efficiently utilize the entire data set: while high photon-energy 
data provide coverage at the low d-spacing range, low photon-energy data cover the high 
d-spacing range. An example is shown in Figure 3, for the identification on non-cubic structure 
of CaSiO3 perovskite (Uchida et al. 2009).

When a sample is subjected to a boundary condition with a differential stress component, 
diffraction in a radial geometry may be applied with the loading axis perpendicular to the 
primary X-ray direction, a DAC diffraction technique called radial X-ray diffraction (R-XRD). 
In specially designed multianvil devices such as the deformation DIA (Wang et al. 2000, 2003) 
or rotational Drickamer apparatus (Yamazaki and Karato 2001), R-XRD is used to measure 
stresses in a sample under controlled differential stress field during deformation. Strains 
can be easily measured using radiography, hence permitting measurements of stress-strain 
curves of bulk samples at high P and T (e.g., Hilairet et al. 2007; Nishiyama et al. 2007). HP 
R-XRD provides useful information on sample stress, strain, deformation, and slip mechanism 
(Wenk et al. 2000, 2005; Merkel et al. 2006; Hilairet et al. 2012), by measuring diffraction 
as a function of the angle between the loading axis and the vector of diffraction plane. The 
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dependence of d-spacings as a function of the angle provides information on strains under 
deviatoric stress conditions. The relative intensity at different angles reveals the preferred 
orientation of a polycrystalline sample. The inverse pole figure from such data can be used to 
determine sample deformation and slip mechanism (e.g., Miyagi et al. 2010). 

Compared to the most frequently used HP powder XRD techniques at synchrotron HP 
beamlines, HP single crystal XRD is relatively under-utilized, but it is a fast developing field 
(Lavina et al. 2014, this volume). In single crystal XRD, orientations and intensities of diffracted 
beams are measured. The high flux and small beam at synchrotron HP beamlines allow for 
studies with 1-10 micron crystal size efficiently. Detailed crystallographic information, such as 
structure model (atomic position, occupancies, thermal displacement parameters) and electron 
density distribution can be obtained (Fig. 4). With single crystal data, space groups and Miller 
indices can be unambiguously determined. Because the diffraction is measured at different 
orientations, the single crystal XRD technique has also advantages in dealing with materials 
of low crystallographic symmetries. HP single crystal XRD was first applied to the EDXRD 
method (Mao et al. 1988; Loubeyre et al. 1996). Recently, synchrotron monochromatic beam 
has been widely used in HP single crystal XRD by rotating samples coupled with either a 
point detector (Friedrich et al. 2007) or an area detector (Lavina et al. 2010; Zhang et al. 
2013). Many HP beamlines in the world have established routine procedures for conducting 
HP single crystal XRD experiments. 

When there are constraints in rotating the sample, HP single crystal XRD experiments 
may be conducted by scanning monochromatic energies with an area detector (Ice et al. 2005). 
The use of polychromatic beam (the Laue approach) is a useful alternative. The HP Laue 
approach does not require rotating of the sample and could provide information on deformation, 
mosaicity, and strains (Ice and Pang 2009) through fast measurements (less than a second). 

HP XRD has been widely used to determine structure factors of amorphous/liquid 
materials at HP (Tsuji et al. 1989; Shen et al. 2003; Wilding et al. 2006). Interesting phenomena 
have been observed, including coordination number change, polyamorphysm (Katayama 

Figure 3. An example of multi-angle EDXD diffraction for CaSiO3 perovskite. Horizontal axes are two-
theta angle from 3° to 13°, at s step size of 0.05°, vertical axes are X-ray energy from ~0 to 150 keV. 
(A) Experimental data collected at 13 GPa and 1200 K. Intensities are plotted in logarithmic scale. (B) 
Simulated CaSiO3 perovskite pattern assuming cubic (Pm3m) symmetry. Experimental data in (A) show 
clear superlattice reflections (indicated by horizontal arrows), indicating non-cubic symmetry. The vertical 
arrows in (A) and (B) indicate the cubic (200) diffraction line. Figure modified after Uchida et al. (2009).
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et al. 2000; Deb et al. 2001), and long-range topological order (Zeng et al. 2011). In DAC 
experiments, the ADXRD method is often utilized with high energy monochromatic beam 
in order to have a large Q coverage (Chapman et al. 2010; Mei et al. 2010; Soignard et al. 
2010). The EDXRD method with polychromatic radiation is often used in LVP experiments. 
EDXRD data are collected at multiple 2θ angles, to increase coverage in the reciprocal space 
for accurate determination of the radial distribution function (e.g., Tsuji et al. 1989). The 
synchrotron incident beam spectrum is simulated using a Monte Carlo approach and Compton 
scattering effects are typically dealt with based on theoretical predictions (Funakoshi 1995). 
The advantage of this method is the excellent collimation, through which background 
scattering from surrounding materials can be almost completely eliminated (Yamada et al. 
2011; Sakamaki et al. 2012). This is a particularly useful technique for liquids with low 
scattering power (e.g., oxides and silicates). With the use of a Soller slit system, diffraction 
from surrounding materials can be effectively minimized and ADXRD has been successfully 
applied for studying liquid structures at HP and HT with LVPs such as the Paris-Edinburgh 
(PE) presses (Mezouar et al. 2002). 

HP X-ray spectroscopy. The last decade saw rapid development for HP X-ray spectroscopy 
(XRS). Many new HP XRS capabilities have been enabled and established at several HP 
beamlines around the globe. With emerging new synchrotron sources and upgrades of many 
existing third generation sources, together with developments and optimization efforts of HP 
devices designed for HP XRS, we are entering a harvesting period for HP research using XRS.

X-ray absorption spectroscopy (XAS) is a classic technique that measures energy 
dependence of X-ray absorption coefficient for a core-level electron of an element of interest. 
Near edge X-ray absorption spectroscopy (XANES) provides information on valence state, 
orbital-occupancy, hybridization, charge transfer, and electronic ordering. Extended X-ray 
absorption fine structure (EXAFS) provides element specific local structural information. 
XAS is one of the first XRS technique applied for HP research (Ingalls et al. 1978). However, 
earlier applications of HP XAS were limited to a small energy range due to anvil absorption 
and Laue diffraction from single crystal anvils. Recently, perforated and partially-perforated 
diamond anvils have been used to successfully reduce the amount of diamond scattering in 
the beam path. High quality HP XANES (Zeng et al. 2010) and HP XAFS (Mayanovic et 
al. 2007a) data have been collected for transition metals in DAC experiments with energies 
between 5 and15 keV. In studying absorption edges over 30 keV, XAS data from a DAC are 

Figure 4. Electron density distributions in silicon at high pressures. (a) and (b) are the electron density data 
at 12.4 GPa where the two active groups are clearly observed; (a) a slide image along the [110] plane. The 
host lattice of the α-phase is represented by the symbols in blue. The void group is shown in red, while the 
vicinity group in green. The local distribution of the vicinity group has the point-group symmetry of S4 as 
shown in (c). Modified from Shen et al. (2012).
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contaminated by diffraction from single-crystal diamond anvils. Using nano-diamond as anvil 
material, the contamination from single crystal diffraction can be avoided (Ishimatsu et al. 
2012). Morard et al. (2007a) reported results on the Ba K-edges (>37 keV) in silicon clathrate 
(Ba8Si46), tracking the evolution of local structure around Ba with pressure. These authors also 
examined iodine K-edges in iodine-intercalated single-wall carbon nanotubes, to understand 
the local structure of iodine in this material at high P and T. 

At ESRF, an energy dispersive XRS (EDXRS) technique has been developed (Pascarelli 
and Mathon 2010), in which a focused polychromatic beam (~5 mm) of extremely high flux 
passes a sample, and is collected by an energy dispersive detector capable of fast capturing 
the HP XAS signals at micro-second level (Boehler et al. 2009; Andrault et al. 2010). The fast 
measurement and small beam size in EDXRS allow for mapping XAS images by scanning the 
sample position (Aquilanti et al. 2009). 

When the HP environment is coupled with circularly (or linearly) polarized X-ray 
radiation and magnetic fields, the related X-ray magnetic circular (or linear) dichroism 
(XMCD or XMLD) techniques can be used to yield information on spin-polarized electronic 
structure, magnetic ordering, and magnetization (Iota et al. 2007; Gorria et al. 2009; Haskel et 
al. 2011; Souza-Neto et al. 2012). 

XAS in the LVP is currently limited to photon energies above ~10 keV due to the solid 
pressure media used in cell assemblies that attenuate the signal. The advantage of using an LVP 
for XAS, on the other hand, is uniform and stable heating over a large sample volume. Both 
the DIA and PE press have been used for XAS studies. Yoshiasa et al. (1999) studied P and 
T dependence of EXAFS Debye-Waller factors in diamond-type and white-tin-type Ge to 11 
GPa and 700 K; Arima et al. (2007) collected EXAFS spectra for liquid AgI up to 1200 K, to 
investigate pressure-induced local structural change. Both studies were conducted in the DIA 
apparatus at Spring-8. Coppari et al. (2008) studied local structure of liquid Cu to 4 GPa and 
1350 °C using XAS in the PE cell at ESRF. 

While XAS provides information on valence electrons and unoccupied density of states, 
X-ray emission spectroscopy (Feás et al. 2009) characterizes core electrons and occupied density 
of states through processes of excitation of the core electron as well as its decay to fill the core-
level vacancy. This process is characteristic of an atom with weak influence of nearest neighbor 
species. For example, side-bands of the Kβ emission line for several 3d transition metals provide 
signatures of spin, valence, and bonding information. In HP XES experiments, emission X-rays 
are collected by a θ-2θ scan of the analyzer and the detector in a Rowland circle (~1-meter 
in diameter) (Rueff et al. 1999). The spherically-bent, sub-eV analyzers are about 100 mm in 
diameter. Because emission signals can be collected at any direction, multiple analyzers may 
be used to increase solid angle coverage in data collection and thus the signal level. Recently, a 
short-distance spectrometer of large solid angle coverage has been developed, with which data 
collection time in HP XES is reduced from hours to only several minutes (Pacold et al. 2012) 
(Fig. 5). XES has been widely used to study pressure induced spin transitions of earth materials 
(Rueff et al. 1999; Badro et al. 2003; Lin et al. 2004). The band width change as a function of 
pressure was probed by HP XES for a semiconducting material (Ge) (Struzhkin et al. 2006). 

Resonant XES (RXES), or partial fluorescence yield (PFY), has also been successfully 
utilized in HP research. HP RXES may be viewed as a combination of XES and XAS. Instead 
of collecting transmitted X-rays as in XAS, emission spectra are measured at each step as the 
incident beam energy is changed or scanned across an absorption edge. This resonant method 
significantly enhances footprints of electron states, and has a remarkable sharpening effect in 
projected spectra (RXES or PFY) (Rueff 2010; Wang et al. 2010a). RXES spectra have allowed 
for resolving crystal-field splitting of Fe3+ in Fe2O3 at HP (Wang et al. 2010a) and intermediate 
spin state of Fe3O4 at 15-16 GPa (Ding et al. 2008).
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HP X-ray fluorescence spectroscopy (HP XFS) permits determination of solubility of 
minerals in fluids at HP (Schmidt and Rickers 2003; Tanis et al. 2012). The method can be 
used for multi-element analytical probes and for studies of dissolution kinetics (Schmidt et al. 
2007). In XFS experiments the fluorescence signals (e.g., Kα, Kβ, or both) are collected by a 
solid-state energy dispersive detector. Currently, the detection limit for HP XFS is at a few ppm 
level for elements down to atomic number 22 (Ti) to a pressure of 10 GPa at high temperatures 
to at least 1273 K (Petitgirard et al. 2009). A confocal geometry has been developed for 
minimizing unwanted background signals (Wilke et al. 2010), further improving the efficiency 
and consequently detection limit. 

HP Inelastic X-ray scattering. Inelastic X-ray scattering (IXS) has been successfully 
employed at the third generation synchrotron sources to study electronic and vibrational 
excitations in materials. HP research can now be conducted using non-resonant IXS, resonant 
IXS (RIXS), and nuclear resonant IXS (NRIXS). IXS may be performed with energy resolutions 
of 20 meV to 1 eV for electronic excitations and from sub-eV down to 0.5 meV for vibrational 
properties. Unlike chemical doping which introduces disorder and charge carriers, pressure 
provides a clean tuning mechanism that directly modifies electronic and phonon structures. 
Through HP IXS, fundamental properties of electron gas, strongly correlated systems such 
as superconducting materials, high-energy electronic excitations, and phonons in energy and 
momentum space can be obtained, providing critical data for code validation and tests of 
fundamental theories.

HP non-resonant IXS with ~1 eV energy resolution (often called X-ray Raman spectros-
copy) is emerging as a powerful spectroscopic probe. HP soft X-ray spectra may be acquired 
with high energy X-rays which provide penetrating power through walls of a HP device. Com-
bined with micro-focusing techniques, HP IXS can be applied to minute samples at HP (Shukla 

Figure 5. Setup of a short distance XES spectrometer (miniXES) at HPCAT, APS. The collection solid 
angle is ~50 msr (inset), about six times more than the traditional spherically-bent crystal analyzer.
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et al. 2003; Lee et al. 2008; Mao et al. 2010). For example, K edges of light elements (Be, B, C, 
N, O, …) under HP conditions can be measured by HP IXS. Figure 6 shows the HP IXS data 
for graphite. Pressure-induced bonding change can be monitored through the carbon K edge. 
The narrow π* features at low energy are related to the 2π antibonding orbital, while the broad 
humps at high energy side corresponds to σ* in-plane bonds. Under pressure, partial suppres-
sions of π bonding have been observed (Mao et al. 2003; Lin et al. 2011). 

High energy resolution to meV level allows for studying lattice dynamics. Dynamical 
properties of materials under HP have been studied by using high energy resolution IXS 
(HERIXS, at ~1 meV energy resolution). Sound velocities of materials at HP to over 1 Mbar 
have been measured (Fiquet et al. 2001; Antonangeli et al. 2010, 2011) using this technique. 
With single crystal samples, complete phonon dispersions in the Brillouin zone may be 
mapped by HERIXS at HP (Farber et al. 2006). However, lattice dynamical data at HP are still 
limited, largely due to constraints by the strict requirements of sample quality, hydrostaticity, 
and, to some extent, beam time availability.

When the incident X-ray energy is chosen such that it coincides with one of the atomic 
X-ray absorption edges, resonance can greatly enhance the inelastic scattering cross section and 
create an excited immediate state. In resonant IXS (RIXS), the absence of a high energy core-
hole in final state leads to intrinsically sharp spectra with energy and momentum. By tuning to 
different X-ray edges, RIXS provides element and orbital specific information. HP RIXS has 
been applied to various strongly correlated d-electron compounds (Shukla et al. 2003; Rueff 
2010) and Kondo-like f-electron delocalization (Maddox 2006; Bradley et al. 2012). 

In nuclear resonant IXS (NRIXS), incident X-rays of meV resolution is tuned near the 
exceedingly narrow nuclear resonant line (at neV level). By using time discrimination electron-

Figure 6. HP IXS spectra for graphite in two different experimental directions. The spectra in the vertical 
direction probe the inter-plane bonding, while those in the horizontal direction probe in-plane bonding. 
Insert: Graphite structure showing bridging carbon atoms (black spheres), which pair with an atom in an 
adjacent layer to form a σ-bond. Modified after Mao et al. (2003).
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ics, the delayed signals caused by the narrow nuclear absorption provide NRIXS data (Sturhahn 
2004). Of interest in mineral physics are measurements of phonon density of states and subse-
quent derivation of the Debye sound velocity (Wicks et al. 2010; Murphy et al. 2011b), which 
distinguishes compression and shear wave velocities as well as their temperature and pressure 
dependence. This technique also allows determination of anisotropy of sound velocities, and 
mode Grüneisen constants (Murphy et al. 2011a). HP NRIXS has been combined with laser 
heated diamond anvil cell to measure Debye sound velocities at HP and HT (Zhao et al. 2004; 
Lin et al. 2005b). 

Nuclear forward scattering (NFS) using synchrotron radiation has been applied to studying 
Mössbauer effects at HP. Because of the high brilliance and highly focused beam, NFS is well 
suited for, and has been extensively used in, HP research. The NFS hyperfine signals are very 
sensitive to internal magnetic fields, electric field gradients, and isomer shifts, and are widely 
used in years to study magnetic collapse (Li et al. 2004b; Lin et al. 2005a), site occupancy 
(Catalli et al. 2011; Lin et al. 2012), and valence and spin state (Jackson et al. 2005; Speziale 
et al. 2005; Shim et al. 2009; Chen et al. 2012). Readers may refer to the reference by Sturhahn 
(2004) for a comprehensive description of the principle and experimental methods of the NFS 
technique. Compared to other nuclear resonant techniques, NFS measures the transmission 
signals which are relatively strong and may be collected in a fast manner. For example, fast NFS 
experiments have been performed to determine HP melting temperatures of iron by measuring 
the Lamb-Mössbauer factor which describes the probability of recoilless absorption (Jackson 
et al. 2013). 

HP X-ray imaging. From the beginning of HP synchrotron experiments, HP X-ray imaging 
techniques have been used for locating HP sample position and defining sample shape. Now, a 
variety of HP X-ray imaging techniques have been developed for different imaging purposes, 
such as HP radiography, HP tomography, using the full-field imaging method or the position 
scanning method. Recently, HP coherent X-ray diffraction is being developed for nano-size 
materials (Le Bolloch et al. 2009; Yang et al. 2013). 

HP radiography provides density contrast information through which the sample 
configuration inside the pressure device may be visible. Often times, because of the small 
beam in HP synchrotron experiments, radiography images are obtained by scanning sample 
positions. The position scanning radiography is essential in almost all HP synchrotron 
experiments and provides information on sample allocation, sample configuration, anvil 
deformation (Hemley et al. 1997), etc. By selecting proper monochromatic beams, absorption 
intensity contrast may be used for density determination for amorphous and liquid materials 
(Katayama et al. 1996; Shen et al. 2002; Hong et al. 2007). 

It should be noted that the position scanning imaging method can be applied in any X-ray 
measurements. For example, by fast XAS measurements, images in chemical compositions and 
valence states may be obtained (Aquilanti et al. 2009). With increased brilliance and detection 
efficiency, many other measurements, such as XRD, XES, NFS (Mössbauer), may be used for 
mapping samples, providing images based on information of structure, valence state, spin, site 
occupancy etc. HP scanning imaging has great potential for detailed information not only from 
a single spot but from the entire sample. The image resolution in the position scanning method 
is limited by the beam size. Currently, all top DAC beamlines in the world have a typical 
beamsize of ~3-5 mm. Further reducing beam size to sub-mm is an important step in improving 
resolution in the scanning imaging techniques. 

HP radiography can also be obtained by the full-field method, in which the incident beam 
is large relative to the sample size. Intensities of the transmitted X-rays are monitored by a 
phosphor screen which converts X-ray contrast into visible light, and recorded by a camera. 
The full-field radiography is fast, allowing for efficient recording the dynamic processes 
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in HP experiments. For example, a probing sphere can be in situ monitored for viscosity 
measurements of liquids at HP (Kanzaki et al. 1987; Rutter et al. 2002; Kono et al. 2013). High 
pressure melting processes can be recorded and the onset of melting may be defined (Dewaele 
et al. 2010). Phase contrast imaging measurements for bulk scale shock dynamic experiments 
have been demonstrated recently (Jensen et al. 2012; Luo et al. 2012). The full-field method 
may be also of high resolution (at sub-mm level), permitting precise determinations of sample 
dimensions. For example, full-field radiography is often used in HP ultrasonic measurements 
for sample dimensions. X-ray focusing optics (e.g., zone-plate) may be used as an “objective” 
similar to an optical microscope. With this, the resolution in full-field imaging can be increased 
significantly at the cost of the field-of-view. Such an X-ray microscope has a typical resolution 
of ~20-30 nm with a field-of-view of about 15 mm in diameter. Even higher resolution will 
enable quantifications of microstructure and grain-to-grain interactions under pressure, density 
determinations of amorphous/liquid materials, and phase transition. Recently, high resolution 
imaging microscopy has been applied to study the equations of state and phase transition of tin 
at HP (Wang et al. 2012). 

Full-field imaging method has been applied for X-ray microtomography based on X-ray 
absorption. By rotating an opposed anvil device under load, radiographic images of a sample 
projected in a plane parallel to the loading/rotating axis can be collected at small angular 
intervals at HP and HT in the same way as conventional absorption-based micro-tomography 
(Wang et al. 2005b). The setup at 13-BM-D of the APS allows both Drickamer and torroidal 
anvil cells to be used in a 250 ton press, with a Si(111) monochromator tunable between 5 and 
65 keV. This technique has been used for measuring volume of amorphous material for equation 
of state determination (Lesher et al. 2009) and 3D microstructure of composite materials under 
shear deformation (Wang et al. 2011). Similar apparatus have since been developed at Spring-8 
(Urakawa et al. 2010) and ESRF (Alvarez-Murga 2012).

Other HP X-ray imaging techniques are being developed. There are growing activities 
in HP coherent diffraction imaging (HP CDI) experiments. HP CDI provides information on 
shapes of a nano-crystal and its internal 3D strain distributions (Pfeifer et al. 2006; Le Bolloch 
et al. 2009; Yang et al. 2013). X-ray topography provides information of internal strain and 
defects of crystals. There is no HP topography work reported so far. However, X-ray topography 
images are used for selecting diamond anvils (Dewaele et al. 2006) and improving the synthetic 
procedures in diamond crystal growth in the CVD process at Carnegie Institution of Washington. 

Time resolved X-ray techniques at HP. Time resolved HP studies can provide important 
information on structural dynamics, phase transition kinetics, chemical reactions under HP, and 
materials metastability and local minimum energy configurations. Because of small samples 
under HP, typical time resolution is still limited to a few seconds to minutes, numerous examples 
can be found in studies of CO2 sequestration rate at HP with different initial conditions (Mckelvy 
et al. 2004), rheology of minerals under stress at mantle pressures (Wenk et al. 2004), the post-
spinel transition in Mg2SiO4 (Kubo et al. 2002), and HP melting temperature determination. 
Recently with the use of Pilatus detectors, a time resolution of 30 ms has been reached in a HP 
XRD study of phase transition in a Ni-Fe alloy (Yoo et al. 2011). With an intensified CCD, 
single crystal diffraction spots have been collected with a single pulse of beam at the APS (70 
ps width with 153 ns between pulses) in dynamic shockwave experiments (Turneaure et al. 
2009; Luo et al. 2012). 

Because synchrotron radiation is a pulsed source with a well-defined timing structure, 
pump/probe experiments can be also applied besides single-shot experiments. For example, 
pulsed laser heating can be synchronized with X-ray beam pulses for thermal equations of 
state measurements (Goncharov 2010; Yoo et al. 2011). Pulsed internally-heated DAC may also 
be applied for more spatially uniform heating. Dynamic diamond anvil cell (dDAC) (Evans 
et al. 2007) may be coupled with synchrotron pulses for studying phase transition kinetics 
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and behaviors of metastable phases. Pulsed magnetic field may be integrated with HP X-ray 
techniques for studying strongly correlated systems. 

While XRD will still remain the primary technique for developing time resolved measure-
ments, other HP X-ray techniques (SAXS, XAS, XES, NFS, radiography, etc.) may be applied 
for time-resolved measurements at HP. Energy dispersive XAS (Pascarelli and Mathon 2010), 
for example, has been applied in time-resolved HP XAS measurements at a spatial resolution at 
~20 mm level. X-ray radiography and Laue diffraction have been applied for imaging the shock 
front in dynamic compression experiments (Jensen et al. 2012; Luo et al. 2012). 

New FEL sources will provide coherent X-ray beams of extremely high flux in a pulse-
duration of sub-ps. The high flux in a single pulse (~1012 photons) will be sufficient for single 
pulse XRD experiment, and will enable HP spectroscopy measurements in time-resolved 
manner. Besides FELs, short pulse X-rays are generated by high power laser facilities (such 
as OMEGA and NIF). Such short pulsed X-rays have been used for radiography and XRD 
measurements in dynamic shock experiments (Lee et al. 2006; Brygoo et al. 2007). 

HIGH PRESSURE TECHNIQUES INTEGRATED  
WITH SYNCHROTRON RADIATION

The large volume press (LVP)

Several review articles have described the LVP techniques at synchrotrons (e.g., Vaughan 
1993; Wang et al. 2002a; Wang 2010). Recent technical developments and science highlights at 
various beamlines are reviewed by several papers (e.g., Utsumi et al. 1998; Wang et al. 2009; 
Mezouar 2010). Here we only provide a brief summary. 

Types of LVP used at synchrotron sources. The first is the well-known cubic-anvil, or 
DIA apparatus (Osugi et al. 1964), which consists of upper and lower pyramidal guide blocks, 
four trapezoid thrust blocks, and six square-tipped 
anvils, as illustrated in Figure 7. A ram force ap-
plied along the vertical axis is decomposed, by the 
45° sliding surfaces, into three pairs acting along 
orthogonal directions, forcing the six anvils to ad-
vance (retract) synchronously towards (away from) 
the center of the cubic cavity, where the sample as-
sembly is located. X-ray access is through vertical 
gaps between the side anvils. The diffraction vector 
is vertical, with possible 2θ angles up to about 25°. 

The second is the Kawai-type apparatus, 
which consists of a first-stage hardened steel cyl-
inder cut into six parts, each having the inner tip 
truncated into a square surface, enclosing a cubic 
cavity, with the [111] axis of the cube along the 
ram load direction. Inside the cubic cavity is a 
second-stage assembly (referred to as the Kawai 
cell), which consists of eight WC cubes separated 
by spacers. Each cube has one corner truncated 
into a triangular face, so the eight truncated cubic 
anvils form an octahedral cavity in which the pres-
sure medium is compressed. At beamline 13-ID-D 
of the APS (GSECARS), a Kawai-type module is 
used to compress 25 mm edge-length WC cubic 

Figure 7. Conceptual diagram illustrating 
the principles of the DIA cubic anvil ap-
paratus.
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anvils. Diffracted X-rays pass through the gaps between the second-stage cubic anvils in a 
plane inclined at an angle of 35.264° from the loading direction. Conical access notches are 
made in the first-stage wedges, to allow a range of 2θ angles up to ~10° (Fig. 8).

The third is a hybrid system using a set of large DIA anvils to compress the Kawai cell 
(Anderson 1973). For convenience, we will refer this as the 6-8 Kawai type. The first such 
configuration was developed at the Photon Factory (Ohtani et al. 1989; Shimomura et al. 1992). 
Subsequently larger systems were adopted at SPring-8 (Utsumi et al. 1998). Figure 9 shows the 
apparatus at the insertion device beamline 13-ID-D at the APS (GSECARS). In this configuration 
hydraulic load is parallel to the [100] direction of the Kawai cell, and X-ray access is through 

Figure 8. Top view of the T-25 module 
at GSECARS. The geometry is identi-
cal to Kawai-type systems used in most 
high-pressure laboratories, with the 
[111] axis of the eight-cube assembly 
along the loading axis. X-ray diffrac-
tion is through the gaps between WC 
anvils, inclined from the loading axis 
at 35.26°.

Figure 9. DDIA-30, a dual-purpose LVP for 1000 ton press at 13-ID-D of the APS. (A) Isometric view of 
the key components and setup (modified after SPring-8 website). (B) top view of the lower guide block 
showing first stage anvils and beam path. This configuration can be used as a DIA apparatus and a D-DIA 
for controlled deformation experiments. (C) Close-up of the second-stage cubic anvil arrangement (top 
view). This configuration allows HP of 50 GPa and 2000 K to be reached routinely.
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horizontal anvil gaps when WC cubes are used as second-stage anvils. Notches are made in the 
first-stage DIA anvils to allow X-ray access. This apparatus is the most successful in generating 
“ultrahigh” pressures towards megabar using sintered diamond anvils, (e.g., Tange et al. 2008; 
Ito et al. 2010). 

A new type of multi-anvil device was developed at the Institute for Study of Earth’s 
Interior, Okayama University, Japan. This apparatus has a DIA-like geometry, but with 
each of the six anvils independently controlled by a hydraulic system (Ito et al. 2009). This 
configuration may add greater flexibility to the system by imposing desired hydrostatic or non-
hydrostatic conditions. It is argued that the alignment of the six outer–stage anvils will also 
improve significantly, thus making it possible to compress the Kawai-cell with greater degree of 
accuracy, generating higher pressures with advanced anvil materials such as sintered diamond. 
A second 6-axis apparatus has been installed at Bayreuth Institute of Geosciences (Manthilake 
et al. 2012). Although no such systems have been used at synchrotron beamlines yet, a similar 
apparatus has been installed at the neutron PLANET beamline at Japan Photon Accelerator 
Research Complex (J-PARC; J-PARC Newsletter, No. 49, July 2012). 

Not all LVPs are multi-anvil devices. The toroid anvil cell, first developed in the former 
Soviet Union (Khvostantsev 1977), operates on the principles of opposed anvils, similar to 
the DAC. Instead of flat anvil tips as in the DAC, toroid anvils have a half-spherical depression 
so that the two anvils enclose a semi-spherical cavity. One or several toroidal depressions 
are made concentric with the central sample cavity for preformed gaskets that are used to 
minimize extrusion (Fig. 10). Besson et al. (1992) integrated this device with a compact 
hydraulic system, allowing portability and great flexibility. The Paris-Edinburgh (PE) cells, as 
they are known now, are currently in use at many synchrotron and neutron sources. Sample size 
is typically in the millimeter range. X-ray access is through the gaps between the two anvils 
for synchrotron diffraction, where the largest diffraction angle is in the plane perpendicular to 
the loading axis. Hirth and Kohlstedt (2003) reviewed the HP activity at ESRF using a PE cell.

Figure 10. The Paris-Edinburgh cell. (A) Cross-section of the overall apparatus. (B) WC PE anvil, along 
with a cross section showing typical dimensions. (C) Schematic of a PE assembly.



760 Shen & Wang

The Drickamer cell is another widely used opposed anvil device (Balchan 1961) 
in which two large anvils (diameters 10 mm or above) with an optimal tapered angle are 
compressed inside a containment ring, typically made of WC or hardened steel, with X-ray 
access holes for diffraction (Fig. 11). Such devices have been used in Japan at synchrotrons 
(Yoshiasa et al. 1999; Gotou et al. 2006) for some time and are now used for a number of new 
applications, described below. Nishiyama et al. (2009) developed a modified Drickamer cell 
for HP deformation at HT using ADXRD. Another modified Drickamer anvil apparatus was 
developed by Gotou et al. (2011), where small depressions are introduced into the anvil tops, 
similar to the toroid anvils. This increases the height of the sample, allowing more uniform 
heating with slight decrease in pressure efficiency.

Diffraction optics. When EDXRD is used in LVPs, it is essential to maintain fine beam 
collimation in order to minimize background scattering from the surrounding pressure media. 
This is achieved by using slits and collimators which are pairs of blades made of heavy metals 
(e.g., tungsten or tantalum alloys). Typical slit openings are on the order of 50 to 100 mm, 
defining a diffracting volume with the maximum linear dimensions about 1 mm. Cooling 
may be necessary especially for incident slits to minimize thermal drift caused by intense 
synchrotron radiation. 

For ADXRD, collimation on the diffraction side is sometimes omitted. Instead, amorphous 
(e.g., B) and/or low scattering materials are inserted in the beam path serving as “windows”. 
This technique works well with area detectors (CCD or image plates) when the sample has 

Figure 11. The Drickamer cell. With sintered diamond as anvil material, it can generate up to 30 GPa pres-
sure, with a sample about 0.2-0.3 mm in linear dimensions.
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sufficient scattering power so that contributions from the window materials are negligible. For 
weak scattering samples especially non-crystalline materials, Soller slits are necessary and 
have been used on the diffraction side (Yaoita 1997; Mezouar 2002; Morard 2011). These slits 
are multichannel collimators with two arrays of slits prefabricated to cover a given two-theta 
range, forming two concentric arches centered at the sample. By oscillating the two rows 
of slits slightly around the center of the sample, background scatter is eliminated, allowing 
clean diffraction signals from the sample to be recorded. This technique has been successfully 
applied to studying melt structures of Fe-(S, Si) alloys (Morard et al. 2007b, 2008). 

Pressure temperature controls. Pressure is controlled by varying the hydraulic ram load, 
typically through proportional-integral-derivative (PID) feedback control logic, and measured 
based on the P-V-T equations of state of standard materials that are placed in close proximity 
of the sample. A comprehensive review on various pressure scales is provided by Decker et al. 
(1972). With positive displacement pumps (also known as syringe pumps) as load generators, 
extremely fine control can be achieved. Modern systems are automated for increasing and 
decreasing ram load, often with multiple cycles. However, ram load and sample pressure do 
not have a simple relation. The loading-unloading pressure “hysteresis loop” is primarily due 
to plastic deformation in the pressure media and gaskets. Fortunately, the hysteresis behavior 
is predictable for a given cell assembly. Pressure gradients in the sample are generally small 
when experiments are conducted properly (on the order of 0.1 GPa/mm or below), and 
ultimately controlled by the yield strengths of the sample and the surrounding pressure media. 
With increasing temperature (decreasing yield strength), pressure gradients diminish. 

Temperature is generally generated by resistive heating and measured by a thermocouple. 
Many materials have been used as heaters, the most commonly used being graphite, noble 
metals, and certain ceramics (e.g. LaCrO3) (Ohtani 1979). All of these materials have certain 
limitations. Graphite has limited pressure applicability due to its transition to diamond. Metals 
and LaCrO3 attenuate X-rays thereby affecting diffraction signal, if used in the beam path. 
Recently, TiB2 has been employed which is capable of generating temperatures in excess to 2500 
K and to very high pressures (at least 50-60 GPa) (Arima et al. 2007). AC power supplies are 
preferred as DC supplies might generate a DC bias in the thermocouple signal, thereby causing 
erroneous temperature reading. PID control is commonly used for controlling heating rate and 
maintaining a constant temperature during data collection. Despite some attempts, the effect 
of pressure on thermocouple emf remains unclear. It appears that W/Re based thermocouples 
are the least affected by pressure effect (Ohtani 1979) and therefore the most commonly used. 

Stress/strain control. Yamazaki and Karato (2001) constructed a rotational Drickamer 
apparatus (RDA). The pressure generation mechanism is based on the Drickamer cell, but 
with one of the anvils rotated under high P and T, generating large shear strains in the sample. 
Although stress and strain fields are heterogeneous throughout the sample, the large strain 
capability makes this a unique apparatus for studying plastic deformation and deformation-
induced preferred orientation under high P and T. 

The concept of deformation DIA (D-DIA) was first described by Wang et al. (1998). It is 
a modification of the DIA apparatus, with additional independent control of the displacement 
of one pair of anvils, provided by two additional hydraulic actuators, called differential rams 
(Wang et al. 2003). The differential rams are located within the guide blocks of the D-DIA 
module (Fig. 12) and react against the platens driven by the main hydraulic ram, which provides 
quasi-hydrostatic pressurization. The guide blocks not only support the forces confining the 
side wedges, they now have also become thick-walled pressure containers for the hydraulic 
fluid driving the differential rams.

When the differential rams are driven symmetrically, strain rates of 10−3 to 10−7 s−1 can 
be imposed on a sample several mm in length. The D-DIA is capable of shortening as well 
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lengthening the sample, making it possible to conduct stress-strain loops, a widely used 
method in conventional deformation studies. Deformation in simple shear, using 45°-cut 
pistons, is also used for much higher strains, at the cost of reducing sample volume (Ohuchi et 
al. 2010). By driving the differential rams cyclically, one creates a dynamic, sinusoidal stress 
boundary condition, which can be used to study a number of interesting phenomena at high P 
and T such as bulk attenuation in minerals (Li and Weidner 2008) and twin domain switching 
in ferroelastic materials (Li and Weidner 2010). 

The D-DIA also has advantages in quasi-hydrostatic pressure generation. The differential 
rams make it possible to compensate elastic deformation in the high pressure apparatus at 
various loads. By adjusting the differential ram positions one can generate conditions closer to 
hydrostatic than a regular DIA. These advantages have inspired a new generation of multi-anvil 
systems. Large DDIA modules have been installed at LVP beamlines at SPring-8 (Kawazoe et 
al. 2011), ESRF, and the APS (Fig. 9) (Wang et al. 2010b). 

Sample imaging. Synchrotron radiography has been used since the 1980’s for measuring 
melt viscosity using the falling sphere technique (Kanzaki et al. 1987). Starting from the late 
1990’s the radiography technique was integrated into APS beamlines and used as an efficient 
way to visualize samples during LVP experiments (Wang et al. 2000). The technique has been 
adopted by virtually all LVP beamlines since then. Sample length measurements are routinely 
conducted in deformation studies and ultrasonic velocity measurements. Recently, this simple 
technique has been extended for measuring bulk attenuation (Li and Weidner 2008) with 
cyclic loading in the D-DIA, and for studying thermal diffusivity of minerals at high pressures 
(Dobson et al. 2010) with controlled sinusoidal temperature cycling. 

Wang et al. (2005b) developed a high-pressure X-ray tomography imaging system. By 
using thrust bearings to support ram loads and high-torque gears, opposed anvil cells such 
as Drickamer or toroid anvil devices can have unlimited rotation with respect to the loading 
axis. X-rays that pass through such a rotation anvil apparatus (RAA) are converted into visible 
light using a scintillating screen. Absorption contrast through the sample and pressure media 
are recorded at various angles as radiographs, which are then processed to reconstruct three-
dimensional tomographic images. With parallel beam imaging, spatial resolutions of 2-3 
microns are achievable, making this device a powerful tool for observing 3D microstructure 
under high P and T. This technique has been used to measure density of molten material under 
high P and T (Lesher et al. 2009), investigate liquid-liquid surface tension (Terasaki et al. 
2008), examine shear-induced fabric transition in multiphase composites (Wang et al. 2011), 
and study segregation process of molten Fe from silicate matrix for a better understanding 

Figure 12. Cutaway view of the D-DIA with 
differential rams in the upper and lower guide 
blocks. Note locations of the differential 
rams. Modified after Wang et al. (2003).
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of the core formation processes in the Earth’s early history (Chen et al. 2011). Other HP 
tomography techniques have since been developed at SPring-8 (Urakawa et al. 2010) and 
ESRF (Alvarez-Murga 2012). 

Ultrasonic measurements. The large sample volume in the LVP allows one to measure 
acoustic wave velocities on polycrystalline and single crystals at high P and T. Synchrotron 
radiation with ultrasonic travel time determination offers a unique combination as sample 
length (which is needed to convert travel times to velocities) and density can be determined by 
radiography and diffraction, respectively. The reader is referred to other reviews for technical 
details (e.g., Li et al. 2004a; Li and Liebermann 2007). With the advanced instruments travel 
times of a 0.5 mm long sample can be determined accurately. This means that the technique 
can be applied to quite high pressures (in excess to 50 GPa). The simultaneously measured 
P-V-T (through X-ray diffraction), sample length (X-ray imaging), and acoustic travel times 
(ultrasonic interferometry) informative has allowed establishment of redundant equations 
of state, making it possible to examine closely precision and accuracy of diffraction-based 
pressure standards (e.g., Kono et al. 2009). 

Acoustic emission (AE) techniques have been integrated with deformation in the D-DIA 
after successful development in the DIA apparatus at DESY (Gasc et al. 2011). By mounting 
acoustic transducers on the back side of all six anvils, AE events can be monitored throughout 
deformation process. Thanks to the development of advanced electronics and software, 
continuous recording of AE events allows microseismology to be performed in the laboratory. 
Effects of phase transformation from olivine to spinel on faulting in polycrystalline Mg2GeO4 
samples have been investigated (Schubnel et al. 2013). 

Diamond anvil cell techniques

The extreme hardness and strength of diamond allows generation of very high pressures 
reaching conditions corresponding to the center of the Earth (Mao et al. 1990; Akahama 
and Kawamura 2007; Dubrovinsky et al. 2012). Because of its transparency to much of 
the electromagnetic spectrum, including high energy X-rays above 10 keV and low energy 
ultraviolet-visible-infrared radiation below 5 eV, numerous diffraction, scattering, and 
absorption probes can be employed for determination of electronic, dynamic, and structural 
properties of samples under pressure. This transparency also allows for utilizing laser beams 
that can heat samples up to temperatures over 4000 K while at extreme pressures (Ming and 
Bassett 1974; Boehler et al. 1990; Shen et al. 2001). 

Pressure generation. The DAC design is based on Bridgman’s original idea in which the 
sample is placed between the polished culets of two diamonds and is contained by a gasket 
(Fig. 13). Since pressure is force divided by area, extreme pressures can be generated by 
opposing anvils with small culet sizes. 

A number of different cell designs have been developed for various applications. To ensure 
precise alignment for small culets in ultra-high pressure generation, a long piston cylinder 
design (such as the Mao-Bell type) is often used. Symmetrical design is suitable for double 
sided laser heating experiments (Shen et al. 1996; Mao et al. 1998a). Special DACs have been 
designed for externally resistive heating techniques (Fei and Mao 1994; Bassett et al. 2000; 
Dubrovinsky et al. 2000). For magnetic measurements, non-magnetic alloys (such as Cu-Be 
alloy) are used for the cell body. The panoramic cell has been developed (Mao et al. 2001), 
which provides wide opening in the radial direction and is widely used in HP spectroscopy 
experiments. The recently developed plate cell (Boehler 2006) removed the need of guiding 
alignment, making the cell even more compact, with wide opening in both radial and axial 
directions (Fig. 14). 

Many new developments have been made on the designs of diamond anvils to meet 
the needs of various measurements. The Boehler-Almax anvil design (Boehler 2006) (Fig. 
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14) provides large opening access (> 90°) along the loading axis, and is widely used in HP 
XRD, in particular in HP single crystal XRD. Fully or partially perforated anvils have been 
used to gain penetration power for low energy X-rays in HP XAS, HP XMCD, and HP 
PYF spectroscopy experiments. Use of partially perforated anvils can significantly reduce 
scattering from anvil materials, effectively minimizing Compton scattering from anvils in 
experiments of amorphous or liquid materials with high X-ray energy. With focused ion beam 
(FIB) and other micro-engineering techniques, small holes and/or grooves may be made for 
containing samples or to reduce the X-ray path length. For example, the so-called “holy” 
and “groovy” anvils are used in HP XAS experiments with hydrothermal DAC (Bassett et al. 
2000; Mayanovic et al. 2007b). Electrical leads and magnetic coils may be implemented at the 
tip of anvils (Jackson et al. 2003), and when combined with HP synchrotron measurements, 
complementary information may be obtained (Uhoya et al. 2012). 

The maximum pressure with the single stage type DAC is in the vicinity of 400 GPa 
(Akahama and Kawamura 2010). For generating pressures of 500 GPa and above, new anvil 
designs together with smaller probing beams (< 1 mm) are needed. Efforts are being made 
to optimize the anvil shape using the fine-element calculations. Recently, pressures as high 
as 600 GPa have been reached by a double stage mechanism, i.e., inserting a small pairs of 
anvils inside the sample chamber between diamond anvils (Dubrovinsky et al. 2012). Higher 
pressures may be reached when the double stage DAC is combined with fast ramping loading 
and time-resolved measurements. 

Figure 13. Schematic of a symmetrical diamond anvil cell. X-ray access may be applied in both axial and 
radial directions. Pressure is generated by pressing two diamond anvils with small culets.

Figure 14. (a) The plate cell design; (b) large aperture diamond anvil with tungsten carbide support from 
the side, making the X-ray opening of more than 80 degrees. Modified after Boehler (2006).
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Hard metals, such as stainless steels and rhenium, are often used as gasket materials. 
These metals are of high ductility and easy to machine and handle. For X-ray access in the 
radial direction, low-Z materials (Be, B, cBN, diamond powder) are used as gasket or insert 
materials in the sample chamber. Hydrostatic pressure can be generated in the DAC when a 
proper medium is used. Methanol-ethanol mixture, silicone oil, and noble gases such as helium 
and neon are few commonly used examples. However, above 11 GPa at room temperature, 
all known fluids solidify and develop nonhydrostatic stresses proportional to their strength. 
Above 20 GPa, even the weak noble gas solids, argon and neon, show non-hydrostaticity. 
Helium, solidified at 11 GPa at room temperature (Pinceaux et al. 1979), is considered to be 
the best pressure medium, which provides hydrostatic pressure up to 11 GPa, and good quasi-
hydrostatic pressure condition up to 50 GPa due to its low shear strength (Takemura 2001). 
Quantifying the deviatoric stress under uniaxial compression has been made by HP XRD 
(Meng et al. 1993) and by monitoring the 3-dimensional lattice strains with radial XRD (Mao 
et al. 1998b). 

Temperature techniques. HP DAC experiments can be combined with temperature tech-
niques from a few degrees to thousands of degrees in Kelvin. DACs can be inserted in cryostats 
and cooled down to below 4 K. Various cryostats have been developed for accommodating 
different cells and different measurement geometry (Fig. 15). 

There are two major resistive heating methods—external and internal. External furnaces 
provide accurate and well-controlled temperature conditions. There is an intrinsic temperature 
limit, however, due to rapid graphitization of diamond above 1900 K, even in an inert 
environment and vacuum (Seal 1963). The entire DAC may be heated by a resistively heated 
furnace up to 700 K. For higher temperatures, a small heater around diamond anvils may 
be used for temperatures up to 1200K (Fei and Mao 1994). With a graphite heater around 
diamond culets, temperatures as high as 1700 K have been reported with resistive heating 
methods (Dubrovinsky et al. 2000). Due to softening of the stress-bearing components, 
including the sample gasket, the diamond seat, and the diamond anvil itself, maximum 
attainable pressure is limited. The internally heated method, on the other hand, locally heats 
the sample in the chamber. Often, the sample itself is used as a conductive object and heating is 
applied electrically (Boehler 1986). Zha and Bassett (2003) used rhenium ribbon as a heating 
object and the sample was placed in a hole in the ribbon. Temperatures may be reached as high 

Figure 15. Examples of cryostats at sector 16 (HPCAT) at APS.
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as the melting temperatures of the conductors. By the chemical vapor deposition method, a 
resistively heated wire circuit may be built in the diamond anvil culet, this may increase the 
maximum pressure attainable. 

The transparency of diamond allows application of near- and mid-infrared lasers (CO2, 
Nd:YAG, Nd:YLF) to heat samples between two diamond anvils at high pressures (Ming and 
Bassett 1974). Regarding the temperature range, there is no high temperature limit with this 
technique in principle. The challenging part is to control and measure them accurately and 
to characterize the sample at defined conditions. The temperature measurement is based on 
spectral pyrometry. By measuring the thermal radiation from the hot sample over a wavelength 
range, temperatures can be calculated by fitting the radiation to Planck’s equation (Boehler 
1986; Heinz and Jeanloz 1987). A double sided laser heating system (Shen et al. 1996) was 
introduced for the minimization of temperature gradients radially and axially in a laser heated 
sample. Thanks to the micro X-ray beam size which improved the spatial resolution and 
ensured that the X-ray beam size is significantly smaller than the laser heated spot. Many 
synchrotron facilities have equipped with double sided laser heating systems. The laser heated 
DAC experiments become a routine capability in HP XRD and HP spectroscopy. Recently, 
portable laser heating systems have been developed (Boehler et al. 2009; Dubrovinsky et 
al. 2009; Shen et al. 2010), which will lead to more use of the laser heating technique in 
specialized beamlines with various X-ray probes. 

Pressure controls and measurements. The compact design of DAC allows for pressure 
control by just turning screws manually. This makes the DAC device portable and applicable 
in many probing techniques. To gain precision in pressure control and to access remotely when 
contained in other equipment such as cryostats, furnaces, and magnets, the diaphragm design 
(sometimes referred to membrane control) using compressed gas has been developed (Daniels 
and Ryschkewitsch 1983), and now widely used in synchrotron facilities. By regulating the 
compressed gas (e.g., He-gas) pressure, the force applied to the anvils may be controlled 
precisely and fine pressure change can be made. Recently, motor driven gear boxes have 
been developed for controlling the screw turns, providing remote precise pressure controls. 
With these remote control devices, either by mechanical gear box or by diaphragm, X-ray 
measurements with small pressure increment become possible, revealing subtle changes in 
compression and unusual phenomena close to phase transitions. 

Using the pressure-volume equations of state data of well-studied materials (e.g., MgO, 
NaCl, Au, W), pressures can be determined by measuring the volumes of these standard 
materials by HP XRD. Pressure can also be determined by optical methods, e.g., using the ruby 
fluorescence (Mao et al. 1986) and Raman peaks of diamond (Akahama and Kawamura 2010). 
Pressure determination at HT is challenging because of the lack of accurate data of pressure-
volume-temperature equations of state. Nevertheless, attempts have been made to construct 
internally-consistent data set with available X-ray and optical techniques (Sinogeikin et al. 
2006; Fei et al. 2007; Komabayashi and Fei 2010). In addition, weakly temperature dependent 
sensors, e.g., YAG:Sm (Zhao et al. 1998), have been developed for pressure determination at 
HT. It should be mentioned that establishing a reliable pressure scale remains as one of the 
most important goals in high pressure mineral physics. 

Dynamic shockwave techniques

In shock wave experiments, the sample is subjected to HP and HT by dynamic processes. 
A shock wave is driven through the sample by means of an explosive charge, by the collision 
of a flying object, or by high power lasers. Compared to the projectile technique, the laser 
shock technique can yield very high amplitude pressure loadings (as high as 50 TPa) with 
very short durations (in fs). The DAC may be integrated with the laser-driven shock (Celliers 
et al. 2010; Loubeyre et al. 2004). By controlling the ramp rate, these experiments (Smith et 
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al. 2007) can provide single shot equation-of-state data close to the isentrope, information on 
the kinetics of phase transformations, and material strength at high pressures. A number of 
techniques have been developed to measure the velocity of shock wave and the velocity to 
which the sample material has been accelerated. These measurements allow us to derive the 
density and pressure of the sample under loading (Brown and McQueen 1982). 

Recently, X-ray techniques have been applied in shockwave experiments at synchrotron 
facilities and other high power laser facilities (OMEGA, NIF). Single crystal XRD has been 
used for studying the deformation of materials under shock (Turneaure et al. 2009). The shock 
front can be monitored by X-ray radiography (Ping et al. 2011). Dynamic response of materials 
under shock has been measured by using the phase contrast imaging technique (Jensen et al. 
2012). Using the X-ray white Laue technique, the shock wave propagation can be recorded by 
using the timing structure of synchrotron pulses (Suggit et al. 2010; Luo et al. 2012). 

A BRIEF OUTLOOK

Expanding P-T range

The accessible pressure range ultimately defines the scope of HP research. In the past 
two decades, the number of publications from the HP synchrotron research has increased 
exponentially, thanks to the micro-sized (2-5 mm) synchrotron probes and new high pressure 
techniques. However, the highest pressure has reached a plateau at ~400 GPa (Akahama 
and Kawamura 2010) with the single stage type DAC. Recently, with a double stage DAC 
configuration, pressures up to 600 GPa have been reached in a much smaller sample volume 
(Dubrovinsky et al. 2012). Nano-XRD probes at synchrotron facilities therefore provide spatial 
resolution required for studying materials at extreme conditions with very small volume. 
Together with the developments in X-ray optics, ultra-stable sample stages, and advanced 
detectors, even higher pressures reaching 1 TPa and beyond may be feasible in the near 
future in the static DAC experiments. The nano-probes may be combined with dynamic DAC 
(d-DAC) (Evans et al. 2007), which may enable time resolved experiments at increasingly 
broader pressures and even more extreme temperature conditions before the anvil’s failure. 
The nano-probes can also be applied in less homogeneous samples, or in precise single-crystal 
studies of individual crystallites within a powder sample.

Pressure and temperature ranges are also constantly expanding for the LVP. Using sintered 
diamond as second-stage anvils, the 6-8 type Kawai apparatus are approaching the megabar 
mark (Ito et al. 2010). With a pair of advanced nano-polycrystalline diamond as third-stage 
anvils (Irifune et al. 2003) in the octahedral pressure medium in the 6-8 Kawai apparatus (the 
so-called 6-8-2 configuration), Kunimoto and Irifune (2010) reported a pressure of 125 GPa 
up to 1100 K. Under these conditions the sample dimensions are about 100-200 microns in 
linear dimensions. 

New HP synchrotron techniques

Various new types of DACs are being developed for ultra-high pressure, large opening, or 
compactness to fit in the varieties of X-ray measurements. Portable systems, including laser 
heating systems, optical Raman and ruby fluorescence systems, and microfocusing mirrors, 
have been developed and are being integrated at many beamlines. Rather than concentrating on 
HP beamlines, this approach takes advantages of specialized beamlines with well-developed 
X-ray techniques. Many new HP synchrotron techniques are being developed in XRD, XRS, 
and IXS, in particular in the areas of imaging techniques and time-resolved measurements. 

Imaging capabilities (coherent diffraction imaging, mass density tomography, full field 
imaging) are being actively integrated with DAC for HP studies with resolutions from 1 mm 
down to 30 nm, which will open a new era of imaging HP phases, for studying the plasticity, 
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elasticity, and precise equations of state of amorphous/liquid materials. Imaging in the LVP 
has received much attention recently. Both radiography and tomography techniques will be 
used more intelligently. Attenuation and thermal conductivity are just recent examples of new 
applications for radiography. With advanced tomography techniques, high pressure tomogra-
phy will see much improved mechanical and optical components, to allow 3D microstructure 
imaging to the sub-micron level in spatial resolution. Diffraction tomography may be applied, 
allowing grain-to-grain examination of a bulk sample under high P and T.

A beamline dedicated to dynamics compression science is under construction at APS for 
time-resolved studies in dynamic processes and would be the first of its kind at a third-gen-
eration high-energy synchrotron facility. Dynamic compression capabilities (utilizing high-
velocity impacts, high-intensity lasers, and pulsed power generators), coupled with ultra-fast 
measurements at the APS, represent the most versatile approach for achieving the widest range 
of thermo-mechanical conditions in a controlled manner. 

Because HP samples are always embedded in surrounding materials (anvils, gaskets, 
pressure media), excellent collimation is required to remove signals from surrounding materi-
als. Developments for precise collimation down to micron size for various HP spectroscopy 
techniques are important and will effectively increase the signal-to-noise ratios. Spectroscopy 
in the LVP is an area that may see huge advances in the future. With more brilliant synchrotron 
radiation, a wider range of photon energies will be measureable through pressure media, al-
lowing many techniques that currently can only be used in the DAC to be applied to the LVP. 
Since LVP is capable of stable and uniform P and T conditions, HT spectroscopy may be 
applied to minerals under conditions more representative to the Earth and planetary interiors. 
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PREFACE

When Frank Hawthorne (1988) edited the Reviews in Mineralogy volume on “Spectroscopic 
Methods in Mineralogy and Geology,” all the experiments presented had been performed at 
room pressure and room temperature because, at that time, vibrational and X-ray techniques 
were already quite difficult at ambient conditions so more sophisticated sample environments 
were not a priority. However, it has now become somewhat easier to perform experiments in 
situ at high temperatures (HT), high pressures (HP) or under combined high temperature and 
pressure (HP-HT). These types of experiments are becoming routine on crystals, glasses and 
liquids (see Shen and Wang 2014, this volume).

High-temperature experiments are important because most of the physical properties of 
high-temperature liquids, such as magmas and melts, are related to their atomic structure. 
Consequently, it is important to probe the local environment of the atoms in the sample under 
the conditions noted above (e.g., HT). However, at very high temperatures (~≥ 1200 °C) it 
is difficult to use conventional furnaces because of a number of experimental difficulties 
associated with their use: temperature regulation, thermal inertia and spatial obstruction of 
the sample. Due to the progress made in the development of lasers and X-ray, neutron and 
magnetic sources it is now possible to perform experiments in situ at HT, HP and HT-HP on 
samples of millimeter or micron size.

INTRODUCTION

In this chapter, we discuss some of these noncommercial methods used in performing ex-
periments at HT, and outline the best choices for heating systems with regard to the experimental 
requirements. Different commercial heating systems are available such as the systems available 
from Linkam® (http://www.linkam.co.uk/) or Leica® (http://www.leica-microsystems.com/) 
for example. These two systems are well adapted to performing experiments at HT including  
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Raman (Neuville et al. 2014, this volume) and IR spectroscopy (Della Ventura et al. 2014, this 
volume) and X-ray absorption near-edge structure (XANES) spectroscopy (Henderson et al. 
2014, this volume) in fluorescence mode. Commercial cells are capable of working at high and 
low temperatures, with controlled atmospheres and are relatively easy to use. But they need 
relatively large samples (typically 3-4 mm diameter and 1-2 mm height) and it is not possible 
to use them for EXAFS experiments in transmission mode or to perform HT Brillouin spectros-
copy. Furthermore, it is not possible to investigate very high temperature >1800 K. There has 
also been a number of HT apparatus developed for use under specialized experimental condi-
tions. For example, Berry et al. (2003) developed a controlled atmosphere furnace for X-ray 
absorption spectroscopy experiments under imposed oxygen fugacities at temperatures up to 
1773 K. This furnace is well adapted for XANES experiments under controlled atmospheres 
but not suitable for investigating light elements. Eeckhout et al. (2008) have also developed a 
similar furnace.

Here we focus this chapter on two main heating methods: (i) levitation coupled with laser 
heating (Coutures et al. 1986) and (ii) heating using the wire system originally developed by 
Mysen and Frantz (1992). Both systems have been used with X-ray absorption and diffraction 
on several synchrotron beamlines, with neutron diffraction, and with Raman, IR and Brillouin 
spectroscopies.

LEVITATION TECHNIQUES

Introduction

The principle of levitation is to apply a force that counteracts gravity so that the sample 
is essentially suspended in air without a container. There are basically three main techniques 
widely used today: electromagnetic levitation, EML, (Jacobs et al. 1996), electrostatic 
levitation, ESL, (Paradis et al. 2001) and aerodynamic levitation. Some other techniques exist 
such as gas film levitation, GFL, (Haumesser et al. 2002), or combinations of the techniques 
above. In addition, we should also mention acoustic levitation (Trinh 1985), which is mostly 
used with liquids at lower temperatures.

EML is restricted to conducting samples (generally metals) that can be relatively large 
(up to 1-2 cm in diameter). ESL has the advantage of working both under vacuum preventing 
contamination by a surrounding gas and also under a few atmospheres gas pressure. However 
it requires a complex setup that complicates its use with many spectroscopies. In principle, 
all types of materials can be levitated using GFL technique and it is possible to use large 
quantities of sample (up to 200 g for oxide glasses). Up to now, these techniques have been 
used to study thermophysical properties such as viscosity, mass densities and surface tension 
in oxide melts (Grishchenko and Piluso 2011). A recent review of these techniques and their 
applications can be found in Price (2010). Among all containerless techniques, the CEMHTI 
“Conditions Extrêmes et Matériaux: Haute Température et Irradiation” laboratory in Orléans, 
France, has chosen to work with aerodynamic levitation in which the sample is levitated using 
a gas stream that flows through a convergent-divergent nozzle. In this chapter, we will mainly 
focus on this method, which is well adapted for studying liquid oxide melts.

The most widely used technique of this kind employed today is conical nozzle levitation, 
CNL, in which the levitator has a convergent-divergent nozzle. It was first used in combination 
with electromagnetic heating by Winborne et al. (1976). Coutures et al. (1986) introduced a 
CO2 laser heating and adapted the technique for Nuclear Magnetic Resonance (NMR) experi-
ments on HT liquids (Winborne et al. 1976; Coutures et al. 1986). The advantages of CNL are 
the simplicity and compactness of the levitation devices, making it easy to integrate them into 
different experimental setups and it has subsequently been installed in various experiments 



In situ High-Temperature Experiments 781

at large scale facilities (synchrotron and neutron sources). A recent review of applications 
of aerodynamic levitation at synchrotron and neutron sources can be found in Hennet et al. 
(2011). Besides gas flow, sound waves, electrostatic or magnetic fields can also be used to 
levitate sample.

Acoustic levitation

Acoustic levitation can suspend small objects via the acoustic radiation force that results 
from an impedance difference between the suspension medium, normally a gas, and a solid 
or liquid sample. A single-axis acoustic levitator, SAL, consists mainly of two parts: a vibrat-
ing source (or transducer) generating frequencies of a few tens of kHz (i.e. ultrasound) and a 
reflector with a concave surface to improve the efficiency. The vibrating source-reflector axis 
is parallel to the direction of gravity and an acoustic wave is generated along this direction 
in order to counteract gravity. SAL can be used to study low melting point alloys and non-
conducting materials as well as room temperature liquids. Trinth (1985) developed a device 
enabling work up to 700 °C. Resistive heating coils were used to heat the sample. The acces-
sible temperature range is thus limited and this technique is not suitable for very HT studies. 

Electromagnetic levitation

Electromagnetic levitation (Fig. 1) 
is mainly suitable for electrically con-
ductive materials. It will be discussed 
here only briefly since a detailed de-
scription of EML can be found else-
where (Eckler 1992; Jacobs et al. 1996; 
Holland-Moritz et al. 2005). With EML, 
a radiofrequency electromagnetic field is 
generated by a coil and Foucault currents 
are induced in the sample. This leads to 
inductive heating of the sample, and at 
the same time, the interaction of the Fou-
cault currents with the magnetic field of 
the coil leads to a force that counteracts 
the gravitational force and makes it pos-
sible to levitate the sample. The electro-
magnetic force applied on the levitated 
sample depends on the power absorbed 
by the latter. It is essentially a function of 
the square of the magnetic field strength 
and the electrical conductivity of the 
sample material. So by varying the heat-
ing power, one can control the tempera-
ture of the sample. The levitation coil is situated in a vacuum chamber, which is first evacuated 
and then filled with a very high purity gas, usually helium (He) or a mixture of He plus a few 
percent of hydrogen (H2). 

Electrostatic levitation

With ESL (Paradis et al. 2001), the sample is electrically charged and levitated in a verti-
cal electro-static field between two electrodes (Fig. 2). Two pairs of smaller side electrodes 
are used to position the sample horizontally. When it levitates, the sample is melted using 
lasers. With this method, it is possible to study all samples that can be electrically charged. 
This method has various advantages. First, it works under vacuum, preventing contamination, 
and allows the study of poor electrical conductors or materials with low melting points. One 

Figure 1. A typical electromagnetic levitation setup 
developed at the German Space Center (DLR) within 
the “Institut für Materialphysik im Weltraum” (Institut 
for Materials Physics in Space). It is used for neutron 
diffraction on the D20 instrument at the ILL (Holland-
Moritz et al. 2005).
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drawback is the complexity of the 
setup that limits its combination with 
various spectroscopies. While some 
insulating oxides can be studied with 
this technique, it is used mostly with 
metals. 

Aerodynamics levitation

Aerodynamic levitation was 
first developed in the USA by D. A. 
Winborne and P. C. Nordine (Win-
borne et al. 1976) then later adopted 
at the CEMHTI by J.-P. Coutures 
(Coutures et al. 1990) for NMR stud-
ies. It has proven to be a powerful 
and versatile technique for studying 
highly reactive liquids in the equi-
librium melt and the supercooled 
liquid state several hundred Kelvin 
below the melting point (Hennet et 
al. 2007a). In particular, it is now widely used with neutron and X-ray diffraction techniques 
to investigate the structural properties of liquids (Hennet et al. 2006, 2007a,b). The working 
principle of aerodynamic levitation is well known and is described in detail elsewhere (Lan-
dron et al. 2000). Figure 3 shows a standard aerodynamic levitation setup. The basic idea is 
to circulate a levitation gas (usually argon) through a nozzle onto the sample from below in 
order to counteract gravity and lift it above the nozzle. The sample is then heated to the desired 
temperature by means of one or two focused CO2 lasers. The levitation gas flow is accurately 
regulated and monitored by a mass flow controller to enable the sample to be maintained in a 
sufficiently stable aerodynamic state for long counting times. Lasers (CO2 or YAG) provide a 
natural choice of heating system for aerodynamic levitation and are also used with ESL. CO2 
infrared lasers are particularly suitable for studying oxide materials and to some extent, can 
also be used for melting metals in conjunction with an oxygen free environment. Heating with 
a single laser leads to significant temperature gradients especially with insulating samples and 
generally, two lasers are used to heat and melt the samples. The lasers are focused onto the 
sample using eithers mirrors or ZnSe lenses from the top (vertically or not) and from below 
through the hole (gas path) in the conical nozzle. In both systems, the gas flow is precisely 
regulated using mass flow controllers and video cameras are used to monitor the sample during 
the levitation process.

With metals, it is also possible to use electromagnetic heating as used with ELM levitation. 
In particular, the Deutsches zentrum für Luft-und Raumfahrt, DLR, in Cologne and CEMHTI 
developed a hybrid system combining a RF heating coil with the conical nozzle (Mathiak et 
al. 2005). With the ESL technique, metals are melted using YAG lasers or CO2 lasers with 
wavelength of ~1 mm. With levitation techniques, optical pyrometry is the ideal method 
for temperature measurements. This technique is very easy to use but requires emissivity 
corrections to derive the true temperature, T, from the apparent temperature Ta measured by 
the pyrometer:

( )
2

1 1
ln

aT T C
λ

λ
− = ε

 
where C2 is the second radiation constant of Planck, C2 = 1.4388 cm K and ελ is the material 
emissivity at the working wavelength λ of the pyrometer.

Figure 2. Levitated sample between the electrodes of an 
electrostatic levitator at DLR. Redrafted from Kozaily 
(2012).
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Figure 3. CNL environments developed at the CEMHTI for high-temperature experiments with NMR (top) 
and high energy X-ray diffraction at ID11 (ESRF) (bottom).
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Experimental techniques

In this part, we mainly focus on selected experimental techniques that employ levitation 
methods to probe the structure of materials. All these applications are well described in 
Price (2010). However, we should point out that other properties can also be measured while 
using levitation techniques. For example, electrical and magnetic properties can be obtained 
by placing the levitating sample inside a RF coil and observing changes in the impedance 
and quality factors of the coil. Various systems have been developed to be used with the 
CNL and EML techniques (Enderby et al. 1997; Lohöfer 2005; Skinner et al. 2006). Some 
thermophysical properties can be also determined with levitated samples. This includes 
density, surface tension and viscosity using video observations (Egry et al. 1995; Millot et al. 
2002; Paradis and Ishikawa 2005). With more difficulty, it is also possible to determine the 
specific heat (Paradis et al. 2001) and the thermal conductivity (Kobatake et al. 2007).

Finally, we can also point out that liquid dynamics can be studied using NMR experiments 
with the determination of relaxation times (Massiot et al. 1995; Gruener et al. 2001; Florian 
et al. 2007) and atomic diffusion coefficients (Rollet et al. 2009) in conjunction with inelastic 
X-ray and neutron techniques (Pozdnyakova et al. 2007; Meyer et al. 2008; Hennet et al. 
2011). Figure 4 shows a comparison of the correlation time of liquid CaAl2O4 derived from 
viscosity measurements (Urbain 1983) and from NMR measurements (Massiot et al. 1995) 
and Quasi Elastic Neutron Scattering (QENS) (Kozaily et al. 2011). 

APPLICATIONS OF AERODYNAMICS LEVITATION

NMR experiments 

NMR at high temperature can be performed with a CO2 laser heating system using boron 
nitride, BN, containers or without containers by using a levitation system. 

With containers, the samples are packed in pyrolitic BN crucibles. The sample container 
is sustained inside the radiofrequency coil of an axially symmetric multi-nuclear NMR probe 
with a ceramic support which also acts as a thermal shield, preventing the coil from being 
overheated. The samples are heated with two computer-controlled high-power CO2 lasers 
heating the top and bottom of the crucible to minimize thermal gradients. Temperatures up to, 
typically, 1400 °C can be obtained with these settings, sample temperatures being calibrated 
as a function of laser power using a thermocouple and the exact same experimental conditions 
(no NMR measurements are possible during calibration), leading to a temperature uncertainty 
of approximately ±10 °C. Different results can be obtained using this technique (Sen 1999; 
Le Losq et al. 2014; see also Stebbins and Xue 2014, this volume for a complete review of 
NMR at HT). More recently, using new NMR high field developments, it is now possible to 
measure at the same time and on the same sample two NMR signals, such as 23Na and 27Al 
(Fig. 5). For example, see in Figure 5, with this method 23Na and 27Al NMR spectra have been 
obtained on a NaAlSi3O8 composition in different states (crystalline, glass and liquid) with 
a high field NMR spectrometer (Brucker 750MHz, 17.6T). For these experiments, heating 
was provided by a CO2-laser irradiating the sample from the bottom in a UHT Brucker probe 
modified at the CEMHTI laboratory to handle crucibles. Samples (approx. 100 mg) were 
filled in tight-closed BN crucibles and heated by steps of approximately 100 °C under dried 
argon. A small and large 27Al background signal was also recorded at each temperature using 
an empty crucible and further subtracted from the actual spectra. One can also point out that 
this design is very well suited to the study of corrosive or air-sensitive melts such as fluorides. 
Using more conventional magnetic fields (i.e., 9.0 T), double CO2 irradiation conditions 
and temperature calibration recording the melting point of external standards, it has led to 
successful investigations of fluoride molten salts (see e.g., Lacassagne et al. 2002).
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Figure 4. Correlation times of the aluminum movements obtained by NMR (Massiot et al. 1995) and Quasi 
Elastic Neutron Scattering, QENS (Kozaily et al. 2011) reported together with those derived from macro-
scopic shear viscosity (Urbain 1983).

Figure 5.  In situ high-temperature NMR measurements of (a) 23Na and (b) 27Al nuclei in crystallized 
albite NaAlSi3O8, and (c) 23Na and (d) 27Al nuclei in a glass of albite composition. All experiments were 
performed using a crucible design.
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Without containers, the sample is first melted in an external levitation system to shape 
it as a sphere. It is then inserted in a convergent-divergent nozzle located inside the radio-
frequency coil of a multi-nuclear probe (identical to the one used with the crucible design). 
Levitated samples are heated and melted in the NMR experiment using two focused CO2 
lasers irradiating the top and bottom part of the sample, (i.e., Cote et al. 1992; Poe et al. 1992; 
Florian et al. 1995, 2007; Le Losq et al. 2014). Temperatures up to 2500 °C can be obtained 
with this design. The diameter of sample sizes varies but is commonly between 3 to 5 mm, and 
total NMR acquisition times of less than 50 ms are sufficient to produce spectra with excellent 
signal to noise ratios. This allows observation of sample cooling obtained by shutting off the 
laser and repeatedly acquiring NMR spectra every 25 ms. This has been used to determine the 
time-resolved evolution of the structure and dynamics of aluminate and aluminosilicate liquids 
(Massiot et al. 1995; Florian et al. 1995, 2007; Gruener et al. 2001). In this cooling approach, 
the sample first equilibrates its temperature within 0.3 ms, leading then to the observation 
of a liquid without significant thermal gradients during the course of its cooling. It also 
allows, in most cases, exploration of 
the super-cooled region (i.e., the liquid 
below the melting point Tm) since no 
heterogeneous nucleation can take 
place under this containerless melting.

Figure 6 shows a typical 27Al 
NMR spectra of liquid alumina made 
in 1990 at CEMHTI in Orléans, and 
the chemical shift of 50 ppm can be in-
terpreted as a mixing of Al in four and 
six fold coordination. This is in good 
agreement with NMR experiments by 
Florian et al. (1995) and also with finite 
difference method near-edge structure 
(FDMNES) simulations and XANES 
spectroscopy at the Al K-edge by Neu-
ville et al. (2009). However, some influ-
ence of the temperature and levitation 
gas has been noted using this NMR set-
up leading to non-stoichiometric Al2O3 
melts (Coutures et al. 1994).

X-ray absorption spectroscopy (XAS)

X-ray absorption spectroscopy, XAS, is an element-specific method used to investigate 
the local structural order in materials (see Newville 2014, this volume; Henderson et al. 
2014, this volume). As for solids, various types of information can be obtained with this 
technique. When a pre-edge peak exists, its intensity and position can give information on the 
Coordination Number, CN, and the oxidation state of the studied element. The detailed energy 
dependence of the XANES spectrum gives information about the electronic structure and from 
the EXAFS region it is possible to determine structural parameters such as bond lengths and 
CN. Compared to XRD measurements, XAS has the advantage that the determined structural 
information is element-specific and related to the absorbing atoms. A disadvantage is that in 
liquids and glasses, it is difficult to get structural information beyond the nearest neighbors 
of the absorbing atoms. With levitation techniques, the sample is too thick (mm range) for 
XAS measurements in transmission mode, and so experiments are performed by measuring 
the fluorescence produced by the absorption. Jacobs et al. (1996) demonstrated that it was 
possible to combine XAS measurements with EML techniques and to obtain information 

Figure 6. 27Al NMR spectrum of a 66 mg levitated alu-
mina melt at 2320 °C along with the image retrieved from 
the camera at a temperature of 2270 °C.
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about the structure of liquid and supercooled metallic melts. XAS was then combined with 
the CNL technique by Landron et al. (1998) to study liquid oxides with the possibility of 
combining XAS and XRD experiments on the same sample. XAS experiments have also been 
combined with the hybrid aerodynamic electromagnetic levitator mentioned previously (Egry 
et al. 2008).

SAXS and SANS

Only a few experiments have used X-ray or neutron small angle scattering techniques 
with the CNL technique. Greaves et al. (2008) combined CNL with SAXS/XRD experiments 
to study polyamorphism in supercooled yttrium aluminates. Aerodynamic levitation and CO2 
laser heating was also coupled with SANS experiments. This technique can be used to study 
phase separation in the sample, for instance. Taking advantage of the sensitivity of neutrons to 
magnetic moments, Fischer et al. (2007) measured the magnetic critical scattering from solid 
Co80Pd20 in the vicinity of the ferromagnetic transition temperature Tc.

X-ray and neutron diffraction

The first XRD experiments on levitated liquids were performed by Ansell et al. (1997) on 
liquid Al2O3 using the CNL setup developed by Krishnan et al. (1997). Following this work, 
the EML method was combined with energy-dispersive XRD (Notthoff et al. 2000; Kimura 
et al. 2001). The first XRD experiments using ESL were performed by Kelton et al. (2003) 
and a similar apparatus was further developed by other groups (Masaki et al. 2007). Since the 
first XRD experiments, CNL environments at synchrotron sources have been improved with 
the use of better detectors. In particular, several setups are installed at the APS (Mei 2008) and 
Spring 8 (Matsumura et al. 2007). The first XRD experiments with CNL using the CEMHTI 
levitation setup were conducted at the H10 beamline at LURE (Orsay, France) (Price 2010), 
and additional CNL setups have been installed at the Diffabs beamline at SOLEIL (Gif-
sur-Yvette) and at the ID11 beamline at the ESRF (Bytchkov et al. 2010). The first neutron 
diffraction, ND, measurements on aerodynamically levitated liquids were performed by 
Landron et al. (2001) on liquid alumina at the SANDALS instrument at ISIS (Rutherford 
Appleton Laboratory, UK). A detailed description of the setup can be found in Landron et 
al. (2001). A similar CNL environment was developed by Weber et al. at the Intense Pulsed 
Neutron Source, (IPNS, Argonne, USA) (Weber et al. 2003). During the same period, Holland-
Moritz team developed an EML environment for neutron investigation of metallic melts at the 
Institut Laue-Langevin, ILL, in Grenoble, France (Schenk et al. 2002). The ESL technique 
was further combined with neutron experiments by Paradis et al. (2002). 

High-intensity synchrotron radiation sources have enabled the development of more 
selective methods such as anomalous X-ray scattering, AXS, which is not often used with 
levitation techniques. The first experiment combining AXS with CNL to study the liquid 
structure of Y2O3 were performed by Hennet et al. (2007b). For a polyatomic system, 
neutron diffraction with isotopic substitution, NDIS, is a powerful element-specific method 
to experimentally determine the partial structure factors. The pioneering NDIS experiment 
was performed by Enderby et al. (1997) who determined the partial structure factors of liquid 
Cu6Sn5. The NDIS technique consists of measuring the diffraction intensity for several samples 
of identical structure and chemical composition but having different isotopic compositions 
for one or more of the species. The use of NDIS is then dependent on the availability of the 
isotopes. Holland-Moritz et al. (2009) recently combined NDIS with EML to determine the 
partial structure factors and pair distribution functions of liquid and supercooled Ni36Zr64 alloy. 
The NDIS technique requires good counting statistics and EML is well adapted since it is 
possible to levitate relatively large samples. In spite of the small sample size currently used 
with the CNL method, it has also been combined with NDIS by Gruner et al. (2009) to study 
the structure of liquid Ni-Si alloys above the melting temperature. 
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Figures 7 and 8 show S(Q) and g(r) determined from X-ray and neutron diffraction at the 
liquidus temperature for calcium aluminosilicate melts (Kozaily et al. 2011; Kozaily 2012). 
These structural data are in good agreement with those expected from knowledge of the glass 
structure at room temperature (Cormier et al. 2000, 2005) and also from XANES experiments 
at the Al and Ca K-edges for CaAl2O4 (Neuville et al. 2008). 

WIRE OR PLATE HEATING SYSTEM

Description, temperature and atmosphere control

The heating-wire technique was first developed by Ohashi and Hadidiacos (1976) to develop 
a HT microscope at the Geophysical Laboratory, Carnegie Institution of Washington. Mysen 
and Frantz (1992) popularized this idea, using it for high temperature Raman spectroscopy. 
The heating-wire, HW, was a welded junction of 1-mm-diameter thermocouple junction in 
Pt and Pt-Rh 10%. It serves as both a heating element and a thermocouple. The output of the 
thermocouple is used to regulate a 50 Hz pulse input-power supply. The thermocouple e.m.f, 
is measured by the same home-made apparatus between the pulses. The sample is placed 
within a 1 mm hole drilled mechanically at the flattened junction. This hole corresponds to 
the hot spot. This heating system has low thermal inertia and it is possible to change the 

Figure 7. Typical average structure factors S(Q) measured on liquid calcium aluminosilicates using X-ray 
(left) and neutron scattering (right) (data from Kozaily 2012). Note that X-ray experiments are faster (typi-
cally minutes) than neutron ones (>3 hours), and chemical compositions richer in silica can be investigated 
without SiO2 loss during the experiments.

Figure 8. Average pair correlation functions g(r) calculated for liquid calcium aluminosilicates using X-ray 
(left) and (right) neutron scattering (data from Kozaily 2012).
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temperature between room temperature up to temperatures >1600 °C in few seconds. At 
temperature the heating system is relatively stable and can stay at the selected temperature 
as long as needed during the experiments. This device is remarkably simple and efficient. In 
the original design of Mysen and Frantz (1992) the wire was in a U-shape, and the position 
of the hole could slowly move vertically and laterally due to thermal expansion. This induced 
deformation of the wire and movement of the sample. To eliminate this it is possible to work 
with a stiffer wire. However, the principal problem of the first design of the heating device was 
the non-commercial power supply developed by Hadidiacos at the Geophysical Lab. A first 
modification of this heating system was made by using a wire in Pt-Rh10% heated by a direct 
current produced by a commercial power supply (Neuville and Mysen 1996). Furthermore, to 
avoid the movement of the sample due to dilatation, a new linear heating wire was made with 
a large variety of different alloys PtRh10%, PtIr10%, Ir and W (Richet et al. 1993). Platinum 
and its alloys are good wires to heat systems in air but to work at very high temperature, it is 
necessary to use Ir, W, Re or Ta which require vacuum or controlled atmospheres. Figure 9  
shows drawings of the original device and a recent modified system made to work under 
air or controlled atmosphere conditions (Gonçalves Ferreira et al. 2013). The latest version 
(Fig. 9) has a double confinement box to safely heat radioactive materials like UO2, PuO2 and 
others radioactive actinides elements. This new set-up was developed with the French Atomic 
Energy Commission, CEA. Figure 10 shows the electric power needed to heat different wires 
at high temperature under different atmospheres. Ta is a good candidate to work at very high 
temperature without oxygen, and Ta is easily workable compared with Ir, Re or W, which 
cannot be flattened and need to be drilled using electro-erosion or a laser apparatus. The 

Thermocouple 
 junction 

0.8 mm  
Pt 

0.8 mm  
Pt-Rh10 

~1 mm 
melt sample  

Figure 9. (left) The original HW 
setup proposed by Mysen and 
Frantz (1992). (below) New HW 
configuration developed with 
Saint-Gobain Recherche, this fur-
nace works with controlled atmo-
spheres (Air, N2, O2, Ar, ArH2).
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maximum size of the hole varies between 100 mm in 
Ir or W wire up to 2 mm in Pt or Pt-Ir10%, Pt-Rh10%. 

Temperature accuracy is ±5 K at high temperature 
(Neuville and Mysen 1996) and reproducibility is bet-
ter than 10 K if the wire does not change due to vola-
tilization of its constituent alloys at high temperature, 
for instance Ir. Most important is to use the appropriate 
wire alloy for the experimental temperature and atmo-
sphere conditions (Table 1).

Each wire is different:  

•  PtIr10% or PtRh10% are very useful, easy 
to make, can be used in air or with many 
different atmospheres, and can be put in HF 
to be cleaned.

•  Pt with higher Ir or Rh content can increase the maximum temperature used but the 
wires become harder and more difficult to drill.

•  Rh wire has a very high melting point, is easy to drill but very expensive.

•  Ir, Re or W wire are perfect to work at very high temperature up to 3000 K and more 
but need controlled atmospheres with very low oxygen content. These metals are 
very hard and very difficult to drill a hole in; Re has better mechanical properties than 
Ir and a higher melting point.

•  Ta wire is easy to drill, very good at high temperature, needs controlled atmospheres 
without oxygen, and need a very high power supply due to its low electrical resistivity.

Raman spectroscopy

Several Raman spectroscopy studies at high temperature have used this technique on silicate 
melts (Mysen and Frantz 1992, 1993, 1994a; McMillan et al. 1994; Frantz and Mysen 1995), on 
aluminosilicate melts (Mysen and Frantz 1994b; Neuville and Mysen 1996; Daniel et al. 1995) 
on titanosilicate melts (Mysen and Neuville 1995; Reynard and Webb 1998); germanosilicate 
melts (Henderson et al. 2009), borate melts (Cormier et al. 2006); borosilicate melts (Manara 
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Figure 10. Electric power versus temperature for different wires and atmosphere.

Table 1. Liquidus temperature for 
some metals.

Metal Liquidus, K

Platinum, Pt 2041

Rhodium, Rh 2236

Iridium, Ir 2720

Tantalum, Ta 3293

Rhenium, Re 3455

Tungsten, W 3695
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et al. 2007; Lenoir et al. 2010) and also on crystal melting (Richet et al. 1998). Raman spectra 
of potassium silicate melts collected using a heating wire device (Mysen and Frantz 1992) are 
similar to those obtained on glass using a Leitz® furnace (McMillan et al. 1992). The only 
precaution to be taken every time consists to verify that the chemical composition of the sample 
does not change during the thermal cycle. This verification can be easily made by comparison 
of Raman spectra at the beginning and at the end of experiment as shown by Neuville and 
Mysen (1996). The results obtained by HT Raman spectrometry correspond to the changes 
which takes place during melting, phase transitions, the glass transition, or to structural changes 
with changing temperature. These are developed in more detail in the Raman chapter (Neuville 
et al. 2014, this volume). The heating wire can also be used for Brillouin measurements at high 
temperature (Vo-Thanh et al. 2005).

X-ray diffraction

Crystalline materials. The heating system has been used at different light sources to 
investigate the structure of crystals, glasses and melts. One of the first investigations was 
made at the LURE light source to investigate the structure of simple compounds such as 
MgO, CaO, Al2O3, and MgAl2O4, by X-ray diffraction (Fig. 11) (Fiquet et al. 1999). In 
Figure 11, the lattice parameters, a and c of the four components, MgO, CaO, Al2O3 and 
MgAl2O4, are plotted and compared (Fiquet et al. 1999). For this kind of experiment, it 
is easy to determine the thermal expansion coefficients as a function of temperature and 
chemical composition. 

Glasses and liquids. X-ray diffraction on glasses provides important knowledge about 
their structures (see Taylor and Brown 1979a,b) but we have had to wait for progress on 
light sources to conduct similar experiments on melts that require HT conditions and 
short data acquisition times. Recently, with developments at beamlines such as those at  
SOLEIL (DIFFABS) and ESRF (ID11) it is possible to investigate directly the structure 
of melts at high temperature. The wire heating device has been adapted for the DIFFABS 
beamline (Fig. 12) to investigate the structure of melts and glasses at the glass transition 
temperature (X-ray Absorption Spectroscopy was recorded in the same time, see below). 
The scattering measurements are carried out in transmission. In Figure 13 is shown an example 
of the X-ray scattering experiments recorded at 17.5 keV on a glass composition (33%SiO2-
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33%Al2O3-33%CaO, with a 0.1 of ZrO2 in mol%). Several temperatures were studied from 
room temperature to the glass transition and to the liquid state at 1873 K (Fig. 13). The unusual 
geometry of the heater makes it rather complicated to acquire these spectra. Some adjustments 
are required in order to eliminate all of the wire diffraction peaks. Its takes two hours to acquire 
a X-ray diffraction pattern, which means that the apparatus must have excellent thermal stabil-
ity for HT experiments, in this case at 1873 K. The spectra of the samples annealed for 15 and 
50 minutes at 1173 K were obtained at ambient temperature after quenching. The spectra at 
different temperatures show a major peak at 15° followed by two more diffuse peaks at 20° and 
30° before the intensity gradually decreases. The spectrum of the liquid at 1873 K is again simi-
lar to that of the glass at ambient temperature, in agreement with the homogeneous amorphous 
nature of the two samples. The spectrum of the undercooled liquid annealed for 15 minutes at 

Figure 12. Heating wire assembly on the X-ray scattering set-up at the DIFFABS beamline. 
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Figure 13. X-ray scattering diagram at 17.5 keV for the glass at 300 K, the stable liquid at 1873 K, and 
the partially annealed glass at 1173 K. The Bragg peaks visible in the annealed liquid diagram at 1173 K 
correspond to ZrO2 crystals.
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1173 K does not display any significant change with respect to those of glass and liquid. On the 
other hand, the product obtained after annealing for 50 minutes at 1173 K shows Bragg peaks, 
which are characteristic of the ZrO2 phase which crystallizes at this temperature. The pair cor-
relation functions g(r) are determined from the diffraction diagrams of the glass and the liquid. 
These diagrams provide some insight into the structural changes occurring in the liquid in the 
neighborhood of the glass transition temperature and in the nucleation domain. Figure 14 shows 
these correlation functions g(r) for the glass, the undercooled liquid annealed for 15 minutes 
at 1173 K and, for the first time a stable liquid at 1873 K. Although it is not easy to interpret 
all the g(r) functions, in Figure 14 we provide a suggested assignment for the various peaks. 
Some significant changes are observed between the glass and the liquid. The 2.38 Å peak, 
which represents the Ca-O distances, is visible in the g(r) for the glass, but disappears at higher 
temperatures. The shoulder at 2.09 Å, which represents the Zr-O distance, is more visible in the 
liquid than the glass, even when it overlaps the 1.74 Å peak assigned to Si-O and Al-O. The 
annealed liquid at 1173 K also displays significant changes, especially with the Ca-O and Zr-O 
distances. These changes are the result of a reorganization of the liquid before the nucleation/
crystallization phenomena shown in Figure 13 for the liquid annealed at 1173 K for 50 minutes. 

To understand the results on the glass and melt, we need to consider three points:

•  Glass is disordered, but each atom has a stable local environment, which can be char-
acterized by pair distances such as Si-O, Al-O, Zr-O, Ca-O, O-O (arrows in Fig. 14).

•  The liquid is disordered but the atoms can move, and by performing X-ray diffraction, 
a statistic average is taken (red curve, Fig. 14) where T-O pair can be observed (T = 
Si,Al).The second peak corresponds to cation-cation pairs. But the detailed pairs are 
lost in the anharmonic distribution of the liquid state.

•  By cooling the liquid slowly down to the glass transition temperature, atomic motion 
decreases and each atom reaches a minimum configurational state. At 1173 K, 
which is higher than the glass transition temperature (1100 K), the X-ray diffraction 
pattern (Fig. 13) looks similar to those of the liquid state, but by computing the 
pair correlation function we observe the presence of the Ca-O peak in a fixed 
configuration. This implies that the calcium atoms are the first to equilibrate into 
their crystalline positions, followed later by Al and Si. 
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X-ray absorption

By using different types of heating wire, it is possible to measure X-ray absorption on 
heavy and light elements. Some examples on different K-edge or L-edge (Magnien et al. 2008; 
Neuville et al. 2008, 2009; Cochain et al. 2009; de Ligny et al. 2009) are discussed below. 
From X-ray absorption at the Fe K-edge, Magnien et al. (2008) obtain the redox state of Fe 
at high temperature as a function of time. This was measured by looking at the pre-edge fol-
lowing Wilke et al. (2001) and it was possible to demonstrate that different redox processes 
take place depending on the temperature. By looking at the XANES of light elements at high 
temperature, Neuville et al. (2008) linked changes in the Al K-edge in calcium aluminate com-
positions to viscosity, and proposed a model to understand atomic dynamics in depolymerize 
melt compositions. 

On the same composition investigated by X-ray diffraction on the DIFFABS beamline 
X-ray absorption spectra at the Zr K-edge were recorded in transmission or fluorescence modes. 
Figure 15 shows the different spectra obtained on the glass or melt at different temperatures. 
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The XANES spectrum at the K-edge of Zr in the glass has a significant white line and few 
EXAFS oscillations, which characterizes a lack of long-range order. At 1373 K, the spectra 
contain the same white line, but it is followed by a series of very distinct oscillations, which 
imply a change of order in the distribution of Zr in the liquid, due to partial crystallization 
of the sample or structural reorganization around Zr. The spectral differences visible in 
Figure 15b, between transmission and fluorescence is explained by the fact that the whole 
sample is analyzed in transmission, while in fluorescence only the near surface is probed over 
approximately ten microns. The fact that the oscillations observed in transmission mode were 
more distinct than those in fluorescence means that the sample is more crystallized at its core 
than near the surface. 

The white line varies little with temperature, while the oscillations increase after the glass 
transition because of partial crystallization of the sample. The spectrum of the liquid beyond 
the liquidus is similar to that of glass, and is therefore characteristic of a homogeneous phase 
in which long-range order is absent.

ADVANTAGES, DIFFERENCES AND CONCLUSIONS

Levitation techniques and heating wire devices are complementary tools, which can be 
used with a variety of diffraction and spectroscopic techniques to investigate materials at high 
temperatures for heating samples. Figure 16 shows X-ray diffraction patterns obtained using 
both systems. It clearly demonstrates that both heating methods give similar results within ex-
perimental error. However experimentally there are some differences between the two heating 
techniques which one should be aware of before deciding upon the most suitable method for 
specific experiments. 

The conical nozzle levitation, CNL, laser heating, is easy to implement at very high 
temperatures, (>2000 K) and for samples from 10 mg up to 100 mg (1 mm to 5 mm diameter), 
allows very fast quench and a glass sample can be obtained with ease. CNL works with 
different atmospheres, pO2 can be controlled and it does not use containers, which avoids any 
contacts with the heating system and potential surface effects on crystallization. The technique 
can be adapted to perform experiments using a wide variety of spectroscopic techniques at 
high temperature e.g., neutron and X-ray diffraction, X-ray absorption, small angle scattering, 
Raman spectroscopy, etc. Disadvantages are that CNL can induce vaporization of light 
elements and the chemical composition of the sample can change during the experiment 
because of the gas used as levitator.

The Wire Heating, WH, device, is easy to use at low temperature with Pt-Ir10% alloy, but 
can go to higher temperatures with appropriate heating wires (like W, Ir, Re, Ta…). However 
they are more difficult to mill and need to be used with controlled atmospheres. WH can work 
with less than 10 mg although the heating wire is in contact with the sample. This method 
is however ideal for working at lower temperatures with high thermal stability and enables 
studies of nucleation processes around the glass transition temperature for example. It can be 
placed in a vacuum chamber to investigate light elements using X-ray absorption spectroscopy 
but is not suitable for use in with neutron techniques, which require large sample volumes. 
WH is ideal for working on volatile elements, because the vaporization of the elements is very 
small, and the sample is contained within the hole in the wire. New developments now allow 
work with controlled atmosphere and radioactive elements such as U, Pu, and other radioactive 
actinides to investigate their structure with X-ray diffraction or absorption.  
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Figure 16. (a) X-ray diffraction measurements on calcium aluminosilicate (33% SiO2-33% Al2O3-33% 
CaO in mol%), (b) S(Q) and (c) g(r) obtained using levitation or a heating wire.
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