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Preface 

Petrophysics is a term synonymous with reservoir 
engineering in the hydrocarbon industry. However, 
a significant number of boreholes have been and 
continue to be drilled into crystalline rocks in 
order to evaluate the suitability of such rock 
volumes for a variety of applications, including 
nuclear waste disposal, urban and industrial waste 
disposal, geothermal energy, hydrology, sequestra- 
tion of greenhouse gases and fault analysis. 

Crystalline rocks cover a spectrum of igneous, 
metamorphic rocks and some sedimentary rocks 
where recrystallization processes have been 
important in their formation. These occur in a 
range of continental and oceanic settings. 
Oceanic crystalline basement has been exten- 
sively studied as part of the Deep Sea Drilling 
Program (1968-1980) and, the Ocean Drilling 
Program (1980-2003), and will continue as an 
important area of study. On the continents, crys- 
talline rocks have been drilled as part of a very 
large number of scientific and environmentally 
driven programmes. 

This volume is the result of the meeting spon- 
sored by the Borehole Research Group of the 
Geological Society of London. In this volume, 
a spectrum of activities relating to the petrophy- 
sics of crystalline rocks are covered, which fall 
into the following categories: 

(1) Fracturing and deformation of igneous, 
sedimentary and metamorphic rocks: 

(2) 

(3) 

(4) 

papers by Sausse & Genter, Giese et aL, 

Zimmermann et al., Ito & Kiguchi, 
Goldberg & Burgdorff, Lovell et al., 

Luthi et al. and Petrov et al. 

Oceanic basement: Haggas et al., Einaudi 
et al., Iturrino et al. and Brewer et al. 

Permeability and hydrological problems: 
Bartels et al. and Zharikov et al. 
Laboratory-based measurements and the 
application of petrophysical parameters: 
Haimson & Chang, Lloyd & Kendall, 
Harvey & Brewer, Bartetzko et al., 

Meju, Kulenkampf et al., Pf-ikryl et al. 

and Oila et al. 

The editors are particularly grateful to Janette 
Thompson, both for organization of the confer- 
ence and for persistence in coaxing authors, 
reviewers and editors, and also to Angharad 
Hills for continuous support in the production 
of this volume. We also thank all those who 
undertook the often arduous job of reviewing 
the manuscripts, and without whose help this 
volume would have been much poorer. 

Peter K. Harvey 
Tim S. Brewer 

Phillipe A. Pezard 
Vladislav A. Petrov 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
C~stalline Rocks. Geological Society, London, Special Publications, 240, vii. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 



Types of permeable fractures in granite 

J. SAUSSE 1 & A. GENTER 2 

1UMR 7566, Gdologie et Gestion des Ressources Mindrales et Energdtiques, 

UHP Nancy 1, BP 239, F-54506 Vandoeuvre Cedex, France 

(e-mail: judith.sausse @ g2r. uhp-nancy.fr) 

2BRGM CDG/ENE, BP 6009, 45060 Orldans Cedex 2, France 

Abstract: This study presents a multidisciplinary approach to understanding and describing 
types of fracture permeability in the Soultz-sous-For~ts granite, Upper Rhine Graben. At 
Soultz, during the 1993 stimulation tests in the GPKI well, it was shown that only a 
limited number of natural fractures contributed to flow, whereas there are thousands of 
fractures embedded within the massive granite. In order to understand the flow hierarchy, 
a detailed comparison between static (fracture apertures based on ARI raw curves) and 
dynamic data (hydraulic tests) was carried out. We propose that two scales of fracture net- 
works are present: a highly connected network consisting of fractures with small apertures 
that may represent the far-field reservoir, and another network that contains isolated 
and wide permeable fractures (that produce an anisotropic permeability in the rock) and 
allows a hydraulic connection between the injection and production wells. 

Quantification and modelling of fluid flow in 
fractured rocks are extensively studied to solve 
and predict numerous economic or environ- 
mental problems (hydrothermal activity, geother- 
my, waste storage, etc.). Natural discontinuities 
such as fractures and cracks are primary potential 
paths for fluid circulation in crystalline rocks, 
and thus they have a major impact on the hydrau- 
lic properties of rock masses. Percolation in 
fractured media is a complex phenomenon that 
depends on the specific geological field context. 
The main problem in modelling flow in such 
systems is the frequent and real discrepancy 
between field observations and models of flow, 
due to the quality and quantity of the data 
available. 

Permeability calculations deal with a quanti- 
tative definition of the fracture apertures. Three 
main types of aperture are described in the 
literature: hydraulic, mechanical or geometrical 
aperture types (Fig. 1). 

An ideal fracture is usually defined as two 
smooth and parallel planes separated by a con- 
stant hydraulic aperture (Lamb 1957; Parsons 
1966; Snow 1965, 1968a,b, 1969; Louis 1969; 
Oda 1986). This approach is generally used for 
regular fracture networks with smooth and 
widely open fractures. In this case, the calculated 
fracture aperture is maximal and corresponds to 
global conductivities controlled by the cubic 
law. However, this approach cannot take into 
account the channelling phenomenon described 

in natural rough fractures, because fractures 
have surface asperities and contact points or 
voids within their walls (Gentier 1986; Gentier 
et al. 1996, 1998; Sausse 2002). Cracks or 
fractures are heterogeneously percolated by 
fluids, as is evidenced in Figure 2a, where flow 
is seen to leave the fracture over short segments 
of its trace. The main consequence is that the 
flow field, as well as the resulting f luid-rock 
interactions and fracture fillings, cannot be 
realistically predicted without a precise descrip- 
tion of the geometry of the fracture walls 

(Fig. 2a & b). 
Natural fractures are complex objects with 

different surface properties and types of 

alteration. 
These facts strongly influence our conceptual 

approaches to modelling of fluid flow between 
fracture walls. Previous work (Andr~ et al. 
2001) shows that low fracture roughness tends 
to lead to homogeneous flows even at great 
depth where pre-existing fractures are nearly 
closed. In the case of a laminar flow, the channel- 
ling flow is poorly developed, and the classical 
models of smooth parallel plates are probably 
relatively well adapted to determine the real 
permeability of these fractures. In contrast, 
fractures embedded in unaltered rocks can have 
high roughness and very heterogeneous aperture 

distributions. Their closure results in the for- 
mation of well-defined channels which do not 
cover the whole fracture surface. In this case, 

From: HARVEy, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 1-14. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 



2 J. SAUSSE & A. GENTER 

N 

Geometrical apertUreec_ /~= 1 i 

N 

"7 
¢ 

Mechanical aperture (em) = ema x 

S J  e i = c t e  

Q\qr~v v . 

Hydraulic aper ture  (oH) 

Fig. 1. A smooth and paralM plate model crack, compared to a rough crack. In the case of rough cracks, the 
local apertures e~ are different. The mean aperture or geometrical aperture is the quadratic or arithmetic mean of the 
local apertures ei. The mechanical aperture is usually defined as the maximum value of ei, and the hydraulic aperture 
estimation is the result of experimental hydraulic tests. When the differential pressures, the flow and the type of fluid 
flow (Poiseuille, for example) are defined, the value of eH is determined. Usually, eM < eG < eH (Gentier 1986). 

the cubic law does  not  adequate ly  descr ibe  the 

hydraul ic  proper ty  o f  the fracture, and the 

hydraul ic  laws have to take roughness  into 

account .  Sausse ' s  (2002) results suggest  that 

the alteration p h e n o m e n a  can represent  a key  

factor  to character ize  the roughness  types o f  

fractures.  This  in turn requires  cons idera t ion  

of  minera logica l  and geochemica l  factors,  in 

I, (a) (b) 

Fig. 2. Two examples showing (a) the complexity of fluid flows at the fracture scale, where directional and 
independent fluxes are going out of the fracture plane (arrows), and (b) the related fluid-rock interactions resulting 
in the multiple precipitation of secondary minerals within cracks. 
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order to perform more accurate permeability 
calculations and models of fluid circulation in 
fracture networks. Thus, different alterations 
and their intensity may imply different hydraulic 
laws for fractures. 

The aim of this study is to propose a multidis- 
ciplinary approach to understand and describe 
fluid-flow pathways observed in fractures and 
fracture networks, based on the study of the 
petrophysical properties of rock and fractures. 
The rock mass in question is the granite base- 
ment of the Rhine Graben near Soultz-sous- 
For~ts (Bas-Rhin, France) where the 'Enhanced 
Geothermal System' (EGS) deep geothermal 
test site is located. This work presents a prelimi- 
nary interpretation of the complex flow profile of 
a well, during hydraulic tests conducted during 
the period 1993-1994, and relates this to the 
electrical apertures of the fractures from logs, 
the rock alteration, and the fractures' spatial 
organization. 

Geological context 

Soultz-sous-For~ts, located in the Upper Rhine 
Graben, hosts one of the few deep geothermal 
'Enhanced Geothermal Site' test sites in the 
world. The Palaeozoic granitic basement, is a 
batholith covered by a thick Tertiary succession 
(marls and clays) and Triassic sandstones (Fig. 3). 

The Soultz granite is a Hercynian monzo- 
granite characterized by phenocrysts of alkali 

feldspar in a matrix of quartz, plagioclase, 
biotite and minor amphibole. In its current state 
of development, the EGS system consists of 
three boreholes: GPKI and GPK2, which 
extend respectively to 3600 m and 5000 m, and 
a reference hole EPS1 which has been fully 
cored (Fig. 4). This paper is concerned with 
observations in GPK1 (an open hole between 
2850 and 3600 m) made during and following 
major hydraulic injections conducted in 1993- 
1994, before well GPK2 was drilled. 

The Soultz boreholes are located inside the 
graben, 5 km from its western border repre- 
sented by the main Rhine Fault oriented 
N030-040 °. The geological cross-section, based 
on old oil-drilling data and seismic work, gives 
the main relationship between the basement- 
surface geometry and the normal-fault network 
(Fig. 4). 

A large structural and petrographic database 
has been collected for GPK1 based on various 
logging images and cutting analysis between 
the top of the granite (1400m) and 3600m 
(Genter e t  al. 1997). The extensive logging of 
GPKI throughout the open-hole depth range of 
2850 and 3610 m gives an opportunity to study 
the structural organization of the fractures and 
alteration of the granite. 

The granite was strongly altered by successive 
hydrothermal events (veins and pervasive altera- 
tions). As a consequence, the 2998 natural 
fractures present in the EPSI well are nearly 

Cenozoic fill sediment 

I I Cer'~o~zoic Graben fi l l ~ Saveme main fracture zone Permian series 
sediments (clays and marls) 

Fig. 3. A schematic geological map of the Rhine Graben and the location of the geothermal drill site of 
Soultz-sous-For~ts. Vertical section AB: details of cross-section (after Dezayes et al. 1995). 
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Fig. 4. (a) Sketch presentation of the geothermal exchanger at Soultz-sous-For~ts. GPK1 and GPK2 correspond 
respectively to the two injection and production wells which sample the deep granitic fractured basement down to 
5000 m for GPK2, and to 3590 m for GPK1. EPS1 is tbe cored reference hole. (b) and (c) Schmidt projection of 
fracture poles - lower hemisphere. The structural interpretation of GPKI shows that fractured zones are 
concentrated in three main intervals (1800, 2800 and 3500 m). The interpretation of UBI logs shows that a nearly 
vertical conjugated fracture set is oriented NNE-SSW with predominantly westward-dipping fractures (after 
Genter et al. 1995). 

systematically sealed by hydrothermal products 

(29 of them are still opened today). Three distinct 
alteration types observed on cores were related 
to the precipitation of the three mineral assem- 
blages of quartz-ill i te,  calcite-chlorite and 
hematite fill the fracture networks and are 

related to different palaeo-percolation stages in 

the granite around EPS1 (Sausse 1998; Sausse 
et al. 1998).Two fractured and altered sections 
in well GPKI at depths of 1820 rn and 3495 m 
produced hot salt brines during drilling. This 
present-day permeability seems to be closely 

related to open fractures that are partly sealed 
by late geodic quartz deposits and characterized 

by extensive wallrock illitization (Genter & 

Traineau 1992). Anomalies in gases such as 

methane, helium, radon and carbon dioxide 
were also recorded during the drilling-mud 

survey when well GPK1 penetrated fractured 
and altered granitic sections (Vuataz et al. 

1990; Aquilina & Brach 1995). 

The complex hierarchy and chronology of the 
fluid palaeo-percolations detected in the Soultz 
granite could engender a complex hydraulic 
response during the hydraulic experiments. 

The stimulation tests done in GPK1 at the end 

of 1993 were performed to validate the 'Soultz 
concept', i.e. to force the water to migrate 

through a connected fracture system in the base- 
ment rock to carry heat for power production. 

This consists of initially injecting water to great 
depths under high pressure, in order to establish 

efficient connections between the deep wells 

through the natural fracture system embedded 
within the basement rocks. The pressure is then 
adjusted in order to force water to migrate 
between the wells through the natural fracture 

system (please refer to h t t p : / / w w w . s o u l t z . n e t  

for more details). These experiments were con- 

tinuously monitored, and different types of data 

were acquired (microseismicity, flow, spinner 

and temperature logs, etc.). In this work, the 
interpretation of fracture permeability during 

the hydraulic tests is based on the studies of 
Evans et al. (1996) and Evans (2000). These 
hydraulic data are correlated to the geometry of 

fractures, and especially to the fracture electrical 
apertures defined by Henriksen (2000, 2001) on 
the basis of electrical and acoustic borehole 

image logs. 
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Soultz log data 

Structural data 

The major fracture zones encountered in GPK1 
were located through examination of borehole 
image logs, classical geophysical well-logs, and 
cutting samples (Genter et al. 1995). The sche- 
matic vertical west-east cross-section through 
GPK-1 in Figure 4b, shows that the fractured 
zones are not randomly distributed with depth, 
but rather concentrated in three main intervals 
centred at approximately 1800, 2800 and 
3500 m depth. These clusters are interpreted as 
the traces of megascopic faults, with individual 
fractured and altered sections representing seg- 
ments of normal faults. Each one contains at 
least one permeable section. Their orientation is 
consistent with normal slip during Oligocene 
Rhine rifting. The orientation characteristics of 
all fractures imaged on the UBI logs are shown 
in Figure 4c. Most of the fractures appear to be 
members of a nearly vertical conjugated fracture 
set with a symmetry axis striking NNE-SSW. 
Structural analysis of EPS1 core shows two 
types of small-scale fractures filled by hydrother- 
mal products: Mode 1 fractures that show no evi- 
dence of shear movement, and Mode 2 fractures 
which have clearly suffered shearing. The Mode 1 
fractures seen in the core are relatively narrow, 
and thus would be more difficult to detect on 
borehole image logs than the comparatively 
wide and sometimes visibly open Mode 2 frac- 
tures. Mode 1 fractures are more numerous, in 
a ratio of 1. Mode 1 fractures are generally 
related to weak extended fractures with thin aper- 
tures, whereas Mode 2 fractures are wide open 
and therefore easily monitored on electrical 
images. At Soultz, Mode 2 fractures are clearly 
Mode 1 fractures which were reactivated by 
tectonics. 

Aperture data 

Fracture geometrical properties and their spatial 
relationships were analysed using direct and 
indirect data. Fracture aperture data fall into the 
following categories: 

• geometrical, from visual inspection of cores; 
• hydraulic, derived from pressure data 

obtained using flow and temperature logs; 
• mechanical, from laboratory tests on cores; 
• electrical, from FMI electrical image 

logs, i.e. Formation MicroScanner (FMS), 
Fullbore Formation MicroImager (FMI) and 
Azimuthal Resistivity Imager (ARI). 

• acoustic reflectivity, from acoustic image 
logs, i.e. Ultrasonic Borehole Imager (UBI), 
BoreHole TeleViewer (BHTV), etc. 

Henriksen (2001) analysed a collection of 
electrical- and acoustic-borehole imaging logs 
from GPK1 (i.e. FMI, UBI, and ARI) to establish 
the hierarchy of the near-well fractures in the well 
between 2850 m and 3505 m depth. On ARI 
images, the main conductive fractures correspond 
to large sinusoids traceable across 100% of the 
image, whereas some fractures are more discon- 
tinuous on the trace where only a few per cent 
of the fracture-plane area produce an electrical 
response. The qualitative analysis of fractures 
done for ARI, UBI and FMI images uses the 
most homogeneous fractures, i.e. fractures where 
at least 50% of the fracture plane area can be fol- 
lowed continuously on images (Fig. 5b). 

In a second step, Henriksen proposed the 
quantification of the electrical apertures produced 
by the main ARI fractures. High-resolution 
imaging tools provide detailed mapping of frac- 
tures on the borehole wall. The highly conductive 
drilling fluid used at Soultz is salty water charac- 
terized by a mud weight of 1.070 g cm -3 and a 
mud resistivity of 0.106 ohm m measured on 
6 December 1992, that filled the open fractures 
intersected by the well. Moreover, the formation 
fluid observed in the granite corresponds to 
brines (Pauwels et al. 1993; Dubois et aL 1996). 
Electrical tools measure the contrast between 
the fluid and the formation resistivity. It is there- 
fore possible to correlate the intensity of the con- 
ductive anomaly recorded by the tool as it passes 
the fracture, with the quantity of fluid within the 
fracture. Several empirical methods have been 
developed to estimate the apertures and extension 
of natural fractures from their conductivity signa- 
tures (Sibbit & Faivre 1985; Luthi & Souhaite 
1990; Faivre 1993). 

Henriksen (2001) estimated the electrical 
aperture of the fractures in GPK1 using three 
different methods: ARI conductivity curves 
(Faivre 1993); LLS and LLD curves of the 
Dual Latero Log (Sibbit & Faivre 1985); and 
FMI conductivity curves (Luthi & Souhaite 
1990). As an example, ARI analysis only com- 
putes the lower limit of the fracture apertures. 
First, ARI data are reprocessed for aperture cal- 
culation. Then, the area of added conductivity 
(AAC) is computed by restricting the excess con- 
ductance between the raw conductivity curve and 
the background conductivity level to about 
0 .4mmhom -1. Then, the Faivre (1993) 
formula is used to estimate the fracture aperture 
based on ARI images: 

E = a x A A C  b x R  t x R ~  -~) 

where E is the fracture aperture, AAC (ohm m) is 
the area of added conductivity, Rt (ohm m) is the 
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Fig. 5. Log of electrical fracture aperture sizes, labelled eAR l versus depth, (a) derived from ARI logs, and (b) in 
well GPK1 (Henriksen 2001). Apertures are calculated based on the interpretation of ARI imageries, and for the 
example of three main conductive fractures (medium-grey squares). The frequency distribution (e) of the electrical 
apertures is large and shows a modal value of 2.5 Ixm. Some 80% of the 347 natural fractures are characterized by 
thin electrical apertures (lower than 10 Ixm). 

matrix resistivity, Rm is the mud resistivity 
(ohm m) and a (0.9952), b (0.863) and c 
(0.0048) are all constants. Apertures from the 
ARI method may reflect the average for a 

larger penetration depth than with the method 
using FMI images, and may not be affected by 
vugs unless the vugs are connected with open 
fractures forming a conductive network of fluid 
flow in the reservoir (Henriksen 2000). 

The results were compared with the physical 
apertures measured on EPS 1 cores by Genter & 
Traineau (1996), and with the apertures esti- 
mated using the ARI field-print logs (Genter & 
Genoux-Lubain 1994). 

The resulting calculated electrical apertures 
are shown in Figure 5a, and give a reliable hier- 
archy between natural fractures detected in 
GPK1 (Henriksen 2001). The ARI tool was run 
shortly after the drilling of GPK 1. Consequently, 
the electrical apertures correspond to prestimula- 
tion fracture sizes. The fluid conductivity of the 
borehole mud was 0.1 ohm m. 

The highest fracture aperture values are 
located at 3200 m and 3500 m depths, and corre- 
spond to two major permeable zones. One of the 
major fracture zones at around 3400 m in the 
well is properly identified by the aperture esti- 
mations (Fig. 5b). There is a large distribution 
of fracture apertures characterized by a modal 
aperture of 2.5 Ixm (Fig. 5c). However, 80% of 
the 347 natural fractures analysed are character- 
ized by thin electrical apertures smaller than 
10 p~m. These values of electrical apertures do 
not represent the real geometrical apertures of 
the fractures, but the assumption was made that 
there is a correlation between the two types of 
apertures. Large electrical fractures are probably 
large opened fractures. The high electrical 
conductivity anomalies correspond to thick and 
generally composite fractures, which probably 
extend some considerable distance from the 
borehole wall (Henriksen 2001). These natural 
conductive fractures are compared in this study, 
with the hydraulic response given by the 
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natural and newly opened fractures during the 
1993 hydraulic tests. 

H y d r a u l i c  da ta  

After the deepening of the GPK1 well in 1992 to 
3600 m (with the casing shoe set at 2850 m), 
large-scale hydraulic tests were carried out in 
1993 to first characterize the natural permeability 
of the rock mass, and then to enhance the per- 
meability of the natural fracture system through 
massive fluid injections (Jung et al. 1995). Sup- 
porting activities during the injections included: 
microseismic monitoring, fluid sampling, and 
frequent spinner and temperature logs (Baria 
et al. 1993, 1999). The effects of the test were 
evaluated the following year by conducting rela- 
tively low-rate production (June) and injection 
(July) tests (Baria et al. 1999). The profile of 
flow in the well during the complete test 
sequence was obtained from analysis of spinner 
and temperature logs (Evans et al. 1996; Evans 
2000). Fractures which support flow during the 
stimulation were identified and precisely 
located in depth. Each fracture thus identified 
was assigned by Evans (2000) to one of three cat- 
egories that broadly reflected the different flow 
contributions (Fig. 6). These consisted of the 
major flowing fractures that broadly correspond 
to important structures that supported more 
than 5% of the well-head flow; moderately 
flowing fractures detectable from spinner logs; 
and minor flowing fractures that produced a 
temperature disturbance on T-logs but are not 
detectable on spinner logs. Evans (2000) found 
that, following the injection stimulation, some 

20% of the 500 fractures identified by Genter 
et al. (1997) on UBI images supported detectable 
flow. Prior to the stimulation, less than 1% were 
recognized as permeable (three fractures at 2815, 
3385 and 3492 m depth; Genter et al. 1995). 

In order to understand this flow hierarchy in 
terms of fracture aperture, hydraulic response 
and alteration, a detailed comparison between 
static (fracture apertures) and dynamic data 
(hydraulic tests) is carried out. 

Comparison between electrical aperture 

and hydraulic data 

Each fracture defined as a flowing structure by 
Evans (2000) was correlated to the electrical 
apertures given by Henriksen (2001). Figure 7a 
shows that the major flowing fractures tend to 
have broad electrical apertures. For example, 
three fractures located between 3200 and 
3250 m that accepted major flowing features 
during the stimulation tests, have electrical 
apertures greater than 100 or 1000 ~m. These 
apertures correspond to wide and extended frac- 
tures that were permeable prior to the injection 
tests (Genter et al. 1995). They are pre-existing 
permeable fractures in the granite. Similar obser- 
vations relate to the lowest zone of depth in the 
well around 3500 m, where two large fractures 
support flow (Fig. 7). 

However, a more precise comparison reveals 
numerous discrepancies between the range of 
fracture apertures and their hydraulic res- 
ponses (Fig. 7a). For example, in the lowest 
part of the well there are two major flowing 

Main flowing fractures 

N@ 

Moderate flowing fractures 

[] Minor flowing fractures 

2800 2900 3000 3100 3200 :3800 :3400 :~500 3600 

Depth (m) 

Fig. 6. Distribution of the main permeable fractures in the open-hole section of GPK1 (Evans et al. 1996; Evans 
2000), based on the analysis of flow profiles, spinner and temperature logs. Major fractures showing flow correspond 
to wide structures which support more than 5% of the well-head flow. Fractures showing moderate flow are 
detectable from spinner logs, and fractures showing minor flow produce a temperature disturbance on T-logs. This 
subset, grouping fractures with slight flow, possible flow or no permeability, is derived from flow logs or 
temperature logs after the stimulation (Evans et al. 1996). 
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fractures - m e n t i o n e d  prev ious ly  (red dots  at 

3483 and 3490 m). F r o m  a strictly electr ical  

po in t  o f  view,  if  the fracture aperture is used  in 

permeabi l i ty  mode l s  such as the ' cubic  law'  

types,  a first a s sumpt ion  can be that these  frac- 

tures mus t  be hydraul ica l ly  equivalent  to a 

group of  fractures located jus t  above  t h e m  

(orange dots at 3 4 5 0 - 3 5 0 0  m dep th  in Fig. 7b). 

This  direct  re la t ionship  is not  sys temat ica l ly  

observed.  S o m e  wide or s imply  large fractures 

showing  no present -day percola t ion  occur  

local ly in the well,  as can be shown in the 

lower  part  o f  the well  a round  3 5 0 0 m ,  for 

example  (Fig. 7a). Converse ly ,  a lot o f  thin frac- 

tures wi th  electr ical  apertures lower  than 10 p,m 

show ev idence  o f  f low on  sp inner  or  t empera ture  

logs. For  example ,  be tween  3050 and 3200 m, 

n u m e r o u s  thin fractures are c losely  associated 

and cor respond  to fractures wi th  m i n o r  to moder -  

ate flow at the scale def ined by Evans  (2000) 

(green dots  in Fig. 7a) even  t h o u g h  their  thin 

apertures  could  l imit  their  permeabi l i ty .  

On  Figure  7b three types o f  pe rmeab le  frac- 

tures are summar i zed  that co r respond  to three 
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Fig. 7. (a) Comparison between the permeable fractures (Evans 2000), and their electrical apertures derived from 
ARI logs in well GPKI (Henriksen 2001). Three categories of permeable fractures are distinguished (as previously 
defined in Fig. 6): major (red dots), moderately (blue squares) and minor (green diamonds) fractures showing flow 
(Evans et  al. 1996). Some 20% of the 500 fractures (Genter et  al. 1997; Evans 2000) detected on UBI images were 
flowing during the 1993 stimulation tests. There is a certain spatial relationship between the electrical apertures and 
the main hydraulic events. A few of the major flowing fractures are characterized by important electrical apertures. 
(b) Two types of fractures are highlighted. Wide fractures (electrical apertures higher than 10 ~tm) with no post- 
stimulation permeability (orange dots) and thin fractures (electrical apertures lower than 10 Ixm, green dots) that produce 
flow after the stimulation. An upper depth zone 1 (2850-2900 m) is first defined as a zone of intense damage. Then, 
numerous thin stimulated fractures are observed between 2900 and 3200 m except for a 2965 m fracture zone 
permeable prior to the stimulation (depth zone 2). By contrast, wide but non-permeable fractures are broadly located 
in depth zone 3 (3200-3600 m). (c) A qualitative profile of the granite alteration. Five main categories of granite 
are distinguished, from weakly to strongly altered facies, based on cuttings and geophysical well-logs. White zones 
correspond to the presence of unaltered granite. 



TYPES OF PERMEABLE FRACTURES IN GRANITE 9 

specific depth zones which are delimited by bold 
horizontal lines. On this plot, only fractures that 
do not show a clear positive relation between 
their electrical aperture and their permeability 
are circled with orange or green dots. These 
data correspond respectively to permeable 
small-scale fractures, or wide fractures without 
any evidence of flow recorded during the stimu- 
lation. Figures 7b & 7a are identical, except that 
Figure 7b highlights only fractures for which it 
is difficult to correlate aperture values with the 
corresponding permeabilities. 

The upper part of the open hole section 
(2850-2975 m), located just below the casing 
shoe, shows thin fractures with minor till major 
flowing responses during the stimulation. 
Fractures in the 2800-2900 m zone are the first 
fractures that could be reached in depth by the 
high-pressure injected fluids. They are directly 
and artificially damaged during the stimulation 
process. This part of the well is therefore taken 
as being different from the other zones, in order 
to avoid some bias in the interpretation of the 
natural hydraulic behaviour of fractures. This 
zone is labelled as an intense damage zone, 
where thin fractures are strongly stimulated 
(depth zone 1 in Fig. 7b). 

At greater depths, two other depth zones are 
defined (Fig. 7b). Zone 2 (2900-3200m) is 
characterized by numerous permeable small- 
scale fractures, except for two large fractures at 
2954 and 2965 m depth that show percolation 
prior to and after stimulation. This enhancement 
of the hydraulic properties of small fractures 
takes into account 105 fractures that present a 
homogeneous aperture distribution. Some 90% 
of them show thin apertures lower than 5 txm. 
Despite these thin electrical apertures, some of 
them are clearly identified as fractures showing 
major or moderate flow, by Evans (2000). 
Between 2900 and 3200 m, these small per- 
meable fractures represent 20% of the whole 
fractures in this depth zone. 

In contrast, depth zone 3 (3200-3500m) 
displays wide fractures that do not show any 
evidence of flow during the stimulation. These 
fractures are numerous, and 35% have electrical 
apertures larger than 10 Ixm. Values of 2.2, 1.2 
and 1.8 mm are found at depths of 3125, 3468 
and 3472 m respectively. Numerous permeable 
fractures are clearly identified between 3215 
and 3225 m or 3483 and 3490 m on Figure 7a. 
However, a large majority of them do not show 
flow, despite their strong resistivity anomalies. 
These problematic fracture permeabilities corre- 
spond to 70% of the fractures characterized by an 
aperture higher than 10 ~m in the 3200-3500 m 
depth zone. 

Figure 7b therefore makes to identify two 
global depth zones in GPK1 in terms of per- 
meable fracture types during the stimulation 
tests. The intermediate part of the open well 
(2975-3200 m) shows evidence of flow, despite 
the small apertures of the fractures. The fracture 
permeability seems to be stimulated in this depth 
zone. On the other hand, the lower part of GPK1, 
between 3200 and 3500 m, shows a certain inhi- 
bition of the hydraulic properties of fractures, 
with numerous large fractures that are not 
being percolated. 

Alteration of the fractured rock 

As was mentioned in previous studies (Andr6 
et al. 2001; Sausse et al. 1998), fluid percolation 
at the fracture scale is directly influenced by the 
type and intensity of alteration. In a first step, a 
comparison and a correlation between the 
granite alteration with the hydraulic properties 
of fractures are carried out. Figure 7c is per- 
formed to evaluate the correlation between the 
previous hydraulic zoning and the location of 
the main hydrothermal alterations described in 
the Soultz granite. A qualitative log of the 
granite alteration (from cuttings analysis) 
shows the five main categories of granite 
distinguished: from weakly to strongly altered 
facies. White zones correspond to the presence 
of unaltered granite. 

Two main types of hydrothermal alteration 
were seen in the granite core: an early stage of 
pervasive alteration and subsequent stages of 
vein alteration (Genter & Traineau 1992). Perva- 
sive alteration affects the granite on a large scale 
without visible modification of rock texture. 
Colour variations in the granite, ranging from 
grey to orange-green, show that low-grade 
transformation of biotite and plagioclase has 
occurred. Some of the joints sealed with 
calcite, chlorite, sulphides and epidote are 
related to this early stage of alteration. Zones 
of vein alteration, closely related to fracturing, 
occur throughout the different wells. They are 1 
to 20 m thick, and show strong modification of 
the petrophysical characteristics of the granite. 
Water-rock interactions have resulted in the 
leaching of primary minerals of the granite, and 
the precipitation of secondary minerals within 
the fractures and their wallrock (quartz, clays, 
carbonates, sulphides). Primary biotite and plagi- 
oclase are usually transformed into clay min- 
erals. The primary texture of the granite is 
destroyed in the most altered facies. 

The upper part of the open-hole section GPK1 
is characterized by unaltered to moderately 
altered granite. The lower part has very few 
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Fig. 8. Theoretical sketch of the types of permeable fractures found in the Soultz granite. (a) Cumulative electrical 

apertures of fractures versus depth, showing a regular and highly connected network of thin fractures 

(2850-3200 m), or a broken shape corresponding to the superimposition of the previous thin fracture network on 

the main wide permeable fractures (3200-3600 m). (b) Flow profiles of the GPK1 well from spinner logs run during 

the 1994 post-stimulation characterization tests. The zone boundaries are those defined by Evans (2000). 

zones of fresh granite, but is strongly altered 
(high hydrothermal alteration). The previous 
zoning described in Figure 7b seems to be corre- 
lated with a gradation in the intensity of the 
granite alteration (Genter et al. 2000). 

Finally, Figure 7c shows that the GPK1 well 
cannot be modelled with a homogeneous and 
single block, but that two zones of depth must 
be distinguished: a weakly altered zone (2850- 
3200 m) where thin fractures show percolation, 
and a strongly altered zone (3200-3600m) 
where large structures mainly conduct fluid flows. 

Spatial organization of fractures 

A second step in the investigation involves 
studying the spatial organization of fractures in 
the well. The cumulative electrical apertures of 
the fractures versus their depth are plotted in 

Figure 8a. Once again, a transition to different 
styles of curve is seen at 3200 m, where a slow, 
steady increase gives way to a more rugged 
curve containing large steps (large circles on 
Fig. 8a at around 3215, 3345, 3387 m, and from 
3460 to 3490 m). The upper depth zone is 
characterized by the presence of thin structures 
regularly spaced with depth, whereas the 
deepest zone shows more isolated permeable 
fractures. 

Figure 8b (which is to the same depth scale as 
Figure 8a), shows a normalized flow log moni- 
tored in GPK1 during the 94 relatively low- 
pressure production and injection tests (Evans 
2000). The profile in this log is representative 
of that which prevailed at the end of September 
stimulation. Several flow points on the flow log 
and especially in the depth section below 
3200 m, can be seen to correlate with the steps 
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in the cumulative aperture curve. These disturb- 
ances correspond to a sudden loss of fluids at 
precise depths, and are evidence of large per- 
meable structures. 

Evans (2000) distinguished six depth zones in 
the flow log (Fig. 8b), that can be summarized in 
three global parts: 

(1) The first section between 2850 and 2950 m, 
located just below the casing shoe, corre- 
sponds to an intense damage zone described 
previously (Evans' depth zones 1 and 2 in 
Fig. 8b). Some 50 to 60% of the flow 
enters the rock mass within the series of 
flowing fractures in this depth interval. 
However, this zone is not characterized by 
wide fractures as in the deeper fault zones. 

(2) an intermediate depth section between 2950 
and 3230 m is characterized by a hiatus 
between the injection and production logs 
(Evans' depth zones 2 and 4 on Fig. 8b). 
The log deviates strongly at 2960 m, and 
shows the presence of a large fracture 
(enabling flow) at this depth. Then, its 
shape becomes vertical and a hiatus 
appears between the injection and pro- 
duction logs. This systematic difference 
between the logs is seen on all logs run 
during the 1994 and subsequent test series 
(Evans et aL 1998). 

(3) the lower section of GPK1 between 3230 
and 3500 m presents a single injection- 
production log shape, but is more discon- 
tinuous than the previous zone. Two 
major slope ruptures are present, indicating 
the presence of large fractures allowing 
flow (3230 and 3500 m). These permeable 
fractures are related to the fault zones 
described in the lower part of GPK1 
(Evans' depth zones 5 and 6 in Fig. 8b). 

Discussion 

This work presents a detailed comparison 
between fracture electrical aperture and hydrau- 
lic data in a deep well penetrating a granitic 
rock mass. The study makes it possible to point 
out some different types of fracture organization 
with depth, in terms of permeable or not per- 
meable fractures. Except for the upper intense 
damage zone, three main types of permeable 
fractures can be distinguished in GPKI: 

(1) Between 2975-3200 m, thin fracture aper- 
tures match up with permeable fractures. 
This zone of depth is characterized by a 
weak pervasive alteration of the granite. 
Alterations are widely distributed in the 

rock mass and at the scale of the granitic 
• pluton. However, they correspond to slight 

modifications of the physical properties of 
the rock. The granite bulk density or the 
matrix porosity are not really affected by 
fluid-rock interaction phenomena. Altera- 
tion is produced by the local precipitation 
of secondary minerals such as calcite, 
illite and other hydrothermal products 
which partially fill the porous spaces or 
microcracks. This pervasive alteration is 
also associated with the fillings of thin frac- 
tures and cooling joints in the granite. 

This depth zone shows thin fractures in a 
slightly altered rock. The fracture distri- 
bution versus depth is quite regular, with 
a mean spacing of 1.6 m along the well, 
and a coefficient of variation lower than 
one (e.g. 0.79) corresponding to an anti- 
clustered organization. The fractures are 
numerous and regularly spaced, with a 
mean density of 0.5 fractures per metre. 
Their thin electrical apertures imply a rela- 
tively small extension from the borehole 
wall. The presence of fractures enabling 
flow, among them is therefore possible 
only if they are connected to an extensive, 
highly connected fracture network. Fluid 
flow occurs in a thin, regular mesh, where 
even narrow fractures can produce per- 
meability (Fig. 8a). 

(2) In several depth sections of the GPK1 well, 
large fracture apertures match up with 
widely permeable fractures. This broad 
relationship between fracture apertures 
and their resulting permeability is not 
surprising in the case where classic cubic 
law are envisaged. The granite shows 
zones where hydrothermal alteration is 
very important and affects the rock matrix 
(dissolution-precipitation) and the frac- 
tures (precipitation). These phenomena 
induce strong modifications of the rock's 
petrophysical properties, with a noticeable 
increase in the granite's porosity or a 
decrease in its bulk density. This fractured 
and altered medium is characterized by ' 
fault zones. These wide fractures corre- 
spond to normal faults (Mode 2 fractures) 
and have a different electrical conductivity 
signature compared to the previous thin 
fractures of the upper section, which are 
related to mode 1 fractures (joints). They 
correspond to major or moderate flowing 
fractures, which are relatively isolated in 
GPK1 but are mainly located in the lower 
part of the well where fracture electrical 
apertures are largely higher. They control 
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(3) 

the fluid flow and limit the role of Mode 1 
thin fractures at the same depths. These 
wide fractures correspond to deterministic 
flowing fractures. Detailed structural 
studies based on cores and borehole image 
logs showed that the wide permeable frac- 
ture zones, mainly Mode 2 fractures, have 
a more complex internal organization than 
individual thin permeable fractures, 
mainly Mode 1. The application of the ani- 
sotropic present-day stresses would induce 
mechanical conditions able to enhance 
voids or channelling and then permeability. 
Between 3200 and 3500 m, some large 
fractures are not permeable. The electrical 
aperture values are higher than 10 ixm and 
the fluid is potentially available in the for- 
mation. Thus, the absence of permeability 
is surprising. However, the presence of 
high conductivity during the ARI logging 
may be related to drilling operations. It is 
quite usual that hydrothermal products 
filling the fractures could be washed out 
during the drilling rotation. It means that 
thin fracture apertures could be enhanced 
by the drilling process, introducing a type 
of size bias during the aperture fracture 
data analysis. However, this issue does 
not dominate in hard rocks such as crystal- 
line fractured rocks. Moreover, at Soultz, 
pre-existing fractures are systematically 
filled by hydrothermal minerals - even 
for very thin fractures. However, for 
geodic deposits or partial fillings, residual 
free apertures could occur. Then, it is poss- 
ible that the well had crossed an open 
fracture at the borehole scale, which is 
fairly well plugged at a certain distance 
from the well, inducing non-permeable 
fracture behaviour. 

However, these non-permeable fractures 
are isolated in the lower part of GPK1. 
This depth zone shows a lower density of 
fractures than the 3050-3200 m zone (0.4 
fractures per metre), and a mean spacing 
of 1.45 m. The coefficient of variation is 
equal to 0.7, and corresponds (as pre- 
viously) to an anti-clustered distribution 
of fractures. 

The granitic basement is fractured. Two 
types of fracture organization are superim- 
posed. In the upper part of the well, a 
wide and regular network of thin fractures 
is described. In the lower part of GPK1, 
this thin network is also present, but 
several wide permeable fractures appear 
locally. They secondarily affect the granite 
and control the fluid flows. However, some 

of these large fractures are hydraulically 
inhibited. This behaviour could be 
explained by the nature of the fillings 
within the fractures. Fractures that allow 
flow are generally characterized by geodic 
quartz deposits, which allow the presence 
of residual apertures and possibly channel 
fluid flows. On the opposite, the non- 
permeable fractures could be partially 
infilled by other alteration products, such 
as illite, for example, which can be more 
obstructive than a geodic quartz growth. 
These wide fractures are probably locally 
disconnected from the efficient flow con- 
trolled by the faults, e.g. the major 
flowing fractures. 

These different permeability types in granite 
can be related to the interpretation of flow logs 
taken during the hydraulic monitoring of GPK1 
(Fig. 8b). Apart from the first part of the 
open-hole section, which is not relevant 
(2850-2975m), Evans (2000) distinguishes 
two major depth zones based on hydraulic flow 
log data. 

1. In the lower part (3200-3500 m) the flow- 
log responses are equivalent during injection 
and production tests, which means that the 
same fracture properties are implicated in 
the flow. In this case, the main permeable 
fractures, e.g. deterministic fractures with 
large apertures play a predominant role. 
Evans (2000) notes some turbulent-like 
losses of flow at these depths, which charac- 
terize the presence of permeability linked to 
large-capacity faults (Evans' depth zone 6 in 
Fig. 8b at 3.5 km). 

2. In the intermediate zone between 3000 and 
3200 m, the hydraulic response is slightly 
different between injection and production 
hydraulic tests (Fig. 8b). Evans (2000) con- 
siders that the shift observed between the 
two logs is due to the presence of a con- 
nected network of fractures in the granite 
which surrounds the well to a depth of 
3350 m. This vertical connectivity seems to 
be expressed on a scale of hundreds of 
metres. 

The zoning proposed by Evans (2000) can be 
spatially compared to the zoning proposed in 
this paper. First, there is the presence of an 
intense damage zone in the upper part of the 
well (a much greater intensity of the stimulation 
process at the level of zone 1) (Jones et al. 1995; 
Evans 2000). Then, at intermediate depths 
(2930-3230 m), changes in flow profiles occur 
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(hiatus between injection and production curves) 

implying a diversion of flow within the rock mass 

(Evans et al. 1998; Evans 2000) which is consist- 

ent with the present representation of a highly 

connected network of thin fractures, as illustrated 

in Figure 8a. Then, there is the superimposition 

of a thin network of narrow and wide permeable 

fractures in the lower part of GPK1, which 

induces large-capacity fluid circulation in the 
granite. 

The Soultz granite therefore displays different 

types of fracture permeability directly related to 

the spatial organization of fractures and to their 

conductivity (electrical apertures). It seems that 

there are two types fracture networks are 

present: a small-scale fracture system that may 

constitute the far-field reservoir, and an isolated 

but large-scale fault-system which allows the 

hydraulic connection to the exchanger. These 

results attempt to demonstrate that a precise 

description of geological characteristics, such 

as alteration of the rock or geometric and hydrau- 

lic properties concerning the fracture per- 

meability, can give some relevant insights for 

the better understanding of fluid flows, in order 

to model fracture permeability. 

This work was carried with the financial support of the 
STREP (Strategic Research Project) 'Pilot Plant' pro- 
gramme - EHDRA (the European Hot Dry Rock Associ- 
ation). Particular thamks are due to K. Evans, for his 
constructive and helpful comments on the manuscript. 
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Abstract: Underground seismic tomography investigations have been carded out in the 
Faido access tunnel of the Gotthard Base Tunnel, Switzerland. Velocity measurements 
were made over a total length of 2651 m of the adit with the tunnel seismic prediction 
system, ISIS (Integrated Seismic Imaging System). ISIS provides high-resolution seismic 
imaging, using an array of rock anchors equipped with 3D-geophones. 

The first onsets of the compressional and shear waves were used for tomographic inver- 
sion. Two-dimensional seismic-velocity models reveal a disturbed zone between 2 and 3 m 
inward from the tunnel wall, characterized by strong variations from 3500 to 5800 m s-~ in 
compressional wave velocity Vp, and from 2000 to 3000 m s- 1 in shear-wave velocity Vs. 
High-velocity zones co~Tespond to quartz lenses, and low velocities mainly indicate frac- 
tured rock. Beyond the excavation disturbance zone, the variations in seismic velocities 
are generally smaller. The tomographic image of the rock mass also revealed two major 
fault zones composed of cataclastic shear planes surrounded by wider fracture zones. 
These structural characteristics are also useful for the prediction of cataclastic zones at 
other sites. 

Since the early 1990s, much effort has been put 
into the use of seismic methods for characterizing 

the geotechnical environment in the proximity of 

tunnels and predicting discontinuities like fault 

zones ahead of the tunnel face. Acoustic emission 
and ultrasonic velocity methods have been used to 
investigate the excavation disturbance zone 

(EDZ) associated with deep tunnels in hard rock 
(Falls & Young 1998). The influence of the 
stress regime and the method of tunnel construc- 

tion on the EDZ was a main objective of their 

studies. The width of the EDZ varies according 

to the type of excavation procedure: between 
one-tenth of the tunnel radius for a tunnel boring 

machine (TBM), up to the full radius for conven- 
tional tunnelling by drill and blast. The EDZ is 
characterized by brittle fractures and stress redis- 
tribution around the tunnel, induced through exca- 

vation work. Fracturing, loosening and weakening 

of the rock mass lead to a significant decrease in 
seismic velocities in the immediate neighbour- 
hood of the tunnel wall. 

In addition to the detection of changes in rock 

properties around the tunnel, prediction of dis- 
continuities ahead of the tunnel face is a very 

important feature. In general, a seismic predic- 

tion system is based on two steps. First of all, 
seismic-wave energy is transmitted: either by 
firing explosives in drill-holes in the side walls 

(Dickmann & Sander 1996), or by the use of 

noise generated by the cutters of the TBM 
during operation (Neil et al. 1999), or by electro- 

dynamic vibrators incorporated in the cutter head 

of a TBM (Kneib et al. 2000). In the second 

step, the transmitted signals are reflected by geo- 
logical heterogeneities and recorded by acceler- 
ometers or geophones placed in drill-holes 
along the tunnel or at the head of the TBM. 

The spatial location of the discontinuities is 
determined by imaging the reflected seismic 

energy. The resolution of the latter depends 

strongly on the degree of heterogeneity of the 
rock mass. Cataclastic zones may scatter 
seismic energy because of their frequently irre- 
gular branched shapes (Wallace & Morris 1986). 

In the following sections, we report on continu- 
ous seismic-velocity measurements using the 

Integrated Seismic Imaging System (ISIS) during 

tunnel construction in the Leventina Gneiss 
Complex of the Central Swiss Alps. Measure- 
ments of the direct wave field close to the tunnel 
wall, via tomographic inversion, were used for 
detection and characterization of fault zones. 

ISIS components 

The concept of the Integrated Seismic Imaging 
System (ISIS) was developed by the GFZ 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 15-24. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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Potsdam in co-operation with Amberg Measur- 
ing Technique AG, Zurich, Switzerland (Borm 
et al. 1999, 2001). Herein, glass-fibre reinforced 
polymer resin rock anchors are equipped with 
3D-geophones and installed as stabilizing 
elements (Fig. 1). The geophones are mounted 
in three orthogonal directions at the tip of the 
rock anchors. Signals up to 3 kHz and the full 
seismic vector can be recorded. The receiver 
anchors are cemented into the drill-holes by 
a two-component epoxy resin, providing 
optimum coupling of the geophones to the sur- 
rounding rock. Properly oriented, the receiver 
rods form a radial and axial geophone array 
close to the tunnel face advance. 

A repetitive mechanical hammer is used as the 
seismic source (Fig. 2). The hammer incorpor- 
ates a pneumatic cylinder, and the power for 
impact is supplied by a moving mass of 5 kg. 
Each impact takes 1 ms and is controlled by a 
programmable steering unit. Prior to impact, 
the hammer is prestressed toward the rock with 
a mass equivalent of 200 kg. This prestress 
achieves good coupling of hammer and rock. 
The impact hammer may be used in all directions 
in combination with a TBM or other machinery. 
The hammer transmits pulses of frequencies up 
to 2 kHz, with a repetition rate of five seconds. 
The maximum error in triggering time is less 
than 0.1 ms. This small time lag, together with 
the accurate and reliable repeatability of the 
transmitted signals at each source point, leads 

to a significant improvement of the signal- 
to-noise ratio through vertical stacking. This is 
a statistical procedure to amplify correlated 
signals such as reflections from geological dis- 
continuities, and to reduce non-correlated 
signals such as noise from the TBM. Several 
thousand of these pulses were fired during the 
application of ISIS in underground construction 
work, and seismic reflection energy was recorded 
at travel distances of up to 250 m. 

F i e l d - t e s t  c a s e  h i s t o r y  - t h e  F a i d o  a d i t  o f  

t h e  G o t t h a r d  B a s e  T u n n e l  

The Faido adit is part of the Gotthard Base 
Tunnel crossing the Central Alps in a nor th-  
south direction. After its planned completion in 
the year 2015, this high-speed railway tunnel 
with a length of 57 km will be the longest one 
in the world. The 2651-m long Faido adit is 
located in the Leventina Gneiss Complex, 
which is part of the Penninic gneiss zone. 
Figure 3 shows the geological-geotechnical 
profile of the Faido adit, excavated during 
2000/2001 using a drill and blast technique. 
The inclination of the tunnel is 12.7%, and the 
thickness of the overburden is up to 1300 m. 

The Leventina gneiss complex consists mainly 
of granitic gneiss (51% feldspar, 34% quartz, 
14% mica and 1% accessory minerals). The 
gneiss fabric exhibits a wide spectrum of 

borehole ~ ......... 
o,  3~ ~ m  .................. 

1 : ....... 

total length 1900 mm .... : ............... . . . . . . . . . . .  ~ z  
• 

. "  : : , : : : ,  i . . . .  " 

"Funnel wall 

Fig. 1. Schematic diagram of a rock anchor with a three-component geophone. The glass-fibre reinforced polymer 
resin (GPR) anchor is driven into the drill-hole with high revolution, mixing the two-component epoxy resin and 
fixing the anchor tightly to the rock mass. The hodograph illustrates the particle motion of the incoming seismic 
signals and the resulting wave field vector in a given time window. The y-axis is parallel and the x-axis is orthogonal 
to the tunnel wall. 
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Fig. 2. Mechanical design of  the pneumatic impact hammer. 

working cylinder 

layered, laminated, augen-structured, phacoidal, 
porphyritic schist and folded varieties at a scale 
of a few centimetres to metres (L6w & Wyss 
1999). 

The polyphase metamorphic history of the 
gneiss has produced dykes of quartz and lenses 
of biotite, amphibolite and quartz. Ductile defor- 
mation folded the Leventina gneiss, and brittle 
deformation (specifically cataclastic shear) pro- 
duced various fissured and fractured zones. 
Five main fracture sets of varying size and 
shape were observed (Fig. 4). The occurrence 
frequencies of these are Kla (22%), Klb 

(30%), K2 (12%), K3 (8%), K4 (8%), and K5 
(20%). The preferred orientation of the dominant 
Kla/b  set is parallel to the cataclastic faults. 
Two cataclastic zones appeared most critical 
during the tunnel excavation: a 10-m thick fault 
at tunnel metre Tm 973 (Fig. 3), and an approxi- 
mately 0.3-m thick fault at Tm 2410. 

Layout of the seismic lines 

Accompanying the excavation work, seismic 
measurements were made every 200 m, to gain 
continuous velocity information along the 
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Fig. 3. Geological-geotechnical  profile of the Faido adit. Red bars indicate the positions of the seismic 

measurements, and blue bars mark the location of cataclastic zones at Tm 973 and Tm 2410. 
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K4 / l  
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K3 ~ 
K5 ~. .......................... 

Fig. 4. Orientation of fracture sets with respect to the tunnel being driven in a NE direction. Kla/b are the main 
cataclasites. 

comple t e  profile (Fig. 3). For  t ransport  and appli-  

cat ion purposes ,  the impac t  h a m m e r  was 

m o u n t e d  on a mo to r  vehicle .  Apar t  f rom data 

acquis i t ion for geologica l  predict ion,  one o f  the 

pr incipal  goals  o f  these measu remen t s  was to 

test the pe r fo rmance  of  the ISIS c o m p o n e n t s  

under  the harsh condi t ions  o f  unde rg round  

works.  Pr imary  logist ical  p rob lems  involved  the 

choice  of  an o p t i m u m  t ime w i n d o w  for the 

m e a s u r e m e n t s  dur ing  low-noise  work ing  acti- 

vities or in termit tent  pauses.  In  general ,  the 

t ime breaks dur ing  t ranspor ta t ion of  excava ted  

mater ia l  were  only  used  w h e n  low-f requency  

backg round  noise occur red  ( <  100 Hz), wh ich  

cou ld  readi ly  be r e m o v e d  f rom the data by 

low-pass  filtering. 

Table 1. Information on the seismic measurements in the Faido adit tunnel 

Period Extension Number Number Number 
of seismic of of of source 

lines rods impacts points 

Vp of 
first 

arrivals 

Vs of 
first 

arrivals 

28-30  March 2000 
18- 20 July 2000 
26-28  September 2000 
7 - 9  November 2000 
5 - 7  December 2000 
January 30 to 

2 February 2001 
13-14 March 2001 
April 30 to 2 May 2001 
12-14  June 2001 
Total 

Tm 8 6 - T m  137 5(2) 40 5 
Tm 7 6 5 - T m  830 8(6) 202 13 
Tm 881-Tm 963 8(8) 411 34 

Tm 1130-Tm 1215 8(8) 498 38 
Tm 1314-Tm 1379 8(8) 536 43 
Tm 1582-Tm 1663 10(10) 540 38 

Tm 1858-Tm 1942 10(10) 360 27 
Tm 2128-Tm 2203 10(10) 852 59 
Tm 2360-Tm 2433 10(10) 579 53 

661 m 77(72) 4018 310 

5300m 
5700m 
5300m 
5600 m 
5900m 
5900m 

5800m 
5500m 
5000 m 

s ~ 2800 m s- I  
s -1 3 1 0 0 m s  -1 
s-  1 2900 m s-  1 

s ~ 3 1 0 0 m s  1 
s-1 3 4 0 0 m s - 1  
s 1 3 4 0 0 m s - 1  

s - I  3400 m s 
s - t  3200 m s - t  

s - l  2700 m s - l  

0 number of intact anchor rods after setting. 
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Fig. 5. Horizontal view of the tunnel with source and receiver configuration between Tm 881 and Tm 963. 

Layout  of  the source points and geophone  

anchors was along the tunnel wall. Usually,  an 

array of  eight to 10 geophone  anchors of  2 m 

length was installed on one side of  the tunnel 

wall,  and another anchor  set on the opposite 

side to detect  guided waves  along and around 

the tunnel surface. Spacing of  the geophone  

anchors was usually 9 m. 

Figure 5 shows the horizontal  v iew of a typical  

measurement  configuration. Since the strike 

directions of  the main faults were  known  from 

previous geological  investigations, the source 

points were  placed on the left-hand side of  the 

tunnel,  with a spacing of  1.0 to 1.5 m. The 

impact  hammer  was applied at right angles to 

the tunnel wall. Table 1 summarizes  the technical  

data of  the seismic profiles. 

In Figure 6, the first 50 ms of  the veloci ty com- 

ponent  recorded parallel to the tunnel axis at 

one of  the geophones  are shown. Signal phases 

of  the direct P-wave  veloci ty can be seen 

between 4 and 14 ms at offsets o f  16 and 72 m. 

The first onsets of  S-waves fol low at 6 ms 

and 26 ms, respectively.  The direct transversal 

waves  are a combinat ion of  shear waves  

and surface waves travelling straight f rom 

the source to the receiver  or along the tunnel 

wall.  

Offset (m) 
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Fig. 6. Seismic data of a horizontal component from the profile between Tm 890 and Tm 955. The first breaks 
of P- and S-waves in the offset between 16 and 72 m are marked by arrows. 
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Tomographic travel-time inversion of 

d i r e c t  s e i s m i c  w a v e s  

The arrival t imes of  direct P- and S-waves  were 

used for calculat ion o f  a 2D tomographic  inver- 

sion of  the ve loc i ty  field near the tunnel  wall .  

Non-l inearity  of  travel-t ime inversion requires a 

starting model  and an iterative approach (Zelt 

& Smith 1992). The starting mode l s  used for 

the P- and S-wave  veloci ty  distribution are 

h o m o g e n e o u s  parallel to the tunnel axis, but 

have radial gradients towards the interior o f  the 

rock mass  which  are characteristic of  the EDZ. 

The P-wave  veloci ty  mode l  starts with 

4400  m s -a  at the tunnel  wall ,  and increases at 

increasing distances from it, by about 170 m s -1 

per metre. The veloci ty  o f  the S-waves  at the 

tunnel surface is taken as 2600  m s -1,  and an 

increase o f  100 m s -1  per metre is assumed.  

The tomographic  inversion comprises  a 

forward model l ing ,  the calculat ion o f  travel- 

t ime differences  be tween  the observed and 

mode l l ed  data, and an inversion procedure. A 

ray tracer is used to s imulate  the curved ray 

paths through the rock mass,  for the purpose o f  

forward model l ing .  The theoretical  response o f  

the ground model led  is iteratively edged 

towards the observed data until  a mode l  is 

obtained that sufficiently matches  the observed 

ve loc i ty  distribution. 

The tunnel wall  topography was assumed to be 

smooth,  s ince the undulat ion ampli tude was less 

than 30 c m  over a wave length  o f  nearly 5 m. As  a 

result o f  the relatively steep ve loc i ty  gradient 

near the tunnel wall ,  direct waves  penetrate the 

rock mass  up to a distance o f  1 0 m  from 

the tunnel wall  before reaching the receivers. The 

tunnel  is access ible  for geo log ica l  inspection,  
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Fig. 7. Tomographic inversion of (a) compressional-wave velocity lip, (b) shear-wave velocity Vs, and 
(c) Vp/Vs ratio close to the cataclastic zone at Tm 973. Source and receiver points are symbolized by open 
and solid circles. Solid bars mark tunnel advances per shift. The velocities are coded with a colour intensity, 
such that areas with poor ray coverage are light-coloured compared to those with high ray coverage. Dashed 
lines mark the outcrop of crossing fracture sets between Tm 900 and Tm 912, between Tm 916 and Tm 937, 
and the position of quartz lenses between Tm 940 and Tm 947. Dotted lines mark the position of the geophones 
at 3 m distance from the tunnel wall. 
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meaning that a direct comparison of the geologi- 
cal and the seismic data is possible. 

Figure 7a shows the tomographic model for Vp 
along the left-hand side of the tunnel wall in a 
horizontal plane through the geophone anchors 
and the source points. Analysis of the incident 
angles of the direct waves shows deviation 
from this plane of less than 5 ° . The first two to 
three metres from the tunnel wall mark the 
radial extent of the EDZ. Here, the Vp-values 
increase from about 3500 m s -1 at the tunnel 
wall to about 5800ms  -1 in the undisturbed 

interior of the rock mass beyond the EDZ. The 
steepest gradient in the velocity field is found 
near the tunnel wall, decreasing as the distance 
to the tunnel wall increases. 

Based on the evidence of geological investi- 
gations along the tunnel surface, the low- 
velocity zones from Tm 900 to Tm 912, and 
from Tm 916 to Tm 937, coincide with cross- 
cutting fracture sets. The high-velocity zone 
between Tm 940 and Tm 947 is caused by 
quartz lenses striking perpendicularly to the 
tunnel wall. Starting at Tm 920, the Vp-values 
between 3 and 8 m radial distance from the 
excavation wall decrease towards the cataclastic 
zone at Tm 973 (Fig. 8). This decrease of Vp is 
continuous and independent of the observed 
fluctuations in the EDZ. 

The tomographic model for Vs is shown in 
Figure 7b. The distribution of high- and low- 
velocity zones in the EDZ is in good agreement 
with that of Vp (cf. Fig. 7a). In the deeper interior 
of the rock mass, Vs also decreases as the cata- 
clastic zone at Tm 973 is approached, whereby 
the reduction of Vs is stronger than that of Vp. 
This is also indicated by the relatively higher 
Vp/Vs ratio of 1.9 in Figure 7c. On the other 
hand, a smaller Vp/Vs ratio of 1.5 to 1.6 is seen 
in the first 2 to 3 m distance from the tunnel 

wall. Since the Vp/Vs ratio corresponds to the 
apparent Poisson ratio of the rock mass, it is a 
useful indicator of its compressibility - larger 
in the EDZ than in the undisturbed rock mass. 

Figure 8 shows the geological model derived 
from direct geological inspection of the fault 
zone crossing the tunnel at Tm 973. A few 
metres before the cataclastic zone, increased 
fracturing (Kla /b  in Fig. 4) was observed, 
corresponding to the measured reduction in Vp 
and Vs. The fracture sets before the cataclastic 
zone at Tm 973 were water bearing. Since 
water has a greater impact on the bulk modulus 
of the rock than on the shear modulus, increasing 
the water content reduces the Vp-values to a 
greater extent than the Vs-values. 

Travel-time tomographic inversions derived 
from eight measurements between Tm 765 and 
Tm 2433 detected general trends of the velocity 
field related to fault zones close to the tunnel. 
Figure 9 shows the Vp and Vs values derived 
from the tomographic inversions along lines of 
measurement at 3 m distance from the tunnel 
wall, where maximum coverage of the wave 
rays is obtained and the influence of the EDZ 
can be neglected (cf. Fig. 7a & 7b). 

A general trend in velocity distribution can be 

seen with a local minimum of Vp and Vs occur- 
ring in the cataclastic fault at Tm 973. From 
Tm 1200 to Tm 1500, the average velocities 
increase steadily. The Vp-values decrease again 
from Tm 1550, reaching a relative minimum at 
the Tm 2410 cataclastic shear. The Vs-values 
decrease after Tm 2150. 

Figure 10 shows the Vp/Vs ratio taken from 
the tomographic inversions along the same 
lines (cf. Fig. 7c). In the fault zones around Tm 
973, a local minimum of Vp/Vs is observed, 
and yet another relative minimum of Vp/Vs is 
found between Tm 1700 and Tm 2430. 

fracture set K1 catacl ~ite KI 

'-uartz l ens  fracture K4 / c~s 

laminated 
gneiss 840 tunnel metre 1020 
(schistosity) 

veins 

Fig. 8. Geological model of the cataclastic zone at Tm 973, showing the disturbance zone and fracture sets. 
Vertical scale exaggerated five times. 
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Fig. 9. Seismic velocities Vp and Vs derived from tomographic inversions at 3 m distance from the tunnel wall 

of the Faido adit (dotted line). The solid lines through the velocity values are polynomial fitting curves. The 

cataclastic zones at Tm 973 and Tm 2410 are surrounded by wider zones with lower wave velocities, which 

mark the disturbance zones in the Leventina gneiss (cf. Fig. 7a & h). 
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Fig. 10. Vp/Vs ratios derived from tomographic inversions at 3 m distance from the tunnel wall of the Faido adit 

(dotted line). The solid line connecting the Vp/Vs ratios is a polynomial fitting. A relative decrease of these values 
indicates a region of reduced strength on approaching a cataclastic fault (cf. Fig. 7c). 
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Discussion 

The general trend in seismic velocity distribution 
reveals the structure of two major fault zones at 
Tm 973 and Tm 2410, surrounded by disturbed 
zones of about 100 m width on each side. The 
minimum value of Vp in the first fault zone 
around Tm 973 is 4800 m s-a, whereas a value 
of 3100m s -1 is reached in the second fault 
zone at Tm 2410. For the shear wave velocity, 
a minimum value of 2800 m s-1 is found at the 
first major fault zone, and of 2000 m s-1 at the 

second. The Vp/Vs ratio is 1.7 for the first fault 
zone, and 1.55 for the second. 

One reason for the different behaviour of the 
velocities in the zone from Tm 1900 to Tm 
2150 may be the steeper dip of the gneiss foli- 
ation (cf. Fig. 3). If the dip of foliation is 
almost normal to the tunnel axis, there is an 
increased tendency to instability at the tunnel 
wall involved. This may also account for the 
reduction in the Vr,/Vs ratio. On the other hand, 
the zone of reduced Vp/Vs ratios coincides 
with the transition zone between the Leventina- 
and Lucomagno gneiss complexes crossing the 
Faido adit between Tm 2000 and Tm 2200. The 
Lucomagno gneiss is rich in mica and is gener- 
ally softer than the Leventina Gneiss (Schneider 
1997). Repeated seismic measurements in the 
5500-m long adjacent Piora exploratory gallery 
revealed Vp/Vs values of 1.7 to 1.9 for the 
Leventina Gneiss and 1.6 to 1.7 for the 
Lucomagno gneiss (Dickmann & Sander 1996). 
Recent seismic tomographic studies made with 
ISIS in the adjacent Piora exploratory tunnel 
exhibited Vr,/Vs values in the range of 1.5 to 
1.6 in the transition zone between these two 
gneiss types. Thus, the relatively low ratio of 
Vp/Vs = 1.6 at Tm 2000 in Figure 10 may be 
explained partly by the presence of Lucomagno 
gneiss. 

Conclusions 

The seismic tomographic investigations in the 
Faido adit have shown that relative minima in 
Vp, Vs and Vp/Vs values measured along the 
tunnel wall may be used to predict fault zones 
in the adjacent rock mass. The different absolute 
values of the velocity, however, require further 
scrutiny in terms of the analysis of wave attenu- 
ation and velocity anisotropy of the rock mass, 
for example. 

The Faido adit seismic case study also indi- 
cates the importance of the seismic measure- 

ment results' verification by direct inspection 
of the geological structures and outcropping 
faults at the tunnel wall. In addition, continuous 

measurement of geotechnical parameters such as 
fracture density and spatial orientation of joints 
would help to improve understanding of the 
results of seismic tomographic inversion. 

The geophone arrays may also be arranged 
circumferentially around the tunnel wall to 
allow 3D tomographic inversions and improve 
our understanding of the impact of stress redistri- 
bution on seismic velocities. Influence of the 
excavation disturbance zone EDZ on the 
velocity measurements may be reduced by 
applying a larger base-length of the seismic 
profiles where the seismic rays can penetrate 
deeper into the undisturbed rock mass beyond 
the EDZ. 
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Abstract: This investigation of naturally occurring fractures in the mafic rocks of the Pali- 
sades dolerite sill characterizes the porosity of this crystalline rock sequence, and yields a 
method of determining the in situ porosity when complete down-hole information is not 
available. Two holes, 229 m and 305 m deep, were drilled 450 m apart through the sill 
and into the underlying Triassic sediments of the Newark Basin. Both holes were logged 
with geophysical tools, including the acoustic borehole televiewer (BHTV), to identify 
intervals of high porosity, fracturing, and potential zones of active fluid flow. Using the 
BHTV data, 96 and 203 fractures were digitally mapped within the sill in Well 2 and 
Well 3, respectively. Most fractures dip steeply (76-78°). There is a shift in fracture orien- 
tation between Well 2 and Well 3, although the lithology of the sill is continuous. The doler- 
ite penetrated in both holes is fresh and unaltered, and intersects a 7-m thick olivine-rich 
layer about 15 m above the bottom of the sill. Several fractures identified in the sill have 
large apparent aperture (> 6 cm) that correspond to high-porosity zones (6-14%), measured 
from both resistivity and neutron logs in Well 2. We use a relationship between porosity and 
apparent fracture aperture in Well 2 to infer the porosity in Well 3. This correlative method 
for estimating porosity may be applicable between holes in other crystalline rock environ- 
ments where down-hole log data are incomplete. Changes in the temperature gradient log 
also indicate active fluid flow, although flow appears to be most active in fractured and 
high-porosity zones in the sediments. 

The purpose of this study is to investigate the 

petrophysical properties of naturally fi'actured 
rock in a dolerite sill, as well as of the underlying 
sediments. In this work, we measure the geophy- 

sical and mineralogical properties in order to 

piece together the porosity structure of the sill 
and sediments in the immediate vicinity of our 

research site in Palisades, NY, USA. The 
geology of the sill has been well studied in the 
past, and it is therefore an ideal location for 
investigations of the relationship between miner- 
alogy, fracturing, porosity and permeability of 

crystalline rock. A variety of experiments are 
ongoing in this area, utilizing two research 

wells that were drilled on the site. Neither hole 
was cored, although drilling chips, hand speci- 
mens from outcrops, and well-log information 

were collected in both holes. In this paper, we 
use these data to evaluate the lithological compo- 

sition, estimate matrix and fracture porosity of 

the rocks, and develop a method of determining 
the in situ porosity with incomplete down-hole 
or core data in one or more drill sites. This 

approach may be applicable to similar crystalline 

rock environments where down-hole measure- 

ments are limited. 

Geological background and site 

characterization 

The Palisades dolerite s i l l  intruded into the 
Triassic sedimentary rocks of the Newark Basin 

in the Early Jurassic. It is now found outcropping 
along the west bank of the Hudson River in 

New York and New Jersey, opposite New York 
City, for approximately 8 0 k m  (Fig. 1). It is 

approximately 2.4 km wide in outcrop, and is 
mainly sheet-like but has some dyke-like fea- 
tures within it (Walker 1969a). The sill is 

famous for its prominent olivine layer that lies 
about 15-18 m above the contact between the 

sill and the sediments. This layer most likely 
resulted from a 'separate late intrusion of olivine- 
normative magma' and not from gravity settling, 
as was previously thought (Husch 1990). 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 25-36. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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Fig. 1. Geological map of the Palisades Sill and surrounding regions (Walker 1969b). USGS topography inset map 
shows localities of the two drill holes (Wells 2 and 3) on the Lamont-Doherty Earth Observatory campus, with 
3.25 m contours. Elevations (ele) and total depths (TD) are marked at each location, and the wells are approximately 
450 metres apart. 

The contact between the dolerite sill and the 
underlying sediments north and south of the 
drill sites is irregular and cuts up- and down- 
section through both fluvial and lacustrine 
Newark Basin formations (Olsen 1980). Note 
the wandering of the sill in the schematic cross- 
section in Figure 2b. The sill is seen in outcrop 
to have a general strike of N30°E, dipping 10-  
15 ° WNW (Walker 1969b). 

A hole was drilled through the Palisades Sill 
(Well 2) on the Lamont-Doherty Earth Observa- 

tory campus in 1980, to 229 m depth (Fig. 1). The 
hole was geophysically surveyed using geophysi- 
cal and geochemical logging tools (Anderson et al. 
1990). Goldberg (1997) described the measure- 
ments made by these tools in detail. An additional 
hole (Well 3) was drilled in early 2000 to 305 m, 
450 m north of Well 2 and approximately 55 m 
higher in elevation (Fig. 1). It was surveyed with 
gamma ray, caliper and temperature logging 
tools. Both holes were also logged with the bore- 
hole televiev~er (BHTV). This tool produces an 
acoustic image record showing the depth and 
orientation of features intersecting the borehole, 
such as fractures or bedding planes (e.g. Goldberg 
1997). All of the down-hole data were recorded as 
a function of depth in feet below the surface; the 
figures present the original units. To convert to 

SI units, please use the conversion factor of 
3.28 ft per metre, 

Palisades Sill lithology 

Sampling and rock analysis 

Well cuttings (drilling chips) provided samples 
at regular depths in Well 2 and Well 3. We 
sampled drilling chips every 3 m in the dolerite 
(0 -230  m) and every 1.5 m in the sediments 
(230-305 m) in Well 3; chip samples were 
taken every 0.6 m from Well 2. Continuous 
logs of the drilling chips were created by estimat- 
ing the percentage of rock types in each sample 
under a low-power microscope. To examine the 
mineralogical changes in the dolerite and the 
sediments, we made 12 thin sections of the drill 
chips at different depths in Well 3. Six thin sec- 
tions were made previously in the dolerite and 
sediments in Well 2. Table 1 lists the depths 
and rock type of these thin sections. 

Seventeen field samples were collected in 
Palisades State Park, NY, to aid in identifying 
the different mineralogical compositions in the 
dolerite and the sediments below. Samples 1 
through 12 were taken approximately 7 k m  
south of the drill sites. We took samples above, 
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Fig. 2. (a). Photograph of Englewood Cliffs at Ross Dock, Palisades State Park, where hand specimens were 
collected for chemical analysis. (b). Schematic cross-section of Hudson River and Newark Basin sediments south of 
Palisades. The sill (dark) intruded at different stratigraphic levels in the sediments. Wells are shown (with approximate 
depths) cutting through the sill at different levels of its intrusion into the sediment basin (from Olsen 1980). 

below and at the contact between the dolerite and 

the sediments, to determine the range of sedi- 

mentary rock types beneath the sill in the 

region surrounding the drill sites. Five samples 

were taken 16 l~n south of the drill sites, on a 

large south-facing cliff (Fig. 2a). Fracture zones 

within the dolerite at the Englewood Cliffs 

outcrop were noted at about 15 m above the 

bottom of the dolerite. Hand specimens from 

this region contained large amounts of olivine. 

The photograph in Figure 2a shows the origin 

of the hand specimen locations. 

Dolerite petrography 

Examination of the hand specimens and drilling 

chips in both holes identifies the olivine-rich 

layer. It is approximately 6 m thick and 15.2 m 

above the contact between the dolerite and the 

sediments (Fig. 3). The lithologies identified in 
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Table 1. Depths of~in-section samplesinWell2 
and Well3 

Rock type Well 3 Well 2 

Metres Feet Metres Feet 

Dolerite 12.1 40 180.7 593 
64 210 186 610 

137 450 
158.5 520 
183 600 

(Olivine-rich layer) 213.4 700 
228.6 750 
241 790 

Sedimen~ 234.7 770 187.5 615 
245 805 191 627 
268 880 194.5 638 
303 995 227 745 

Depths listed in bold type denote thin sections that are shown and 
discussed in the text. 

the two holes within the dolerite are similar, and 
correspond well to the previous geological 
description of the sill (Walker 1969b). This is 
also valid for the mineralogical description of 
the sill, which is divided into layers that match 
the description determined by colour and grain 
size differences (Walker 1969b). The sill consists 
of a thick layer of pigeonite dolerite underlain by 
hypersthene dolerite (c.46 m thick) and bronzite 
dolerite (c .30m thick). A layer of ferrohy- 
persthene dolerite (21.3 m thick) is present at 
the top of the sill in Well 3, but not in Well 
2. Below the bronzite, there is a 6-m thick layer 
of olivine-rich dolerite that extends downward 
to a chilled dolerite interval, which is fine 
grained and roughly 9 m thick, in contact with 
the sediments. Stringers of chilled dolerite 
occur further below the contact and are thinner 
in Well 2 than in Well 3 (Fig. 3). These do not 
match up stratigraphically between the holes. 

Example images of four thin sections in the 
dolerite and olivine-dolerite are shown in 
Figure 4a to 4d. The thin sections show the varia- 
bility of grain size and and low matrix porosity in 
the sill rocks (Fig. 4a & b) and illustrate the 
microstructure and crystal fabric of the mineral 
components (Fig. 4c & d). Figure 4a shows a 
section of a chip from 137m in a typical 
section of the dolerite. The plagioclase and pyr- 
oxene grains are partially intergrown (exhibiting 
a subophitic texture) that is typical of many 
dolerites and intrusive dykes (R. Coish, pers. 
comm. 2001). Figure 4b shows a marked grain- 
size difference in the fine-grained chilled 
margin of the dolerite near the contact with the 
sediments at 228.6 m depth. An example of the 
olivine-rich dolerite is represented in Figure 4c 

& d. This section, taken from a chip at 213.4 m, 
shows a very large pyroxene phenocryst with 
plagioclase and olivine grown within, an example 
of ophitic texture, which seems to be unique to 
this section. An olivine grain from the same 
section is identified under cross-polarized light 
in Figure 4d. Under scanning electron micro- 
scope analysis, the composition of this sample 
is shown to contain forsterite (Fo78), while 
other olivine grains in the section had forsterite 

contents ranging from Fo66to Fo71, possibly 
explaining some of the observed differences. 

The lithology of the dolerite sill can be traced 
continuously between the two drill-holes (Fig. 3). 
Although there are slight differences in the thick- 
nesses of correlative dolerite sections, individual 
layers seem to be continuous through this part of 
the sill. The olivine-rich layer is present in both 
holes, as shown by examination of the drilling 
chips and thin sections. The section of ferrohy- 
persthene dolerite from the top layer of Well 3 
is not continuous between the wells. This is 
most likely due to erosion of this part of the sill 
in Well 2, which is topographically lower than 
Well 3 and closer to a tributary of the Hudson 
River (Fig. 1). 

Sediment stratigraphy 

While the dolerite mineralogy in the two wells is 
similar, the sediment stratigraphy identified below 
the dolerite in each hole is very different (Fig. 3). 
One reason for this may be the different sampling 
frequency of drilling chips (five times greater in 
Well 2). However, the absence of red siltstone 
in Well 3 and their abundance in Well 2, as well 
as more frequent beds of purple-black shale in 
Well 3, suggest that the wells penetrate two differ- 
ent sediment sequences (Burgdorff & Goldberg 
2001). This may be explained by the variable stra- 
tigraphic position of the sill with respect to the 
underlying Newark Basin sediments. Figure 2 
illustrates this schematically in cross-section, 
based on outcrop evidence south of the drill 
sites (Olsen 1980). Although the schematic is con- 
jectural, it is likely that the intrusion path of the 
sill is irregular and undulatory in the area, inter- 
secting different sections of the sedimentary 
sequence at each drill site. 

Analysis of  down-hole measurements  

Fracture identification from borehole 

televiewer data 

Fracture data from the two wells are compiled 
from acoustic images taken in the borehole with 
the borehole televiewer (BHTV). BHTV images 
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Fig. 3. Volume per cent graphs of the lithology of Well 2 and Well 3 with ganama-ray and caliper logs. Depths are 

below ground level. The water level and the contact between the dolerite and the sediments are shown between the wells. 

Dashed lines between the two wells indicate the slight thickness changes of similar mineralogical types within the 

dolerite. Note the thin olivine layer approximately 15 m above the base of the sill in both wells. High gamma-ray 

readings (in API units) indicate the occurrence of clay-beating sediments below the dolerite sill. The caliper logs 

measure hole diameter. 

are created by the acoustic signal emitted by a 
rotating transducer as the tool is pulled up the 
hole at a typical logging speed of c.1.5 m per 
minute for optimum resolution (Zemanek et al. 

1970). The recorded ultrasonic data create a con- 
tinuous image log of the interior of the borehole 
(e.g. Keys 1989). BHTV data provide the orien- 
tation and depth of features intersecting the bore- 
hole wall. Planar features are displayed as 
sinusoidal banding in the images. Roughness, 
rock hardness, and sometimes even grain size 
can be determined, although image quality is 
usually poor when the conditions of the borehole 
wall are rough or rock formations are soft. To 
determine the dip of a feature intersecting the 
borehole, the height and orientation of the sinus- 
old are measured from the BHTV image, and 
the diameter of the borehole is taken from the 
caliper log (e.g. Goldberg 1997). 

Understanding the fracture pattern in the sill is 
essential for identifying possible active aquifers 
Ol- potential hydrological flow zones. Using the 
BHTV images from each hole, we identified 
and mapped the fractures using digital image 
analysis software (Fig. 5). The dip direction 
and plunge of the poles to fracture planes are dis- 
played on a contour stereonet plot to show the 
dominant orientation of fractures (Fig. 6). In 
Well 2, the majority of the fractures in the sill 
generally strike east-west, steeply dipping both 
to the north and south. Two population centroids 
of the poles, corrected for the local magnetic 
declination, are clustered around an orientation 
of N3°E,  plunging 78°NE, and S 13°W, plunging 
76°SW. The 203 fractures in the Well 3 dolerite 
are bimodal, with two separate population cen- 
troids of poles oriented $49°E and S2°E (again 
plunging at an average of 78 ° and 76°SE, 
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Fig. 4. (a) Thin section of chip from 137 m (typical of the massive dolerite) under cross-polarized light. (b) Thin section 

of a fine-grained chip from 228.6 m (at the chilled margin of dolerite above the sediments) under cross-polarized light. 

(e) Thin section of chip from olivine-rich section of the dolerite at 213.4 m under cross-polarized light, with olivine 

and plagioclase grown within a large pyroxene phenocryst. (d) Larger-scale image of Figure 4(c) above, with arrow 

pointing to an olivine grain in the centre of the field of view. 

respectively). The main subvertical fracture 
planes (given by the normal to the poles) strike 
predominantly east-west,  although a secondary 
set of subvertical fractures in Well 3 strikes 
NE-SW.  This population of fractures aligns 
with other regional fractures observed in 
Newark Basin sediments, and with the inferred 
maximum compressive stress direction (Goldberg 
et al. 2003). The fracture sets are very similar in 
both holes. 

Analysis of geophysical logs 

Natural gamma-ray and caliper logs were 
recorded in both holes (Fig. 3). Natural gamma 

logs record the total gamma radiation detected 
in a borehole, and they are the most widely used 
nuclear logs for stratigraphic investigations. Sedi- 
ments are much more radioactive than basalt or 
other intrusive mafic rocks, and therefore a large 
increase in gamma-ray activity is observed at 
the dolerite-sediment contact. Caliper logs 
measure the diameter of the hole. The two wells 
appear to be generally smooth, without any large 
washout zones. Hole diameters in Well 2 and 
Well 3 range between 16 and 16.5 cm. 

A neutron porosity log in Well 2 is shown in 
Figure 7. With this tool, a radioactive source 
emits fast neutrons that are then slowed down 
by collisions with hydrogen nuclei in the rock 
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Olivine fracture zone in Well-2 (163-173.8 m) Fracture Zone in WetF2 (97.6-106,7 m) 
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Fig. 5. Two examples of BHTV data from Well 2. Curves were manually picked to illustrate fractures and to 

digitally record their orientation and dip magnitude. Dip and azimuth of the imaged fractures are shown on a tadpole 

plot (right). The left-hand image shows a section of Well 2 from 163 to 173.8 m in depth, with a high density of 

fractures, many with large apparent aperture ( > 6  cm). The fight-hand image is a section from 97.6 to 106.7 m in 

Well 2, with a high fracture density but smaller apparent aperture ( 1 - 2  cm). To convert to SI units, use the 

conversion factor of 3.28 ft per metre. 

(e.g. Broglia & Ellis 1990; Goldberg 1997). These 
correspond to fluid-filled pore spaces in the doler- 
ite, as well as to fluids in open fractures. Clays and 
other minerals containing bound hydrogen may 
affect these measurements, but neutron logs gen- 
erally provide reliable porosity estimates in unal- 
tered crystalline rocks (Harvey & Brewer 2003). 
The lithology of the Palisades Sill was shown by 
geochemical log and sample analysis to contain 
fresh (unaltered) dolerite and related igneous 
phases (Anderson et  al. 1990). 

Resistivity logs measure the electrical proper- 
ties by forcing a current beam into the rock and 
then receiving it at electrodes located on the 
logging tool (e.g. Goldberg 1997). The shallow 
and deep resistivity logs (LLS and LLD) track 
each other throughout the well, but values 
diverge in the massive dolerite (uppermost inter- 
val), which is highly resistive (Fig. 7). This is 

likely due to the tool geometry that emphasizes 
horizontally oriented features with the shallow 
resistivity log and deeper and vertically oriented 
features with the LLD measurement (e.g. Pezard 
1990). Therefore, the separation between the 
two logs indicates that vertical fracturing occurs 
throughout the sill, but decreases near the bottom 
where the two logs come together. In the sedi- 
ments, the LLD and LLS resistivity logs overlie 
each other and measure much lower resistivity 
values. In general, deep-reading resistivity logs, 
like the LLD, more accurately represent unda- 
maged formation properties and are used for 
porosity and lithology interpretation. 

Fractures filled with water are usually more 
conductive than the surrounding rock. Therefore, 
zones of high conductivity (low resistivity) in the 
dolerite may be used to estimate the fracture 
porosity using the method of Keys (1989) and 
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Fig. 6. Contour plots of dip direction and plunge of 
fracture planes in the dolerite for Well 2 and Well 3. In 
Well 2, 96 fractures dip steeply (76-78 ~') with plunge in 
N3~E and S 13c~W directions. This depicts fractures that 
strike approximately east-west with near-vertical dips 
slightly to either the north or south. Well 3, however, 
shows a broader distribution of 203 fractures with plunge 
ranging from S2°E to $49°E directions. Given this shift in 
orientations, fracture zones in the sill may or may not be 
continuous over the short lateral distance and north-south 
offset between the wells. 

Archie (1942). For fresh, unaltered rocks, the 

surface conduction effect of clays and other 
alteration minerals in the Archie formulation 
are minor and may be ignored (Revil & Glover 

1998). We use the simple relationship between 

porosity and the LLD resistivity log after 
Archie (1942): 

ad/~ = Rw / RI~LD 

where + = porosity, RLL D is the deep resisti- 
vity value, Rw is the resistance of the pore fluid 
in the formation. To compute porosity with 

this relationship, constant a and m values are 

assigned based on rock type and borehole fluid 

chemistry to fit the average neutron porosity 
log from Well 2 in low-porosity intervals. We 

used a = 10 and m = 1.9 in the dolerite, and 
a = 2 and m = 1.7 in the sediments. Published 
values for m typically fall within the range of 

1.0-1.85 for basalt lavas and meta-igneous 

rocks (Keller et al. 1979; Kirkpatrick 1979; 
Pezard 1990) and near 2.0 for sediments 

(Archie 1942). We assume a freshwater value 
of Rw = 40 ohm m, roughly two to three times 
higher than the average of water sample 

measurements from Well 3 (J. Matter, unpub- 

lished data). High Rw values overestimate the a 

coefficient in this formulation, but do not affect 
the m value. In these dolerite rocks, accurate 

values for a probably fall between three and 10. 
Our resulting estimates of porosity from the 
resistivity log range from 3% in fresh dolerite 

to c.40% in the underlying sediments (Fig. 7). 

Divergences of the resistivity-derived and 

neutron porosity logs in some areas are probably 
due to the assumption of using constant Archie 
coefficients when different compositions are 
present. Furthermore, we assume that neutron 

absorption is similarly related to porosity in crys- 
talline and sedimentary rocks, but this is not uni- 

formly true (Broglia & Ellis 1990). Nevertheless, 
the two log estimates of porosity agree extremely 

well in both the dolerite and sedimentary units, 
with the constant a and m values estimated 

above. 

Porosity prediction from borehole 

televiewer imaging 

Using the BHTV data over the logged interval in 
Well 2, we can calculate a fracture density log 
that indicates the number of fracture occurrences 

over successive 3.25 m intervals (Fig. 7). Appar- 

ent fracture aperture was measured directly from 
the BHTV images with a measurement error of 

_+2 cm. There are fracture zones with large 
apparent apertures throughout the hole, including 

one that occurs within the olivine layer at 
approximately 168 m depth. Figure 7 indicates 
that high-porosity intervals in the dolerite in 
Well 2 correspond with more intensively frac- 

tured intervals with larger apparent apertures. 

In order to approximate a relationship between 
porosity and the fracture aperture in Well 2, we 
first compute the fracture density over 3.25-m 
(10-ft) running intervals through the well. We 
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Fig. 7. Deep and shallow resistivity logs (ohm m) on a log scale for Well 2 (left track). Neutron porosity log and 
apparent resistivity-based porosity (centre track), and fracture density log (right track). Archie's law was used to compute 
the apparent porosity from the deep resistivity log (a = 10, m = 1.9 in dolerite; a = 2, m = 1.7 in sediments). The 
fracture density log (3-m window) also shows the apparent fracture aperture for increments (6-10 cm), (2-5  cm) and 
(>2  cm). The average of the porosity logs in high-porosity zones over 3.25-m (10-ft) windows is noted on the 
fracture density log. High average porosity and high fracture density occur in the olivine layer. To convert to SI 
units, use the conversion factor of 3.28 ft per metre. 

also calculate five different apparent aperture 

ranges varying from no fractures to apertures o f  

< 2  cm, 2 - 5  cm, 6 - 1 0  c m  and > 1 0  cm, respect- 

ively,  within the dolerite sill. The fracture aperture 

range is superimposed as the three-level  grey scale 

on the fracture density log in Figure 7. Exception-  

ally large ( >  10 cm) aperture fracture intervals are 

noted as well .  W e  then calculate the average por- 

osity using the neutron and resistivity logs over 

the intervals containing large-aperture fractures 

in the dolerite sill. The average porosity values 

are noted next to the fracture density log, and 

we  use least-squares regression to compute  a 

linear relationship between the average porosity 

and the aperture range in these zones.  Figure 8 

shows  the resulting relationship, 4) = 0.7a + 3.8, 

where R 2 =  0.5859.  Although this regression 

coeff icient is somewhat  low, we  have conf idence 

using it to predict the average porosity from obser- 

vations o f  apparent fracture aperture in a similar 

environment,  namely  from the B H T V  log 

images  in Wel l  3. 
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Fig. 8. Relationship between apparent aperture of fractures 
and average porosity from Well 2, Regression analysis 
yields: 4) = 0.653a + 3.76 R 2 = 0.59. Error bars denote 
4-2 cm apparent aperture and ___ 1% average porosity. 

In Well 3, the BHTV data were similarly ana- 

lysed to calculate fracture density and apparent 
fracture aperture ranges (superimposed grey 
scale) over successive 3.25 m intervals (Fig. 9). 

Zones of high fracture density are observed 
throughout the hole, several of which contain 

large-aperture fractures. In the absence of resis- 
tivity and neutron porosity logs in Well 3, we 

use the BHTV data to predict the porosity of frac- 
tured zones in the dolerite sill by extension of the 
relationship derived from Figure 8. Values noted 
on the fracture density log are the aperture- 
derived porosity values over intervals containing 

large-aperture fractures. Several of these 

observed fracture zones have large apparent 
aperture (and high computed porosity), including 
one that occurs within the olivine-rich dolerite 

layer at approximately 216.4 m depth, as well 

as others in the sill above and in the sediments 
below. Given that the dolerite rocks in Well 2 

and Well 3 are similar in mineralogy, with low 

matrix porosity, and that fracturing contributes 
to most of the porosity occurring in the dolerite, 

the extension of the relationship provides a 
reliable and effective estimation of porosity 
from the BHTV images of the apparent fracture 

apertures. 

Discussion 

The occurrence of large-aperture, porous frac- 
tures in the Palisades dolerite sill, however, 
does not necessarily imply that these zones are 

permeable to fluid flow. To address this question, 
we ran a temperature log in Well 3, and calcu- 

lated the vertical temperature gradient over suc- 

cessive 4-m depth intervals (Fig. 10). The hole 
warms by approximately 2 °C from top to 
bottom, with a mean gradient of 0.001 °C/m. 
Although the temperature gradient log does not 
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Fig. 9. Fracture density log in Well 3 with large and 
small apparent aperture ranges shown (same key as 
Fig. 7). Calculated average porosity values were obtained 
from the relationship between apparent aperture and 
porosity in Well 2 (Fig. 8). Note the high-porosity and 
large apparent aperture zone in the olivine layer. To 
convert to SI units, use the conversion factor of 
3.28 ft per metre. 
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Fig. 10. Temperature log in Well 3 (left) shows warming 
of approximately 2 °C from 94.5 m (water level) to 
304.9 m (bottom of the hole). A temperature gradient log 
(right) was calculated using a 3.7 m window and a c.1.5 m 
moving average. The average temperature gradient is 
0.001 °C m-1. Deviations from this average indicate 
warming or cooling of the borehole fluid, which is likely 
due to fluid flow into or out of the well. Changes indicate 
some flow within the sill, although fluid flow appears to be 
the most active in the sediments. To convert to SI units, 
use the conversion factor of 3.28 ft per metre. 

substitute for in situ permeability measurements, 
changes in the gradient may be helpful in identi- 

fying zones where fluid is actively moving into 
or out of a borehole. In Figure 10, several 
active flow zones are indicated in the dolerite, 

where the gradient deviates from the mean 
value; the largest changes appear to occur in 

the sediment layers below the sill, however. 
Future work regarding the petrophysical and 

hydrological characterization of the Palisades Sill 

will include additional temperature and flow- 
meter logs and field tests of bulk permeability, to 
estimate fluid flow potential within isolated inter- 

vals (as well as between the two holes), and hydro- 

logical modelling of the in situ groundwater flow 

regime. The comparison of these logs and hydrolo- 
gical tests between Well 2 and Well 3 will quantify 
the permeability in the predicted high-porosity 

Conclusions 

We use drilling chips and logging data to charac- 
terize the geological and geophysical properties 

of an olivine-rich dolerite containing naturally 
occurring fractures in the Palisades dolerite sill. 

We determine the extent of fracturing and the 

effect of fracturing on porosity in crystalline 

rocks. A hole-to-hole comparative method is 
used with BHTV, and geophysical log data where 

complete information was not available. The 
methodology may be applied in other low- 

porosity crystalline rock formations, using image 
and other geophysical logs that are recorded 

under similar conditions. 
In the Palisades dolerite sill, the igneous petro- 

graphy formations and fracture orientations map 

well across the 450-m lateral separation between 
the two holes considered in this study. We 

compute apparent porosity from resistivity log 
data using Archie's law with coefficient values 

based on these rock types and fresh pore fluid, 

and match it to the neutron porosity log in low- 
porosity intervals. The Archie coefficients in the 

dolerite are a = 3-10 ,  depending on the in situ 

fluid resistivity, and m = 1.9. From the BHTV 

images and geophysical logs, we conclude that 
large apparent aperture fractures correspond 

with high average porosity values. Without resis- 

tivity or porosity logs in both wells, we estimate 
the average porosity by using the fracture aper- 
ture/porosity relationship established in one 

well and applying it to the apparent aperture 
measurements in the other. The olivine layer, 

identified in nearby outcrops and by thin- 

section analysis of drilling chips, con'elates 

well with a zone of large apparent aperture, 
high-porosity fractures in both holes. The 
temperature-gradient log provides an indication 
of active fluid flow through the sill; however, 

the most active zones appear to occur in the sedi- 
ments below. In the future, temperature and flow- 
meter logs and in situ hydrological testing in the 

dolerite will enable characterization of the in situ 

fluid permeability in this fractured, crystalline 

rock formation. 
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Abstract: Fundamental understanding of the origin, geometry, extension and scale 
dependence of fluid pathways in fractured rock is still incomplete. We analysed fracture net- 
works on different scales, based on data from fluorescent thin sections and borehole televiewer 
(BHTV) images, to obtain geometrical network parameters and to estimate fracture per- 
meability in the vicinity of a mantle plume (Hawaii Scientific Drilling Project, HSDP). 

In the depth interval between 814 and 1088 m below sea-level, we observed microfractures 
in the fluorescent thin sections, and macroscopic fractures in the corresponding BHTV data 
from the same depth range. Initial modelling of the microscopic network from the fluorescent 
thin section taken at 1088 m below sea-level gives a clear indication that in this particular case 
the preferential hydraulic pathways on the microscopic scale are the microfractures in the 
olivine crystals. This is the only plausible explanation of high porosity (16.6%, based on 
core measurement), due to the observed vesicles and the corresponding low permeability of 
10 ixdarcy. Modelling hydraulic flow and calculation of permeability leads to similar values 
of permeability of 12.3 ~darcy, assuming a mean fracture aperture of 1 txm and an exponential 
distribution function of the fractures. 

Detected structures from BHTV measurements were used to construct a macroscopic sto- 
chastic network to simulate the hydraulic flow. We found 337 fractures in the depth section 1 
from 783.5 to 1147.5 m below sea-level, which result in a linear frequency of 0.927 m 
Assuming horizontal layers and constant fracture apertures of 100 ixm for all structures, 
leads to a first estimate of permeability of 77 mdarcy (7.7 × 10-14 m 2) in this depth section. 

In a recent work, we showed that for data from the Continental Deep Drilling Project (KTB), 
the fracture density versus fracture length follows a power law. First results from the Hawaiian 
data suggest a similar relationship, despite all of the differences in the lithological conditions 
between both sites. 

Knowledge of the rock properties controlling fluid 

movement is a basic prerequisite to understand the 

dynamical processes, temperature and stress 

regime of the upper crust. The aim of this work 

is to transfer methodically a concept concerning 

hydraulic properties and investigations of their 

scale effect from the Continental Deep Drilling 

Program (KTB) (Huenges & Zimmermann 1999; 

Zimmermann et al. 2000a,b, 2001, 2003) to the 

Hawaii Scientific Drilling Project (HSDP). Frac- 

ture systems in the different lithological units 

can be investigated by geometrical networks 

describing the structure and properties of potential 

hydraulic pathways. 

The aim of this work is the comparison of differ- 

ent hydraulic pathways and the scale dependence 

of hydraulic parameters to obtain universal 

connections between these quantities. Key para- 

meters to characterize hydraulic permeability are 

the aperture, density and connectivity of fractures 

(as well as additional network parameters from 

percolation theory at the various scales of investi- 

gation). To describe the hydraulic pathways, we 

use a database of structural borehole measure- 

ments (borehole televiewer), core scans and fluor- 

escent thin sections representing different scales of 

investigation. This leads to the construction of 

deterministic as well as stochastic networks to esti- 

mate the hydraulic flow by finite-element modelling. 

Permeability and scale effect 

Permeability is one of the essential parameters 

for the description of hydraulic properties of 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 37-45. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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rocks, and is a prerequisite to describe the 
hydraulic pathways for fluids. It is a quantity 
that can take different values depending on 
the scale of investigation (i.e. it is not scale- 
invariant) (Brace 1984; Clauser 1992). On the 
macroscopic scale, it represents an integral 
value in the vicinity of the borehole, and 
depends on relatively large, irregular distributed 
fracture systems; hence it cannot be verified by 
core measurements. Estimation by hydraulic 
experiments in drill-holes yield integral values, 
but are normally limited to a few depth intervals. 
The core measurements represent a permeability 
with hydraulic pathways on the microscopic 
scale and lead to permeability values at simu- 
lated in situ conditions if taking into account 
the in situ confining pressure. This leads to an 
estimate of the matrix permeability, but gener- 
ally cannot be scaled up. 

Besides permeability measurements, different 
kinds of concepts exist to model the hydraulic 
flow in fractured media. It is a highly sophisti- 
cated problem to transfer the complex structures 
of natural rocks to adequate, equivalent models. 
One can distinguish between deterministic 
fracture networks (Kolditz 1992, 1996; David 
1993), fractal fracture networks (Kosakowski 
1994, 1996; Acuna & Yortsos 1995) and 
stochastic fracture networks (Wollrath 1990; 
Zimmermann et al. 2000b). 

The scale dependence of hydraulic properties 
can be connected to the existence and size of a 
potential representative elementary volume 
(REV). So far, this represents an unsolved 
problem, which has been investigated using 
various approaches and model concepts. Below 
the REV, a medium appears as heterogeneous, 
with high variability of its properties; above the 
REV it can be considered as a statistically homo- 
geneous and ergodic medium, and hence can be 
modelled as an 'equivalent homogeneous' 
medium. An overview concerning the scale 
effect and the corresponding concepts to model 
the hydraulic flow was given by Gu6guen et al. 

(1996). The description of fracture models and 
their characteristic parameters is achieved with 
various theoretical approaches. The connectivity 
of discrete fracture networks can for instance be 
described by percolation theory (e.g. Stauffer & 
Aharony 1992). It describes the fluid flow in a 
hypothetical medium or network, and was first 
introduced by Broadbent & Hammersley 
(1957). Generally, this process can be described 
as a diffusion of fluids, with corresponding ran- 
domness of its pathways in the medium or with 
the stochastic properties of the medium itself. 
An introduction to percolation theory and to the 
fluid transport in fractured media can be found, 

for example, in Berkowitz & Balberg (1993), 
Sahimi (1995), Selyakov & Kadet (1996) and 
Berkowitz & Ewing (1998). 

'Effective medium theory' (EMT) transfers 
heterogeneous properties into a statistically 
homogeneous medium (David et al. 1990). But 
this approach is only valid for small hetero- 
geneities and requires a REV (Gu6guen et al. 
1997). A multi-scale approach was introduced 
by Gavrilenko & Gu6guen (1998). They used a 
modified 'renonnalization-group' (RG)-theory 
in conjunction with a percolation theory app- 
roach to describe the scale effect of permeability. 
Their results are in agreement with the observed 
measured effective permeability on the regional 
scale, based on the compilation of permeability 
measurements as a function of scale by Clauser 
(1992). 

An essential component of percolation theory 
is the existence of scaling laws near the percola- 
tion thresholds. A detailed review of the current 
state of the art is given by Bonnet et al. (2001). 
For fracture networks close to the percolation 
threshold, power laws describe hydraulic proper- 
ties and network parameters in a very general 
way (Robinson 1983, 1984; Balberg et al. t991; 
Davy et al. 1992; Davy 1993). A frequently ana- 
lysed quantity, affecting the connectivity of the 
fracture networks and hence its permeability, is 
the fracture length l and the length distribution 
function n(l). This function follows the power 
law n(1) ~ l -b  where b is an exponent varying 
generally between 1 and 3 (Balberg et  al. 1991; 
Bour & Davy 1997, 1998) and hence does not 
permit an a priori definition of an REV. 

Modelling fracture permeability 

The aim of this work is to determine the hydrau- 
lic transport parameters of fractured rock on 
different scales and to obtain stochastic proper- 
ties from these geometrical data to describe the 
characteristics of fracture networks. To simplify 
the analysis we assume fractures to be smooth 
planes without roughness. Generally, individual 
fracture planes can be described by fracture 
length and width (surface area), aperture and 
orientation (dip, azimuth). Projection to a 2D 
surface reduces the geometry description of the 
fracture surface area to a fracture length. 

We analysed fluorescent thin sections with 2D 
networks, which represent microfractures with 
a length scale of up to 100 p~m. The macroscopic 
scale is represented by borehole televiewer 
(BHTV) measurements, which show images of 
borehole wall structures on the metre scale. 
This provides 3D information about the orien- 
tation of the fractures, but gives no information 
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about fracture length and width. From these basic 
geometrical data, discrete deterministic - as well 
as stochastic - fracture networks can be 
obtained. Subsequently, fluid flow was simulated 
with the finite-element program 'ROCKFLOW' 
(Lege et al. 1996) by applying Darcy's law 
(Gurguen & Palciauskas 1994), which assumes 
laminar fluid flow. 

Calculation of critical parameters 

The network parameter describing the transition 
from a non-connected medium to a connected 
medium is called the percolation threshold 
(Stauffer & Aharony 1992). In the case of con- 
tinuously distributed structures, a quantitative 
definition of the percolation threshold is given 
by the percolation parameter. For 2D networks 
with a constant fracture length 1 and randomly 
distributed position and orientation, the percola- 
tion parameter can be defined as (Bour & Davy 
1997): 

p = NI 2/A = h A 12 (1) 

with N = number of fractures, l = fracture 
length, A = surface of the network, hA = N / A  = 

density of fractures (2D). Introducing a fracture 
length distribution and replacing the constant 
fracture length by the mean value (expectation 
value) ILl leads to a generalization of the 
formula. According to Priest (1993), a general 
relationship between the linear frequency of 
fractures hL and the 2D fracture density hA is 
given by: 

2/XrhalXl < hc <_ haiXl (2) 

with the lower boundary for spatially random 
distributed fractures and the upper boundary 
for parallel fractures. Merging both relations 
leads to the generalization of the percolation 
parameter: 

p -- N ~ / A  -- kAp~ > hLI x, (3) 

An alternative to describe quantitatively the 
connectivity of networks is the mean number of 
intersections per fracture. Hestir & Long (1990) 
and Robinson (1984) give critical values of 3.6 
and 3.1, assuming randomly distributed fractures 
in position and orientation. 

Results from the Hawaii Scientific 

Drilling Project (HSDP) 

The main objective of the Hawaii Scientific 
Drilling Project (HSDP) is to obtain stratigraphic 

sequences of lava flows to provide valuable 
probes of mantle plume structures and magmatic 
processes (De Paolo et al. 2001). The HSDP 
programme has been organized in three phases 
(Stolper et al. 1996). The first phase began with 
a pilot hole in the vicinity of Hilt  (Kahi Puka 
1, KP1), which reached a final depth of 
1056 m. The second phase started with the 
HSDP2 borehole with a current depth of 3098 
metres below sea-level (mbsl). 

The main findings concerning hydrology in the 
pilot hole KP1 (for details, see Paillet & Thomas 
1996; Thomas et al. 1996) can be outlined as 
follows: (1) various depth sections exist, with 
varying mean temperatures and salinities; (2) the 
deep aquifer (below 710 m in the open borehole 
section) contains seawater with temperatures and 
salinities in accordance with those of the open 
sea at the same depth; the transmissivity of the 
aquifer is approximately 10 -3 m 2 s -1 (3) a fresh- 

water aquifer exists at the transition from 
Mauna Loa to Mauna Kea (at 280 m). These 
findings lead to the construction of a regional 
hydrological model based on the current data 
(Thomas et al. 1996). 

The stratigraphy of the HSDP2 lithological 
column (detailed description in De Paolo et al. 

2001) generally can be divided into the subaerial 
section up to 1079 mbsl and the subjacent sub- 
marine section. The subaerial section can be sub- 
divided into the Subaerial Mauna Loa lavas 
(from the surface to 246 mbsl) and the Subaerial 
Mauna Kea lavas (to 1079 mbsl). Both sections 
are characterized by an alternation of aa and 
pahoehoe lava flows. The submarine section 
can be subdivided into the upper part with dom- 
inantly hyaloclastite debris flows to a depth of 
1984mbsl, and a lower section with pillow 
lavas and intrusive units down to the final 
depth of 3098 mbsl. 

Hydraulic pathways within the HSDP drill- 
hole differ substantially from the crystalline 
rock of the KTB, which we have studied in 
detail. There, the pathways at the various scales 
can be described by fracture systems with tec- 
tonic origin and orientations based on the 
recent and the palaeostress field. In the environ- 
ment of the Hawaii drill-hole, fracture-like struc- 
tures occur between the contact planes of lava 
flows as a result of cooling processes. 

In the subaerial units, the contact planes 
between the lava flows can be described by geo- 
metrical structures, which are similar to those of 
fracture planes in crystalline rock. Thus, they can 
be denoted as fractures, despite their differences 
in origin; hence, the concept can be applied. This 
reasoning is consistent with the work of Morin & 
Paillet (1996). They detected fractures in the 
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pilot hole KP-I from BHTV images, and 
identified 283 individual fractures and their 
orientations. 

The submarine units consist of pillow lava and 
massive basalts on one hand, and hyaloclastite 
debris flows on the other. Hyaloclastites occur 
predominantly in the upper part of the submarine 
section. They belong to vesicular volcaniclastic 
sediments with a pore space similar to a sedimen- 
tary rock. Therefore, a concept of fracture analy- 
sis cannot be applied to the hyaloclastite units. 
Pillow basalts show macroscopic fractures from 
cooling processes, which make a substantial 
contribution to the fluid transport. Intrusive 
basalts occur mostly in the deeper part of the 
borehole, but they are not very abundant, and 
represent up to 7% of the core in the deepest 
part below 2.5 km below sea-level. 

A review concerning the estimation of per- 
meability in basaltic ocean rocks, which are com- 
parable to the lithological units of the Hawaiian 
borehole, was published by Fisher (1998). In 
these rocks, too, the scale effect of permeability 
can be found; permeability measurements on 
cores and hydraulic tests differ by about several 
orders of magnitude. 

Data f rom f luorescent  thin sections 

On the microscopic scale, fluorescent thin 
sections (Figs 1 & 2) can be investigated to 
obtain geometrical parameters like mean fracture 
lengths, orientation, fracture density and the 
corresponding distribution functions. The light 
structures represent the hydraulic pathways, and 
were rendered visible by a fluorescent epoxy 
resin, which was forced into the microfractures 
using a centrifuge. Figures 1 & 2 show different 
images of thin sections with different resolutions, 
from cores of the HSDP2 borehole. The thin 
section in Figure 1 was taken from a core from 
814 mbsl, and, according to Btittner & Huenges 
(2003), was characterized as a moderately 
olivine-phyric basalt (pahoehoe). They measured 
core porosity of 30% (with the buoyancy 

method) and the COvrresponding gas permeability 
of 10 ixdarcy (10- m-). This high porosity and 
relatively low permeability cannot be explained 
by the standard Kozeny-Carman approach with 
the relationship of permeability as a non-linear 
function of porosity (e.g. Pape et al. 1999, 
2000). The pore space, which is represented by 
vesicular structures, is obviously only connected 
by microfractures. Therefore, we conclude that 
the microfractures are responsible for the hydrau- 
lic flow, whereas the vesicles serve to store fluids 
or gas. The same finding is obtained from 
Figure 2, with a measured core porosity (buoy- 

Fig. 1. Fluorescent thin sections from 814 mbsl 
(moderately olivine-phyric basalt (pahoehoe), measured 
core porosity is 30%, gas permeability is 10 txdarcy 
(10 -17 m 2) (Btittner & Huenges 2003). Porosity is 
mainly due to the vesicular structures (see upper right- 
hand side in the bottom image).The pathways of the 
penetrated fluorescent resin form a network, which can 
be used to simulate the hydraulic flow on the 
microscopic scale and to calculate permeability. 

ancy method) of 16% and a gas permeability of 
10 Ixdarcy (10 -a7 m2). Here, we have a thin 

section of a core of highly olivine-phyric basalt 
(massive) from 1088 mbsl (Btittner & Huenges 
2003). In order to find out if our idea that the 
microfractures act as the preferential pathways 
is correct, we have to test whether we can 
explain this permeability purely with a network 
of microfractures. Therefore, in Figure 2 the 
network was superimposed as a finite-element 
mesh to simulate the hydraulic flow. The flow 
was calculated from the lower border to the 
upper border of the olivine crystal. The right 
and the left sides are so-called 'no-flow-bound- 
aries'. The flow conditions between the nodes 
were varied stochastically. We applied the expo- 
nential distribution function for the fracture aper- 
ture between the nodes with a mean of I ixm, and 
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Fig. 2. Fluorescent thin section from 1088 mbsl 
(highly olivine-phyric basalt (massive); the measured 
core porosity is 16.6% and gas permeability is 
10 Ixdarcy (10 -17 m 2) (Biittner & Huenges 2003). 
The pathways of the penetrated fluorescent resin were 
superimposed by a finite-element mesh to simulate 
the hydraulic flow. 

performed 100 network simulations. The results 

of permeability calculations are displayed as a 
histogram in Figure 3. The mean permeability 

of these 100 simulations was calculated to 
12.3 txdarcy (1.23 × 10 -17 m2), according to a 

log-normal distribution function. Therefore, 
under the assumption made, we can conclude 

that the low measured gas permeability can be 

0.00 .25 .50 .75 1.00 1.25 1.50 1.75 2.00 

log (permeabi l i ty [gD]) 

Fig. 3. Permeability calculations for the network from 
Figure 2, with a stochastic variation of the fracture 
aperture. It is assumed that the fracture aperture follows 
an exponential distribution function with a mean value 
of 1 ~m. This leads to a mean permeability of 
12.3 ~darcy (1.23 × 10 17 m2). For comparison, a 
constant fracture aperture of 1 p~m leads to a 
permeability of 174 ~darcy. 

explained by a network of microfractures. For 
comparison, a network with a constant aperture 

of 1 ixm for all pathways leads to a permeability 

of 174 Ixdarcy. 
According to equation (3), the percolation par- 

ameter as a qualitative measure of connectivity 

of the network can be calculated. For this calcu- 
lation, the number of fractures and the mean 
length of the fractures are needed. Hence the 

question arises: what is an appropriate definition 

of a fracture and a fracture length in context with 

this thin-section data? In accordance with our 
simplification of fractures as planar-like struc- 

tures, we assume a fracture to be an individual 
structure, if it can be described as a straight 
line in the 2D projection area of the thin- 

section image. Thereupon, the number of inter- 

sections per fracture can be determined. 
We determined 109 fractures from Figure 2 

with a mean fracture length of 269.2 ~zm, accord- 
ing to a log-normal distribution function. This 
leads to a percolation parameter of 1.58, accord- 

ing to equation (3), and a fracture density of 
2.18 × 107 m -2. Results from previous analyses 

of KTB thin-section data showed a critical 

value of the percolation parameter of 1.3 
(Zimmermann et al. 2003). Therefore, the 

network in Figure 2 with a percolation parameter 

of 1.58 should be well above the percolation 
threshold. This is evident from visual inspection 
of the 2D connectivity of the network, too. 

The mean number of intersections per fracture 

was calculated to 3.18. This is in the range of the 
theoretical values of the critical mean fracture 
lengths per fracture, according to Hestir & 

Long (1990) and Robinson (1984), who give 
critical values of 3.6 and 3.1 intersections per 
fracture at the percolation threshold. 

Data  f r o m  borehole  measuremen t s  and  

core scans  

The geometrical parameters of dipping fractures, 
such as fracture locations (and derived linear 

fracture frequency) and orientations, can be 
determined from structural borehole measure- 
ments, which create an image of the borehole 

wall. In the HSDP2 borehole, two different bore- 
hole televiewer tools (BHTV) were used: one in 

a limited depth interval from 795 m to 1160 m 
(Fig. 4, left-hand side), and the other in the 

depth interval from 600 m to 1800 m (Fig. 4, 
middle). For comparison, core scans can be 

used to identify the structures and support 

interpretation (Fig. 4, right-hand side). 
The images of the borehole televiewer in the 

depth section from 783.5 to 1147.5 mbsl were 
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Fig. 4. Left-hand side: borehole televiewer image, depth section from 808.3 m to 832.4 m; raw data, left-hand side 
corresponds to a northerly direction. Middle: second borehole televiewer image; data were corrected by an 
autocorrelation method, due to mismatch of depth records, and contrasts were enhanced. Right-hand side: core 
scan of run 347, with indicated depth interval for a comparison of structures with the televiewer data. Detected 
structures can be used to construct macroscopic stochastic networks to simulate the hydraulic flow. 

examined,  and 337 fractures were  detected f rom 

visual inspection. This particular depth section 

was chosen because data f rom both te leviewers  

were available in this section. The linear fre- 

quency of the fractures hL follows as 

0.927 m -~. For a first estimate, we assume hori- 

zontal layers and constant fracture apertures of  

100 lxm for all structures. This leads to an esti- 

mate of permeability of 77mdarcy  (7.7 
× 10 -14 m 2) according to the fol lowing relation- 

ship for laminar  flow in plane parallel  structures: 

k = hc × a~ /12  = hL X a X kfracture (4) 

with k = permeabil i ty  (m 2) 

kfracture  • a2 /12  = permeabil i ty  of a single 

fracture (m 2) 

a ----- fracture aperture (m) 

hL = linear f requency of fractures (m -1) 
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The linear frequency of the fractures can 

be applied to calculate the critical fracture 

length. This is the length, where the correspond- 

ing 2D network reaches the percolation 

threshold. Bour & Davy (1997) give a theoretical 

value of the critical percolation parameter of 

Pcrit = 5.6 for infinite large 2D fracture systems 

with fractures randomly distributed in position 

and orientation. Assuming these assumptions 

for the above investigated fractures allows the 

calculation of the critical length according to: 

lcrit = Pcrit/hL = 6.0 m (5) 

That means, under the assumptions made, a 

fracture length of at least 6 m is necessary to 

establish a macroscopic hydraulically permeable 

fracture network. This initially unknown par- 

ameter is substantial for the construction of 2D 

stochastic networks and simulation of hydraulic 

flow. With this lower limit, the number of plaus- 

ible 2D stochastic networks can be restricted. 
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Comparison of  results from KTB 

and HSDP 

In a recent study, Zimmermann e t  al.  (2003) 

investigated the scale dependence of hydraulic 

and structural parameters in the crystalline rock 

of the KTB. We found a power-law relationship 

between the 2D fracture density and the mean 

fracture length (Fig. 5), with an exponent of 

1.9 ___ 0.05. Only those networks which are 

above the percolation threshold and hence per- 

meable, were included. This results in a straight 

line in the log- log  plot of Figure 5, which can 

be interpreted as a critical boundary with non- 

connected networks on the left-hand side and 

connected networks on the right-hand side of 

the straight line. We added the results from the 

Hawaiian data for comparison. The thin-section 

result is close to the straight line; additional 

data are required to show whether this can be 

generalized. The included borehole data are 

from the BHTV measurements for a depth 
section from 783.5 mbsl to 1147.5 mbsl. They 

initially represent 1D information, which was 

transferred to the 2D density, according to 

Priest (1993) (see equation (2)). In this case, 

the fracture length is an unknown parameter, 

therefore all models are equivalent, according 

to the initial data. In the case of a 'universal' 

characteristic of the power law with an attribute 

as a critical boundary, the networks with a frac- 

ture length of 1 m and 3 m (see Fig. 5) should 

be non-connected. This is in agreement with 

the result from above, where we estimated a 

Fig. 5. A log-log presentation of fracture density 
versus mean fracture length for the connected networks 
(above the percolation threshold) of the KTB data (dark 
diamonds) on all investigated scales, and results from 
the HSDP2 borehole (grey squares) for comparison. 
Taking into account only the KTB data, the mean 
fracture length follows a power-law distribution, with 
an exponent of -1.90 + 0.05 indicating the fractal 
nature of fractures in crystalline rock (detailed 
description in Zimmermann et al. 2003). The calculated 
fracture densities from the Hawaiian BHTV data (grey 
squares: depth section from 783.5 to 1147.5 mbsl) were 
obtained from their linear frequency, and therefore 
represent equivalent models with different fracture 
lengths (which are initially unknown without further 
assumptions and were set to 1 m, 3 m, 10 m, 30 m and 
100 m). In the case of a 'universal' characteristic of the 
power law, all data points on the right side of the 
straight line should belong to networks above the 
percolation threshold. Hence, analogously to the KTB 
data, this results in a lower limit for the fracture lengths 
of the Hawaiian data. This is also in agreement with the 
estimation from percolation theory, where a critical 
fracture length of at least 6 m is necessary for a 
macroscopic connected network. 

critical fracture length of at least 6 m to establish 

a permeable network. Based on the current data, 

we can give a lower limit of the fracture length 

by assuming a macroscopic connectivity, which 

is evident from inflow zones in this depth interval 

(Bfittner & Huenges 2003). 

Conclusions 

A concept which had been developed for the 

fractured rock of the KTB, has been applied 
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successfully to the volcanic rock of  the Hawaii  

Scientific Drill ing Project. The results show 

that this concept  can be transferred to the differ- 

ent lithologies. Fluorescent  thin-section images 

and B H T V  measurements  were  analysed, which  

represent different scales of  investigation. Micro- 

fractures were  observed in these thin sections of  

ol ivine-phyric basalts, which  might  explain the 

measured  low permeabi l i ty  in conjunct ion with 

the observed vesicular  structures of high poros- 

ity. The borehole  wall  structures from the 

B H T V  measurements  represent potential ly 

hydraulical ly conduct ive  fractures, which  are 

preferential  pathways to control the hydraul ic  

flow on the macroscopic  scale. In the current 

situation, the data used for the flow simulat ion 

with macroscopic  models  are very sparse. There-  

fore, besides the known information about the 

structures, additional data and scale-dependent  

relationships, as provided by the concept,  are 

necessary to give a well-constrained est imate of  

the hydraulic situation in the vicinity of  the 
mantle plume.  
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Brittle fracture in two crystalline rocks under true 

triaxial compressive stresses 
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Abstract: We employed our new polyaxial cell to carry out true triaxial compression tests 
on dry (jacketed) rectangular prisms of two crystalline rocks, in which different magnitudes 
of the least and intermediate principal stresses 03 and 0"2 were maintained constant, and the 
maximum stress o1 was increased to its peak level in strain control. Both Westerly granite 
(Rhode Island, USA) and KTB amphibolite (Bohemian Massif, Germany) revealed similar 
mechanical behaviour, much of which is missed in conventional triaxial tests in which 
0-2 = 0-3. Compressive failure in both took the form of a main shear fracture, or fault, 
steeply dipping in the 0-3 direction. Compressive strength rose significantly with the magni- 
tude of 0-2, suggesting that the commonly used Mohr-type strength criteria, which ignore the 
0-2 effect, predict only the lower limit of rock strength. The true triaxial strength criterion for 
each of the crystalline rocks can be expressed as the octahedral shear stress at failure as a 
function of the mean normal stress acting on the fault plane. We found that the onset of dila- 
tancy increases considerably for higher ere. Thus, 0- 2 extends the elastic range for a given 0"3 
and, hence, retards the onset of the failure process. The main fracture dip angle was found to 
increase as er2 rises, providing additional confirmation of the strengthening effect of er2- 
SEM inspection of the micromechanics leading to specimen failure showed a multitude 
of stress-induced microcracks localized on both sides of the through-going fault. Here too 
the effect of 02 is noted, in that microcracks gradually align themselves with the o-l-o2 
plane as the magnitude of 0-2 is raised. 

Brittle fracture and compressive strength of crys- 

talline rocks have been studied for centuries 

because of the need to design safe excavations 
for extracting minerals from the Earth, and for 

the purpose of using hard rock as a building 

material (Scholz 1990). But it was only in the 

last century that rigorous formulations of rock 

strength were made, based on the physics of the 

phenomenon and supported by experimental 

results. Rock strength is the maximum stress 
that the rock can support under specified con- 

ditions, and is commonly represented by strength 

criteria. The most widely used criteria are based 

on the hypothesis that the intermediate principal 

stress 0-2 has no role in the process of brittle frac- 

ture leading to failure. For example, the Mohr 

criterion and a number of other criteria, such as 

the linearized and commonly used M o h r -  

Coulomb criterion (Jaeger & Cook 1979, p. 96), 

as well as those due to Griffith (1924), Hoek & 

Brown (1980), Ashby & Sammis (1990), and 

others, all define failure in compression in one 

of the following general relationships: 

0"1 = A + B0-3 

'r = C + D 0 -  
(1) 

where 0"1 and 03 are the minimum and the 

maximum principal stresses, respectively; "r and 

0- are two-dimensional shear stress and normal 

stress, respectively, and both are functions of 

only 0"1 and 0-3; and A, B, C and D are inter- 

related constants of the material. 
The common way of obtaining such criteria is 

to conduct a series of conventional triaxial tests 

in a pressure vessel where cylindrical specimens 

are subjected to constant confining pressures 

(0-2 = 0"3) and increasing axial stresses (O"D, 
until brittle fracture occurs and compressive 

strength is reached. However, a growing 

number of in situ measurements at shallow to 

intermediate crustal depths have shown that the 

principal stresses in the Earth's crust are almost 

always anisotropic, i.e. 0"1 ~ 0"2 ¢ 0"3 (Fig. 1). 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 47-59. 
0305-8719/05/$15.00 ,© The Geological Society of London 2005. 
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criterion leads to over-conservative predictions, 
because it neglects the perceived strengthening 

effect of the intermediate principal stress. 

Early attempts to examine the intermediate 
principal stress effect on rock strength were 

made by Murrell (1963), who compared the 
results from two different series of triaxial tests 
conducted in Carrara marble: triaxial com- 

pression tests (0-a > 0-2 = 0 " 3 )  and triaxial exten- 

sion tests (0-1 = 0-2 > 0 " 3 ) .  He noted that the rock 

strength for any given 0"3 was larger in triaxial 
extension than in triaxial compression, implying 

that strength is not 0"z-independent (Fig. 2). Simi- 

larly, Handin et al. (1967), reporting on triaxial 
compression and triaxial extension tests they 
carried out in Solenhofen limestone, Blair dolo- 

mite and Pyrex glass, showed that rock strength 

was higher when 0"2 was equal to o'1. Concur- 
rently, Wiebols and Cook (1968) derived an 

energy-based theoretical strength criterion and 
found that under true triaxial compressive stress 

conditions (0"1 ¢ 0"2 4: 0"3) the intermediate 
principal stress has a pronounced effect, quanti- 
tatively predictable if the coefficient of sliding 

friction between crack surfaces is known. In par- 

ticular, Wiebols and Cook determined from their 

model that if 0"3 is held constant and 0"2 is 
increased from 0"2 = 0"3 to 0"2 = 0"1, then the 
peak 0"~ first increases, reaches a maximum at 

some value of 0"2 and then gradually decreases 
to a level higher than that obtained in a triaxial 

test, i.e. when 0"2 = 0"3- 
Since then, there have been several important 

experimental studies on the effect of 0"2. Mogi 

(1971) designed the first apparatus capable 
of applying three independent and mutually per- 
pendicular loads to the faces of a rectangular 

Fig. 1. Collection of measured in situ principal stresses in 
(a) Canada and (b) South Africa in which principal stress 
magnitudes Cry, (rh and cr H (vertical, least horizontal and 
largest horizontal, respectively) are clearly unequal (after 
McGarr & Gay 1978). 

Moreover, criteria neglecting the 0- 2 effect have 

been found to be lacking in a number of import- 
ant cases. For example, Vernik & Zoback (1992) 

found that use of the Mohr-Coulomb criterion in 
relating borehole breakout dimensions to the pre- 

vailing in situ stress conditions in crystalline 
rocks did not yield realistic results. They 

suggested the use of a more general criterion 

that accounts for the effect on strength of the 
intermediate principal stress. Recently, Ewy 
(1998) reported that, for the purpose of calculat- 
ing the critical mud weight necessary to maintain 
well-bore stability, using the Mohr-Coulomb 
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Fig. 2. Carrara marble triaxial compressive strength 
under two different intermediate principal stress or2 
settings. In one or2 = crl (triaxial extension), and in the 
other or2 = or3 (triaxial compression) (after Murrell 1963). 
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prismatic specimen, with minimum friction. He 
demonstrated experimentally that the strength 
of Dunham dolomite, and other rocks, is a func- 
tion of the intermediate principal stress in a 
manner similar to that predicted theoretically 
by Wiebols and Cook. Other experimental inves- 
tigations (Michelis 1985; Takahashi & Koide 
1989; Crawford et al. 1995; Wawersik et al. 

1997) yielded similar results in other rock 
types. However, the true triaxial testing devices 
used had relatively low loading capacities and 
were not suitable for testing compressive 
failure of hard rocks under high 0.2 and 0.3. 

At the University of Wisconsin we have 
recently designed and fabricated a new true tri- 
axial loading system capable of determining 
the compressive strength of hard rocks subjected 
to the most general stress conditions (0"a >_ 
0"2 ~-~ 0.3). TWO types of crystalline rocks were 
selected for the initial rock strength tests: a 
granite and an amphibolite, both of which are 
representative crustal constituents (Chang & 
Haimson 2000; Haimson & Chang 2000). This 
paper reviews the results reported separately in 
these two papers, compares them and attempts 
to draw general conclusions regarding true tri- 
axial mechanical behaviour of crystalline rocks. 

True triaxial loading apparatus 

The new apparatus used for the application of 
three mutually perpendicular high compressive 
loads on to rectangular prismatic specimens con- 
sists of two main parts: a pressure vessel and a 
biaxial cell (Fig. 3). The rock specimen 
(19 × 19 × 38 mm) is inserted inside the press- 
ure vessel and is subjected to a longitudinal 
load, 0"1, and one lateral load, 0"2 (capacity of 
both 1.6 GPa), applied through high-strength 
metal anvils, as well as to a second lateral load 
applied directly by the confining fluid pressure, 
0"3 (capacity 0.4 GPa). The pressure vessel fits 
inside the biaxial cell, which applies hydrauli- 
cally activated loads to the two pairs of anvils. 
All three loads are servo controlled. The entire 
true triaxial loading system is compact and 
easily transportable, and does not require the 
use of a loading fi'ame (Haimson & Chang 2000). 

Friction between the anvils and rock specimen 
is minimized by inserting between them a thin 
copper shim, over which stearic acid has been 
smeared as a lubricant (Labuz & Bridell 1993). 
Tests are conducted by controlling the strain in 
the least principal stress direction (i.e. in the 
direction of 0"3, and the strain is typically main- 
tained at 5 × 10 -6 s -1. To accommodate strain 
measurements and control in the o3 direction, 
we designed a thin beryllium-copper beam, the 

servo-controlled I P1 [ 
hydraulic rat  

inside the bia 
cell 

polyaxial e~ 

rock specim 

confining flL 

axial load cell 
(strain gauges) 

Fig. 3. Cross-section of the true triaxial cell, showing 
load transmission from the biaxial apparatus (P1 and/°2) to 
rock specimen. The load in the third direction is applied 
directly by the confining fluid pressure. 

centre of which is forced to make contact with 
a pin bonded to the specimen's 0"3 face, while 
its ends are rigidly fixed (Fig. 4a). As the rock 
specimen expands in the 0"3 direction during 
compressive longitudinal loading, the beam 
bends, allowing the strain gauges mounted near 
its ends to monitor the least principal strain. 
Strains in the other two directions are monitored 
through strain gauges mounted directly to the 
same pair of specimen faces subjected to 0"3 
loading (Fig. 4b). The exposed 0"3 surfaces are 
then coated with a thin layer of polyurethane, 
in order to prevent confining fluid infiltration. 
Careful testing and calibration of the equipment 
have revealed near-perfect uniformity of loading 
in all three directions, and load readings correct 
within an error of 4-1.5%. 

Rocks tested 

We used the new apparatus to carry out two 
exhaustive series of true triaxial compressive 
strength tests, one in Westerly granite and the 
other in KTB amphibolite. Westerly granite is a 
fine- to medium-grained Late Pennsylvanian to 
Permian crystalline rock found mainly in the 
southeast area of Rhode Island (Quinn 1954). 
Its mineral composition is: 28% quartz, 36% 
microcline, 31% plagioclase and 5% biotite 
(Wawersik & Brace 1971). Its physical proper- 
ties are characterized by high strength, very 
low porosity, almost complete isotropy, elastic 
linearity, and homogeneity (Krech et al. 1974). 
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Fig, 4. (a) Rock specimen a with metal spacers b attached, showing position of strain gauges c on the specimen faces 

subjected to confining fluid (measuring strain in the o-i and o'2 directions). (b) Strain-gauged beam e mounted on 

specimen to determine strain in the o" 3 direction. The beam flexes when the fixed pinfdisplaces as the specimen deforms 

during loading. 

The mechanical properties of Westerly granite 
have been tested by a large number of experi- 
menters (Brace 1964; Brace et  al. 1966; Wawersik 
& Brace 1971 ; Wong 1982; Lockner et  al. 1991). 
However, we know of no attempt being made 
to investigate rock strength and deformability 
of Westerly granite under true triaxial stress 
conditions. 

The KTB amphibolite was extracted from 
the superdeep scientific borehole drilled by the 
German Continental Deep Drilling Programme 
(KTB) in Bavaria, Germany. Amphibolite is 
the dominant rock in the hole between 3 and 
7 km depth, and the samples used in our study 
come from a depth of 6.4 km. The KTB amphi- 
bolite is a fine-grained massive metamorphic 
rock. The mineral composition is: 58% amphi- 
bole, 25% plagioclase, 5% garnet, 2% biotite 
and 7% minor opaque minerals. It is character- 
ized by high strength, some inhomogeneity, and 
very low porosity (Rauen & Winter 1995). 
Basic mechanical properties determined by uni- 
axial and triaxial tests demonstrate near isotropy 
and linear elasticity (Vernik et  al. 1992; R6ckel 
& Natau 1995). 

Experimental program 

We conducted several sets of true triaxial tests in 
each of the two rocks. Tests were run on dry 
specimens at ambient temperature. Each set 

comprised of five to ten tests in which the least 
principal stress was kept constant throughout 
and the intermediate principal stress 0"2 was 
varied from test to test. The range of 0"3 was 
from 0 to 100 MPa in the Westerly granite and 
to 150 MPa in KTB amphibolite, and that of 0"2 
was from O" 2 --  0"3 to 0.2 ~> 50"3- Each instrumen- 
ted specimen, prepared as described above, was 
inserted in the polyaxial cell and subjected first 
to linearly increasing hydrostatic loading. As 
o'3 and then 0.2 reached their preset magnitudes, 
they were kept constant for the remainder of 

the test. Thereafter, the maximum stress o1 was 
raised to failure and beyond by controlling the 
least principal strain at a constant rate of 
5 x 10 -6 s -q (Fig. 5). Selected specimens were 
used for thin-section analysis and scanning elec- 
tron microscope (SEM) observation of the micro- 
mechanics of compressive failure under true 

triaxial stress conditions. 

True triaxial compressive strength of 

crystalline rocks 

A common visual observation in our true triaxial 
tests is that, in crystalline rocks (as represented 
by Westerly granite and KTB amphibolite) brittle 
fracture takes the final form of a shear band 
that appears as a steeply inclined fault plane, 
striking parallel to 0"2 direction and dipping in 
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Fig. 5. Typical loading path during true triaxial testing. 
All three principal stresses are applied concurrently first, 
until the preset magnitude of 0- 3 is reached (A). Then, only 
the other two principal stresses are increased 
simultaneously until o-2 attains its planned value (B). 
Thereafter, o-~ is increased by controlling the strain in the 
o3 direction (~3). 

the o3 direction, regardless of the magnitudes of 
the applied stresses. This failure type is generally 

similar to that observed in conventional triaxial 
tests, except that true triaxial loading confirms 

the expectation that the strike direction of the 
fault plane is along 0-2 (Fig. 6). 

Test results showing the state of stress at 

failure in the two crystalline rocks are shown in 
Figure 7, in which we plotted the true triaxial 

strength 0-1 as a function of the applied 0-2 for 
different constant values of o-3. Experiments in 
which the least and intermediate principal stres- 
ses were equal (conventional triaxial tests) 

reveal a typical monotonic increase in the 

strength as 0-2= 0-3 was raised from 0 to 
150 MPa (see solid lines in Fig. 7). Plotted separ- 

ately as 0-1 v. 0-2 = 0-3, the curve best fitting the 
experimental points represents the Mohr strength 

criterion for each rock. 
Figure 7 demonstrates the similarity between 

the two crystalline rocks with respect to the 
dependence of o-t at failure as a function of the 

intermediate principal stress 02. As the magni- 
tude of the latter increased beyond that of 0"3, 

the compressive strength in both rocks was 

always higher than that when 0"2 = 0-3. Despite 
the similarity of behaviour between the two crys- 
talline rocks tested, it is evident from Figure 7 
that the KTB amphibolite experimental points 
are considerably more scattered than those in 

the Westerly granite. This is probably the conse- 

quence of the amphibolite's greater inhomogen- 
eity and limited anisotropy (Vernik et al. 1992). 

~ (Yl  

Fig. 6. Profiles of failed specimens along a plane normal to o'z, showing steeply inclined faults dipping in the o'~ 
direction: (a) Westerly granite; (b) KTB amphibolite (after Chang & Haimson 2000). 
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Fig. 7. Relationship between peak 0-1 and 0 2 for different constant magnitudes of 0.3 in (a) Westerly granite, and (b) 
KTB amphibolite. The solid line is the best-fit curve to experimental points when 0-2 = 0"3, i.e. the Molar criterion. Dashed 
lines show the trend of the true triaxial strength as 0"2 increases. 

Nonetheless, the increase in strength as a func- 

tion of 0"2 for constant 0"3 is quite obvious. 
The dashed lines in Figure 7 represent trends in 

the variation of the true triaxial strength 0"1 with 

the magnitude of 0"2, for each family of tests for 
which 0"3 was held constant. They reveal a rise 

in 0"1 with the magnitude of 0"2, until a plateau is 
reached where strength appears to level off. This 

behaviour supports Wiebols & Cook's (1968) 

theory, based on the strain energy stored in a 
rock body due to sliding along microcracks, 
which predicts that when 0"3 is held constant and 

0"2 is increased from 0"2 = 0"3 to 0.2 ~ 0.1, the 
compressive strength first increases, reaches a 

maximum at some value of 0.2 and then decreases, 
but always to a level higher than that obtained in a 

conventional triaxial test. However, for the ranges 
of 0"2 used in our tests, there is no clear trend 
towards a decrease in strength in either of the 
rocks. The results reported here are also in 
support of previous observations in Dunham dolo- 

mite by Mogi (1971). 

Figure 7 reveals that, for true triaxial compres- 

sive strength, 0"1 increases by as much as 50% or 
more over the commonly used conventional 
triaxial strength (Mohr-based strength criterion), 

depending on the 0"2 magnitude. The increase in 
strength is less pronounced at higher magnitudes 
of o'3, but, even for the highest least principal 
stress, the true triaxial strength is larger than 

that inferred from the Mohr criterion by nearly 

20%. Test results shown in Figure 7 strongly 
suggest that in crystalline rocks Mohr-based cri- 
teria (such as Mohr, Mohr-Coulomb,  Hoek and 
Brown) are only correct for the special case of 

in situ stress conditions in which 0"2 = 0"3, but 
are not representative of strength under more 

general, and more realistic, in situ stress con- 

ditions in which all three principal in situ stresses 

differ in magnitude. The most that can be said is 
that the almost universally used Mohr-based 

strength criteria represent the lower limit of 
compressive strength in crystalline rocks. Since 

in situ measurements rarely indicate that two of 
the in situ principal stresses are equal (McGarr 

& Gay 1978), Mohr-based criteria appear to 

yield overly conservative strength estimates. 

True triaxial compress ive  strength criterion 

We attempted to establish a unifying strength cri- 

terion for each tested rock that would represent 

the experimental points shown in Figure 7. We 
considered several brittle-failure theoretical cri- 
teria, which incorporate all three principal stres- 

ses (Nadai 1950; Freudenthal 1951; Drucker & 
Prager 1952). These criteria are of the form: 

"roct = f(O'oct) (2) 
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where qoct is the octahedral shear stress, equal 
to [(0-1 - -  0 " 2 )  2 "q -  ( 0 " 2  - -  0 " 3 ) 2  J r -  ( 0 " 3  - -  O " 1 ) 2 1 0 " 5 / 3 ,  

Oroc t is the octahedral normal stress, equal to 400 
(o"1 + o"2 + 0-3)/3, and f is a monotonically ._. 
increasing function. None of these criteria ~. 
seemed to correctly fit our results. ~ 300 

Mogi (1971) noted that the above criteria, for 
which the independent variable is the three- 200 
dimensional mean normal stress 0"oct, were 
more appropriate for characterizing yielding 100 
that occurs over the entire volume of rock. The 
brittle failure of the crystalline rock that we 
tested was, however, in the form of parting and 0 0 
shearing along a single plane striking in the 0- 2 
direction. For that failure mechanism, Mogi 
proposed that a more appropriate independent (b) 6O0 

variable in the above criterion is obtained by 5o0 
downgrading 0-oct to its two-dimensional form 
(o'1 + 0"3)/2, which represents the mean stress 
acting on the failure plane: 

'roct -- f[(0-~ + 0-3)/2]. (3) 

Our test data in both rocks are strikingly well rep- 
resented by Mogi' s (1971) brittle failure criterion 
in the form of monotonically increasing func- 
tions, as demonstrated by Figure 8. The true 
triaxial strength criterion given by equation 3 
is clearly more general than the Mohr-based 
criteria (equation 1), and includes conventional 
triaxial test results as just a special case. 

Fault plane dip and the intermediate 

principal stress 

At the conclusion of each test, we recorded the 
strike and dip of the induced fault plane. 
Despite its roughness and local inclination vari- 
ations, an approximate fault-plane attitude 
could be determined within an error of just few 
degrees. The strike was consistently (within 
+ 20 °) aligned with the direction of 0-2- The dip 
was always steeper than 45 ° and oriented 
towards 0-3. Here, another major effect of the 
intermediate principal stress was observed as 
the fracture angle for the same 0"3 generally 
increased as the level of 0-2 was raised (Fig. 9). 
The trend is similar in both rocks, despite some 
data scatter. 

Within the 0"2 ranges tested, fracture dip angles 
increased by substantial amounts (up to 20 ° ) 
from their base values when 0"2 = 0-3. Similar 
results were obtained by Mogi (1971) in 
Dunham dolomite. The mechanism responsible 
for this mechanical behaviour is not clearly 
understood, but suggests that fracture plane stee- 
pening is related to the strengthening of the rock 
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Fig. 8. True triaxial strength criterion best-fitting our 
experimental results, in the form of the octahedral shear 
stress "roct as a function of the mean normal stress acting on 
the fault plane Orm,2: ( a )  Westerly granite; (b) KTB 
amphibolite. 

with increasing intermediate principal stress 

magnitude applied. 

True triaxial stress-strain relationship 

In selected true triaxial tests we monitored the 
strain in all three principal directions using strain 
gauges bonded to the 0"3 faces for the measurement 
of strains in the 0"1 and 0"2 directions, and employ- 
ing the strain-gauged beam for both strain control 
of the tests and for recording strain in the o'3 direc- 
tion (Fig. 4). Figure 10 shows typical stress-strain 
records in both rocks. The lower segment of the 
curves (between points A and B in Fig. 5) rep- 
resents the stage in which both 0-1 and 0"2 were 
raised while 0-3 was kept constant. The remainder 
of each record gives the stress-strain relationships 
between (0"1-03) and each of the measured strains 
for constant 0"2 and 0-3, as the strain rate in the 03 
direction is raised at a constant rate. We note that in 
both the Westerly granite and the KTB amphibo- 
lite, all three stress-strain curves are quasi-linear 
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Fig. 9. Typical variation of fault dip 0 with the magnitude of the intermediate principal stress 0.2 for a constant least 
principal stress 0.3 in (a) Westerly granite and (b) KTB amphibolite. 

for the first half to two-thirds of the stress range in 

this segment. At higher stress levels these stress- 
strain relationships show increasing softening of 

the rocks. However, the stress-strain behaviour 
in the 0"3 direction is significantly more non- 

linear, suggesting that most of the stress-induced 
microcracks, leading to eventual failure, are sub- 

parallel to the o'L-o'2 plane and open up primarily 
in the 0.3 direction. 

Another mechanical property common to both 
rocks is the post-peak (also called post-failure) 

stress-strain behaviour, which can be character- 

ized as class II, following Wawersik & Brace 
(1971). In these crystalline rocks the maximum 

principal stress 0.1 and the strains in the 0.1 and 
0"2 directions are reduced after the peak stress 

is reached, while the strain in the o3 direction 

keeps growing, indicating increased cracking or 

widening in the 0"3 direction of previously devel- 

oped cracks (Fig. 10). 
Figure 10 also depicts the relationship 

between stress (0"1--0"3) and volumetric strain 
AV/V (the summation of all three principal 

strains). The plots show the extent of linear 
elasticity, characterized by a nearly straight 

line in the first portion of the loading segment 

after 0"3 and 0"2 have reached their preset 
values (see Fig. 10). At some point, the curve 

becomes non-linear, with the volumetric strain 
decreasing at a diminishing rate, due to 
initiation of microcracks or reopening of old 
ones. This phenomenon, known as dilatancy, 

has been correlated to internal microcracking 

responsible for expanding the volume and for 
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Fig. 10. Stress-strain curves under true triaxial loading in (a) Westerly granite and (b) KTB amphibolite. ~ l, ~2, and ~3 
are strains measured in the oh, 0.2, and 0"3 directions, respectively; AV/V is the volumetric strain. (Dilatancy onset is the 
point where AV/V as a function of (oq-o'3) departs from linearity). 
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leading eventually to the creation of the frac- 
ture plane (Brace et al. 1966). The point of 
departure from linearity is defined as the 
onset of dilatancy. We plotted the volumetric 
stress-strain curves and marked the points of 
dilatancy onset in several tests for which 0"3 
was maintained constant, specifically: 0"3 = 
60 MPa in both Westerly granite and KTB 
amphibolite (Fig. 11). To overcome the ambi- 
guity in determining dilatancy onset directly 
from the stress-strain curves, we singled it 
out from a continuous plot of the derivative 
of (0"1-0"3) with respect to volumetric strain 
as a function of (0"1--0"3). Such a plot yields 
unambiguously the stress level at which the 
curve departs from a straight horizontal line, 
and that value was marked in Figure 11 as 
the point of dilatancy onset. We estimate the 
margin of error in the selection of the dilatancy 
onset by this method to be ___ 10 MPa. 

The common phenomenon observed in both 
rocks is the gradual rise in dilatancy onset with 
the increase in the magnitude of 0"2. We 
suggest that the apparent increase in the linearity 
of the stress volumetric strain curve for higher 
applied intermediate principal stresses, as exhib- 
ited by the shift upwards of the dilatancy onset, 
indicates a retardation of microcrack initiation, 
which is perhaps also responsible in part for the 
higher peak 0"3 at failure (Fig. 11). 

Micromechanics of brittle failure under 

true triaxial stress state 

We studied aspects of the brittle failure process 
in the two crystalline rocks by inspecting sec- 
tions of failed specimens under a scanning elec- 
tron microscope (SEM model JEOL JSM-6100). 
Sections were cut along one of two planes, 
orthogonal to the 0"2 direction, exposing the 

1000 

13_ 
v 

! 

800 

600 

400 

200 

=60 MPa ~ =113 MPa ~ =180 MPa ~ =249 MPa 
2 2 2 2 

/ 

/ 

53% 450/0 of ~ ,  ' /64/°/~ '" 
Peak o 1 - o i , ,  ~ , 0.005 - 

1000 

80o 

'-"~'o-, 600 

~ 400 

2oo 

(a) AV/V 

400 MPa 
250 MPa 350 MPa" ' "~  

_ 200MPa " " ~ q O 0  MPa ~ ~t 450 MPa 
5 2 = 103 MPa 155 MPa ~ ~ ' ~  " ~  f I f 

42% of 7_~ 

- = o,-o 1460,o I ,o 1 % /  7 7 7 / 
\4, 3~o, 

- 0.002 

(b) /W/v 

Fig. 11. Stress (o-j-tr3) variation with volumetric strain AV/V and dilatancy onset (indicated by arrows) for 
different O'e magnitudes and constant tr 3 (60 MPa) in (a) Westerly granite and (b) KTB amphibolite. 
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entire profile of the created through-going fault, 
or orthogonal to the o-a direction, revealing the 
cross-section of the fault. The sections were 
ground flat and polished down to 0.05 ~m. The 
surface was then sputter-coated with a 0.06- 
Ixm-thick carbon layer. Photomicrographs 
shown here of sample profiles have an identical 
orientation, with o'1 acting vertically and o'3 lat- 
erally; those of sample cross-sections are 
oriented with 0"3 in the vertical, and 0"2 in the 
lateral directions. 

Figure 12 juxtaposes SEM images of segments 
of the main fault developed during brittle fracture 
in the two rocks. Common to both crystalline 
rocks is the development of a multitude of micro- 
cracks that are subparallel to the major principal 
stress 0.j, and localize along a band that upon 
total failure becomes a steeply inclined fault 
dipping in the o3 direction. Evidence of the 
shear displacement of the fault is provided by 
both samples. In Figure 12a, a quartz grain has 
been split by the fault developed in Westerly 
granite, with the left half displaced downward 
(see white arrows). In Figure 12b, debris of 
apparent fracture asperities that have been 

sheared off by the fault movement is visible in 
the KTB amphibolite. Notable in both rocks is 
the concentration of microcracks in the zone of 
localization, and their diminishing frequency 
away from the fault. Two microcracks in a 
microcline grain left of the fault zone, indicated 
by black arrows in Figure 12a, demonstrate two 
typical ways by which they interact. Crack 1, 
nearest the left edge, reveals en passan t  

interaction; crack 2 is developed through en 
echelon linking (Kranz 1979). The biotite 
crystal adjacent to the fault is almost free of 
microcracks, which bypass it and advance inter- 
granularly around it. 

We discovered that the main fault does not 
always extend in a clean planar fashion. 
Obstacles posed by some crystals or pre-existing 
structures can cause the fault to follow a tortuous 
path. One typical phenomenon is that of 
en echelon arrangement, which can be observed 
in both rocks (Fig. 13). Biotite grains appear to 
be the main cause for the offset in the fracture 
tip. In both samples, microcracks have coalesced 
and formed a network, similar to observations by 
Wong (1982). 

50rrm ~-~ ~,y~ ~L~j~,e ~ 

(a) (b) 

Fig. 12. SEM micrographs of fault-plane profile induced during true triaxial testing in (a) Westerly granite and (b) KTB 

amphibolite. Microcrack localization is evident on both sides of the fracture surfaces in both rocks. The o- 3 direction 

is lateral and the o- I direction is vertical. White arrows in (a) show a quartz (qtz) grain that was split and sheared by 

the fault. Black arrows in (a) indicate two different ways in which microcracks interact in microcline (mi): en passant  

(1) and en echelon (2). Note also in (a) that a biotite (bi) grain near the top of the picture is almost free of cracks, 

which bypass it intergranularly. The original subvertical microcracks (subparallel to o'3 faces) in both rocks appear 

to have created a network that includes short transverse cracks. Both pictures, and particularly (b), clearly reveal the 

diminishing of crack concentration away from the fault. Minerals like biotite (bi) and amphibole (am) in (b) are 
almost free of cracks, which tend to concentrate in plagioclase (pl). Inside the fault in (b) one can see debris of 

grains that apparently have been crushed during shear movement. 
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Fig. 13. SEM micrographs, showing the tortuous path taken by the main fracture or fault during true triaxial testing. 
The o- 3 direction is lateral and the o-l direction is vertical. In these examples, both (a) Westerly granite, and (b) KTB 
amphibolite, show en echelon interaction (after Chang & Haimson 2000). In (b) it is apparent that the en echelon 
arrangement is caused by amphibole (am) and biotite (bi) grains offsetting the fracture tip. The microcrack 
network is evident in (a). 

A different perspective of the development of 

the fault is obtained from viewing cross-sections 
of specimens in which failure has occurred. 
Figure 14 depicts four such views of the fault 
in Westerly granite under the same least horizon- 

tal stress o"3 = 60 MPa, and 0- 2 varying from 60 
to 113 to 180 to 249 MPa. In all cases the fault 

plane is subparallel to o'2. We note that when 

o-2 = 0"3, the zone immediately next to the fault 
is fragmented into blocks created by randomly 

oriented cracks, as should be expected when 
these two principal stresses are equal. As the 

magnitude of o'2 is increased from one test to 
the next, we note an increased alignment of the 

localized cracks with the direction of the fault. 
A very similar observation was made in the 
KTB amphibolite (Chang & Haimson 2000). 

C o n c l u s i o n s  

Using a newly designed polyaxial loading appar- 

atus, we completed two extensive series of true 

triaxial compression tests - one in Westerly 

granite and the other in the KTB amphibolite. 
The two crystalline rocks exhibited substantial 
similarity in their mechanical behaviour. The 

first important result emerging from the tests is 

that the effect of the intermediate principal 
stress o- 2 on the compressive strength cannot be 
ignored in crystalline rocks, as is tacitly 
implied in Mohr-type strength criteria. On the 

contrary, depending on the level of the least 
and intermediate principal stresses, rock strength 

may increase by as much as 50% or more, as 

compared with the strength under the condition 

used to obtain Mohr-like criteria (0"2 = 0"3). Gen- 
erally, the reported tests strongly suggest that use 
of the conventional Mohr-type criteria in crystal- 
line rocks may lead to overly conservative 

predictions of strength. Instead, a true triaxial 

strength criterion that accommodates both 
tested crystalline rocks, can be expressed as the 
octahedral shear stress at failure as a function 
of the mean normal stress acting on the devel- 
oped fault plane. True-triaxial-strength experi- 

mental points for both the granite and the 
amphibolite are surprisingly well fitted by a 

power function in this domain. 
Brittle failure under the true triaxial stress con- 

dition ultimately takes the form of a steeply dip- 
ping fault striking in the direction of o'2. For the 
same 0-3, fault dip angle increases significantly 
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Fig. 14. SEM micrographs of cross-sections of four specimens tested under the same 0-3 (= 60 MPa), but different 0 2 
magnitudes (~r2 = 60, 113, 180, and 249 MPa in (a), (b), (c), and (d), respectively). The 0"2 direction is lateral and 
the 0"3 direction is vertical. The main fracture in all cases is subparallel to 0"2. Localized microcracks align 
themselves gradually with the 0"2 direction as the stress difference (0"2-0"3) increases. 

with the magnitude of the intermediate principal 

stress. Micromechanically, the fault evolves 

from the development of microcracks aligned 

with the 0-1-0"2 plane as 0"1 increases relative to 

the other two principal stresses. Microcracks 

localize along a steeply inclined band, coalesce, 
and give rise to the through-going shear fracture 

or fault. Microcracks link in several ways, such 

as in en echelon or en passant fashion. The 

fault plane itself develops en echelon linkages 

when encountering some biotite and amphibole 

grains that may impede its intragranular growth. 

Measurements of strain show accelerated 

lengthening in the 0"3 direction with increase in 

0"1. This lengthening is significantly larger than 

in the 0"2 direction, suggesting that microcracks 

subparallel to 0"1, open mainly in the 0"3 direc- 

tion. This inference is supported by SEM micro- 

graphs of specimen cross-sections in the 0"2-0"3 

plane. Measured volumetric strain variation 

with the magnitude of 0"1 indicates that, for the 

same 03, dilatancy onset generally increases 
with the rise in the intermediate principal 

stress, reflecting a widening of the elastic range 

as the intermediate principal stress is increased 

for the same least stress. This suggests a retar- 

dation of the onset of the failure process, which 

may in part be responsible for the 0-2-related 

increase in strength in both tested crystalline 

rocks. 
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Distribution and properties of fractures in and around the 

Nojima Fault in the Hirabayashi GSJ borehole 
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Abstract: A borehole penetrating the Nojima Fault was drilled in 1996, one year after the 
magnitude 7.2 1995 Kobe earthquake. The major fracture distribution detected by a borehole 
imaging tool (FMI) in the borehole was compared with the S-anisotropy from aftershocks. 
The fractures far from the Nojima Fault (more than 50 m) are aligned in an east-west 
direction, that is, parallel to the tectonic stress direction, whereas the fractures close to 
the Nojima Fault are normal to the fault. In the fault zone, a fault-parallel fault system 
was observed over short depth intervals, otherwise the fracture system in the fault zone is 
random. The fault-normal fracture suggests the complete reduction of the shear stress of 
the Nojima Fault. 

On 17 January 1995, the 1995 Kfbe (Nanbu, 

Hyrgo-ken) earthquake (M 7.2) occurred beneath 
the Akashi Strait, and a surface trace about 10 km 
long appeared on Awaji Island (Fig. 1). The 

Geological Survey of Japan drilled a borehole 
penetrating the Nojima Fault one year after 
the 1995 Kobe earthquake (Ito et al. 1996). 

The drilling site was 74.6 m from the surface 

trace of the Nojima Fault (Fig. 1). Cores were 
recovered for almost entire depth interval from 

152 to 746 m. The borehole was drilled through 

Surface rupture during the 
1995 Kobe earthquake 

. . . . . . . .  Fault 

AI~ASH/ Strait 

"It 
Epicentre of the 

/ / ~  x"~ 1995 K°be earthquake 

Nojima- / f ~x 
o , Hirabayashi/// " ~  

,~..,. / #~,o0, 

Fig. 1. The location of the Geological Survey of Japan 
(GSJ) drilling site (modified from Awata et al. 1996). 
The drilling site is located at Nojima-Hirabayashi, 
along the northern part of the Nojima Fault. 

3 0 0 m  of granodiorite rock mass from the 
surface. The borehole then penetrated layers of 

protolith granodiorite and porphyry, and the 
fault zone from 426 In to the bottom of the 
hole. The fault was characterized by deformed 

and altered rocks (Ito et al. 1996; Ohtani et al. 
2000; Ohtani et al. 2001; Tanaka et al. 2001). 

The fault core of the Nojima Fault consists of a 

fault gouge, and was found at 623.1-625.3 m. 
In the fault zone (426-746 m), fault gouges 
and cataclasite were detected. Figure 2 shows 

the geological structure of the borehole. 
We conducted conventional borehole logging 

(Ito et al. 1996). In addition to conventional 

logging, FMI* (Fullbore Formation MicroIma- 
ger) and DSI* (Dipole Shear Sonic Imager) 

were conducted (Ito et al. 1996). The fault zone 
assigned by core inspections is characterized by 
low electrical resistivity, low density and high 

neutron porosity. Resistivity and density gradu- 

ally decrease with depth within the fault core to 
a depth of 623.1m. Between 623.1m and 
625.3 m depth, the fault gouge has extremely 

low electrical resistivity of several tens of 
ohm m. P- and S-wave velocities were deter- 
mined by the DSI tool, and, as in the case of elec- 
trical resistivity and density, both gradually 

decrease within the fault core to 623.1 m. The 
P-wave velocity drops from 4 k m s  -1 (just  
above the fault gouge at 623.1 m) to 2.6 km s -1 

(at the fault core of 623.1 m to 625.3 m). 
Subsurface fracture systems have an important 

influence on rock strength, seismic velocities, 

seismic anisotropy and permeability. It is very 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 61-74. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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Fig. 2. (a) Trajectory of the GSJ drilling borehole and the 
Nojima Fault. (b) The geological structure of the GSJ 
borehole. 

important to characterize the orientation, frequ- 
ency and anisotropy of fractures in the fault 
zone in order to understand the earthquake fault 
mechanics. The GSJ Hirabayashi borehole has 
the advantages that it penetrates the fault zone 
that activated a recent large earthquake; the 
geology is simple; and the effect of faulting on 
fracture distribution is straightforward, so a com- 
parison between the major fractures detected by 
borehole logging and remote observations (for 

example, S-wave anisotropy from aftershock 
observation) is possible. 

Imaging data in the GSJ 

Hirabayashi borehole 

FMI images provided a detailed picture of frac- 
ture distribution. In this study, we analysed the 
FMI fracture data from within and outside of 
the fault zone, in order to characterize the frac- 
ture system in the Nojima Fault. The FMI tool 
provides micro-resistivity images of the borehole 
wall (Ekstrum et  al. 1987). We were able to 
detect 2683 fractures at depths from 152 m to 
746 m. Figure 3 shows an example of an FMI 
image and the fractures detected. A correction 
for fracture dip for fracture population is neces- 

sary in order to analyse fracture data statistically 
(Hudson & Priest 1983; Barton & Zoback 1992). 
The probability of intersecting a horizontal frac- 
ture in a vertical borehole is one, whereas the 
probability of intersecting a vertical fracture 
is zero. We applied the statistical correction 
for fracture dip to fracture populations. The 
corrected population predicts the frequency of 
fractures of a given orientation that could be 
intersected if the borehole were drilled normal, 
to each fracture plane. The correction applied 
to generate the corrected population is 1 /cos  0 
where 0 is the fracture dip. 

Structural characterization from 

microstructural  observation 

Host rocks are present at depths shallower than 
426 m, and consist of granodiorite and porphyry. 
The fault zone was characterized by deformed 
and altered rocks (Ohtani et  al. 2000; Ohtani 
et  al. 2001; Tanaka et  al. 2001). At the meso- 
scopic scale of observation, the fault zone 
encompasses the depths of 426 m to 746 m, i.e. 
the area characterized by alteration and 
deformation. 

We recognized four distinct zones in the 
fault zone from the results of microstructural 
observations and chemical analysis of the recov- 
ered core samples (Ohtani et  al. 2000; Tanaka 
et  al. 2001). One is the upper fault core (611-  
624 m), which is located just above the fault 
core, and is characterized by volume loss and 
mechanical wearing due to coseimic faulting. 
The second is the lower fault core (624-  
641 m), which is located just beneath the fault 
core and is also regarded as a coseismic fault 
zone, based on the texture of brecciation. These 
two fault cores are surrounded by a damaged 

zone. The third and fourth zones are the upper 
damaged zone (426-  611 m) and lower damaged 
zone (641-746 m), respectively. The upper and 
lower fault zones are regarded as a dilatant, 
coseismic zone at the marginal part of the main 
shear surface. The fault core-damaged zone 
model is quite reasonable for understanding the 
fault-zone mechanics. 

We were able to detect resistive fractures as 
resistive sinusoids observed on the FMI image. 
The materials infilling the fractures are considered 
to cause resistivity on the FMI image. Figure 4 
shows the distribution of the resistive fractures. 
The number of resistive fractures is markedly 
less than that of the conductive fractures. It is 
noteworthy that most resistive fractures are dis- 
tributed in the zone shallower than the fault 
core, at 623.1-625.3 m, and there is only one 
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Fig. 3. FMI image at the fault core (620-640 m) of the Nojima Fault. Sinusoidal curves on the middle track 
indicate interpreted fractures. Dip angle and dip direction of the fractures are shown in the right track. Note that the 
fractures at the fault core (623.1-625.3 m) have a high dip angle, whereas low dip angle fractures (20-30 °) are 
dominant below the fault core. 

resistive fracture at the depth range from 600 m to 

the bottom of the hole. The trend of the strike of 
the resistive fractures is N E - S W .  

Fracture distribution 

Both the conductive and the resistive fracture fre- 

quency per 5 m are plotted in Figure 5, over the 
interval 152-746 m detected from FMI images. 
The P-wave velocity determined by monopole 
sonic waveforms is also shown in Figure 5. 

Dense fractures both outside and within the 
fault zone were detected as shown in Figure 5. 

The fracture frequency per 1 m outside the fault 
zone (152-426 m) is 4.20 (fracture ln -1) and 

inside (426-746 m) it is 4.80. Outside the fault 
zone there is no systematic change in the fracture 
population with increasing depth, although frac- 

ture frequencies outside the fault zone increase 

in several short intervals that correspond to 

low-velocity zones. 
Within the fault zone, the fracture frequency is 

different between the hanging wall and footwall 
of the Nojima Fault. The fracture frequencies 

in the upper damaged zone and upper fault 
core are almost the same, 3.99 and 4.08, respect- 
ively. Each of these fracture frequencies is less 

than outside the fault zone, where the frequency 

is 4.19. 
The footwall of the Nojima Fault has a larger 

fracture frequency than the hanging wall. The 
fracture frequency at the lower fault core is 
5.24, which is 1.28 times larger than the upper 

fault core, and in the lower damaged zone it 
is 6.23, which is 1.56 times larger than the 
upper damaged zone. Particularly notable is the 
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Fig. 4. (a) Distribution of the frequency of the resistive fractures per 5 m. (b) Lower-hemisphere equal-area 
projection for the resistive fractures (N = 92). The distribution of strike (c) and dip (d) of the resistive fractures. 

frequency of the fractures with a dip angle lower 
than 20 degrees: in the footwall it is 1.2, which is 
3.4 times larger than in the hanging wall. 

The P-wave velocity gradually decreases 
within the fault core down to 623.1 m. The 
decrease in P-wave velocity at the fault core is 
very sharp. Then, at the footwall of the fault 
zone, the P-wave velocity gradually increases 
with depth. Thus, there is no simple trend in vel- 
ocity within the fault zone, and there is no clear 
correlation between P-wave velocity and fracture 
frequency. 

Fracture orientation 

The fracture orientation trend was categorized as 
four shear zones and the area outside the fault 
zone. The orientation of all fractures inside the 
fault zone is shown in Figure 6a, in a lower- 
hemisphere equal-area projection. The shading 
pattern gives the standard deviation from a 
random distribution. Figures 6b and c show the 
distribution of strike and dip respectively of all 
fractures inside the fault zone. Figure 7 shows 
the same plot as Figure 6, but for the fractures 
outside the fault zone. As shown in Figure 6b, 
the strike of the fractures inside the fault zone 
is rather dispersed. On the other hand, the frac- 
tures outside the fault zone concentrate mostly 
around N60°W (Fig. 7). This trend for fractures 

outside the fault zone is almost perpendi- 
cular to the surface trace of the Nojima Fault. 
Figures 7 b - e  shows that fracture orientations 
of the fault core and damaged zone inside the 
fault zone have different characteristics. In both 
the upper and lower parts of the fault core, the 
fractures strike strongly N45°E, which is almost 
parallel to the strike of the Nojima Fault 
(Fig. 7c,d). The trend of fracture orientation in 
the upper damaged zone is clearly N45°W, 

which is perpendicular to that of upper and 
lower parts of the fault core (Fig. 7b). The 
strike of the fractures in the lower damaged 
zone is rather dispersed and has a weak nor th-  
south orientation (Fig. 7e). 

Seismic anisotropy and fracture trend 

The seismic anisotropy along the borehole was 
analysed using DS[ logging data. The azimuths 
of the fast shear-wave polarizations estimated 
from the DSI data are shown in Figure 8. 
Outside the fault zone, the fast shear azimuth is 
localized in a N60°W direction. This trend 
implies that seismic anisotropy outside the fault 
zone is caused by the aligned fractures. 

Within the fault zone, the fast shear azimuths 
are rather dispersed, in the same manner as the 
fracture trend. However, the shallower part of 
the upper damaged zone and deeper part of the 
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Fig. 5. Distribution of the fracture frequency per 5 m and P-wave velocity along the borehole. The shaded area 
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lower damaged zone has a N60-70°W trend of 
fast shear azimuth. This azimuth of anisotropy 
corresponds almost exactly to the strike of 
fractures in the upper damaged zone. An estima- 

tion of the azimuth of the fast shear wave was not 
possible at several intervals in both the upper 
and lower parts of the fault core, because of 
weak seismic anisotropy. The azimuth of the 

Whole fault zone 

426 - 746 m 

(a) (b) 
Pole of the Nojima fault 

Great circle of the Nojima fault 

Strike of the Nojima fault (c) 

~E ~ i -7- i t 

Fig. 6. (a) Lower-hemisphere equal-area projection for the fractures of whole fault zone (426-745 m). The contour 

interval is 4.5 o-. The distribution of strike (b) and dip (c) of the fractures of whole fault zone. The surface strike 

of the Nojima Fault is shown in the figure (b). 
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Fig. 8. Azimuth of the fast shear wave estimated from the DSI logging data. 

fast shear wave, which was partly estimated in 
the lower fault core, is N 30°W. This azimuth 
of seismic anisotropy does not correspond to 
the dominant strike of the fractures in the fault 
core. 

Fracture dip 

As mentioned above, a correction of fracture 
population for fracture dip was made in order to 
analyse fracture data statistically. Fracture dip dis- 
tributions outside the fault zone, in the whole fault 
zone, and in four shear zones are shown in Figures 
6c and 7. The average and variance of fracture dis- 
tribution were calculated for each zone, in order to 
estimate normal distributions. Figure 9 parts (a)-  
(f) show the comparison between fracture dip dis- 
tribution and normal distribution estimated for 
each zone. The correlation coefficient is shown 
in Figure 9. Outside the fault zone, the dip distri- 
bution does not fit the normal distribution, 
because the dominant dip angle is 75 -80  ° 
(Fig. 9b). The dominant dip angle of the whole 
fault zone is 35-40  °, and the fracture dip distri- 
bution corresponds to a normal distribution 
(Fig. 9a). However, the trends in the dip distri- 
bution in the damaged zone and the fault core 
are quite different. The dominant fracture dip in 
the upper and lower damaged zone is 35 -40  ° 
and 40-45  °, respectively, and the dip distribution 
of each damaged zone fits a normal distribution 

(Fig. 9c & f). On the other hand, the fracture 
dip distribution in the upper and lower fault core 
does not fit a normal distribution. Furthermore, 
the trend in dip distribution between the upper 
and lower fault core is different. The upper fault 
core has higher number of high dip angle fractures 

than the lower fault core (Fig. 9d & e). 
The fracture dip distribution of the lower fault 

core has a trend fitting a bimodal normal distri- 
bution. Figure 10 shows that the dip distribution 
of this zone, at dips ranging from 0 to 70 degrees, 

fits the normal distribution. 

Fracture spacing 

The distribution of fracture spacing for each 
zone was estimated as shown in Figure 11a-f .  
According to Priest & Hudson (1976, 1981) 
and Hudson & Priest (1979), a homogeneous 
rock would produce a random distribution of 
fracture spacings and lead to a negative exponen- 
tial distribution. The negative exponential distri- 
bution is mathematically expressed as: 

f(x) = X x exp(-X x x) 

wheref(x) is the frequency of a fracture spacing x, 
and h is the average fracture frequency per metre. 

In contrast to the random distribution, the clus- 
tered fracture distribution will produce a power- 
law distribution of fracture spacing (Barton & 
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Fig. 9. Comparison between the distribution of the fracture dip (closed circle) and the normal distribution (solid line). 

The value of R in the figure is the correlation coefficient. (a) The whole fault zone (426-745  m); (b) outside the fault 

zone (152-426  m); (c) the upper damaged zone (426-611 m); (d) upper fault core (611-624  m); (e) lower fault 

core (624-641  m); (f) lower damaged zone (641-746  m). 
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Fig. 10. Comparison between the fracture dip 
distribution of the lower fault core and a bimodal 
normal distribution. 

distribution for areas outside the fault zone is 
larger than that for the damaged zone. This 
implies that outside the fault zone, fractures are 
more randomly distributed than within the 
damaged zone. The small difference in the coef- 
ficient values for two of the distributions for the 
damaged zone indicates that the fracture distri- 
bution of the damaged zone has a combination 
of random and clustered distributions. 

Summary and discussion 
The Hirabayashi borehole data were defined as 
being within or outside the fault zone. The fault 
zone was then classified into four zone from 
core analysis: 

(1) the upper damaged zone (426-611 m); 
(2) the upper fault core (611-624 m); 
(3) the lower fault core (624-641 m); and 
(4) the lower damaged zone (641-746 m). 

Zoback 1992). The clustered distribution means 
that the high fi-equency of low spacing values 
occurs in clusters, and that the low frequency 
of high spacing values occurs between clusters. 

Three theoretical curves are also plotted in 
Fig. 11. One is the best-fit curve of the exponen- 
tial distribution, the second is the best-fit curve of 
exponential function ( f ( x )  = a x exp ( -b  x x)), 
and the third is the exponential distribution 
with the k value determined from the mean frac- 
ture frequency per metre. Outside the fault zone, 
and in the upper and lower damaged zones, the 
distributions of the fracture spacings have a 
good fit to a curve of negative exponential distri- 
bution, and the correlation coefficient ranges 
from 0.88 to 0.90. The fracture spacing of the 
upper and lower fault core does not follow the 
theoretical curves. 

Figure 11 indicates that there is a considerable 
drop in the frequency for spacing values less than 
0.08 m. This drop-off is considered to be largely 
related to the detection limits of this study, and so 
the results for spacing values below 0.08 m are 
discounted. Figure 12 shows three theoretical 
curves. One is the best-fit curve for the power- 
law distribution; the second is the best-fit curve 
of exponential distribution; and the third is the 
exponential distribution, with the k value deter- 
mined from the mean fracture frequency per 
metre. The negative exponential curve fits the 
fracture spacing distributions outside the fault 
zone and in the upper and lower damaged 

zones better than it fits the power-law curve. 
The difference in the con-elation coefficients 
between the exponential and power-law 

We analysed fracture frequency, fracture dip and 
strike, fracture spacing and anisotropy in each 
zone of the borehole. Table 1 summarizes the 

results of fracture analysis. 
There are large differences in fracture distri- 

butions between the zones within the Nojima 
fault zone and the zones outside the fault zone. 
The characteristic features of fracture distri- 
butions for outside the fault zone (152-426 m) 
are as follows. 

The trend of the strike is N60°W, which is 
almost perpendicular to the surface trace of the 
Nojima Fault. A high dip angle (70-80  °) of 
fracture is dominant. From the analysis of 
seismic anisotropy by the DSI logging data, the 
fast shear azimuth is localized in the N60°W 
direction. This seismic anisotropy is thought to 
be caused by the N60 ° W aligned fractures with 
a high dip angle. The seismic anisotropy, deter- 
mined from natural earthquake observations 
after the 1995 Kobe earthquake (Mizuno et al. 

2001) is almost east-west,  and this is believed 
to be parallel to the tectonic stress direction. 

The fracture system outside the fault zone is 
almost consistent with the results of the analysis 
for shear-wave splitting. The negative exponen- 
tial distribution provides a good fit to the 
observed fracture spacing. This indicates that 
fractures are randomly distributed. This negative 
exponential distribution of fracture spacing could 
occur in a homogeneous rock mass (Priest & 
Hudson 1976). 

The features of the whole fault zone (426- 

746 m), compared to the fracture distribution 
outside the fault zone are as follows. The strike 
of the fractures within the fault zone is rather 
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e x p o n e n t i a l  f u n c t i o n  ( d a s h e d  l i n e s )  fit t he  d a t a  o n  f r a c t u r e  s p a c i n g .  T h e  c u r v e s  o f  t he  e x p o n e n t i a l  d i s t r i b u t i o n  w i t h  
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(a )  W h o l e  f au l t  z o n e  ( 4 2 6 - 7 4 5  m ) ;  ( b )  o u t s i d e  the  f a u l t  z o n e  ( 1 5 2 - 4 2 6  m ) ;  (e) u p p e r  d a m a g e d  z o n e  ( 4 2 6 - 6 1 1  m ) ;  

(d)  u p p e r  f a u l t  c o r e  ( 6 1 1 - 6 2 4  m ) ;  (e)  l o w e r  f a u l t  c o r e  ( 6 2 4 - 6 4 1  m ) ;  ( f )  l o w e r  d a m a g e d  z o n e  ( 6 4 1 - 7 4 6  m) .  
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Fig. 12. Distribution of observed fracture spacing after truncating the spacing values lower than 0.08 m (closed circles). 
The power-law distribution (solid line) and the exponential distribution (dashed line) fit the data on fracture spacing. 

The curves of the exponential distribution with the coefficient (h) value determined from mean fracture frequency 
per metre are also plotted (bold dotted lines). (a) Whole fault zone (426-745 m); (b) outside the fault zone (152-426 m); 
(c) upper damaged zone (426-611 m); (d) upper fault core (611-624 m); (e) lower fault core (624-641 m); 
(f) lower damaged zone (641-746 m). 
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Fig. 13. Fracture model based on the major fracture 
distribution in the borehole. The fractures close to the fault 
are fault-normal. In the fault zone, the fault-parallel fault 
system was observed in a narrow depth interval, otherwise 
the fracture system in the fault zone is random. The 
fault-normal fractures indicate the complete reduction 
in the shear stress of the Nojima Fault. 

dispersed, and there is no clear trend. The domi-  

nant dip angle is 3 5 - 4 0  °, and the fracture dip dis- 

tribution is described by a normal  distribution. 

The fracture frequency is 4.80 per m, which  is 

about 1. l t imes higher than outside the fault zone. 

The fault zone is classified into two specific 

zones. These are the fault core and the damaged  

zone. The fault core is at the centre of  the 

Noj ima Fault zone, and the damaged zone sur- 

rounds the fault core. The fracture properties are 

different between the fault core and damaged 

zone. Furthermore, the upper and lower parts of 

the fault core and the damaged zone show several 

differences. The fractures of  both the upper and 

lower fault core have a trend of  N45°E, which is 

almost parallel to the strike of  the Noj ima Fault. 

However ,  the trend of the fracture dip angle of  

the lower fault core is not same as that of  the 

upper fault core. The lower fault core is domi- 

nated by low-angle fractures (about 30°). The 

fracture frequency of  the lower fault core is about 

1.3 times larger than that of  the upper fault core. 

While  the seismic anisotropy in the fault core is 

rather weak, the fast shear azimuths of the lower 
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with a low dip angle (25-30°). According to 
Crampin (1978), a medium with aligned fractures 
with a low dip angle (less than 60°), has a shear 
wave anisotropy which is perpendicular to the 
aligned fractures. Therefore, the shear-wave ani- 
sotropy detected by the DSI logging is considered 
to be caused by the aligned fractures with low dip 
angles. The trend of the fracture spacing in both 
the upper and lower fault core is not clear when 
fitted to the theoretical curves. 

The fracture distribution of the damaged zone 
is different from that of the fault core. The strike 
of fractures in the upper damaged zone is con- 
centrated at N45°W, which is similar to the 

trend of the strike outside the fault zone. The 
dominant fracture-dip angle of both the upper 
and lower damaged zone is about 40 ° and the dis- 
tributions of dip angle fit the normal distribution. 
These features of fracture-dip angle are quite 
different from those of the fault core and 
outside the fault zone. The distributions of frac- 
ture spacing show good fit to a negative exponen- 
tial curve, with the coefficient value determined 
from the mean fracture frequency per metre. 
The distributions also fit a power-law distribution 
with high value of 0.92-0.94 for the correlation 
coefficient. These features of the fracture spac- 
ing in the damaged zones have resulted from 

the superposition of random and clustered 
distributions. 

There are significant differences in the fracture 
distribution between the areas within and outside 
the fault zone. Fractures inside the fault zone 
have a complicated distribution: the fracture 
system is almost random, except in a narrow 
depth interval where the strike is almost parallel 
to the Nojima Fault. 

Tadokoro et al. (1999), Mizuno (2001) and 
Tadokoro & Ando (2002) studied S-wave split- 
ting from aftershocks near the Nojima Fault, 
and found that the S-wave anisotropy direction 
at stations far from the Nojima Fault is parallel 
to the regional maximum horizontal compres- 
sional stress direction (east-west). However, 
Tadokoro et al. (1999) and Tadokoro & Ando 
(2002) observed that the S-wave anisotropy 
direction in the vicinity of the Nojima Fault is 
parallel to the fault strike (N45-50°E). Tadokoro 
& Ando (2002) also found a temporal change in 
S-wave anisotropy. The direction of the S-wave 
anisotropy rotated from being parallel to the 
strike of the Nojima Fault to being parallel to 
the regional tectonic stress direction during the 
period 33-45 months after the 1995 Kobe 
earthquake. 

Isoyama (2002) analysed the data from a dense 
seismic array. The array runs across the Nojima 
Fault surface trace at Hirabayashi. Observations 

began two months after the 1995 Kobe earthquake, 
and have continued with essentially the same 
array. It was found that the S-wave anisotropy 
depends on the distance from the Nojima Fault, 
The S-wave direction is east-west far from the 
Nojima Fault, and is normal to the Nojima Fault 
when in close proximity to the fault. Also, aniso- 
tropy is not clear within the fault zone, because 
both the S-wave and the trapped wave are 
observed at almost the same travel time. 

Based on the major fracture distribution 
detected by FMI and comparison with the 
S-anisotropy from aftershocks, we propose that 
fractures far from the Nojima Fault (more than 
50 m) are aligned east-west, that is, parallel to 
the tectonic stress direction, whereas the frac- 
tures close to the Nojima Fault are in the 
fault-normal direction. In the fault zone, the 
fault-parallel fault system was observed in 
the narrow depth interval, but otherwise the frac- 
ture system in the fault zone is random. The 
major fractures show the fracture system close 
to the fault, because the distance from the fault 
core is at most 55 m in the borehole (Fig. 5). 

Yamamoto et al. (2002) showed that the fric- 
tion coefficient is smaller than 0.15, from the 
stress measurements in several boreholes at 
the Nojima Fault. Although we do not know 
the exact mechanism of these fracture systems 
normal to the fault, our present model suggests 
that these fracture systems are due to a complete 
reduction of shear stress. This may be justified 
from that these are open fracture systems. 

Concluding remarks 

The major fracture distribution detected by FMI 
was compared with the S-anisotropy from after- 
shocks. From the S-wave anisotropy analysis, 
the fractures far from the Nojima Fault (more 
than 50 m) are estimated to be aligned in an 
east-west direction, that is parallel to the tec- 
tonic stress direction, whereas the fractures 
close to the Nojima Fault are in the fault- 
normal direction. In the fault zone, the fault- 
parallel fault system was observed in a narrow 
depth interval; otherwise the fracture system in 
the fault zone is random. The fault-normal frac- 
tures suggest a complete reduction of the shear 

stress of the Nojima Fault. 

Discussions with Y. Kuwahara, T. Ohtani, H. Isoyama and 
A. Stork were useful. 
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Abstract: The link between petrofabric (LPO) and seismic properties of an amphibolite- 
facies quartzo-feldspathic shear zone is explored using SEM/EBSD. The shear-zone LPO 
develops by a combination of slip systems and dauphine twinning, with a-maximum parallel 
to lineation (X) and c-maximum normal to mylonitic foliation (XY). The LPO are used to 
predict elastic parameters, from which the three-dimensional seismic properties of different 
shear-zone regions are derived. Results suggest that LPO evolution is reflected in the seismic 
properties but the precise impact is not simple. In general, the P-wave velocity (Vp) 
minimum is parallel to the a-axis maximum; the direction of maximum shear-wave splitting 
(AVs) is parallel to mylonitic foliation; and the Vp maximum and AVs minimum are parallel 
to the c-axis maximum. The seismic anisotropy predicted is significant and increases from 
shear zone wallrock to mature mylonite. The P-wave anisotropy ranges from 11 to 13%, fast 
and slow shear waves' anisotropies range from 6 to 15% and the magnitude of shear-wave 
splitting ranges from 9 to 16%. Nevertheless, such anisotropy requires a considerable thick- 
ness of rock with this LPO before it becomes seismically visible (i.e. 100s of m for local 
earthquakes; 10s of m for controlled source experiments). However, reflections and mode 
conversions provide much better resolution, particularly across tectonic boundaries. The 
low symmetry and strong anisotropy due to the LPO suggest that multi-azimuth wide- 
angle reflection data may be useful in the determination of the defo~Tnation characteristics 
of deep shear zones. 

A number of factors may produce elastic aniso- 
tropy in rocks, including variations in the 
spatial distribution of mineral phases, layering, 
grain-size and shape fabrics, grain boundary 
properties, and the presence of oriented pores 
or fractures (e.g. Kern & Wenk 1985; Mainprice 
et al. 2003). In addition, because elastic proper- 
ties vary with respect to direction in single crys- 
tals, the majority of rock-forming minerals are 
elastically anisotropic (e.g. Christensen 1966). 
Thus, deformation processes, such as dislocation 
creep, which produce strong crystal-lattice pre- 
ferred orientations (LPO) in anisotropic min- 
erals, may also induce bulk elastic anisotropy. 
It is no surprise therefore that petrophysical prop- 
erties, such as seismic velocities, are often highly 
anisotropic in bulk rock aggregates (e.g. Babu~ka 
& Cara 1991). 

Understanding of the impact of microstruc- 
tural variables on elastic anisotropy has been 
obtained typically from experimental measure- 
ments of elastic properties of minerals or theor- 
etical models that incorporate microstructural 
variables (e.g. Burlini & Kern 1994; Wendt 
et al. 2003). Experimental studies have focused 

primarily on the influence of fractures or LPO 
on the elastic properties of minerals and rocks. 
In particular, the seismic properties can be mea- 
sured via direct laboratory methods at ambient or 
elevated temperatures and pressures (e.g. Kern 
1982), although it is often difficult or impos- 
sible to obtain the complete three-dimensional 
property orientation distribution from a single 
experiment (however, see Pros et al. 2003). 
Furthermore, experimental investigation of 
seismic properties usually involves rocks in 
which all microstructural fabric elements con- 
tribute, effectively masking any LPO component. 

An alternative approach is to calculate the 
seismic properties of a rock aggregate from indi- 
vidual crystal orientation measurements, incor- 
porating the single-crystal elastic constants and 
the LPO for each mineral, weighted according 
to its modal content (e.g. Mainprice & Humbert 
1994). The seismic phase velocities and aniso- 
tropies can then be calculated in every direction 
(e.g. Mainprice & Silver 1993). Recently, the 
advent of electron backscattered diffraction 
(EBSD) in the scanning electron microscope 
(SEM) has made it possible to measure LPO in 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 75-94. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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statistically viable numbers from different min- 
erals within a rock aggregate, whilst maintaining 
a one-to-one relationship with other micro- 
structural elements (e.g. Mainprice et al. 1993; 
Lloyd 2000; Mauler et al. 2000; Bascou et al. 

2001). In this contribution, the seismic properties 
of an amphibolite-facies, mylonitic quartz shear 
zone are predicted by averaging the single- 
crystal elastic properties according to the SEM/ 
EBSD derived LPO, in order to study the 
relationship between microstructure, petrofabric 
and seismic properties. This approach illustrates 
the usefulness of integrating geological studies 
of rock microstructures, and particularly petro- 
fabrics, with geophysical studies of seismic prop- 
erties to obtain a fuller understanding of 
geodynamic processes. 

Specimen details 

The sample used in this study was collected from 
a 30-cm-wide deformed planar quartz vein 
(Fig. l a) within Proterozoic gneisses at the 
head of Upper Loch Torridon, NW Scotland 
(UK GR NG 840530; Wheeler 1984). It seems 
to have deformed by bulk simple shear and has 
been described in detail previously (Law et al. 

1990; Lloyd et al. 1992; Lloyd 2004). The 
salient aspects of these studies relevant to the 
present contribution are as follows. 

The vein was deformed by crystal-plastic 
processes to form a dextral shear zone with an 
intense mylonitic foliation and lineation (Fig. 1 a, 
region MM). The foliation locally displays the 
orientation variations expected for hetero- 
geneous simple shear (e.g. Ramsay & Graham 
1970; Ramsay 1980): X parallel to lineation, X Y  

parallel to foliation and Z normal to foliation. 
The shear-zone wallrock (Fig. l a) comprises 
coarsely crystalline quartz and plagioclase 
feldspar. Foliation at the shear-zone margins 
(Fig. la) is oriented at c.45 ° to the vein walls 
but curves rapidly with a dextral shear sense to 
become subparallel to the walls. In the XZ 
section analysed in this contribution, the vein 
microstructure is that of a classic Type II S-C 
mylonite (Lister & Snoke 1984) and consists of 
two planar domains, A (grain size < 5 ixm) and 
B (grain size < 100 Ixm), aligned parallel to the 
macroscopic mylonitic foliation (SA). The obli- 
quity between grain axes (SA, SB) in the two 
domains is consistent and indicates a dextral 
shear sense. The microstructures observed are indi- 
cative of constant volume, strongly non-coaxial, 
essentially plane strain deformation that closely 
approximates to simple shear. 

The quartz petrofabric (Figs. l c - e  & 2) is char- 
acterized by an (a} axis maximum subparallel 

to X, which occupies a pole position to the 
corresponding single girdle (c) axis fabric, with 
a (c) axis maximum oriented subnormal to the 
X Y  foliation plane and normal to the average of 
the quartz basal plane defined by the LPO. 
These associations suggest a simple relationship 
between shear-zone geometry, simple shear kin- 
ematic framework and orientation of crystal slip 
systems responsible for shear-zone formation. 
Most quartz grains are preferentially oriented to 
exploit slip on systems that utilise (a) as the 
slip direction (i.e. {-Tr}(a), {z}(a), (c)(a) and 
{m}(a}). Such observations can be interpreted 
in terms of a lower resistance to slip on negative 
forms compared to positive forms, and/or the 
occurrence of significant dauphin~ twinning. 
The latter is consistent also with the {r} point 
maximum position within the X Z  plane at c.35 ° 
to the foliation, subparallel to the NW-SE-trend- 
ing maximum principal stress direction inferred 
from the simple shear kinematic framework 
(e.g. Tullis & Tullis 1972). The petrofabric there- 
fore approximates that of a 'dauphin6 twinned 
single crystal'. 

SEM studies of the Torridon shear zone have 
focused attention on to the misorientations 
between adjacent grains, and hence upon the 
grain boundary network, as well as the conven- 
tional grain microstructure and petrofabric. Mis- 
orientations develop by a combination of crystal 
slip and dauphine twinning and result in a micro- 
structure dominated by misorientations about the 
(c) axis. Due to crystal symmetry restrictions, 
misorientation angles greater than 60 ° about the 
(c) axis are accommodated apparently by transfer 
of slip on to systems capable of progressively 
higher misorientations up to the maximum of 
104.5 ° (i.e. successively from {m}(a), {r/z}(a},  

{-'rr}(a} to (c) (a)). The resulting grain-boundary 
network (Fig. 3) consists of tilt boundaries para- 
llel to prism (and hence often YZ tectonic) planes. 
Although no other tilt boundaries are formed, the 
individual slip systems can also operate in simple 
combinations to produce twist boundaries typi- 
cally parallel to the X Y  foliation/basal crystal 
planes and/or XZ tectonic plane. 

Methodology 

L P O  determinat ion  

SEM/EBSD (e.g. Venables & Harland 1973; 
Dingley 1984) provides the precise crystallo- 
graphic orientation at the point of incidence of 
the electron beam on the sample surface, with a 
spatial resolution of c. 1 ~m and angular resolu- 
tion of c.1 ° (e.g. Prior et al. 1999). A one-to- 
one correlation is achieved, therefore, between 
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Fig. 1. Summary of Torridon simple shear-zone microstructure and LPO. All pole figures are equal area, upper 
hemispheres are viewed towards the ENE; contour intervals are multiples of mean uniform distribution. (a) SEM 
electron channelling (see Lloyd 1987 for details) orientation contrast image of microstructure, indicating positions of 
SEM/EBSD analyses: SZWR, shear-zone wallrock (analysis G030600); SZM, shear-zone margin (G040800); MM, 
mature mylonite (G270700); and MD, mylonite/shear-zone detail (G050800). Amended from Lloyd (2004). (b) 
Specimen co-ordinates for all LPO diagrams (after Law et  al. 1990). (c) Universal stage optical c-axis pole figure; 1815 
measurements (after Law et  al. 1991). (d) X-ray pole figures for c, m, a, r, z and ,rr + at' orientations, (after Law et  al. 

1991). (e) Manual SEM electron channelling pole figures for c, m, a, r, z, rr and ~' orientations, after Lloyd et  al. 1992). 

crystal orientation and microstructural  position. 

The crystal orientation is defined by three spheri- 

cal Euler  angles (qba, q~, +2) with respect to the 

sample reference frame (Bunge 1982). EBSD 

analysis can be per formed either manual ly  or 

automatical ly,  but in both cases the diffraction 

patterns are indexed via computer  programs; 

the system used in this study was the H K L  
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Fig. 2. Summary (after Lloyd, 2004) of SEM/EBSD pole figures for c, m, a, r and z orientations using the 
program Pf2k (D. Mainprice). Only wallrock includes quartz and plagioclase, the rest involve quartz alone. All pole 
figures are equal area, upper hemispheres viewed towards ENE; contours multiples of mean uniform distribution, 
as indicated (pfJ is an indication of distribution strength, with pfJ ---- 1 for random; see Bunge 1982). (a) Shear-zone 
wallrock (SZWR). (b) Shear-zone margin (SZM). (e) Mature mylonite (MM). (d) Mylonite details (MD). 

Technology 'Channel 5' software (e.g. Schmidt & 
Olesen 1989). Automated EBSD analysis enables 
very large (i.e. > 1 0  6 ) orientation data-sets to 
be acquired from samples > 10 × 10 mm area, 
which can be used to test and/or interpret seismic 
anisotropy (e.g. Burlini & Kunze 2000; Lloyd 
2000; Mauler et al. 2000). 

Three overlapping large-scale auto-EBSD 
analyses (G030100, G040800, G270700) were 
performed, extending from the shear-zone wall- 
rock to the mature mylonite and a detailed 
auto-EBSD analysis (G050800) of the mature 
mylonite (Lloyd 2004; see Fig. la  for locations 
and Table 1 for experimental details). The LPO 
derived from the SEM/EBSD experiments 
(Fig. 2) provide a part of the input data for the 
seismic properties determinations described 
below. Important aspects of the LPO are as 
follows: 

The shear-zone wallrock (Fig. 2a) and shear- 
zone margin (Fig. 2b) comprise relatively 
few, large quartz (and plagioclase in the 
former) grains, and hence their LPO 

consist of isolated concentrations associated 
with individual grain orientations. 

2. The mylonite LPO (Fig. 2c & d) approxi- 
mates that of a 'dauphine twinned single 
crystal', consistent with results derived 
from other methods (e.g. Fig. l c - e ) ,  which 
maintains (strengthens?) the (a), (c) and 
{m} positions but interchanges the {r} and 
{z} positions. 

3. The differences between LPO from the 
shear-zone margin and mature mylonite 
indicate a rapid migration of wallrock 
crystal pole directions towards the mature 
mylonite LPO, in agreement with micro- 
structural observations (see Fig. la). 

4. The shear-zone shear-strain gradient and 
dynamic recrystallization rates therefore are 
expected to have been steep and/or  rapid. 

S e i s m i c  p r o p e r t i e s  d e t e r m i n a t i o n  

The propagation of seismic waves generates a 
short-term deformation in a medium, such that 
the velocity and polarization direction of the 
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Predicted boundary 
orientations 

dauphine twinning & {m}<a> 
prism-parallel tilt boundaries 
(TiB), plus higher misoriented 
prism-parallel TiB due to 
transfer to (c)<a> &/or { r / z }<a>  

&/or {-rc}<a> slip systems 

m _ _  { ~ ' } < a >  + ( c ) < a >  twist 
boundaries (TwB) 

. . . . . . . . . .  { r / z }<a>  + {m}<a> TwB 

Fig. 3. Relationship between grain-boundary types and 
orientations, and shear-zone tectonic (XYZ) and 
crystal ((a), (c), {m}, {r} and {z}) frameworks (after 
Lloyd, 2004). 

waves depend on the elastic parameters (i.e. the 
elastic stiffness matrix) of the medium and the 
nature of the deformation. Thus, knowledge of 
the elastic parameters can be used to predict 
seismic velocities and propagation directions. 
The general relationship between elastic par- 
ameters and seismic waves is given by, for 
example, Nye (1957) and Kendall (2000), 

(CijklXiXj - ~ k l p g 2 ) o £  = 0 (1)  

where Cakt is the fourth-order proportionality 
tensor that relates stress to strain, Xi expresses 
the propagation direction of the w a v e  (CijktXiSj  

is the 3 × 3 Christoffel matrix), 3kl is the 
Kronecker delta, P is the density of the medium, 
V is the phase velocity of the wave in a given 
direction and Lie is the displacement. 

A non-trivial solution for Ue requires that the 
determinant of the system in equation (1) 

vanishes and results in the Christoffel equation 

(e.g. Nye 1957), 

det CijklXiXj -- ~kIDg 2 = O. (2) 

The Christoffel equation has three possible sol- 
utions, representing one compressional (P) and 
two shear (Sb $2) waves. Due to the symmetry 
of the elastic tensor, the Christoffel matrix is 
symmetrical also, which means that the three sol- 
utions have mutually perpendicular displacement 
vectors. In isotropic media, seismic-wave velo- 
cities are independent of their propagation direc- 
tion, and their polarization depends only on the 
type of wave and the nature of the source. In 
anisotropic media, seismic velocities depend 
locally on the propagation direction, and their 
polarization depends not only on the type of 
wave, but also on the local symmetry of the 
elastic properties (i.e. C;jkl). 

Although Cokl has 81 components, these can 
be reduced to a symmetrical 6 × 6 matrix, C~, 
because of symmetry in the stress and strain 
matrices (Babugka & Cara 1991). Consideration 
of the energy function of a strained crystal, 
which depends only on the strain components, 
reduces the stiffness matrix to a maximum of 
21 independent coefficients. Furthermore, elastic 
parameters of crystalline media depend ultimately 
on chemical composition and atomic arrangement 
of the crystal structure, and hence are character- 
istic for each mineral. Thus, the elastic parameters 
are closely related to the strength of interatomic 
bonds in corresponding directions of the crystal 
structure (e.g. elastic moduli are larger in the 
direction in which the structure has the strongest 
bonds). Consequently, because elastic parameters 
are the same in crystal-symmetry-related direc- 
tions, the number of independent elastic coeffi- 
cients for single crystals can be reduced further 
still, depending on crystal symmetry (see 
Babu~ka & Cara 1991, table 2.1). 

Single-crystal seismic properties 

Understanding the seismic behaviour of the 
individual constituent crystals is critical to any 
interpretation of whole-rock seismic behaviour, 
as exhibited, for example, in mylonitic shear 
zones. As an example of the impact of crystal 
structure on seismic properties and the method- 
ology used to predict whole-rock seismic proper- 
ties, the variations in compressional and shear 
waves velocities with direction have been calcu- 
lated for quartz and plagioclase single crystals: 
the minerals of interest in the Torridon shear zone. 

Figure 4a shows common morphological 
single-crystal forms of quartz and plagioclase, 
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Table 1. Summary of  Torridon shear-zone auto-EBSD experiments (see Lloyd 2004for further details) 

Details Job (format: username-day-month-year) 

G030600 G040800 G270700 G050800 

Specific comments *Blown filament; Ended by user break - -  - -  
Area analysed Shear-zone Shear-zone Mature Detail of mature 

wallrock margin mylonite mylonite 
Dimensions (mm) 10.0 × 13.0 17.0 × 6.0 13.5 × 7.25 1.5 × 1.0 
No. of data points 136 640 120 537 228 825 150 001 
Grid step (p~m) 50 25 20 1 
Time (h:min:s) 41:47:25 29:37:52 41:18:56 22:11:31 
Index rate (s/pattern) 1.1 0.88 0.65 0.53 
Minerals indexed Quartz and Quartz Quartz Quartz 

plagioclase (Ant6) 
MAD < 1.5 < 1.5 < 1.5 < 1.5 
% Low BC *46.6 2.2 5.1 1.3 
% Low BN 0.1 13.0 0.2 2.1 
% Not indexed 27.0 68.5 87.2 74.8 
% Indexed 26.19 16.21 7.53 21.77 
No. indexed 35 789 19 541 17 233 32 651 
No. phases 2 1 1 1 
Phase 1 Quartz Quartz Quartz Quartz 
Total good points 24 881 19 541 17 233 32 651 
Good points % 18.21 16.21 5.53 21.77 
Vol. fraction % 69.52 100.00 100.00 100.00 
Phase 2 Plagioclase - -  - -  - -  
Total good points 10 908 - -  - -  - -  
Good points % 7.98 - -  - -  - -  
Vol. fraction 30.48 - -  - -  - -  

Key: MAD, mean angular deviation; BC, band contrast; BN, band number; in all but G030100, plagioclase was ignored. 

and their relationship to directions of maximum 
and minimum seismic velocities (V) and aniso- 
tropy (A), based on experimentally determined 
values summarized by Babu~ka & Cara (1991). 

Although the principal _crystal directions for 

quartz (i.e. a(l120),  m(l l00) ,  c(0001), r (10i l ) ,  
z (01i l ) )  and plagioclase (i.e. a(100), b(010), 
c(001)) can be represented on a single stereo- 
graphic projection, petrofabric analysis typically 
plots individual 'pole figures' for each form. 

Appropriate Euler angle triplets (e.g. Casey 
1981) for quartz and plagioclase (Table 2, part 

a) were therefore used to calculate individual 
pole figure diagrams (Fig. 4b & d), representative 
of the single-crystal forms via the program 
'Pfch5' (Mainprice 2003). 

The single-crystal elastic tensor, Cijkt, is gener- 

ally defined in the crystal reference frame, 
whereas crystal orientations are generally 
defined via the Euler angles in the specimen 

reference frame. The former can be rotated into 
the latter via (Babu~ka & Cara 1991), 

Cijkl(g) ----- gimgj,,g~ogo, C~,,,,,op (3) 

the single-crystal elastic stiffness tensor in the 
crystallographic reference frame. 

The single-crystal orientations, as defined by 
the Euler angle triplets in equation (3), were 

combined via (2) with the experimentally deter- 

mined single-crystal elastic stiffness matrix and 
density for each mineral (i.e. quartz, McSkimin 

et al. 1965; plagioclase, Aleksandrov et al. 1974; 
see Table 2, part b) to calculate the single-crystal 
seismic-property distributions using the prog- 
ram 'ANISch5' (Mainprice 2003; see also 

Mainprice 1990; Mainprice & Humbert 1994). 
Stereographic projections (Fig. 4c & e) of the 

seismic properties have been plotted in sample 
coordinates via the program 'VpG' (Mainprice 
2003). The specific property distributions calcu- 

lated are the compressional (Vp) and shear (Vs., 
Vs2) wave phase velocities and the degree of 

shear-wave splitting for a given direction, rep- 
resented as either the absolute difference in 

shear-wave velocities (dVs----Vs,-  Vs2) or the 
shear-wave anisotropy (AVs), which is conven- 
tionally calculated via (for example, Mainprice 

& Silver 1993), 

where go = g[~bl, q~, +2] is the crystal to sample 
reference frame rotation matrix, and 0 Cmnop is A V s % - -  lO0(Vs~- Vs2)/[(Vs~ + Vs2)0.5]. (4) 
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Table  2. Seismic properties analysis for single-crystal quartz (left) and plagioclase (right) 

81 

Quartz Plagioclase 

(a) Input crystallographic parameters 
Symmetry: 

Trigonal, ospace group P3221 
Unit-cell dimensions (A): 

a = 4.9130, b = 4.9130, c = 5.5040 
Unit-cell angles (degrees): 

(x = 90.0, [3 = 90.0, ~ = 120.0 
Euler angle triplet: 

(~1 . . . .  = 180 °, q~m~× = 180 °, +2 ... . .  = 120 ° ~bj . . . . .  = 360°, q~m,× = 180°, ~ ) 2  . . . .  = 360 ° 

_~b) Input single-crystal density and elastic stiffness matrix, Cij (Mbar) 
Density = 2.6473 g cm-- Density = 2.6100 g cm -3 

Tficlinic, space group P-1 

a = 8.1553, b = 12.8206, c = 7.1397 

~ = 9 3 . 9 5 ,  ~ = 1 1 6 . 4 7 ,  ~ = 8 9 . 6 2  

McSkimin etal.(1965) Aleksandrov etal.(1974) 
0.8680 0.0704 0.1191 -0 .1804 0.0001 0.0001 0.8200 0.3980 0.4100 0.0001 -0 .0840 0.0001 
0.0704 0.8680 0.1191 0.1804 0.0001 0.0001 0.3980 1.4500 0.3370 0.0001 -0 .0630 0.0001 
0.1191 0.1191 1.0575 0.0001 0.0001 0.0001 0.4100 0.3370 1.3280 0.0001 - 0 A 8 7 0  0.0001 

-0 .1804 0.1804 0.0001 0.5820 0.0001 0.0001 0.0001 0.0001 0.0001 0.1810 0.0001 -0 .0100 
0.0001 0.0001 0.0001 0.0001 0.5820 -0 .1804 -0 .0840 -0 .0630 -0 .1870 0.0001 0.3100 0.0001 
0.0001 0.0001 0.0001 0.0001 -0 .1804 0.3988 0.0001 0.0001 0.0001 -0 .0100 0.0001 0.3350 

In addition, the absolute anisotropies of Vp, Vs~ 
and Vs~ have been calculated by substituting 
their appropriate maximum and minimum values 
for Vs, and Vs~ respectively in equation (4). 

Finally, as shear-wave splitting analysis of 
real data estimates the degree of splitting and 
the orientation of the fast shear-wave for a 
given ray direction (e.g. Kendall 2000), the 

Vs-min  (An<100)  

Vp- rn in  i q u a r t z  

: : : Vp- rnax  
5 .36km/s  

vp- (a )  AVp=26,S~, ~: ; , -  i:: z / 7 - ° ° k ~  
~v,:,O,~o : i 

V s - m i n / m a x / - ~  :'/'it " ~ - a  5 .06/3 .35km/s  
Vs -m in  ( A n l O 0 )  5.06 /3 .35km/s  . . . . . . .  

" ~  .......... W-mJr~m~x 
. ~x~ plagioclase (see Fig. 5 <~, r 5 06 /3 .35km/s  

for seismic values) 

a( lO0)  b(010) C(001) 

,,,Q Q Ob 

a(11-20) m(10-10) c.(0001) 

r(10-11) z(01-11) 

(e) (c) 
Vp Contours (knYs) AVs Contours (%) Vsl Polafisatk~l Planes Vp Contours (km/s) AVs Contours (%) Vsl Poladsalion Planes 

6.3 12.0 6.0 16.0 

I~?'.. i"~.'-::,~ 6 8  18.6 6.4 24.6 

7.3 6.6 

. . . . . . . . . . . . .  ~-5),,~,,W,/Z--,--/ 30.0 ~,;,,,;,,,,,,1,,,',, 

• Max =7,50 oMin =530 ,Me× -3362 oMin =112 , M ~ . =  7.02 oMIn.- 531 - M a x - 4 3 1 r  oM in=  .02 
Ani~lropy = 34.5 % Anisotropy - 27.7% 

VSl Contours (kin/s) Vs2 Contours (kin/s) dVs Corders (kmJs) Vsl Contours (kin/s) Vs2 Contours (kin/s) • dVs Contours (kin/s) 

3~8 4 
4.0 8 2.9 
4.2 1.2 4.0 

3.1 1.6 

3.3 

• Max.=4.54 OMin= 318 • Max.=3.49 oMin - 2.61 , M ~ . - 1 . 2 9  o M i n -  .04 ,MSX --510 oMin.=3.73 ,Max.-468 oMin :3.29 • Max.=1.81 OMin,= 00 
Anl~tropy : 352% Anisotropy = 286 % Anisotropy = 31,1% Anlsca~py : 34.8% 

Fig. 4. Seismic property distributions (Vp, Vs,, Vs2, AVs, dVs, Vs, polarization planes - see text for details) of quartz 

and plagioclase single crystals based on LPO-averaging (see Table 2 for input data). All pole figures are equal area, 

upper hemisphere projections; contours multiples of mean uniform distribution, as indicated. (a) Quartz and 

plagioclase single-crystal forms (after Dana & Ford 195 l) and seismic-property variations (after Babu~ka & Cara 

1991). (b) Quartz single-crystal LPO generated from an individual Euler angle triplet. (c) Variation in quartz single- 

crystal seismic properties with crystal direction. (d) Plagioclase single-crystal LPO generated from an individual Euler 

angle triplet. (e) Variation in plagioclase single-crystal seismic properties with crystal direction. 
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polarizations of the fast shear waves (Vs,) are 
also shown in stereographic projection. 

The trigonal crystal symmetry of quartz is 
reflected in its seismic property distributions, 
although A Vs (and dVs) also exhibit sixfold sym- 
metry close to the basal plane (Fig. 4c). Single- 
crystal quartz is highly anisotropic in terms of 
all of its seismic properties. The seismic property 
distributions for plagioclase are more complex, 
reflecting the triclinic crystal symmetry, although 
a seismic symmetry plane normal to b(010) is 
apparent (Fig. 4e). Single-crystal plagioclase is 
almost as anisotropic as quartz in terms of all 
of its seismic properties. 

Elastic parameters are known to vary with 
composition. It is likely therefore that seismic 
properties for plagioclase vary with anorthite 
(An) content. The experimentally determined 
density and elastic stiffness matrix data used to 
derive Figure 4e were for plagioclase Anl6, 
specifically because electron microprobe analy- 
sis of the plagioclase in the Torridon shear 
zone showed a composition range of An15-23. 
Babu~ka & Cara (1991, table 3-1) have summar- 
ized experimentally measured seismic properties 
for four other plagioclase compositions (Ang, 

An29, An53 and Anloo). In an attempt to constrain 
quantitatively the variations in seismic properties 
with plagioclase composition, the four sets of 
experimental values, together with the single- 
crystal values for Anl6 derived above, have 
been plotted in Figure 5. The velocities vary lin- 
early across the range of compositions, showing 
slight to moderate increases with An content. In 

contrast, both the anisotropy of Vp and shear- 
wave splitting are almost invariant with An 

content. 

Polycrys ta l  seismic proper t ies  

Mineral grains in a rock contribute to the over- 
all seismic properties according to their single- 
crystal elastic parameters, crystallographic 
orientation distribution (LPO) and volume frac- 
tion. However, although the effect of LPO on 
seismic-wave velocities has long been recog- 
nized (e.g. Kaarsberg 1959; Hess 1964), the sig- 
nificance of LPO on the seismic properties of 

rocks depends on how the seismic velocities 
are related to the crystal directions and the 
origin of the LPO. There must be a significant 
degree of crystal alignment to produce a 
seismic anisotropy, whilst randomly oriented 
crystals generate an isotropic bulk rock. Most 
LPO-causing mechanisms (e.g. dislocation 
creep) considered in seismic studies are 
induced by tectonic stresses in highly deformed 
rocks (e.g. Babugka & Cara 1991; Blackman 
et al. 2002). 

The methodology used to calculate polycrystal 
seismic property distributions is the same as that 
employed in the single-crystal calculations 
described above. For each mineral grain orien- 
tation, measured via SEM/EBSD, the single- 
crystal parameters (Table 2, part b) need to be 
rotated into the sample reference frame using 
(3), such that the elastic parameters of the 
polycrystal are derived by integration over all 

10 

~ 9  
I 

8 I 

~. 7 I 

~ 6! 

~ , . ~  

V p - m a x  = 0.014An + 7.1656 

R ~= 0.9749 _ _ - I I  
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . .  I . . . . .  
m -  - - - ' • -  . . . . . . .  

V p - m i n  = 0 .0088An -~ 5.2721 

1~=0.751 

Vs-max = 0.0042An + 4.5439 

_ _ . . . . . . . . .  ~2 0_.9024_ . . . . .  • 
. . . . . . .  • . . . .  w"  . . . . . . . . . . . . . . . . . . . . . . . . .  • . . . . . . . . . . . . . .  

Vs-mi n = 0.0035An + 2.5485 

R 2 = 0.9789 
. . . .  - . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . .  ~ ~ ~ - -  - - ~ -  r = 0 .0016An + 2.6013 

2 R 2 = 0.9791 

] i A '~  = O.O006An + 0.4825 

. . . . . . .  • . . . . . . . . . . . . . .  ~ -  O R z = 0.0481 

o --°~----~-'-~ . . . . . .  ~-~ : : : : : : :  i ::::::::::::::::::::::::::::::::::::::::::::::,,,-. 
0 10 2 0  3 0  4 0  5 0  6 0  7 0  R2=0.0335 1 0 0  

A n  content  

Fig. 5. Variation in seismic properties (Vp, AVr,, Vs,, Vs:, AVs - see text for details) and density (p) with An content 
in plagioclase (NB anisotropy represented from 0 to 1 rather than 0-100%). Data for An 9, An29, An53, Anlo0 from 
Babugka & Cara (1991); Data for Anl6 derived from LPO-averaged values using experimentally measured elastic 
parameters (see Table 2). Broken lines are best-fit trends through data, and R 2 is the square of the correlation 
coefficient. The shaded box indicates the range of An values measured in the Torridon shear zone. 
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possible orientations in the thi'ee-dimensional 
orientation distribution function. The three 
seismic phase velocities (Vr,, Vs, and Vs2), and 
related anisotropy (AVe, AVs), can then be 
obtained in every direction via solution of 
equation (2). However, due to stress/strain com- 
patibility assumptions, three different averaging 
schemes are possible. The Voigt (V) average 
(Voigt 1928) assumes a constant strain approxi- 
mation, whilst the Reuss (R) average (Reuss 
1929) assumes a constant stress approximation 
in calculating the compliance tensor, the 
inverse of the stiffness tensor (e.g. Crosson & 
Lin 1971). The Voigt and Reuss averages rep- 
resent idealized situations, and provide upper 
and lower bounds respectively for the real 
elastic parameters (Bunge et al. 2000). Thus, 
the mean or Hill (H) average (Hill 1952) of the 
two values is often taken as the best estimate 
(VRH) of the average elastic parameters. 

Finally, in this section, it must be emphasized 
that the prediction of seismic properties using the 
LPO averaging approach requires accurate data 
on single-crystal elastic parameters of different 
minerals. Such data are usually determined by 
measuring the ultrasonic velocities of single 
crystals in different directions and deriving the 
elasticity tensor via the Cristoffel equation (e.g. 
McSkimin et al. 1965), although a more recent 
approach uses Brillioun scattering and is more 
accurate (e.g. Sinogeikin & Bass 2000). Never- 
theless, relevant data for many minerals are still 
lacking, although the situation is rapidly improv- 
ing (e.g. Ji et al. 2002). Furthermore, single- 
crystal elastic properties vary with pressure (P) 
and temperature (T) but the P-T-derivative 
values are often unavailable. Following the cur- 
rent convention established for mantle minerals 
(e.g. Mainprice et al. 2000), we assume the 
elastic parameters of quartz and feldspar deter- 
mined under ambient conditions (McSkimin 
et al. 1965; Aleksandrov et al. 1974). 

Torridon shear-zone seismic properties 

The procedures described in the previous section 
have been applied to derive the LPO-dependent 
seismic properties of the Torridon mylonitic 
simple shear zone. In general, quartz dominates 
the shear zone region in terms of modal 
content, although plagioclase is colmnon in the 
wallrock (see Fig. la). Thus, whilst the seismic 
properties of the mylonitic shear zone are likely 
to be derived from the quartz LPO alone, those 
for the wallrock represent a combination of 
quartz and plagioclase LPO. The relevant LPO 
have been combined with the single-crystal 
elastic parameters of quartz and/or feldspar in 

their appropriate modal proportions, as measured 
by SEM/EBSD, to determine the seismic pro- 
perty distributions for different regions of the 
Torridon simple shear zone. 

The first step is to derive the elastic parameters 
(stiffness matrix) for each region from the rel- 
evant LPO, using the VRH averaging approach. 
Results are shown in Table 3. These data are then 
used to derive the seismic velocities and polari- 
zations in three dimensions for each region by 
solving equation (2). Results are shown as stereo- 
graphic projections oriented according to the 
sample reference frame (Fig. 6). The maximum 
and minimum phase velocities and anisotropy 
for each region, and also for single-crystal 
quartz and feldspar (based on Fig. 4), are sum- 
marized in Figure 7, whilst Table 4 summarizes 
the principal orientation relationships. 

Magnitudes 

The maximum and minimum velocities in Vp are 
fairly constant across the shear zone and range 
from 6.40 to 6.47 km s-  1 and 5.66 to 5.79 km s-  a 
respectively (Figs 6 & 7a), representing vari- 
ations of only 1-2%. There is a suggestion of a 
slight drop in both velocities from the relatively 
undeformed wallrock and shear-zone margin 
regions to the mature mylonite. However, the 
difference between Ve maximum and minimum 
values (i.e. the compressional-wave anisotropy, 
A Vp) increases from 11% in the shear-zone wall- 
rock to 12.5% in the mylonite (Figs 6 & 7b), 
although the maximum value (12.8%) occurs in 
the shear-zone margin. 

Maximum and minimum velocities in Vs, 
range from 4.11 to 4.50krns -1 and 3.83 to 
4.02 km s-1 respectively, representing variations 
of 8.6% and 4.7% in each. The difference 
between Vsl maximum and minimum values ran- 
ges from 7 to 15%. Maximum and minimum 
velocities in Vs2 range from 3.93 to 4.38 km s -1 
and 3.70 to 3.77 km s -1 respectively, represent- 
ing variations of 10% and 2% in each. The differ- 
ence between Vs2 maximum and minimum 
values ranges from 4 to 15%. Both shear-wave 
velocities increase from the shear-zone wallrock 
into the margin and mature mylonite (Figs 6 & 
7a). The difference, or anisotropy, between the 
maximum and minimum values of Vs, increases 
from 7% in the wallrock to 14.7% in the 
margin, before decreasing to 9-10% in the mylo- 
nite (Figs 6 & 7b). In contrast, the anisotropy of 
Vs2 increases progressively from 6.0% in the 
wallrock to 15.0% in the mylonite. 

Obviously, the behaviour of shear waves is 
reflected in the shear-wave splitting, measured 
as AVs or dVs. This is typically large across the 
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Fig. 6. Seismic-property distributions (Vp, Vs,, Vs2, AVs, des, Vs, polarization - see text for details) for different 
pasts of the Torridon shear zone, based on LPO-averaging of elastic parameters constructed using Tables 2 and 3 and 
programs 'Anis2Ck' and 'VpG2k' (Mainprice 2003). Only shear-zone wallrock includes quartz and plagioclase, the 
rest involve quartz alone. All pole figures equal area, upper hemispheres viewed towards ENE; contours multiples of 
mean uniform distribution, with tectonic X and Z directions oriented east-west and north-south respectively. See text 
for discussion. (a) Shear-zone wallrock (G030600). (b) Shear-zone margin (G040800). (e) Mature mylonite 
(G270700). (d) Detail of mature mylonite (G050800). 

shear zone, and increases from 9.49% or 
0 . 4 k m s  -1 in the wallrock to 16.15% or 
0.7 km s-1 in the mylonite (Figs 6 & 7b). 

Orientations 

The seismic-property orientation distributions, 
and, in particular, the orientations of their 

maximum and minimum values, relative to the 

LPO and tectonic reference frame are crucial in 
terms of explaining and using seismic properties 
in geodynamic interpretations (see Figs 6 & 8, 
and Table 4). 

The seismic property orientation distributions 
for the shear-zone wallrock and margins regions 

(Fig. 6a & b) result from relatively weak LPO 

development (Fig. 2a & b) and, in the case of 
the wallrock, the contrasting impact of quartz 
and plagioclase LPO. Nevertheless, the seismic 
properties do show some consistent orientation 
patterns, particularly relative to the quartz LPO 

and tectonic reference frame. The maximum in 

Vp is aligned subparallel to the quartz c-axis 

maximum and inferred position of 0.1, whilst 

the minimum in Vp is subparallel to the tectonic 
Y direction (and perhaps also the inferred position 

of o'3 in the wallrock). The maximum in Vsl has a 
broad distribution that encompasses the quartz c 
and r maximum directions, the tectonic Y direc- 

tion and the inferred position of o1, but the orient- 
ation of the minimum in Vsl is poorly defined 

relative to crystal or tectonic directions. The 

maximum in Vs2 also aligns subparallel to the 
quartz c-axis maximum (and perhaps the inferred 

position of 0.0, whilst the minimum in Vs2 
appears to align parallel to the quartz a-axis 
maximum and subparallel to the tectonic Y direc- 

tion. The orientation distributions of A Vs (and 

dVs) have maxima oriented subparallel to 
quartz a-axis concentrations and the tectonic Y 
direction, and minima oriented subparallel to 

the tectonic X direction and perhaps the quartz 
m direction concentrations. 

In contrast to the shear-zone wallrock and 
margin, seismic-property orientation distributions 

in the mature mylonite are exceptionally well 
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Fig. 7. Comparison of calculated variations in seismic 
properties (Vp, AVp, Vs,, Vs--, AVs, dVs - see text for 
details) for single-crystal quartz (QX) and plagioclase 
(PX) and shear-zone wallrock (SZWR), margin (SZM), 
mature mylonite (MM) and mylonite detail (MD) 
regions. See text for discussion. (a) Velocity values. 
(b) Anisotropy values. 

ordered (Fig. 6c & d), and clearly reflect the 
quartz LPO (Fig. 2c & d). Several of the relation- 
ships recognized in the shear-zone wallrock and 
margin regions persist into the mylonite. A 
broad maximum in Vp encompasses the quartz 
c-axis maximum and r/z direction small circle 
distributions, and is subparallel to the tectonic 
Z direction. Vp has an absolute minimum parallel 
to the a-axis maximum and tectonic X direction, 
and a great-circle distribution of low values 
parallel to the quartz basal plane and subparallel 
to the XY tectonic plane. Although the absolute 
maximum in Vs, is subparallel to the tectonic Y 
direction, similar values occur parallel to both 
the quartz basal plane and the c-axis maximum, 
and hence encompass all three tectonic direc- 
tions. The minima in Vs, form small-circle distri- 
butions that appear to reflect the r/z LPO 
(the absolute minimum in Vs, may indicate the 
inferred directions of both o'1 and 0"3). The 
maximum in Vs2 is parallel to the quartz c-axis 

maximum and subparallel to the tectonic Z direc- 
tion, whilst minimum values in Vs2 occupy a 
great-circle distribution parallel to the quartz 
basal plane and subparallel to the XY tectonic 
plane. Maximum values in AVs and dVs occupy 
great-circle distributions parallel to the quartz 
basal plane and subparallel to the XY tectonic 
plane, whilst minimum values occur over 
broad areas that encompass the quartz c-axis 
maximum and r/z small-circle distributions. 

The polarization behaviours of the fast shear 
waves (Vs,) for the three shear-zone regions are 
somewhat similar, particularly for vertical wave 
propagation. More specifically, those for the 
shear-zone margin rock (Fig. 6b) and the mylo- 
nite (Fig. 6c-d) are very similar. 

Discussion 

The results of the LPO-averaged seismic- 
property determinations for different regions in 
the Torridon shear zone have significant impli- 
cations for the interpretation and use of seismic 
velocities and anisotropy in geodynamic analy- 
sis. Firstly, it is worth comparing the single- 
crystal seismic properties of quartz and feldspar 
with the LPO-averaged results obtained from 
the shear-zone rocks to see how the former 
become modified in the latter. Secondly, the 
relationships between the LPO-averaged seismic 
properties and shear-zone structure and tectonics 
are briefly considered, including the potential for 
using LPO-averaged seismic property results in 
seismic waveform modelling. Finally, the poten- 
tial impact of the grain-boundary microstructure 
elements on shear-zone seismic properties is 
considered briefly. 

Comparison between single-crystal and 

polycrystal seismic properties 

There are significant differences between the 
seismic properties of quartz and plagioclase 
single crystals and those of the three shear-zone 
regions. The trigonal symmetry anisotropy paral- 
lel to the c-axis, clearly seen in single-crystal 
quartz seismic properties (see Fig. 4a & c) is dis- 
persed by the LPO-averaging effect in polycrys- 
tal aggregates (Fig. 6). The compressional and 
shear-wave velocities show wider variations 
(higher anisotropy) for the single crystals com- 
pared to the shear-zone regions (Fig. 7). This is 
the most important difference between single- 
crystal and polycrystal behaviours. 

In terms of orientation, the overall effect of 
shear-zone LPO (Fig. 2) is to either displace 
and/or disperse (see Fig. 6 & Table 4) the 
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unique maximum and minimum seismic orien- 
tations recognized for the single crystals (Fig. 4). 
For example, the sharp orientation maximum in 
Ve parallel to the quartz single-crystal {z} pole 
becomes broadened and parallel to the c-axis 
and/or {z}. Similarly, the quartz single-crystal 
maxima in Vs,, AVs and dVs parallel to the 
a-axes are broadened into a great-circle distri- 
bution parallel to the quartz basal plane. 

The polarizations of the fast shear waves (Vs,) 
for all three shear-zone regions (Fig. 6) are very 
different to those of the single crystals and par- 
ticularly quartz (Fig. 4c & e). This is due to the 
fact that although the c-axes of quartz crystals 
are highly aligned (Fig. 2c-d) ,  the other crystal- 
lographic directions are more dispersed in orien- 
tation. The polycrystal elasticity therefore is not 
trigonal in symmetry. 

Relationship between shear-zone structure, 

tectonics and seismic properties 

In general, the results of the LPO-averaging 
of shear-zone seismic properties suggest that 
deformation (increasing strain) during shear- 
zone formation and mylonitization modifies the 
absolute seismic-velocity values, and increases 
the seismic anisotropy of the original wallrock 
(Fig. 7). To consider further the relationship 
between shear-zone structure, tectonics and 
seismic properties, a summary stereographic pro- 
jection of the orientations (see Table 4) of struc- 
tural (i.e. LPO), tectonic (i.e. X > Y _> Z) and 
seismic (i.e. Vp, Vs,, Vs2, A Vs, dVs) properties 
in the field (i.e. geographical) reference frame 
is shown in Figure 8. 

Recall that the mylonitic shear zone has a 
strong LPO (Fig. 2c & d) that approximates a 
dauphine twinned single-crystal configuration, 
with c-axis maximum subparallel to Z and sub- 
normal to the foliation (XY) plane, and the 
a-axis maximum parallel to X. The results of 
the LPO-averaging of the seismic properties 
(Figs 6 & 7) suggest that within the mylonitic 
shear zone the maximum in Vp and the minima 
in Vs2, AVs and dVs tend to align parallel to the 
c-axis maximum (i.e. normal to the mylonitic 
foliation), whilst the minimum in Vp aligns paral- 
lel to the a-axis maximum and hence defines the 
extension (X) direction. High values of Vs,, AVs 
and dVs and low values of Vp define the foliation 
(XY) plane, whilst the minimum in Vs, either 
aligns subparallel to {z} or defines a weak 
small-circle distribution about the c-axis 
maximum that includes {z}. 

The relationships between structure, tectonics 
and seismic properties described above may 

Predicted bounda ry  or ientat ions 

prism-parallel dauphine twinning &/or 
{m}<a> , (c)<a>, {r/z}<a>, {~'}<a> 
slip systems tilt boundaries (TiB) 

~ " {n'}<a> + (c)<a> twist boundaries (TwB) 

{r/z}<a> + {m}<a> TwB 

Fig. 8. Summary of orientations of seismic properties 
(Vp, Vs,, Vs~-, AVe, AVs, dVs - see text for details) with 
respect to Torridon shear-zone tectonic (X, Y, Z) and 
crystallographic (quartz c-m-a-r-z LPO) frameworks 
in geographical (N) co-ordinates. Also shown are 
predicted orientations of the principal quartz grain 
boundaries (Fig. 3). See text for discussion. 

prove useful in the tectonic interpretation of 
seismic measurements. However, it is clear 
from the geographical representation of the 
various parameters in Figure 8 that any analysis 
of seismic waves (e.g. see below) must be inter- 
preted in terms of the appropriate structural and 
tectonic orientations in the field. 

Seismic waveform modelling 

Wave propagation is considerably more compli- 
cated in anisotropic media than it is in isotropic 
media. For example, wavefronts in homogeneous 
anisotropic media are no longer spherical, and 
the direction of particle motion, ray direction 
and wavefront normal are in general not 
aligned. Furthermore, two shear waves propagate 
in anisotropic media, and they may exhibit 
folding, which leads to travel-time triplications 
(e.g. the fast shear wave arrives at three different 
times at a receiver oriented parallel to the a-axis 
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Fig. 9. Cross-sections through slowness and wave surfaces for single crystals and shear-zone regions. In each, the 
left-hand side shows slowness surfaces for each wave, including directions of particle motion (arrows); note, the 
P-wave is the innermost surface. The right-hand side shows wave surfaces, and can be viewed as a snapshot of 
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of quartz, see Fig. 9a). Figure 9 illustrates these 
effects, showing cross-sections of the slowness 
and wave surfaces for the minerals and rocks of 
the Torridon shear zone parallel to specific 
crystal (i.e. ( l i 00 )  and (1120)) and tectonic 
(i.e. XZ) planes. 

It is interesting to consider how seismic waves 
propagate through the shear zone and how they 
are affected by the enhanced deformation and 
hence seismic anisotropy. Teleseismic and regi- 
onal earthquakes provide a passive means of 
imaging the deep crust with relatively low fre- 
quencies and hence low resolution. In contrast, 
wide-angle controlled-source surveys give better 
resolution. Shear-wave splitting is the most 
unambiguous indicator of anisotropy. However, 
whether or not this is observable depends on the 
magnitude of the anisotropy and its spatial 
extent. The rocks of the Torridon shear zone 
show varying degrees of splitting (e.g. see Figs 
6 & 7), but in general the anisotropy must be 
uniform and persist over a large region with 

respect to seismic wavelength, in order to accrue 
a measurable level of splitting. In earthquake 
studies such a region must be kilometres in 
extent, and therefore is only likely to be observed 
for regional-scale shear zones or rock masses with 
constant petrofabric characteristics (e.g. gneisses). 
Fortunately, reflections and mode conversions 
at interfaces provide better vertical resolution 
(perhaps tens of metres for controlled-source 
experiments) and can be very sensitive to 
changes in anisotropy. High degrees of anisotropy 
can enhance the seismic contrast across a bound- 
ary, both in terms of absolute values of anisotropy 
and also if the directional characteristics of the 
anisotropy change across the boundary. 

If the crystals in the shear-zone rocks are 
randomly oriented, their elastic parameters are 
isotropic. Figure 10a & b shows the P-wave reflec- 
tions and P-to-S-wave conversions at boundaries 
between such isotropic assemblages. These 
averages are based on the LPO-averaged elastic 
parameters for the Torridon rocks (see Tables 2, 
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3 & 5). The reflections are very weak, especially 

at near offsets (small angles of  incidence). 

Crystal a l ignment  and hence anisotropy affects 

the reflection properties in a number  of  interest- 

ing ways. Figure 1 0 c - h  shows the reflection 

coefficients for anisotropic interfaces as pre- 

dicted from the petrophysical  analysis described 

above. In general,  more  energy is reflected in the 

anisotropic case. This is due to higher  vertical 

velocities in the under ly ing more-deformed  

layers. There is a significant level  of  mode-  

conver ted reflections at these interfaces. Both 

the fast and slow shear waves are generated in 

the conversion,  due to the complex  anisotropic 

symmetries.  There is a surprising amount  of  

reflected conver ted-wave  energy at normal  inci- 

dence,  which  never  exists in the isotropic case. 

This is due to the strong difference in the 
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Table 5. Isotropic aggregate properties of Torridon 
shear-zone rocks calculated from the measured elastic 
properties in Tables 2 and 3 

Property SZWR SZM MM 

P-wave velocity (kin s-1) 4 .298  4.291 4.290 
S-wave velocity (km s -1) 2 .748 2.911 2.906 
Density (g cm -3) 2.636 2.647 2.647 

SZWR, shear-zone wallrock; SZM, shear-zone margin; MM, 
mature mylonite. 

directions of group velocity (ray direction) and 
phase velocity (normal to the wavefront), again 
due to the low order of symmetry and strong ani- 
sotropy. There are also clear azimuthal variations 
in the reflections. This suggests that multi- 
azimuth wide-angle reflection data potentially 
can be used to study the sense of deformation 
in deep-rooted shear zones (see also Burlini 
et al. 1998; Khazanehdari et al. 1998). Such 
reflection effects have been used also to map 
fracture patterns in oil reservoirs (Hall & 
Kendall 2003). 

Grain-boundary microstructure 

In addition to LPO, a number of other micro- 
structural elements are known to impact on elastic 
anisotropy, such as cracks, fractures, pores, grain 
morphology and shape-preferred orientation, 
and layering. The impact of many of these 
elements on elastic anisotropy has recently 
been considered by Wendt et al. (2003) and 
further discussion here is largely inappropriate. 
However, it is worth considering one particular 
microstructural element, the role of grain bound- 
aries, that impacts directly on the present study. 

Grain boundaries are important microstruc- 
tural elements in rocks, and may contribute a 
significant volume fraction, particularly in fine- 
grained rocks such as mylonites. They represent 
regions of relatively high lattice distortion and 
defect concentration that form extended three- 
dimensional networks, and are likely to have 
different elastic parameters from those of the 
grains. In addition, as rock elasticity is also 
dependent on cohesion forces between grains 
(Kaarsberg 1959), the contact area between 
grains should be considered. Furthermore, grain 
boundaries may form crack-like discontinuities 
in some rocks, and consequently influence seis- 
mic anisotropy if the boundaries are preferen- 
tially aligned (e.g. Babu~ka and Cara 1991). 
Thus, many rock properties, including the elastic 
parameters, may be influenced by the grain- 
boundary network. 

Unfortunately, there is little known about the 
exact impact of grain boundaries on seismic 
anisotropy (e.g. Wendt et al. 2003). However, a 
recent interpretation of the microstructural and 
petrofabric evolution of the Torridon shear zone 
(Lloyd 2004) considered the formation and orien- 
tation of quartz grain-boundaries. It was suggested 
that the grain boundary network consists of tilt 
boundaries parallel to quartz prism (and hence 
often YZ tectonic) planes and twist boundaries 
parallel to the XY foliation/basal-crystal planes 
and XZ tectonic plane (see Fig. 3). The physical 

presence of grain boundaries was not considered 
in the LPO-averaging analysis described here, and 
hence any direct impact due to grain-boundary 
configuration on seismic properties cannot be 
assessed. However, comparison between grain- 
boundary and seismic property orientations 
(Fig. 8; see also Fig. 6) may provide significant 
indications, as follows. 

Twist boundaries that developed parallel to the 
XY foliation/basal crystal planes due to a combi- 
nation of {rr'}(a) + (c)(a) slip could contribute 
to the great circle distribution of high AVs, dVs 
and Vsl and low Vp values. In addition, the broad 
concentration of high/maximum Vp, Vs~ and Vs, 
and low/minimum AVs and dVs values parallel 
to the quartz c-axis maximum and subparallel to 
the tectonic Z direction may be influenced by 
two characteristics of the grain boundary network: 

(1) the intersection of tilt boundaries that 
develops due to a combination of dauphine 
twinning and/or slip on systems that 
exploit the quartz (a) axis as the slip direc- 
tion; and 

(2) twist boundaries that develop parallel to the 
XZ tectonic plane due to combined slip on 
{r/z}(a) + {m}(a) systems. 

Similarly, the tendency for the minimum in Vp to 
occur parallel to the quartz a-axis maximum and 
subparallel to the tectonic X direction may be 
augmented by the intersection of twist bound- 
aries that develop parallel to the X Y  foliation/ 
basal crystal planes and the XZ tectonic plane, 
due to combined slip on {'rr'}(a) + (c)(a) and 
{r/z}(a) + {m}(a) systems respectively. Thus, 
it appears that grain-boundary configuration has 
the potential to impact on seismic property 
characteristics, but much further work (i.e. 
direct measurements) is needed. 

Conclusions 

This contribution has explored the link between 
petrofabric (LPO) and petrophysical (seismic) 
properties of a quartzo-feldspathic shear zone 
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developed under conditions typical of the m i d -  
lower crust. Although it is clear that shear-zone 

formation and petrofabric evolution from an 
initially quartzo-feldspathic gneissic wallrock 

to a mature quartz mylonite is reflected in the 
seismic properties, the precise impact of LPO 
on seismic properties is not simple. Several 

conclusions can be drawn, based on these 
observations: 

(1) The most obvious control of LPO on shear 
zone seismic properties results in the fol- 

lowing relationships: Vp-min parallel to the 

a-maximum (i.e. tectonic X); AVs_ma x paral- 
lel to mylonitic foliation (i.e. XY mylonitic 

foliation plane); Vp-max and A Vs-min parallel 
the c-maximum (i.e. foliation normal, Z); 

and VSl-n,an parallel to the z-maxima. 
(2) The development of a strong LPO during 

shear-zone evolution, and particularly 

during mylonitization, is responsible for 
considerable seismic anisotropy. P-wave 
anisotropy varies between 11-13%, the 
fast and slow shear-waves show 6 - 1 5 %  ani- 

sotropy, and the magnitude of shear-wave 
splitting is 9.5-16%. 

(3) Although the degree of shear-wave splitting 

exhibited by the shear zone due to LPO 
requires considerable thicknesses of rock 

(depending on the dominant wavelength 
of the source) with constant LPO character- 
istics before it becomes seismically visible, 
reflections and mode conversions provide 

much better resolution, particularly across 

boundaries (e.g. between the shear-zone 
margin and the mature mylonite). 

(4) The low symmetry and strong anisotropy 
due to the petrofabric suggest that multi- 
azimuth wide-angle reflection data may be 
useful in the determination of the defor- 

mation characteristics of deep shear zones. 
(5) Ultimately, how well seismic data can be 

used to study anisotropy, and hence lower- 
crustal deformation, remains to be seen. 
Data quality and spatial coverage will be 
crucial. 

We thank D. Mainprice for use of his LPO and seismic prop- 
erty calculation and plotting programs. The original manu- 
script was considerably improved by the comments of two 
anonymous referees. Part of the automated EBSD system 
used was funded by UK NERC Grant GR9/3223 (GEL). 
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Abstract: Recent geophysical well techniques have significantly improved the analysis of 
fractured reservoirs. These methods include electrical and ultrasonic scans and, in some 
cases, optical video images, that provide azimuthal high-resolution images of the borehole 
wall on which fractures are prominently visible. Additionally, fractures produce reflections 
and attenuations of the Stoneley wave, a borehole mode recorded by the array sonic wireline 
tool. A fracture identified with these methods can be individually probed with a new wireline 
formation tester featuring a dual-packer module that hydraulically isolates it from the 
surrounding formation. The combination of these techniques can provide information on 
fracture locations, dip, azimuth, aperture, permeability and fluid content. Seismic data 
can be used to extrapolate this information away from the wells. A case study on basement 
reservoirs from offshore Vietnam exhibits foliations, borehole breakouts, hydraulic and 
tectonic fracturing. Oil production comes from a small number of point entries that corre- 
spond to fi'actures, most of which produce more than 1000 barrels of oil per day. Two 
intersecting fracture sets were found, which may explain the high sustained production. 
Properly planned horizontal wells may increase production and decrease the chance of 
water breakthrough. 

Oil and gas accumulations in basement rocks are 
generally ranked among the more unusual reser- 
voirs. The fact that a crystalline or metamorphic 
rock contains hydrocarbons, which are generally 
considered to be sourced from organic-rich sedi- 
mentary rock that is younger than the reservoir 
rock, seems still somewhat unusual to many 
geoscientists. Nevertheless, hundreds of such 
reservoirs have been found in many parts of the 
world, and many of them are prolific producers 
(GeoScience Ltd, 2000). 

We consider here as basement rocks only crys- 
talline and metamorphic rocks, a definition that is 
in line with Landes et al. (1960) but at variance 
with P'an (1982), who included tight Lower 
Palaeozoic sedimentary rocks as well (such as 
the Hassi Messaoud field in Algeria). Oil 
accumulations in basement rocks have been dis- 
covered since the early decades of the 20th 
century, but, according to most accounts, this 
has happened largely by accident. Among the 
best-known examples are the La Paz field in 
Lake Maracaibo, Venezuela (Smith 1956), the 
Hurghada and Zeit Bay fields in the Gulf of 
Suez, Egypt (P'an 1982; Zahran & Askary 

1988), the Nafoora-Augila  field in Libya 
(Belgasem et al. 1990), and several fields in the 
central Kansas uplift (Hubbert & Willis 1955), 
as well as in the former Soviet Union and 
China (P'an 1982). More recently, the Clair 
field west of Shetland was found to contain 
significant quantities of oil in the Permian red 
beds and the underlying granite basement 
(Coney et al. 1993); however the field is still 
not under production. In the 1980s, Russian 
explorers found significant quantities of oil in 
basement fault blocks offshore of Vietnam, 
including the White Tiger field that contributes 
the bulk of the country's present-day oil pro- 
duction (Areshev et al. 1992). This find triggered 
significant drilling activity offshore of South 
Vietnam (Areshev et al. 1992; Tandom et al. 
1997, 1999) that led to several additional but 
smaller discoveries. Since evaluating the 
reserves and production capacities of these 
non-conventional reservoirs is difficult, new 
technologies were evaluated, and some were 
found to be exceptionally useful. Among these 
are new logging and borehole imaging tech- 
niques that are specifically suited for the analysis 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 95-106. 
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of fractured systems. These techniques will be 
briefly described below. 

Hydrocarbon accumulation in 

basement rocks 

The accumulation of hydrocarbons in basement 
rocks happens under specific circumstances, 
which have been summarized by P'an 
(1982). These include the following common 
characteristics: 

(1) Basement reservoirs always occur on highs 
or uplifts within a basin that were subject to 
long periods of weathering or erosion prior 
to being submerged and covered with 
marine sediments that formed the seal and 
the source rock for the reservoir. 

(2) Basement reservoirs always occur below a 
regional unconformity that is considered 
important in the migration of oil towards 
the reservoir. 

(3) All source beds of basement reservoir lie 
above the reservoir rock, implying that 
migration took place laterally upwards or 
vertically downwards. The latter can be 
achieved by dilatancy in the basement 
rocks due to shearing that reduces the 
hydrostatic pressure in the fractures and 
thus creates a pressure gradient favourable 
for downward migration (McNaughton 
1953). 

(4) Differential compaction of argillaceous 
sediment over the buried high has created 
a draping effect that is considered essential 
in the trapping of hydrocarbons. 

(5) Gas is rarely found in basement reservoirs. 
(6) In general, the pore space in basement 

reservoirs consists of tectonic fissures and 
faults, dissolved interstices, and caverns. 
Areshev et al. (1992) add shrinkage vugs 
as potentially important elements in the 
Vietnam reservoirs. These pore types are 
distributed very irregularly, and hence the 
porosity and permeability distribution is 
highly heterogeneous. 

(7) Towards the top of the basement reservoirs, 
an increasing degree of weathering is 
found, that can lead, in some cases, to a 
gradual transition to the overlying sedimen- 
tary rocks. Intergranular porosity similar to 
that in sandstones can be found here. 

(8) Basement reservoirs are characterized by 
thick reservoir rocks and single well 
production that may range from nil to 
very high, depending on the pore type and 
distribution. Water coning and fingering 
is common, but can be overcome by 

Possible Migration Pathways 

Fracturing and Faulting 

X Basement Rock 

Weathered Basement 

Fig. 1. A schematic sketch of a basement rock 
reservoir and its accumulation conditions, compiled 
from various sources. 

(9) 

successive completions and production 
from the bottom upwards. 
Reserves in basement reservoirs can be very 
large, but they carry a high uncertainty. 

Figure 1 shows a schematic sketch of the 
migration and accumulation conditions typically 
found in basement reservoirs. The occurrence of 
oil in basement rocks has been used by some 
geologists as an argument to support the hypoth- 
esis of an inorganic origin of petroleum (e.g. 
Porfirev 1974; Gold & Soter 1980). At present, 
however, there is sufficient evidence to think 
that oil accumulation conditions in basement 
rock reservoirs do not differ from those in more 
conventional reservoirs. The potential of base- 
ment rock reservoirs has been recognized early 
(Eggleston 1948), and there were always propo- 
nents of increased efforts to explore for them in 
a more targeted manner. Thus, Landes et al. 

(1960) state that: 'In suitable areas exploratory 
wells should be located deliberately in order to 
probe upward bulges of the basement rock as 
well as the sedimentary veneer.' 

Characterization of basement reservoirs 

The most difficult problem after finding 
basement rock reservoirs is to evaluate them, 
particularly their production capacity and their 
reserves. Nelson (1985), North (1990) and 
Aguilera (1995) describe relatively traditional 
methods, that include core analysis, well tests 
and log evaluation. It is generally agreed that 
an accurate description of the fracture system is 
of paramount importance. This includes the 
shape, orientation, spacing and apertures of 
the fractures, from which their volume and inter- 
connectedness can be obtained and, therefore, 
the fracture porosity and the permeability of the 
system. However, such complete information is 
never available, and simplifying assumptions 



FRACTURED BASEMENT RESERVOIRS 97 

have to be made. Thus, for example, fractures are 
often modelled as regularly spaced and arranged 
in an orthogonal pattern. Such simple fracture 
systems are also easier to use in fluid flow simu- 
lators that forecast the production behaviour with 
time. In some cases, nearby outcrops allow 
inspection of the fracture system and, by 

analogy, application to the subsurface. As an 
example, the area around Gebel Zeit in Egypt, 
an outcrop of tilted basement and associated 
sedimentary cover (Fig. 2), has been used as an 
analogue for the Zeit Bay basement rock reser- 
voir in the Gulf of Suez (Luthi 1983; Younes 
et al. 1998). 

At a meeting on fractured reservoirs, held in 
2000 by the Society of Petroleum Engineers in 
Sainte Maxime (France), recent progress in the 
field was reviewed. An important conclusion at 
this meeting was that new technologies in the 
fields of seismic surveying, borehole logging 
and fluid-flow simulation now provide geo- 
scientists with powerful tools to characterize 
fracture systems better than ever before. In the 
field of seismic surveying, this happens through 

improved data acquisition, particularly with 
multi-component geophones in 3D, and through 
advanced processing such as seismic attribute 
analysis and variance cubes that provide infor- 
mation on the degree and directionality of 
fracturing. In the field of fluid-flow simulation, 
discrete fracture network simulators can now 
model realistic fractures, rather than their equiv- 
alent mathematical representations (proxies) 
used in conventional simulators. 

New geophysical borehole measurements 

In the field of borehole logging, the analysis of 
fractured reservoirs has been based on circum- 
stantial evidence, at best, for a long time. A 
common method consisted of evaluating the 
fracture probability by looking at all indicators 
on the various logs. As shown in Figure 3, each 
log can be affected to some degree by the pre- 
sence of a fracture. Thus, the caliper might 
show a slight enlargement in front of a fracture. 
The deep and shallow resistivity logs might 
show a separation larger than usual, because of 
their different current geometry in the presence 
of a fracture (Sibbit 1995). Barium in the drilling 
mud might invade a fracture and result in a 
higher than usual photo-electric absorption or 
density reading. The dip-meter tool rotation can 
slow down because a pad follows a vertical frac- 
ture trace, or the dip-meter curves show relative 
differences because one pad is in front of a frac- 
ture while the others are not. And finally, the 

sonic velocities may decrease in front of a frac- 
ture, an effect seen particularly well on the 
shear-wave velocity log. If such evidence 
occurs on multiple logs at a given depth, the 
chance increases that a fracture exists at that 
depth. However, no information is gleaned on 
the orientation or the width of the fracture, and 
thus the fracture characterization is essentially 
reduced to a probability estimation of the frac- 
ture density. 

Fig. 2. Outcrop photograph of fractured rhyolite in the 
northern part of Gebel Zeit, Gulf of Suez, Egypt. This 
fracture system can be used as an analogue to that of 
the nearby Zeit Bay oilfield in basement rock. 

Borehole  imaging 

Stearns & Friedman (1972) found that borehole 
imaging - at that time with the acoustic borehole 
televiewer (Zemanek et al. 1969) - has the 
potential of becoming an important tool in frac- 
tured reservoir characterization. This ultrasonic 
borehole scannning measurement took a con- 
siderable time to reach commercial maturity 
(Faraguna et al. 1989; Hayman et al. 1998), but 
today all major oil service companies provide 

this service in a variety of implementations. 
Their principle consists of a rotating ultrasonic 
transducer, mounted on a tool that is pulled up 
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Fig. 3. A suite of conventional well logs through a basement reservoir in Egypt. None of the logs is a direct 
indicator of fractures, but each is, to some degree, affected by the presence of fractures (shaded areas). If at a given 
depth several such indicators are present, the probability of a fracture to occur is considered high. From left to fight 
the tracks show the following logs: caliper; resistivity logs; natural gamma ray; density/neutron logs; dipmeter 
curves including auxiliary measurements on left; sonic velocities; sonic waveforms (from Schlumberger 1984). 

the borehole, emitting short acoustic pulses in the 
direction of the borehole wall. The same device, 

which acts as a transmitter/receiver, measures 
their reflections, and the transit time as well as 

the amplitude of the reflected signal is recorded 
versus depth and azimuth. A map of the ampli- 

tude is then made on a co-ordinate system of 

depth versus azimuth. These planar projections 
of borehole wall scans, or borehole images, are 

nowadays widely used by geologists, because 
they show bedding and structural features - 

including fractures - in great detail. The dip 

and azimuth of these features can be measured, 
providing valuable information for building a 
reservoir model (Luthi 2001 ). 

Ultrasonic imaging was later confronted with 
heavy competition by a group of electrical 

borehole imaging devices. Among these, the 
Formation MicroImager (FMI, Safiniya et al. 

1991), has the capability of identifying fractures 

as thin as a few micrometres (10 -3 millimetres) 
with a resolution of one-half centimetre. Frac- 
tures are generally filled with drilling fluid in 
the vicinity of the borehole and, if the mud is 

water based, exhibit much lower resistivities 
than the usually tight rock matrix surrounding 

them. The excess current injected into the frac- 
ture is a function of the fracture width, for 

which an inversion scheme has been developed 
(Luthi & Souhait6 1990). The method is also 
sensitive to differences in layer resistivities, and 
usually shows the bedding in more detail than 
the ultrasonic borehole images. This is because 
of the diffusive, penetrating nature of the 

technique, in contrast to the reflection method 
that depends on the geometry of the borehole 
surface. The tool contains 192 small electrodes 

mounted on eight pads that are pressed against 
the borehole wall while the tool is pulled up- 

hole. Electrodes record variations in the local 

resistivities of the formation immediately in 
front of them. Other electrical imaging devices 
were developed to obtain lower-resolution 
images further away from the borehole, and in 

logging-while-drilling mode (Davis et al. 1992; 

Bonner et al. 1994; Rohler et al. 2001). 

In wells with clear drilling fluids, such as 
research and some mining wells, optical borehole 
imaging can be made with video cameras adapted 
for down-hole conditions. Video systems are 
available using a fibre-optic cable that can 
transmit live videos as well as still pictures to 

the surface at a very high rate. The resolution 
of these images can be much higher than the 

two methods mentioned above, but application 
is limited in the oil industry because the drilling 
muds are generally opaque (Whittaker & Linville 

1996). 

O t h e r  b o r e h o l e  m e a s u r e m e n t s  

An important contribution to fracture analysis 
comes from the Stoneley wave measurement of 
array sonic logging tools. This acoustic borehole 
mode travels at comparatively low speeds, but 

with high amplitudes, and is affected by 
changes in the borehole volume. Thus, in the 
presence of a fracture above the tool, the 
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upgoing Stoneley wave partially enters the frac- 
ture and is reflected back into the borehole, 
where one part travels downwards to the array 
of sonic receivers. This characteristic signal - 
which resembles reflections in vertical seismic 
profiling - can be extracted, and its amplitude 
has been shown to be a function of the fracture 
width (Hornby et al. 1989). Borehole washouts 
and other surface irregularities may also cause 
Stoneley wave reflections, and the technique is 
therefore best used in combination with borehole 
imaging tools (Hornby et al. 1992). 

The combination of these tools can provide the 
accurate locations of fractures, their dips and 
azimuths, as well as their local apertures. In prac- 
tice, it has been found that numerous types of 
fractures and fracture-related features occur in 
boreholes. These include drilling-induced fea- 
tures such as breakouts caused by shear failure 
in places of maximum stress concentration, and 
tensional (hydraulic) fracturing at the borehole 
wall. Additionally, in most fractured reservoirs, 
a variety of different fractures from separate 
tectonic phases may occur. These can often be 
distinguished based on their geometry and 
morphology on borehole images. 

Once a fracture of interest is identified, a wire- 
line formation tester with a dual packer module 
can be placed in front of a particular fracture, 
and its permeability can be examined with pres- 
sure draw-down of build-up tests (Fig. 4). 
Additionally, fluid samples can be taken to inves- 
tigate whether the fracture system is oil bearing, 
a notoriously difficult task. The method can be 
extended to drill-stem tests, whereby an entire 
interval with fractures of interest can be probed 
in a similar manner. This approach of directly 
identifying fractures and testing them individu- 
ally or in groups is a considerable improve- 
ment over earlier methods, and it leads to a 
significantly better understanding of the fracture 
system and its fluid content. 

Application to basement reservoirs in 

Vietnam 

These Vietnam basement reservoirs are located 
on the continental shelf of Southern Vietnam, 
in block-faulted basement highs of the Mekong 
and the Nam Con Son basins. The water depth 
reaches 120 metres, and the basement structures 
are generally encountered at depths of 2500 to 
4000 metres. The basement rocks are predomi- 
nantly granodiorites to granites and diorites, 
and they range in age from Late Jurassic to 
Early Cretaceous. According to Areshev et al. 

(1992) and Tandom et al. (1997, 1999) the geo- 
logical history can be summarized as follows: 

(1) End Jurassic-Early Cretaceous: acidic 
magmas intruded as granitoid batholiths 
into Jurassic and older sedimentary rocks. 
Subsequent uplifting and cooling led to 
the formation of contraction voids. 

(2) Middle Cretaceous: intensive tectonization 
led to batholith fracturing and formation 
of cataclasites and mylonites, through 
which hydrothermal water circulated. 

(3) End Cretaceous-Early Palaeogene: exten- 
sional faulting in a W N W - E S E  direction 
led to the formation of lithospheric blocks 
with a mountainous palaeo-relief. Erosion 
and weathering took place on the highs of 
the granitoid bodies. 

(4) Middle-End Palaeogene: regional subsi- 
dence occurred, and basic magmas were 
emplaced at the surface. Weathering con- 
tinued on topographic highs, while lows 
were filled with terrigenous sediments that 
include lacustrine shales. 

(5) Neogene-Pleistocene: after a short 
regional uplift, marine transgression set 
in, with the deposition of a thick wedge 
of sediments. In the Middle Miocene a 
regional NNE-SSW compression caused 
wrench-related fracturing in the basement. 
In the Late Miocene and Early Palaeocene, 
oil maturation of Oligocene organic shales 
and subsequent migration filled the base- 
ment highs. The present-day maximum 
horizontal stress is in the N W - S E  direction 
in an essentially extensional regime. 

The main porosity types in the White Tiger 
field (Mekong Basin) and the Big Bear field 
(Nam Con Son Basin) are fractures, caverns, 
leaching pores and possibly contraction voids. 
In the White Tiger field, the oil column 
exceeds one kilometre, and production is in 
excess of 10 000 barrels per day. 

Tandom et al. (1997, 1999) confirm that the 
weathering crust is important, as most of the pro- 
duction in the Ruby field comes from the upper- 
most part of the basement where v u g s  and 
solution-enhanced fractures are most common. 
Additional production comes from Oligocene 
and Miocene arkosic sandstone overlying the 
basement. Interestingly, they note that when the 
matrix porosity in the basement rock exceeds 
4%, the production seems to deteriorate. They 
believe that increased weathering led to an 
increase in clay and zeolite fon'nation then 
filled the fractures and thus reduced the reservoir 
quality. Development wells are slanted and 
drilled in a direction orthogonal to the 
maximum horizontal stress, which is SE-NW. 
This strategy seems to work, because most of 
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Fig. 4. (a) A new suite of borehole measurements specifically designed for fracture characterization. From left to 

right the tracks show the following measurements: FMI electrical borehole images; UBI ultrasonic borehole images; 

sonic waveforrns showing the Stoneley wave direct arrivals and reflections; ARI deep-resistivity borehole images; 

dual laterolog and microspherically focused log. The tool shown on the left is a modular dynamic formation tester 

with two packers that can isolate a fracture and perform a series of pressure tests on it as well as sample the 

formation fluid in it. (b) Example of a series of operations performed by the modular dynamic formation tester to 

determine the formation fluid pressure and the permeability of the fracture, and to take fluid samples. The 

clean-ups serve to remove fluids in the invaded zone. The largest sample is taken at the end, and has a volume of 

about 4 litres. 
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the wells are reported to produce between 1500 
and 3000 barrels (2.8 to 5.5 litres per second) 
of oil per day in the initial stages. 

Tandom et al. (1999) also analysed FMI 

images and Stoneley wave reflection data, and 
found a variety of different fracture types. They 

concluded that productive intervals are charac- 

terized by a strong Stoneley response, with frac- 

ture apertures in excess of one millimetre, by 

vuggy fractures and visible vugginess on the 
FMI images, and by matrix porosities between 
2% and 4%. The term 'vuggy fractures' is used 

for fractures that have been affected by leaching, 
which happened most likely during the weather- 

ing phase. These authors also related the well 
data to directional patterns on the seismic inco- 

herence data, and from this interpreted the 
likely regional distribution of the fractures. 

Figure 5 shows data from another basement 
well in the same basin, in a setting that is in 

most aspects similar to the one described above 

(Luthi 2001). The data include Stoneley wave- 
forms, electrical borehole images (FMI), the 

ultrasonic borehole images (UBI), and the deep 
resistivity borehole images (ARI). The example 

discussed here is from a granitic interval in the 
water zone of this well - which is vertical - 
and it serves to illustrate the features typically 
observed: 

Hydraulically induced fracturing of the bore- 
hole wall (A), caused by excessive mud 
weight. Tensional failure of the rock 

occun-ed in the direction of maximum hori- 
zontal stress (i.e. perpendicular to the 

minimum horizontal stress). This direction 

is seen to be S E - N W ,  and is thus in line 
with the regionally observed maximum 

stress direction mentioned above. One 
notices that these induced fractures are gen- 

erally vertical, but in places seem to deviate 
in short wisps. This happens where foliations 

or microfractures weaken the rock in a pre- 
ferred direction, which the induced fractures 

locally follow. 
• Breakouts of the borehole wall (B). These 

local enlargements are caused by shear 
failure in directions where the tangential 

stress on the borehole wall exceeds the 
shear strength of the rock (Zoback et al. 1985; 
Bell 1990). Such local stress concentrations 

are caused by a large deviatoric stress (the 

difference between the maximum and 
minimum horizontal stress) and occur at azi- 

muths corresponding to the minimum stress 
direction, which in this case is in the N E -  

SW direction and at 90 ° to the maximum 

stress direction obtained above. The interval 

where breakouts are observed has probably 
concentrated the regional stresses more than 
the under- and overlying sections. Notice 

that the ultrasonic image shows the breakouts 
better than the electrical image, because, as a 
reflection method, it is more sensitive to the 

surface geometry of the borehole. 
• Foliations with delaminations (C). Such foli- 

ations are common in most basement rocks, 
and are usually caused by local concen- 

trations of aligned mica or other platy min- 
erals. These not only cause a conductivity 

Fig. 5. Stoneley waveforms, FMI, UBI and ARI borehole images over an interval covering 15 metres from a well 
into granodioritic basement rock, Vietnam. Prominent features include induced fracturing (A), borehole breakouts, 
(B), foliations with delaminations (C), and tectonic fractures (D). Induced fracturing is generally tensional failure 
caused by high mud-weight, while breakouts are caused by shear failure in compressionally stressed zones. Both 
indicate a maximum horizontal stress in the NW-SE direction. 
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Fig. 6. A complete logging suite over the lowermost oil-producing interval of a basement well in Vietnam. From 
left to right, the tracks include the following measurements: flow rates from production log and porosity as well 
as oil saturation; mineralogical analysis based on open-hole logs; caliper and gamma-ray log; shallow and deep 
resistivity logs; density, neutron porosity, and photo-electric absorption factor; sonic logs; Stoneley wave reflection 
coefficient and energy loss; Stoneley waveforms; FMI borehole images; UBI borehole images; and ARI borehole 
images. Prolific production comes from several fractures seen on the borehole images, most prominently on the UBI. 

contrast measurable by the imaging tools, but 
they also constitute points of weakness that 
induced fractures sometimes follow (see A). 
Natural fracturing (D) caused by tectonic 
forces is usually characterized by a planar 
signature (and thus a sinusoid on these 
planar projections of the borehole) that 
cross-cuts the entire well-bore. Both the 
FMI as well as the UBI image show this frac- 
ture clearly, and the deep-resistivity image of 
the ARI illustrates that this fracture extends 
much farther away from the wellbore than 
the induced fractures and the breakouts, 
both of which are not seen by the ARI. A 
weak Stoneley wave reflection from this 
feature can be seen, suggesting that it is an 
open fracture. 

From this analysis it appears that the well was 
drilled with a mud that was sufficiently heavy to 
cause tensional failure of the borehole wall at 
certain depth intervals. The deviatoric stress is 
high and caused shear failure on the borehole 
wall at other intervals that probably differ in 
lithology and rock strength from those where 
hydraulic fracturing occurred. Knowing the over- 
burden stress, the mud weight and the rock 
strengths, the downhole horizontal stresses can 
be evaluated with an adequate geomechanical 
model and suitable failure criteria. The rock 
shows natural tectonic fractures that seem to be 
open, and whose dip, azimuth and aperture can 
be determined. 

For the second interval discussed here (Fig. 6) 
we show the complete suite of logs, including all 
borehole images. The logs have been processed 
to obtain the porosities and fluid saturations, 
shown on the leftmost column together with 
open-hole flow rates measured with the spinner 
of the production logging tool PLT run during 
a production test in barefoot completion. This 
interval covers about 15 metres and is located at 
the first oil entry into the well. The flow rates 
increase, over an interval of about 5 metres, 
from zero to over 2000 barrels per day. The 
average porosity is about 2%, with a peak of 
slightly above 5%. Inspection of the borehole 
images on the fight-hand three tracks suggests 
that the flow comes from a series of perhaps 
five parallel fractures. These are particularly 
well seen on the UBI images, but the FMI 
images could be processed to enhance the frac- 
tures. They dip towards NNW at about 70 °, and 
show strong Stoneley wave reflections. The 
caliper log shows some borehole enlargements, 
and the density and photoelectric factor logs 
show strong excursions caused by the baryte- 
doped mud invading the fractures. The response 
of the other open-hole logs is much subtler, and it 
would be difficult to gain further insights from 
them regarding the fracturing system. The miner- 
alogical composition, shown in the second 
column from the left, was calculated from these 
logs using a mineral model that includes heavy 
minerals, mica, quartz and feldspars. At the 
depth of the fluid entry, an increase in the 
amount of micas (or perhaps clays, which are 
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indistinguishable from each other with this suite 

of logs) is seen, which may indicate some 

amount of weathering due to fluid circulation in 
the fracture system at an early stage. 

Figure 7 shows an interval higher up in the 

same well, where the cumulative flow rate is 
already substantially higher. Only a subset of 

the data is shown, including production flow 

rates, the Stoneley wave data, and the borehole 

images. The flow profile shows a very localized 
increase by about 3000 barrels per day, which 
comes ostensibly from a fracture (highlighted 
by an arrow on the UBI images) that dips at 

70 ° towards the NNW. It may be connected 

with a similar fracture deeper down in the well 

through one or more fractures that dip in the 

opposite (SSE) direction. The fracture shows 
considerable damage on the borehole wall, as 

seen by the dark patches on FMI and UBI 

images, an effect perhaps caused by the intersec- 
tion of the two fracture systems. The strong 

response of the Stoneley wave is at least partially 

attributed to this, and a fracture width can there- 

fore not be computed. This fracture may indeed 
be a shear zone with a total width in the order 

of millimetres or even centimetres - consider- 
ably larger than the range for which an aperture 

from the FMI can be computed. It is an 
example of a point entry for oil production, but 

it is difficult to assess why only one of the 

fractures is producing. 
The last interval discussed here is shown in 

Figure 8. It is in the uppenrlOSt part of the well, 

but still below the weathered basement. The 
same reduced number of measurements as in 

the previous example is shown. In the middle 

of the interval, the flow rate is seen to increase 
by almost 2000 barrels per day, and this corre- 

sponds to a single fracture (highlighted by an 
arrow on the UBI image) that dips steeply 

towards the east. A pronounced peak of the 
Stoneley wave reflection in the uppermost part 

$toneley Waveforms FMI Static Image UBI Amplitude 

Fig. 7. Another productive interval, shown with only a subset of all measurements. Prolific production is seen to 
come from a single fracture shown by the arrow on the UBI borehole images. 
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Fig. 8. The most productive interval in this case study well. Production is seen to come from a single fracture 
(arrow). The strong Stoneley wave reflection higher up in the well is attributed to a borehole washout, not a fracture. 

of  the interval corresponds to a local borehole 

enlargement ,  as evidenced by the caliper (not 

shown). This seems to be associated with 

another fracture that is similar in geometry  to 

the producing one, but that is tight, as the flow 

rate does not increase at that depth. The pro- 

ductive fracture is again a single-entry point, 

with the major  difference to the previous 

example  being the dip direction of  the fracture. 

Fracture geometry and production 

This well  produced a total of  about 12 000 

barrels of  oil per  day during the t ime of  the 

well  test, with no water at all. This product ion 

comes  f rom the topmost 100 metres of  the 

reservoir,  and, after our analysis, can be traced 

back to a few point entries (from the product ion 

log) that correspond to fractures (from the bore- 

hole images).  In order to build a reservoir  model  

that can serve as a basis for a field development  

plan, the relationship of  product ion versus frac- 

ture geometry  needs to be analysed. The flow 

rates for each producing fracture are plotted 

versus fracture dip and azimuth in Figure 9. 

Al though there is considerable scatter and rela- 

tively few data points, two clusters of  product ive 

fractures seem to be discernible,  with average 

strikes of  E N E - W S W ,  and S S E - N N W  respect- 

ively. It is not possible to relate them directly and 

unambiguous ly  to one of  the tectonic phases 

ment ioned earlier, and it is quite probable that 

they have been reactivated, perhaps even several 

times. One possible interpretation is that they are 

conjugate  shear fractures formed during the Mid- 

Miocene  N N E - S S W  compression,  perhaps 

superposed on to pre-existing fractures f rom the 

360 

SH ~ 3 0 0 7 ~  

270 ,~ 90 
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Fig. 9. A radial plot of the dip and azimuth of 
prominent fractures in the case study well of a 
basement reservoir in Vietnam. Production (in barrels 
per day) is indicated by the numbers as well as the size 
of circle area, which is proportional to production. 
Production rates have been obtained by averaging five 
different production log runs. Despite a considerable 
scatter, two fracture sets seem to be present, one 
dipping towards NNW, the other towards the east. This 
may cause a large-scale interconnectedness of the 
fractures, explaining their prolific production. Dashed 
lines indicated two possible drilling directions for a 
slanted well, which could increase production and 
decrease the chance for early water breakthrough. 
Maximum present horizontal stress direction is 
indicated by SH. 
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pre-Miocene extensional phase. Leaching may 
have led to irregular fracture surfaces that pre- 
vented them from completely closing at later 
stages. The dips of these fractures typically lie 
between 60 and 80 ° . These relatively steep dips 
explain why relatively few fractures were 
encountered in the well, which was drilled 
vertically and thus had a smaller probability to 
penetrate steeply dipping fractures than a hori- 
zontal well would have had. The variety in frac- 
ture geometry implies that the likely explanation 
for the prolific production of this well is the inter- 
woven network that the fractures form, providing 
the principal production conduit but also the 
reservoir. A rough assessment of the reservoir 
volume contained in the fracture system of this 
fault block can be based on an average porosity 
of 3%, a block size of 1.5 x 3.0 km and an oil 
column of 1 km. The pore volume then 
amounts to almost 900 million barrels. If most 
of the pore space is interconnected and water sat- 
urations are negligible, the recoverable reserves 
from such a block can exceed half a billion 
barrels and sustained high flows can be achieved, 
as is observed in some of the basement reservoir 
fields mentioned earlier. Talus sediments on the 
fringes of the basement blocks or clastics over- 
lying them might contain additional reserves. 
However, water breakthrough is a problem in 
fractured reservoirs, and water entries are likely 
to be as localized as oil entries are. The capability 
of selective water shut-off is therefore important, 
as is fluid flow monitoring to determine the type 
of fluid and the exact entry depths. Deviated or 
horizontal wells offer longer producing intervals 
and lower draw-down pressures, which reduces 
the chance of water breakthrough. In order to 
be efficient, these wells have to be drilled in a 
direction that maximizes the amount of fractures 
intersected, which, for the case of a single frac- 
ture system is orthogonal to it (Tandom et al. 
1997, 1999). In our case there are two main frac- 
ture sets, and an interesting option might be to 
drill a slanted or horizontal well in the directions 
exactly halfway between the fracture strikes, 
thereby penetrating both fracture sets at equal 
angles. These two well directions are indicated 
in Figure 9. Analysis of data collected in such 
wells can then provide additional refinement of 
the structural-geological model and further 
improvement in well design. 

Conclusions 

Modern down-hole geophysical techniques that 
include borehole imaging, Stoneley wave reflec- 
tions, production data, and 3D seismic surveys 
can considerably improve the characterization 

of fractured basement reservoirs. These tech- 
niques far surpass the conventional analysis of 
standard logs. A case study from a highly pro- 
ductive well in Vietnam shows that the oil 
flows into the wellbore mainly through point 
entries, which upon inspection of the borehole 
images are identified as single or multiple frac- 
tures. They vary in dip and azimuth, but can be 
grouped into two sets that can be related tenta- 
tively to a compressional tectonic event. 
Induced hydraulic fracturing of the well-bore is 
also observed, but does not contribute to pro- 
duction. Since the two sets interconnect, the 
fracture system is likely to be an interconnected 
network, which may explain the high sustained 
flow rates. Deviated drilling can be used to 
enhance well productivity by intersecting an 
optimum number of fractures using a well trajec- 
tory based on this geological model. This will 
also reduce the draw-down pressure and there- 
fore the chance of early water breakthrough, 
a typical problem encountered in fractured 
reservoirs. Fluid flow monitoring and the 
ability for selective shut-off of parts of the well 
are additional methods to guarantee efficient 

production. 

The help of Bill Borland, Tom McDonald, Brian Hornby 
and Katsuei Saito is greatly appreciated. FMI, UBI, ARI 
and PLT are trademarks of Schlumberger. 
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Abstract: Naturally fractured reservoirs often contain a range of different fracture types 
and networks; fractures that are relatively permeable and relatively impermeable, uncon- 
nected and connected to the part of the fracture network that carries fluid flow, and naturally 
occurring or drilling induced. Consequently, in terms of their fluid connectivity, fractures 
may be open or closed, while individual fractures may be isolated or well connected. 

We have adapted our approach to imaging sedimentary fabric in the laboratory, where we 
related electrical core images to properties such as porosity, permeability, grain size and 
cementation, to enable electrical imaging of fractures in core. Our approach uses similar 
principles to those employed in down-hole electrical imaging. The results demonstrate an 
ability to image conductive fractures in fully saturated low-porosity water-bearing core: 
these fractures being electrically connected from the flat measurement surface through to 
the outer surface of the core. 

Published results for numerical modelling of down-hole electrical imaging tools show the 
electrical response is related to fracture depth and fracture aperture. Our experimental results 
on fractured core in the laboratory support these numerical observations, increased current 
flowing into the fracture as the aperture increases. The finite size of the electrode, however, 
means that this technique cannot distinguish between a single fracture and smaller groups of 
fractures intersecting the electrode. 

Down-hole electrical images are used to assess 
the nature, variability and distribution of subsur- 
face formations. The images can be used 
to describe and delineate sedimentary features; 
to provide input into depositional models; to 
describe and quantify fracture occurrence and 
orientation; to identify and distinguish breakouts 
and hydraulic (induced) fractures; and to provide 
indications of local variability and heterogeneity 
in terms of porosity and permeability variations 
(with calibration to core). In parallel to these 
down-hole images, detailed laboratory studies 
have provided improved understanding of the 
variability of petrophysical properties at the 
core and pore scale. These variations are often 
related to the fine-scale sedimentary (deposi- 
tional and/or  diagenetic) and structural (gross 
geometry and stress related) fabric, although 
stratigraphic descriptions based on visual 
(optical) observations do not always agree with 
petrophysical parameters. The use of electrical 
resistivity measurements to generate down-hole 
images from which geological characteristics 
can be interpreted is now well established. This 

technique is based on the underlying principle 
that electrical flow in rocks takes place predomi- 
nantly through electrolytic conduction in the pore 
fluid, with the individual matrix components 
acting as relative insulators. Thus low resistivity 
(high conductivity) is often seen to correspond to 
increased porosity (Archie 1942). One exception 
to this can be the presence of clays when an 
excess conductivity is observed above that con- 
tributed solely by the fluid-filled porosity of the 
rock. This excess clay-conductivity reduces the 
resistivity further. The effect occurs in shaly 
sands (Worthington 1985) and declines as the 
salinity (and hence conductivity) of the pore 
fluid increases and the fluid becomes the domi- 
nant conductor. 

The pore fluid can be contained within the pri- 
mary (matrix) pore space, secondary (diagenetic) 
pore space, or within the confines of fractures. 
Regardless of location, however, the effect on 
the resistivity response remains consistent, with 
increasing porosity reducing the electrical resis- 
tivity of the rock for water-saturated formations. 
Archie (1942) described a trend between porosity 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 107-115. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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and electrical resistivity for sedimentary rocks 
with an exponent 'm' defined by the slope of 
the relationship on a log-log scale; this exponent 
is often described as a cementation factor, but 
actually relates to the shape of the pore space. 
Recent numerical modelling (Jackson et al. 

2002) of different pore shapes supports 
Archie's observations of the variability of 'm' 
with changing pore shape. In fractured rocks, 
however, the resistivity contrast between the 
fluid in an open fracture and the surrounding 
rock may be several orders of magnitude, and 
consequently open fractures are amongst the 
most prominent features seen on electrical 
images (Luthi & Souhait6 1990). 

The down-hole electrical images are generated 
from simultaneous, multiple closely spaced 
micro-resistivity logs (Lloyd et al. 1986; Ekstrom 
et al. 1987; Boyeldieu & Jeffreys 1988). Figure 1 
shows a typical, generic tool with one shaded 
button identified. The current from each button 
is passively focused into the formation through 
the use of an isolated surrounding conducting 
plate that is held at the same potential, and 
returns to a second electrode in the remote 
upper part of the tool. These data are presented 
as visual images that are optimized to respond 
to variations in the electrical conductivity of 
the rock, on the millimetre scale. These electrical 
images, while not equivalent to optical images, 
provide the geologist with an opportunity to 
view the subsurface formations in their in situ 

state (e.g. Bourke et al. 1989; Luthi 1990; 
Luthi & Souhait6 1990; Bourke 1992; Lovell 
et al. 1998; Prensky 1999; Cheung 1999; 

........................... ~ iii~ i iii~:~i ~ ........................... 
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Fig. 1. Principles of a generic down-hole electrical 
imaging tool, showing passive focusing of electrical 
current at the pad into the formation. 

Lofts & Bourke 1999). The problems of attempt- 
ing to compare the quantitative values of 
conductance-depth traces from adjacent electro- 
des of the down-hole imaging devices are dis- 
cussed in detail by Lovell et al. (1998). They 
concluded that, while the current flowing from 
each button-electrode can be used to produce 
images depicting geological structure, they do 
not necessarily represent quantitative estimations 
of formation resistivity. 

Electrical core imaging 

Electrical down-hole measurements are designed 
to produce borehole images that respond to 
geological characteristics such as rock structure 
and texture; quantitative comparison of these 
down-hole measurement traces must be done 
with caution (Jackson et al. 1998). In contrast, 
the development of electrical resistivity imaging 
for the quantitative characterization of cores 
using four-electrode contact measurement tech- 
nology is well documented (e.g. Jackson et al. 

1990, 1991, 1992; Lovell & Jackson 1991; 
Harvey et al. 1994; Lovell et al. 1994, 1997). 
The technique aims to produce quantitative resis- 
tivity data on core at a similar vertical and hori- 
zontal resolution to that of a down-hole imaging 
device. Thus, the heterogeneity within the rock, 
which can influence the electrical resistivity 
measurement at any particular scale, should 
affect both core and down-hole measurements 
in a similar manner. The core images may be 
used to quantitatively constrain the millimetre- 
scale structural changes seen on down-hole 
images and provide a means of defining the 
variability of the electrical resistivity structure 
of a formation. Furthermore, these core images 
should provide for the possible interpretation 
of down-hole images in terms of fine-scale 
petrophysical variation. 

Electrical resistivity mapping of sedimento- 
logical and structural elements of core in the 
laboratory enables detailed study of the fine- 
scale variability of formations. This can include 
spatial heterogeneity or dynamic fluid-flow 
anisotropy of high-porosity sediments or low- 
porosity fractured reservoirs. 

Laboratory measurements of electrical resis- 
tivity require relatively simple measurements 
and for investigations on rocks a four-electrode 
method is preferred and this approach is 
deemed inherently more accurate than two- 
electrode measurements (Rust 1952; Brace et al. 

1965; Jackson et al. 1990). We have adapted the 
successful down-hole approach to electrical 
imaging, to provide similar core images on 
low-porosity fractured rock through laboratory 
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Fig. 2. Laboratory measurement technique simulating a 
down-hole electrical imaging tool measurement with a 
four-electrode array. Current is passed from electrode 
C t on the core to electrode C2 connected to the metal 
split-core liner, and the potential difference is measured 
between electrodes Pl and P2. 

measurements  of  electrical resistivity on core. 
This required a novel  approach combining the 

advantages of  four-electrode measurements  

with the principles of  the down-hole  tool, with 

the core sample being resaturated under  

vacuum, and contained in a metall ic split-core 

liner containing conductive formation fluid 

(Fig. 2). The technique uses precise control of  

the current flow, while voltage measurements  

are not degenerated by surface impedances  and 

electrochemical  effects. Using this approach it 

is possible to generate an electrical resistivity 

image of  a core, as shown in Figure 3. In this 

image, the bright feature represents the electrical 

response to a conductive fluid-filled fracture in 

which the current flows from the electrode into 

the rock. The image covers only the central 

part of  the sample surface. The core is a low- 

porosity crystalline marble, and contains 

several minor  fractures visible on the photo, 

which run obliquely from the main fracture; 

these are less clearly visible on the electrical 

image, suggesting that they are partially closed, 
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Fig. 3. Electrical resistivity core image and core photograph showing a dominant single fracture in a low-porosity 
marble; note that the shading used in these laboratory images is the inverse of that used down-hole, thus the 
conducting features occur as bright/light/white shades, while resistive features are assigned the dull/dark/grey 
shades. The location of the electrical resistivity profile across the single fracture is shown in the core photograph. 
Units of conductance are mhos. 
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or have a smaller aperture with depth profile, and, 
consequently, current does not flow preferen- 
tially through them. Data from the same image 
are plotted as a conductance profile across the 
fracture from left to right (Fig. 3). The main frac- 
ture is clearly identified as a conductive anomaly, 
demonstrating the ability of the core imaging 
technique to image conductive fractures in a 
low-porosity rock matrix. 

Fracture characterization 

Trice (1999) defines a naturally fractured reser- 
voir as a large volume of rock and a network of 
fractures. Within the fracture system there will 
be relatively permeable and relatively imperme- 
able fractures. There will also be fractures 
unconnected and connected to the part of the 
fracture population that carries fluid flow. 

Laboratory characterization of fractures is 
conventionally done using visual mapping of 
fractures and fracture sets. These observations 
can be done manually using overlays, or 
through the use of high-resolution digital 
imaging. This approach provides detailed fine- 
scale mapping of the fractures present in the 
core, plus separation of fractures into different 
sets using specific criteria such as hand- 
specimen-scale description of the likely fracture 
infill and mineralogy. Such an approach is feas- 
ible for larger fractures of the order of several 
millimetres width, but is increasingly difficult 
for smaller fractures of less than a millimetre. 
Furthermore, visual description of fractures in 
core rarely is able to demonstrate the continuity 
of fractures through the core, or to assess the 
connectivity with other fracture (sets). 

Borehole-wall electrical images can be used to 
identify, map and characterize fractures down- 
hole where a contrast exists between the electri- 
cal resistivity of the fracture and the host rock. 
In low-porosity formations drilled with a con- 
ducting mud, low-resistivity (high-conductivity) 
fractures tend to be filled with conductive fluids 
or clay minerals, whereas high-resistivity (low- 
conductivity) fractures tend to be tightly cemen- 
ted. The role of clays as a secondary conductance 
mechanism within the rock affects the analysis of 
shaly sands, and is described in the literature (e.g. 
Worthington 1985). The effect dominates in the 
presence of low-salinity pore fluids, and under 
these circumstances a clay-filled fracture would 
provide a positive conductance anomaly similar 
m appearance to an open fluid-filled fracture on 
an electrical resistivity image. 

The appearance of a fracture on a down-hole 
electrical image relies on the contrast in resis- 
tivity between the fracture and the host rock; 

thus the background or matrix porosity of the 
host formation is critical. The vertical extent of 
the intersection of the fracture with the borehole 
is a function of the borehole diameter and the 
angle of dip of the fracture. In situ planar frac- 
tures will intersect the borehole as a sinusoidal 
feature, with the amplitude of the feature pro- 
portional to the dip of the fracture relative to 
the borehole inclination; in deviated wells the 
borehole inclination must be noted if fracture 
orientations are to be related to regional stress 
fields. A simple model of a planar dipping 
feature (Fig. 4) intersecting the borehole is thus 
often considered. While this may adequately 
model larger-scale fractures, it often fails to 
match frequently observed fine-scale fracture 
patterns observed in both outcrop and core. 
These detailed fracture patterns can be grouped 
on the basis of orientation, although they often 
exhibit more than one preferential orientation 
direction. Where electrical resistivity contrasts 
exist, these different orientations can be ident- 
ified on down-hole images. The size of the resis- 
tivity feature on the down-hole electrical image 
cannot be directly related to the dimensions of 
the fracture, because the vertical resolution is 
controlled by the physical size of the button. 
A range of factors other than the fracture shape 

Fig. 4. Simple fracture aperture models for horizontal 
and dipping fractures, shown in schematic core sample. 
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Fig. 5. Electrical image and core photograph for sandstone core with fracture at grain contacts. 

and size controls the electrical resistivity 
response. The simple model of a planar dipping 
fracture (Fig. 4) can be used to calculate the frac- 
ture dimensions, particularly the aperture or 
width (Luthi & Souhait6 1990). This usually 
requires a range of assumptions to be made, 
including the planarity of the fracture across 
the borehole; the parallel-sided nature of the 
fracture for its infinite extent away from the bore- 
hole; as well as the resistivity of the host 
formation and the fracture material. Some of 
these assumptions may be valid, since it is the 
properties of the fracture closest to the borehole 
that primarily influence the measurement 
response. Typical practice is to estimate the 
resistivity of the formation by calibrating the 
down-hole image response curves to a resistivity 
log at a scale best approaching the image log. 

In the laboratory, we examined the resistivity 
response to a single fracture, using a core 
sample (Fig. 5) in which the fracture has comple- 
tely broken the core into two separate pieces, and 
these two pieces of core, which break along grain 
boundaries, have been reassembled. Thus the 
fracture is known to be both open and fluid 
filled. This feature of the core was used to 
demonstrate the variation in electrical response 
to increasing fracture aperture as the two pieces 
are moved physically apart. Figure 6 shows 
results drawn from a series of measurements on 
the core as the fracture aperture is increased. 
The changing shape of the excess conductivity 
peak (reduced resistivity) across the open, 
fluid-filled fracture supports the concept that 

fracture aperture estimates from laboratory 
measurements should be feasible. The spatial 
distribution of the measurement data shown in 
Figure 3, and the physical separation of the 
core pieces defining the fracture are, however, 
insufficiently constrained in this experiment to 
provide fracture aperture estimates; such work 
requires exact positioning of both the electrodes 
and the core pieces, and is the subject of 
further work in progress. 

The experimental results presented in Figures 
5 & 6 relate to a fracture along grain boundaries 
in a core. This fracture enabled the investigation 
of changing aperture on the electrical response, 
and is instructive in supporting the concept of 
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Fig. 6. Electrical resistivity profiles showing variation 
in response to changing fracture aperture for sample 
in Figure 5. 
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fracture aperture evaluation from electrical 
resistivity measurements. In situ fractures and 
sets of fractures are not necessarily as simple. 
Fractures often follow different orientations and 
intersect at varying angles related to the stress 
history of the formation. Fractures may be 

sealed or open, connected or closed. While 
large fractures may offer major fluid flow paths 
it is often the minor fracture sets that provide 
for both storage and drainage of fluids. Thus 
the investigation of fine-scale fractures is import- 
ant to the understanding of fluid dynamics. 

Figure 7 shows a photo and laboratory electri- 
cal image of a carbonate core with intersecting 
fine-scale fractures. In contrast to identifying an 
individual fracture, this image shows a fracture 
map with clear variability between conductive 
and resistive fractures. Comparison of the 
optical fractures with those exhibiting low resis- 
tivity (high conductivity) quickly identifies only 
a subset of fractures open to electrical current 
flow. Furthermore, those that are electrically 
conducting are not necessarily consistent with 
those that are optically dominant. Similarly, 
Figure 7 highlights the difficulty of identifying 

Fig. 7. Core photo (centre) and electrical map (top) of fracture network in low-porosity marble showing both open and 
closed fractures. Fractures are highlighted in electrical image (bottom) emphasizing fracture network. Vertical (across 
core) scale of images is 10 cm. 
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electrically conductive fractures (and hence in 
this case probably open fractures) from optical 
observations. 

Discussion 

In this paper we have demonstrated the ability to 
obtain electrical resistivity images of fine-scale 
fractures in the laboratory. This approach simu- 
lates a down-hole generic electrical imaging 
tool, but uses the four-electrode approach to 
provide quantitative resistivity data. It also pro- 
vides for the further study of fracture aperture 
in a well-constrained environment that can be 
readily related to down-hole images. At the 
outset, we discussed briefly the general premise 
that electrical resistivity is related to the porosity 
of the rock; thus, an open fluid-filled fracture 
appears as a conductive feature. We also men- 
tioned, however, that the presence of clays (in a 
fracture) could also lead to a conductive 
feature. Thus, given a piece of core containing 
fractures, which are conductive features (in the 
laboratory or down-hole), how can we be 
certain that the fractures are fluid pathways 
rather than simply clay filled? It is possible to 
draw up various conditions or rules based on 
the magnitude of the anomaly, the background 
porosity, the conductivity of the fluid, and the 
nature of the clays - but these would at best 
only constrain the problem. The alternative is 
to flow tracer fluids through the fractures while 
monitoring the electrical resistivity of the core. 
Changing the salinity of the fluid would lead to 
a change in the resistivity of any open fluid- 
filled fracture connected to the tracer pathway. 
This has been demonstrated for fluid flow 
through the matrix porosity of an unconsolidated 
sandstone and an aeolian sandstone (e.g. Jackson 
et al. 1990; Lovell et al. 1994). Applying the 
same principle to fractured core to separate 
fluid pathways from clay-filled fractures is 
feasible. 

These results on core simulate the down-hole 
measurement described earlier, and are sup- 
ported in general by numerical modelling. 
Luthi & Souhait6 (1990) modelled a generic 
down-hole electrical imaging tool (Fig. 8) and 
demonstrated a clear relationship between frac- 
ture width and additional current flowing in the 
fracture (for a known resistivity contrast 
between the fluid and the formation matrix). Fur- 
thermore, they demonstrated that the influence of 
fracture dip was insignificant in the range 0 to 40 
degrees dip. Williams (1996) also modelled a 
generic down-hole electrical imaging device. 
The results (Figs 9 & 10) show how increasing 
fracture depth away from the borehole causes 
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Fig. 8. Results (after Luthi & Souhait6 1990), showing 

a clear dependence of the integrated additional current 

on the fracture aperture. R is the background formation 

resistivity. 
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Fig. 9. Numerical modelling of electrical response 

(for a generic electrical borehole imaging tool) to 
different depths of fracture into the formation, away 

from the borehole (after Williams et  al. 1997). 
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Fig. 10. Numerical modelling of down-hole electrical 

response for a generic electrical borehole imaging tool 

to different depths of fracture into the formation 

(away from the borehole) (after Williams et  al. 1997). 
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the shape of the individual button trace on the 
imaging tool pad to change. In particular, the 

shoulders adjacent to the fracture become more 

pronounced as the fracture depth is limited 

close to the borehole wall (Williams 1996; 
Williams et al. 1995, 1997). Note that the falling 
off of the response for all traces at some distance 

away from the fracture relates to the boundary of 
the model and not the fracture parameters. 

There has also been reference to the determi- 
nation of fracture aperture from electrical 

measurements, as well as to connectivity of 
fractures. The technique described here is 
applicable to both, and theoretically enables the 

estimation of aperture for a single fracture 
and the mapping of connected conductive fea- 

tures through the core in three-dimensions. 
Furthermore, however, the technique is also 

applicable to the monitoring of the compressibil- 
ity of fractures during stress experiments. 
Combined with down-hole images, this could 

lead to improved understanding of the frac- 
ture-fluid-flow characterization of reservoirs 
and their behaviour during reservoir production. 

Using solely the static electrical images it is 

impossible to determine whether the fractures 
are open or closed to fluid flow. Our work with 
sediments, however, has demonstrated that 

passing a tracer fluid of different resistivity to 
the saturating fluid can identify fluid pathways 
through the core. Applying this technique to frac- 

tured core will enable the investigation of open 

and closed fractures and the effects of stress on 
fracture compressibility. 

Conclusions 

(1) Individual fractures and fracture networks 

that are open and electrically connected 
can be delineated on core. 

(2) Electrical measurements on core can 
produce detailed images of fractured 
formations. 

(3) The electrical images do not always 

correlate with optically observed obvious 

fractures; i.e. they can provide additional 
information. 

(4) The electrical response varies with chan- 
ging fracture morphology (e.g. aperture). 

(5) The electrical images on core presented 
here concur with published results. 

Electrical Core Imaging is the result of research over 
several years, funded at various stages by the Natural 
Environment Research Council, the Department of Trade 
and Industry, Enterprise Oil plc, LASMO plc, Mobil 
North Sea Ltd, and Shell UK through collaboration 

between the University of Leicester and the British 
Geological Survey. The fracture-imaging aspect of the 
work was particularly supported by LASMO Italia SUD 
S.p.A. This paper is published with the permission of the 
Director of the British Geological Survey. 
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Abstract: The deployment of a down-hole dipole shear sonic tool in Hole 395A and Hole 
735B marked the first two opportunities to measure high-resolution shear-wave velocity and 
Vs anisotropy profiles in oceanic crustal rocks. In Hole 395A near the Kane Fracture Zone, 
dipole sonic logs were recorded from 100-600 mbsf, and allow azimuthal anisotropy to be 
determined as a function of depth in the crust. The magnitude of Vs anisotropy varies with 
depth, from less than 3.2% in low-porosity flows at the bottom of the hole, to approximately 
15.5% in highly fractured pillow basalts and breccias. The orientation of the fast Vs direction 
also varies over depth, with a mean value between 75°N and 80°E, and aligns with the strike 
of steeply dipping structures observed by down-hole electrical and acoustic images. This fast 
Vs angle orientation is locally oblique to the plate-spreading dh'ection and to the Mid-Atlantic 
Ridge axis. In Hole 735B, drilled near the Atlantis Fracture Zone, dipole sonic logs from 23 
to 596 mbsf indicate that Vs anisotropy varies with depth, with averages of 5.3% in the foli- 
ated and deformed gabbros recovered at the bottom of the hole; 4.5% in undeformed olivine 
and oxide-rich gabbros around 300 mbsf; and 6.8% in highly deformed mylonitic zones at 
shallow depths. The fast Vs angle also varies with depth, giving a mean orientation of 
approximately $45°E for well-resolved estimates in the upper interval of the hole. This 
direction aligns with the strike of steeply dipping fractures observed by down-hole 
imaging, and is locally oblique to the Southwest Indian ridge axis. Although the effects 
of regional stresses and local deformation of these holes may introduce anisotropy in the 
dipole sonic data, we conclude that crustal morphology in the vicinity of the holes contrib- 
utes significantly to the magnitude and orientation of Vs anisotropy. 

Over the last three decades, one of the main 

scientific goals of both the Deep Sea Drilling 

Project (DSDP) and the more recent Ocean Dril- 
ling Program (ODP) has been to drill deep into 
the Earth to study the composition and structure 
of the oceanic crust and upper mantle. Scientific 
expeditions to the Mid-Atlantic Ridge, the East 

Pacific Rise, and the Southwest Indian Ridge 
have increased our understanding of the vari- 

ations in geophysical properties of the crust as 
a function of depth, age and spreading rate. The 
anisotropy of seismic velocity, in particular, has 

been reported to exist in the crust near these 
locations (Stephen 1981; Ando et al. 1983; 
White & Whitmarsh 1984; Shearer & Orcutt 

1985, 1986). These authors, among others, have 
typically attributed the observed seismic velocity 
anisotropy to preferred crack or mineral 

orientation in crustal and upper mantle rocks. 

In this paper, we present velocity anisotropy 
results determined from down-hole logging 

data at two sites in slow-intermediate crustal 
spreading rate environments. For both cases, 
one near the Mid-Atlantic Ridge and one near 
the Southwest Indian Ridge, shear-wave splitting 

is measured in a vertical hole using a dipole 

shear-logging tool. 
Hole 395A was drilled at 22°45.352'N, 

46°4.86YW in a sediment pond along the 
western flank of the Mid-Atlantic Ridge and 

south of the Kane Fracture Zone (Fig. l a). The 
hole was originally drilled to a depth of 664 
metres below the sea-floor (mbsf), or 571 m 

into basement (Melson et al. 1978). Drilling 
results show that below 11.5 m of Pleistocene- 
Pliocene sediments, Hole 395A recovered cores 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 117-131. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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DSDP Hole 395A (b) ODP Hole 735B 
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Fig. 1. (a) The location of Hole 395A near the Mid-Atlantic Ridge is marked with a cross. (b) The location 

of ODP Hole 735B in the Atlantis II Fracture Zone of the Southwest Indian Ridge. 

of alternating layers of aphyric basalts, phyric 
basalts, breccias (mainly basaltic), and intrusive 
dolerites (Fig. 2 & Table 1). Core recovery in 
these basalts averaged 17.6%, and the crustal 
age is approximately 7Ma  (Melson et al. 

1978). Numerous return visits to Hole 395A con- 
ducted logging and borehole investigations to 
augment our knowledge of the composition and 
physical processes occurring in shallow crustal 
spreading at intermediate rates (Hyndman & 
Salisbury 1984; Bryan et al. 1988; DIANUT 
1992; Becker et al. 1998). These subsequent 
expeditions encountered poor hole conditions in 
the deepest 50 m, and the current depth of Hole 
395A penetrates approximately 513 m into basal- 
tic rocks, or 603 mbsf. Down-hole logs were 
recorded over this entire basement interval. 

Hole 735B achieved the deepest penetration of 
the lower oceanic crust, to a depth of 1508 mbsf 
during two ODP cruises to this site. The high 
recovery of gabbroic core (86.3%) at this site 
provides an excellent data-set to study lower- 
crustal rocks that are analogous to ophiolitic 
sequences. They have been used to describe the 
physical properties and the magmatic, structural, 
and metamorphic history of a block of the lower 
ocean crust that formed at a slow-spreading ridge 

(Robinson et al. 1989; Dick et al. 1999). The 
recovered core from Hole 735B also allows the 
laboratory assessment of the seismic anisotropy 
of Layer 3 rocks (Iturrino et al. 1991, 2002). 

Hole 735B is located at 32°43.40'S, 
57°16.00'E (Fig. l b) on the rift mountains 
along the eastern transverse ridge of the Atlantis 
II Fracture Zone, which is a 210-km-long left- 
lateral offset of the Southwest Indian Ridge 
(SWIR). The hole was drilled on a shoal plat- 
form, known as the Atlantis Bank, in approxi- 
mately 700m of water. The platform is 
believed to be part of a series of uplifted horst 
blocks forming a ridge parallel to the transform 
valley. Based on magnetic anomalies and 
zircon U - P b  isotopic dating, the age of the 
crust at this site is approximately 11.5 Ma 
(Dick et al. 1991; Stakes et al. 1991). The litho- 
stratigraphic units recovered from Hole 735B 
(Fig. 3 & Table 2) are mainly metagabbros, 
olivine gabbros, gabbros, oxide-rich gabbros, 
gabbronorites, and troctolitic gabbros (Robinson 
et al. 1989; Dick et al. 1999). Several prominent 
mylonitic shear zones are present within the 
uppermost 40 m of the hole (Unit I) and show 
the most intense deformation, whereas the 
bottom-most 900 m interval of the hole has 
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Table 1. Lithological unit descriptions of DSDP Hole 395A 

Unit Lithological description 

Unit 1 Sedimentary breccia with subrounded to angular fragments of aphyric basalt, and ultramafic to 
mafic plutonic rocks in foraminifer-nannofossil ooze 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 2 Aphyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 3 Sedimentary breccia, subangular fragments of serpentine and aphyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 4 Plagioclase-olivine-phyric fine-grained basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 5 Plagioclase-olivine-clinopyroxene-phyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 6 Plagioclase-olivine-clinopyroxene-phyric basalt with fewer plagioclase 
phenocrysts than Unit 5 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 7 Plagioclase-olivine-phyric basalt with rare clinopyroxene phenocrysts 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 8 Plagioclase-olivine-clinopyroxene-phyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 9 Plagioclase-olivine-phyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 10 Plagioclase-olivine-clinopyroxene and plagioclase-olivine-phyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 11 Olivine-plagioclase-phyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 12 Mixed fragments of plagioclase-olivine-clinopyroxene and plagioclase-olivine-phyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 13 Basaltic breccia with angular clasts of fine- to medium-grained plagioclase-olivine-phyric 
basalt in carbonate clay-rich matrix 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 14 Mixed fragments of plagioclase-olivine-clinopyroxene and plagioclase-olivine-phyric basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 15 Hyaloclastite, fine-grained basalt and basaltic glass in recrystallized carbonate ooze 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 16 Aphyric basalt with rare olivine and plagioclase xenocrysts, highly fractured, abundant veins 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 17 Basaltic breccia with angular and brecciated fine- to medium-grained basalt clasts 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 18 Aphyric basalt with rare olivine and plagioclase 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 19 Glass-rich basaltic breccia and aphyric basalt; abundant basaltic glass altered to numerous 
secondary minerals 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 20 Dolerite, plagioclase-olivine-clinopyroxene medium-grained basalt 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 21 Aphyric basalt, thin zone, surfaces sheared and coated with alteration minerals 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 22 Dolerite, plagioclase-olivine-clinopyroxene medium-grained basalt with quenched 
contact at the base 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit 23 Aphyric basalt with some glassy breccia zones, highly fractured with abundant 
soft clays in fractures 

significantly less deformation and more uniform 

composition. Down-hole logs were only recorded 

in the upper 600 m of Hole 735B because the 
lower 900 m interval remains obstructed by a 
severed drill pipe. 

Anisotropy 

In its simplest form, there are two styles of align- 

ment in Earth materials that cause velocity aniso- 
tropy, those having principal planes with 

horizontal and those with vertical orientations. 
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Table 2. Lithological unit descriptions o f  the upper 600 m of  ODP Hole 735B 

Unit Lithological description 

Unit I (0-39.5 mbsf) Consists of porphyroclastic to mylonitic metagabbro. Well-developed foliations 
with dips ranging from 25 to 35 degrees are observed in the majority of the 
metagabbros. Porphyroclastic textures are quite abundant. Relict igneous 
minerals such as plagioclase, cpx, opx, and Fe-Ti  oxides occur as 
porphyroclasts in a mainly recrystallized matrix controlled by slightly 
oriented plagioclase. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit II (39.5-180 mbsf) Defined by abrupt decrease in the degree of plastic deformation and appearance 
of distinctive igneous textures. Composed of olivine-bearing (<5% olivine) 
to olivine gabbros (>5% olivine). Primary mineralogy: olivine, plagioclase, 
cpx, opx (trace amounts), small amounts of opaques, brown amphiboles and 
sulphides. Most of the rocks are mesocumulates. Small basaltic dykes with 
chilled margins intrude the olivine gabbros. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit III (180-224 mbsf) Composed of olivine gabbros and intervals of Fe-Ti  oxide gabbros. Steeply 
dipping and well-defined laminations present. Contact between Unit II and 
Unit III is defined by a change in chemical composition of the olivine gabbros 
from 12-13% MgO to 8-9% MgO (Robinson et aL 1989). Boundary with 
Unit IV is marked by a 60-cm-thick mylonitic zone and flattening of 
laminations. 

Unit IV (224-272 mbsf) Iron-titanium oxide gabbros are the predominant rock type. Gabbro 
characterized by an abundance of opaques (usually > 10%), deficiency in 
olivine and presence of a more sodic plagioclase (andesine). Primary 
layering expressed as strong lamination of clinopyroxenes and plagioclase, 
with most of the igneous laminations subhorizontal to horizontal. Olivine 
gabbros occur in small and sparse intervals. Brecciated zones filled with 
felsic intrusions and trondhjemite veins are found in small intervals. A 
3-m-thick layer of mylonitic oxide-rich gabbros defines the lower 
boundary of this unit. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit V (272-403.5 mbsf) This is the most massive and homogeneous section. Composed of massive 
olivine gabbros. Brecciated zone at the top of the unit, Samples are 
mesocumulates characterized by abundance of olivine (>5%) and the 
scarcity of oxides and low-calcium pyroxenes. Primary layering defined by 
changes in grain size instead of laminations of the plagioclase. Plagioclase is 
more calcic (labradorite) and the MgO content averages 11%. Brecciated 
zones associated with felsic veins and growths of epidote and albite are 
abundant. Extensive amphibolitization of clinopyroxenes and small troctolite 
intervals are also present. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit VI (403.5-536 mbsf) Olivine-rich interval (> 10%) with frequent layers of troctolite and lenses of 
microgabbros with equigranular textures. Olivine-rich gabbros similar to 
gabbros of Unit V, except that higher modal proportions are present. This unit 
is characterized by intervals of plastic deformation in which mylonitic and 
porphyroclastic textures are abundant. Iron-Ti oxide-rich zones are found 
within small shear and amphibolitized zones. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Unit VII (536-599 mbsf) The transition to lithological Unit VII is marked by the occurrence of 
orthopyroxene-bearing gabbro and gabbronorite, with and without oxides, as 
well as the disappearance of troctolitic gabbro. Intervals of oxide-bearing 
rocks are more abundant, and the average grain size decreases relative to the 
Unit VI rocks. This unit is composed of c.70% orthopyroxene-bearing rocks, 
which are relatively rare in the units above. The oxide-rich rocks clearly 
cross-cut the gabbros, and some have sheared contacts. Unit VII is divided 
into two subunits, VIIA and VIIB, at 560 mbsf. The bottom of Subunit VIIA 
at 560 mbsf coincides with a major fault, the disappearance of olivine 
gabbro, and the occurrence in Subunit VIIB of intervals with subophitic 
texture. 
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These two styles combine in complex arrange- 
ments to form the three-dimensional anisotropy 
observed in many realistic Earth materials. In 
the simple horizontal layered case, elastic prop- 
erties vary vertically, for example from layer to 
layer, but not horizontally (Fig. 4a). Such a 
material is called transversely isotropic with a 
vertical axis of symmetry (TI-V). Seismic 
waves generally travel faster horizontally in 
these environments than vertically. A material 
with aligned vertical weaknesses such as cracks 
or fractures, or with unequal horizontal stresses, 
is called transversely isotropic with a horizontal 
axis of symmetry (TI-H). This forms azimuthal 
anisotropy in the formation, and seismic waves 
travelling along the fracture direction generally 
travel faster than waves crossing the plane of 
the fracture (Thomsen 1977; Schoenberg & 
Sayers 1995). Laboratory velocity measurements 
can assess the effects of both TI-H and TI-V sym- 
metry on anisotropy by careful sampling along 
the orientations of planes of weakness, such as 
cracks, and, in particular, when shear waves are 
measured (Crampin 1981; Kern et al. 1997). 
Laboratory velocity studies on oceanic, mafic 
and ultramafic rocks have indicated a decrease 
in shear-wave splitting and elastic wave aniso- 
tropy with increasing confining pressure, due to 
progressive crack closure (Iturrino et al. 1991, 
1995; Kern et al. 1997). As a consequence of 

this behaviour, anisotropy is often important in 
the interpretation of oceanic seismic data, 
especially at the relatively shallow depths inves- 
tigated by seismic surveys and drilling studies, 
where fracturing and deformation is prevalent 
(Stephen 1981; White & Whitmarsh 1984; 
Shearer & Orcutt 1985, 1986). 

Methods 

Using logging tools, formation anisotropy can 
only be measured with respect to the axis of the 
borehole. In a vertical borehole, shear-wave 
splitting is largely controlled by TI-H anisotropy. 
A maximum value of anisotropy is produced at 
the preferred crack or mineral orientation with 
respect to the borehole axis (Fig. 4b). In 
this study, the deployment of the Schlumberger T M  

Dipole-Shear Sonic Imaging (DSI) tool in 
Holes 395A and 735B marked the first two 
opportunities to measure high-resolution Vs ani- 
sotropy profiles using logs in the ocean-crustal 
enviromnent. The DSI utilizes directional 
sources and receivers which behave much like 
a piston, creating a pressure increase on one 
side of the hole and a decrease on the other 
(Sinha et al. 1994). This generates flexural 
waves travelling along the borehole wall that 
directly excite compressional and shear waves 
in the formation (Fig. 4b). The source operates 

(a) (b) 

Shear-Wave SDlittina 

/ 

I.,ramp,n =~ol 

Fig. 4. Examples of shear-wave velocity anisotropy. (a) In a layered case, elastic properties may vary vertically, 
such as from layer to layer, but not horizontally. (b) Maximum shear-wave splitting in a borehole is controlled by 
transverse anisotropy with a horizontal axis of symmetry (azimuthal anisotropy). Dipping structures also may 
introduce azimuthal anisotropy. 



124 G.J. ITURRINO ETAL. 

at low frequencies, usually below 4 kHz, where 
excitation of these flexural waves is optimal 
(Kimball 1998). Two receiving transducers 
orthogonal to each other are used to record 
these waves for every source firing. When no 
TI-H anisotropy is present, propagation of the 
flexural wave along the wall surface is coaxial 
with the borehole and in line with the transdu- 
cers. The presence of TI-H anisotropy introduces 
partitioning of the flexural wave energy between 
the two orthogonal receivers. This shear-wave 
splitting may be used to determine the magnitude 
and orientation of the anisotropy. 

Shear-wave anisotropy measurements from 
dipole logs have previously been analysed to 
determine fracture intensity and orientation 
(Joyce et al. 1998; Wade et al. 1998), infer 
bedding-induced anisotropy (Miiller et al. 1994), 
as well as the orientation of regional stresses 
(Sinha et al. 1994). These studies use an inver- 
sion technique, common in vertical seismic pro- 
filing and shear-wave seismic exploration, that is 
based on the numerical rotation of fast and slow 
shear waveforms in the principal planes using 
data from orthogonal receivers (Alford 1986). 
Using a software package developed by Baker 
Atlas, we analyse the dipole waveforms from 
Holes 395A and 735B for Vs anisotropy as 
indicated by shear-wave splitting between ortho- 
gonal receivers on the DSI tool (Tang & 
Chunduru 1999). Four waveforms are analysed 
simultaneously at each depth from two source- 
receiver pairs to obtain a slow and fast shear- 
wave velocity (Patterson & Shell 1997). When 
a source and a receiver align with one of the prin- 
cipal axes, the transmitted shear-wave energy 
does not split and the maximum fast and slow 
waveforms are recorded directly. When the 
source-receiver pair does not align with the 
principal axes, the energy splits and numerical 
rotation into the principal planes is required. 
This may be a difficult process if all received 
waveforms do not have a high signal-to-noise 
ratio, or if the depth ambiguity of the tool is 
large. Fortunately, the technique used is based 
on waveform matching between receivers, and 
data stacking to suppress noise effects. Thus, 
reliable anisotropy estimates and the associated 
fast shear azimuth can be determined in one 
numerical process and with greater accuracy 
(Tang & Chunduru 1999). Three parameters are 
simultaneously derived: anisotropy, fast shear 
azimuth, and shear-wave slowness. However, a 
90 ° ambiguity in determining orientations may 
occur if the difference between the fast and 
slow shear-wave velocities is small. 

By numerically identifying shear slowness, 
fast azimuth, and anisotropy, quantitative error 

estimates are also produced. These measure the 
relative differences between the fast and slow 
shear-wave angles with respect to an isotropic 
model, and their ratio, which represents a data- 
fitting error for the inversion. Larger ratio 
values indicate higher confidence in the esti- 
mated magnitude of the anisotropy. If the ratio 
is low, however, it is difficult to distinguish the 
fast from the slow shear-wave velocity. 
Another indicator (S 1S2) represents the relative 
difference between the fast and slow velocity 
residual errors. Larger values indicate more 
reliable fast shear orientations. Figure 5 illus- 
trates the ratio and the residual error curves for 
the Vs anisotropy computation in Holes 395A 
and 735B. Hole 395A shows relatively high 
ratios and S1S2 values throughout most of the 
interval, indicating reliable anisotropy and fast 
angle estimates. Hole 735B has large variations 
over the transition between the oxide-rich and 
olivine gabbros (240-300 mbsf) and in the inter- 
val below 380 mbsf. The confidence in fast shear 
orientations in Hole 735B therefore has 90 ° 
ambiguity over the lower interval. 

Results 

D S D P  H o l e  3 9 5 A  - K a n e  F r a c t u r e  Zone,  

M i d - A t l a n t i c  R i d g e  

Down-hole logs obtained from Hole 395A are 
shown in Figure 2. Orthogonal caliper logs of 
the borehole diameter and tool rotation profiles 
are useful for assessing log data quality. Bore- 
hole diameter is consistently between 25 and 
40 cm (10-16 inches) with the exception of 
two severely enlarged intervals at 163-176 and 
418-430mbsf  that have severely deteriorate 
the waveform data quality. The similarity of 
the two caliper curves and the relatively constant 
rate of rotation of the logging tool as it was 
pulled upwards indicates that Hole 395A is rela- 
tively circular in cross-section. High-quality 
images of the borehole wall from the formation 
microscanner (FMS) and azimuthal resistivity 
imaging (ARI) tools show a thin intercalation 
of pillow basalt and massive flows and cm- 
scale fracturing within them (Fig. 2). Porosity 
is often the most important determining factor 
for electrical conduction in these rocks. High- 
conductivity voids and fractures correspond to 
more porous (dark) features in Figure 2. This 
interval is typical of the pillow basalts encoun- 
tered in the hole. Not all these porosity changes 
have a systematic orientation with respect to 
the borehole axis, however. Fractures and voids 
may introduce heterogeneity at oblique angles 
to the borehole. Structural analyses based on 
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Fig. 5. Quality curves derived from dipole sonic waveform analyses from Holes 395A and 735B. The relative 
differences between the fast shear-wave and slow shear-wave polarization angles and their ratio represents the data-fitting 
residual error of an equivalent isotropic formation (S IISO/S2ISO). If the S IISO and S2ISO values are comparable it is 
difficult to distinguish the fast from the slow shear waves. Low values of S 1 $2 indicate uncertainty in the determination 
of the fast angle of Vs anisotropy. 

the FMS images show that most of the inter- 
mediate-steeply dipping features (30-60  ° and 

6 0 - 9 0  °) occur below 483 mbsf and strike app- 
roximately N75°E and dip north to NW (Fig. 6). 

Figure 2 shows Vs and anisotropy logs com- 
puted using the method described above, from 
two passes of the DSI tool. The Vs logs correlate 

well with Vs estimates derived from a monopole 

sonic tool deployed during an earlier visit to this 
site (Moos 1990). The offset between the dipole 

and monopole Vs values increases slightly with 
depth and may, in part, be due to greater dis- 
persion of the dipole flexural wave with increas- 
ing velocity (Lang et al. 1987; Sinha et al. 2000). 

The Vs anisotropy log has a mean value of 
5.3% + 3.2%, and tends to decrease with depth 
from a peak value of 15.5% at the top of the base- 
ment to 3.2% below 260 mbsf. Increases in ani- 

sotropy are observed in zones where more 
fracturing is present. The quality of these aniso- 
tropy estimates, as computed by the inversion, 

yields an average error of 3.7% in the hole. The 

fast Vs angle was determined from both passes 
of the tool. These were averaged using 20-point 

and 25-m sliding windows, and agree over the 
entire logged interval. These orientations are cor- 

rected for the declination (latitude) of the site and 
for rotation of the tool during data acquisition. 
Local variations in fast angle are pervasive 

with a mean orientation of N83°E over the 

entire hole, and N75°E over the lowermost 
120 m where steeply dipping features are more 
prevalent. This geographical azimuth is approxi- 
mately parallel to the mean orientation of these 

features observed in the FMS images. 

ODP Hole 735B - Atlantis H Fracture 

Zone, Southwest  Indian Ridge 

The down-hole logs recorded in Hole 735B are 

shown in Figure 3. The Vs log varies with 
depth and lithological composition over the 

logged interval, and the caliper shows a regular 
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Fig. 6. Analyses of FMS images from the bottom 119 m of Hole 395A showing predominantly north- to 
NW-dipping structures. 

borehole size with significant enlargements only 
near 100 mbsf and below 560 mbsf. FMS images 
in this area confirm that fractures are present and 
have dips ranging from 20 to 70 ° north-south 
and strikes generally in the W N W - E S E  direc- 
tion (Fig. 7). The vertical and steeply dipping 
fractures contribute to TI-H anisotropy in Hole 
735B. Average V s anisotropy estimated from 
the dipole data is 5 . 8 _  4.8% over the upper 
600 m of the hole. The Vs anisotropy tends to 
decrease with depth where the overburden press- 
ure appears to close cracks and alteration min- 
erals infill fractures. Based on the error 
computations in the inversion, Vs anisotropy esti- 
mates above 340 mbsf are believed to be the 
most reliable (see Fig. 5). 

In Figure 3, the computed fast Vs angle is aver- 
aged using 20-point and 25-m sliding windows. 
The mean orientation of the fast angle is 89°; 
however, the distribution is strongly bimodal. 
From the sea-floor to 245 mbsf, the orientation 
is $45°E. Below this depth, it rotates c.90 ° to 
N 40°E. Large variations in fast angle are also 
observed from 224 to 272 mbsf, where the mag- 
netization of oxide-rich gabbros may affect the 
measurements. The bimodal distribution may 
reflect the difficulty in distinguishing the fast 
and slow Vs angles where the inversion error 
ratio is low towards the bottom of the hole 
(Fig. 5). We believe that the fast Vs angle of 
$45°E is accurate above 340 mbsf in Hole 735B. 

Discussion 

Several factors contribute to the azimuthal Vs 
anisotropy observations in these holes. Intrinsic 

anisotropy may arise from the alignment of frac- 
tures, foliation and deformation features, as well 
as the morphology of crustal structures. In 
addition, under horizontal stresses that exceed 
the strength of the rock, brittle deformation of 
the formation and the borehole may preferen- 
tially occur at orientations associated with the 
principal stress directions (Zoback et al. 1985). 
At low frequencies, dipole waves penetrate rela- 
tively deeply into the formation and are not sig- 
nificantly affected by fracturing near the 
borehole, but at higher frequencies, the velocity 
of these waves changes considerably around the 
azimuth of the damaged borehole (Winkler 
et al. 1998). Thus, local and regional stresses 
may generate an induced anisotropy in addition 
to the intrinsic or structural anisotropy present 
in the formation. 

Seismic anisotropy in Layer 2 of the crust has 
been studied previously using vertical seismic 
profiles. Shear-wave splitting has been observed 
in these data, and estimates of up to 30% Vs ani- 
sotropy in the upper 1500 m have been measured 
(e.g. Stephen 1981). Although somewhat poorly 
constrained in azimuth, these authors suggest 
that the anisotropy indicates ridge-parallel, later- 
ally variable fracturing in the upper oceanic crust 
normal to the plate motion vector. Velocity pro- 
files from ocean-bottom seismic data near Hole 
395A also suggest that anisotropy exists due to 
the preferential closure by compression and 
chemical filling of ridge-parallel fissures in the 
uppermost few hundred metres of the crust 
(Purdy 1987). The Vs anisotropy probably 
aligns with those fractures and voids which pre- 
ferentially remain open (Fryer & Wilkens 1990; 
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Fig. 7. Analyses of FMS images from Holes 735B and 1105A showing a bimodal distribution of fracture dip in 
north-south directions with most of the features dipping to the south. 

Moos & Marion 1994). The correlation of the 
fast Vs angle from the dipole log results in 
Hole 395A with the orientation of fractures, 
pillow contacts and lava flows, suggests that 
crustal morphology on the scale of centimetres 
to metres similarly affects the alignment of the 
observed anisotropy, at least in the vicinity of 
the borehole. 

Figure 8 shows the bathymetry in the region 
near Hole 395A and earthquake focal mechanism 
solutions based on the Harvard Centroid Moment 
Tensor (CMT) solutions along the Kane Fracture 
Zone and the Mid-Atlantic Ridge (Dziewonski & 
Woodhouse 1983; Cornell University GIS Group 
1998). Studies of global earthquake focal mech- 
anism solutions suggest that spreading-parallel 
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Fig. 8. Bathymetric map of the area in the vicinity of the 
Kane Fracture Zone and the location of Hole 395A. Focal 
mechanisms from CMT Harvard solutions are also 
displayed. Numbers next to focal mechanisms indicate 
earthquake magnitudes (Mw). The insert shows strike 
orientations from structural picks obtained from FMS 
analyses below 483 mbsf. The mean orientation of 
earthquake P-axis data is aligned 110 ° from the mean Vs 
fast-angle orientation. 

(ridge-normal) compression is prevalent on the 
plate scale in the oceanic lithosphere (Wiens & 
Stein 1984). Focal plane solutions of earthquakes 
along the Kane fracture zone show a consistent 
N W - S E  compression direction. Earthquakes 
below the adjacent rift valley are generally 
normal faults with smaller magnitude that align 
with the strike of this segment of the ridge. The 
inset in Figure 8 indicates the measured fast Vs 
angle, the strike of subvertical features seen in 
the FMS over the deepest 120 m of Hole 395A, 
and the range of P-axis orientations for shallow 
(10-15 kin) earthquake focal mechanisms 
along the Kane Fracture Zone. Although the 
mean fast angle is parallel to the strike of inter- 
mediate and steeply dipping fractures, it falls 
oblique to the ridge axis and approximately 
110 ° from the direction of regional earthquake 
compression. We conclude that steeply dipping 
fractures in the vicinity of the borehole and the 
fast Vs angle at shallow depths in the crust are 
aligned, but are not ridge-parallel. These obser- 
vations may be local for this site, but could 
also reflect the influence of regional or other 
borehole-related stresses that contribute to aniso- 
tropy in the shallow ocean crust. 

In Hole 735B, Vp anisotropy and shear-wave 
splitting has been observed in laboratory velo- 
city measurements due to preferred mineral 

orientations in isolated intervals (Iturrino et  al. 

1991). Most of the deformed gabbros exhibit a 
well-developed foliation dipping 25-35 ° with 
varying degrees of velocity anisotropy that is 
attributed to preferred plagioclase, amphibole 
and pyroxene orientations observed in thin sec- 
tions (Iturrino e t  al. 1991, 2002). These labora- 
tory results, however, do not take into account 
the effects of large fractures that may contribute 
to TI-H anisotropy. FMS images from Holes 
735B, and from nearby l105A, show steep 
(60-90 ° ) and intermediate (30-60 ° ) dipping 
fractures that strike in a general W N W - E S E  
direction (Fig. 9). In the upper part of these 
holes, reliable estimates of the fast Vs angle are 
generally parallel to the strike of these features. 
Figure 9 also shows CMT focal mechanism 
solutions near Hole 735B, and illustrates three 
significant strike-slip events recorded along 
the Atlantis II Fracture Zone. For one event on 
the Atlantis Bank, the regional earthquake 
compression axis is perpendicular to the fast Vs 
angle. The steeply dipping fractures in the vicin- 
ity of the hole and the observed Vs anisotropy are 
aligned, but they are oblique to the Atlantis II 
Fracture Zone and perpendicular to the strike of 
the Southwest Indian Ridge. Although the proxi- 
mity of Hole 735B to the SWIR axis and the 
Atlantis II Fracture Zone may introduce 
complex tectonic effects that cause fracturing 
and faulting oblique to the ridge, the contribution 
of regional and borehole-related stresses to the 
observed anisotropy in this hole may be equally 
significant. Further analysis is required to 
differentiate the causes of the observed aniso- 
tropy in this complex crustal environment. 

Conclusions 

The analyses of dipole sonic log waveforms 
recorded in Holes 395A and 735B provide new 
information about Vs anisotropy in the oceanic 
crust. 

• The magnitude of Vs anisotropy in Hole 
395A is 5.3%, on average, and 5.8% in 
Hole 735B. In both cases, anisotropy tends 
to decrease with depth where the overburden 
pressure increases and the closure of cracks 
and infilling of fractures by chemical altera- 
tion occurs. Anisotropy decreases more 
rapidly with depth in the fractured basalt 
encountered in Hole 395A than in the 
gabbro in Hole 735B; however, the magni- 
tude of Vs anisotropy correlates with the 
degree of deformation and compositional 
changes observed in cores from Hole 735B. 
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Fig. 9. Bathymetric map of the area in the vicinity of the Atlantis II Fracture Zone, indicating the locations of Holes 
735B and 1105A. Focal mechanisms from CMT Harvard solutions are also displayed. Numbers next to focal mechanisms 
indicate earthquake magnitudes (Mw). The insert shows strike orientations from structural picks obtained from FMS 
analyses from both holes. The mean orientation of earthquake P-axis data is perpendicular to the fast-angle orientation 
(arrow). 

• Resolving the sources of Vs anisotropy in the 
ocean crust is complex at both Atlantic 

Ocean and Indian Ocean sites, caused in 
part or wholly by intrinsic effects from frac- 

turing, foliation, and/or  porosity heterogen- 
eity in the vicinity of the borehole, as well 
as by stresses potentially inducing changes 

in the local borehole environment. In Hole 
395A, variations in anisotropy can at least 

be partially attributed to pillow morphologies 

and fracturing in oceanic Layer 2. In Hole 
735B, the primary influence is probably the 
texture, fabrics and fracturing in these 

deformed gabbroic rocks, although this is 
complicated by the proximity of the hole to 
the Atlantis Fracture Zone and related tec- 
tonic stress effects. 

• The fast angle of Vs anisotropy determined 
from this analysis shows somewhat similar 

results for the two sites. The results from 

Hole 395A vary considerably about a 
mean direction of N75°E over the lower 
portion of the hole, oblique to the strike 

of the nearest segment of the Mid-Atlantic 
Ridge and aligned 110 ° from the earthquake 
compression axis along the Kane Fracture 

Zone. In Hole 735B, the principal fast 

angle varies considerably about a mean 

direction of $45°E over the upper portion 
of the hole, perpendicular to the nearest 
segments of the Southwest Indian Ridge 
and aligned 90 ° from the earthquake com- 
pression axis along the Atlantis II Fracture 

Zone. 
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Abstract: Simulating complex flow situations in hydrogeothermal reservoirs requires 
coupling of flow, heat transfer, transport of dissolved species, and heterogeneous geochem- 
istry. We present results of simulations for typical applications using the numerical simu- 
lator SHEMAT/Processing SHEMAT. Heat transfer is non-linear, since all thermal fluid 
and rock properties depend on temperature. Due to the coupling of fluid density with both 
temperature and concentrations of dissolved species, the model is well suited to simulate 
density-driven flow. 

Dissolution and precipitation of minerals are calculated with an improved version of the 
geochemical modelling code PHRQPITZ, which accurately calculates geochemical reac- 
tions in brines of low to high ionic strength and temperatures of 0-150°C. Changes in 
pore space structure and porosity are taken into account by updating permeability with 
respect to porosity changes due to precipitation and dissolution of minerals. This is based 
on a novel relationship between porosity and pen~neability, derived from a fractal model 
of the pore space structure and its changes due to chemical water-rock interaction. 

A selection of model studies performed with SHEMAT completes the review. Examples 
highlight both density-driven and reactive flow with permeability feedback. With respect to 
the former, the thermohaline free convection Elder's problem, and density-driven free con- 
vection in a coastal aquifer with geothermal exploitation, are considered. Mineral redistri- 
bution and associated permeability change during a core flooding experiment; reaction 
front fingering in reservoir sandstone; and long-term changes in reservoir properties 
during the operation of a geothermal installation, are all considered in relation to reactive 
flow with permeability feedback. 

This review discusses some of the recent advances 
in simulating complex flow and transport in 

porous media using the public-domain and easy- 

to-use numerical simulation system SHEMAT/ 
Processing SHEMAT (Clauser 2003). The proces- 

ses considered are characterized by non-linear 
coupling of flow, heat transfer, transport of dis- 
solved species, and chemical reactions, in parti- 

cular precipitation and dissolution. 
The technical development of SHEMAT/  

Processing SHEMAT was initiated by the need 
to predict the long-term behaviour of reservoir 

properties in productive hydrogeothermal fields. 

Hydrothermal heat-mining installations usually 

involve two or more production and injection 
wells. In order to pay off, operation times of 

30 years and more are required, during which 
sufficiently large flow rates must be maintained 
at the injection and production wells. Therefore, 

permeability evolution, particularly immediately 
around the wells, is a key parameter for commer- 

cially successful heat mining. 
Reservoir fluids are often highly saline brines, 

such as, for instance, in the north German sedi- 

mentary basin, where thermal waters are almost 
saturated with sodium chloride, alkali earth sul- 
phates, and carbonates. When cooled brines are 
re-injected into a reservoir, the chemical equili- 

brium between the formation water and the 
reservoir rocks is disturbed. This could cause 
temperature-induced dissolution or precipitation 

of minerals, if not prevented by kinetic barriers. 

In the worst case this may cause a more or less 

irreversible sealing of the reservoir. 
Additionally, this complex regime is charac- 

terized by steep gradients in temperature and 
concentration of dissolved salts, as well as by 
comparatively fast processes associated with 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 133-151. 
0305-87191051515.00 © The Geological Society of London 2005. 
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the high flow rates and temperature differences 
required for economic heat mining. Such a 
complex scenario can be analysed by numerical 
simulation only. However, presently available 
numerical models (e.g. 3DHYDROGEOCHEM 
(Cheng & Yeh 1998) and TOUGHREACT 
(Pham et  al. 2001)), or a number of chemical 
reaction modules for the THOUGH2 simulator 
(White 1995; White & Mroczek 1998) do not 
meet all of the requirements for a suitable 
numerical code. In particular, their chemical 
data-sets are not valid over the entire required 
temperature range of 0-150°C or for high ionic 
strength. SHEMAT, in contrast, comprises a 
chemical speciation code, which is valid for 
high temperatures and salinities typical for 
many hot water reservoirs. 

The permeability-porosity relationship imp- 
lemented in current simulation codes is based 
on a pore-space geometry, which is too simple 
for most real sandstones. The popular relation 
in which permeability varies with the cube of 
porosity is based on a geometrical pore-space 
model consisting of smooth spherical grains or 
parallel bundles of capillary tubes. In contrast, 
data measured on core samples indicate that per- 
meability varies with porosity taken to powers of 
both smaller and larger than three, depending on 
the range of porosity and rock type. Therefore, a 
new relationship between porosity and per- 
meability was derived (Pape et  al. 1999). This 
approach was implemented in SHEMAT, a 
finite difference (FD) code for coupled flow 
and heat transfer (Clauser & Villinger 1990). 

Model initialization requires information or at 
least assumptions on the permeability distri- 
bution in the model domain. In the absence of 
measurements on core samples, permeability 
must be estimated from other parameters 
known from borehole or laboratory measure- 
ments. For these purposes, a permeability estima- 
tor was developed and integrated in the graphical 
user interface Processing Shemat (PS). This ver- 
satile graphical user interface generally facili- 
tates model set-up and modification, parameter 
control, and post-processing. 

Here we provide information on these novel 
features and illustrate them by characteristic 
applications. Details of the physical, chemical, 
and numerical approaches, the parameters and 
their dependences, and the governing equations, 
can be found in the quoted literature. 

General model features 

SHEMAT (Simulator for HEat and MAss 
Transport) is a code with special features for 
simulating steady-state and transient processes 

in hydrogeothermal reservoirs in two and three 
dimensions. It is particularly well suited to 
predict the long-term behaviour of heat-mining 
installations in hot aquifers with highly saline 
brines. It can handle a wide range of time- 
scales, both of technical and of geological 
processes. Moreover, it is also a truly multi- 
purpose simulator for a wide variety of thermal 
and hydrogeological problems. 

SHEMAT uses a finite difference method to 
solve the partial differential equations. The flow 
and transport equations are solved on a Cartesian 
2D or 3D grid with co-ordinates x, y, z or, alter- 
natively, and on a 2D vertical, cylindrically sym- 
metrical grid with radius and depth co-ordinates r 
and z, respectively. 

Flow is calculated from the combination of the 
Darcy equation with mass conservation. Heat 
transfer is composed of advective and conductive 
contributions. Heat may be generated by basal 
heat flow, rock heat production due to the contri- 
butions of the constituent minerals, and fluid heat 
production. The rock heat production rate may 
vary in space according to variations in the con- 
centration of minerals in the model domain. The 
fluid heat production rate is assumed to be 
constant. 

Three schemes are available for the spatial dis- 
cretization of the advection term in the transport 
equations for heat and dissolved species: 

(1) 

(2) 
(3) 

the II'in flux blending scheme (Clauser & 
Kiesner 1987); 
the common pure upwind scheme; and 
the Smolarkiewicz diffusion corrected 
upwind scheme (Smolarkiewicz 1983). The 
resulting system can be solved explicitly, 
implicitly or semi-implicitly. For implicit 
and semi-implicit time-weighting, the sets 
of linear equations are solved iteratively. 

In SHEMAT, the different flow, transport, and 
reaction processes can be coupled in various 
ways. Different kinds of coupling can be 
invoked individually. Flow is non-linear 
because of the pressure dependence of the fluid 
properties: density, viscosity and compressibil- 
ity. Heat transport is non-linear because of the 
temperature dependence of rock and fluid 
thermal conductivity, and volumetric thermal 
capacity. In this way, flow and heat transport 
are mutually coupled. 

In detail, fluid thermal conductivity is calcu- 
lated after Kestin (1978). The weighting 
between fluid and rock thermal conductivity, hf 
and hr, is either linear: 

A(~b,T,P) ----- (1 - ~b)A,.(T) + ~bhf(T, P) (1) 
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or geometrical: 

a(~, T , P ) =  A~'-4)(T) + Af4'(T, P) (2) 

with porosity +. 
The temperature dependence of rock thermal 

conductivity is accounted for according to Zoth 
& H~inel (1988): 

Ar(T > 400°C) = 770/(350 + T) + 0.7 

Ar(T < 400°C) = Ar(T > 400°C) 

x [(AT(Tree)~(770~(350 + Tree) ) 

+ 0.7) - ((aT(Tree))/ 

(770/(350 + Tree) + 0.7) - 1) 

x (T - T r e e ) / ( 4 0 0  - Tree)] ( 3 )  

where Tand r r e  f a r e  in °C. In SHEMAT the refer- 
ence temperature is chosen a s  Tre f = 20°C. 

The isobaric specific heat capacity of rocks, cr,, 
can be described by a second-order polynomial: 

cp(T) = Ao + A1T + A2T 2 (4) 

where the coefficients depend on rock type, and T 
is in °C. 

Flow depends on heat transport via the temp- 
erature dependence of the fluid properties 
density, viscosity and compressibility. Fluid 
density depends on temperature and the concen- 
tration of dissolved salt. This can give rise to 
buoyancy-driven free convection. Density coup- 
ling is implemented via a linear relation between 
salt concentration and brine density. Flow and 
heterogeneous chemical reactions are coupled 
in such a way that porosity is modified according 
to the volume consumed or liberated by preci- 
pitation or dissolution. The corresponding 
permeability change can be calculated from a 
variety of relations discussed in detail below. 
These permeability changes result in a modifi- 
cation of the flow field, which again influences 
the transport of the reaction species. 

New approaches and modelling tools 

Chemica l  reac t ions  in br ine  up to 150°C  

Equil ibrium solubility. SHEMAT's chemical 
speciation module CHEMEQ (Kfihn et al. 

2002b) is a modification of the geochemical mod- 
elling code, PHRQPITZ (Plummer et al. 1988). 
Plunmler et al. (1988) developed PHRQPITZ 
from the aqueous ion-pairing model PHREEQE 
(Parkhurst et al. 1980) by implementing the 
Pitzer virial-coefficient approach (Pitzer & 
Mayorga 1973, 1974; Pitzer & Kim 1974; 

Pitzer 1975). This makes it possible to calculate 
geochemical reactions in brines and other highly 
concentrated electrolyte solutions using the 
Pitzer virial-coefficient approach for correcting 
the activity coefficients. Options for modelling 
chemical reactions include aqueous speciation 
and mineral saturation as well as mineral solubi- 
lity. The Pitzer treatment of the aqueous model 
is largely based on the equations as presented by 
Harvie & Weare (1980) and Harvie et al. (1984). 

We modified this code to include the calcu- 
lation of temperature-dependent Pitzer coeffi- 
cients. An expanded database of Pitzer 
interaction parameters is provided for the 
system N a - K - C a - M g - S r - B a - S i - H - C 1 -  
SO4-OH-(HCO3-CO3-COz)-H20,  which is 
valid for temperatures from 0 to 150°C. The 
Pitzer treatment is largely based on the data of 
Greenberg &Moller  (1989). Data for the incor- 
porated carbonic acid system (in parentheses 
in the list above) are valid for temperatures 
from 0 to 90°C, according to He & Morse 
(1993). The database is extended with Pitzer 
interaction parameters for the elements Ba and 
Sr (Monnin 1999), as well as Si (Azaroual et al. 

1997). 
The temperature dependence of the solubility 

of several of the minerals within the database is 
not known, and large errors could result if calcu- 
lations are performed at temperatures other than 
25°C for these solids. The minerals which are 
tested for the temperature range 0-150°C are 
the chlorides halite (NaCI) and sylvite (KC1), 
the sulphates mirabilite (NazSO4)-10H20, arca- 
nite (K2804), glaserite (NaK3(SO4)2) , anhydrite 
(CaSO4), gypsum (CaSO4-2H20), glauberite 
(Na2Ca(SO4)2), labile salt (Na4Ca(SO4)3-2H20), 
syngenite (KzCa(SO4)2-H20), celestite (SrSO4), 
and baryte (BaSO4), as well as quartz and silica 
(SiOe). The phases tested for the temperatures 
0-90°C are calcite (CaCO3) and carbon 
dioxide (CO2). 

It is an important feature that the data-set for 
the Pitzer coefficients and the mineral reactions 
can be adapted or extended by a skilled user 
without the need to access the model code. 

Reaction kinetics. For a single mineral species, 
i, the change in concentration in a time interval 
At due to precipitation or dissolution is 

Acmin ,  i = At x Areact  x r 0 

× exp (Eact/kB T) 

thermal actix, ation 

× (Cion( t )  - -  Ceq(t))/(Ceq(t)) 

supersaturation 

(5) 
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where Areact=Atotal × Xmin, i is the reactive 
surface; Atota 1 is the total specific internal 
surface in m 2 m-3; Xmin, i = 0...1 is the fraction 
of the total surface covered by the mineral i; 
Acmin, i is the change in concentration 
(mmol L -1) of the mineral i; Cion(t) and Ceq are 
the concentration and the equilibrium concen- 
tration (mmol L -1) of the ion species of the 
ion-pair forming mineral i; r0 is the reaction 
rate (mols -1 m-2); Eac t is the activation 
energy for the molecular surface processes 
associated with dissolution and precipitation; 
and kB is Boltzmann's constant, equation (5) 
reflects the essential functional dependencies of 
the reaction kinetics. The reaction-specific 
kinetic parameters of equation (5), i.e. A .... t, r0 
and Eac t have to be specified by the modeller 
via the corresponding input window of the user 
interface. They can be found in the literature or 
determined experimentally. 

can be selected as an alternative to the fractal 
relation (equation (7)). They are summarized in 
Zarrouk & O'Sullivan (2001): 

(1) An equation of Weir & White (1996), for 
the deposition of spheres on a surface in 
dense, rhombohedral packing; qbc is a criti- 
cal porosity, below which the permeability 
vanishes: 

(2) 

Fracta l  and  o ther  relat ionships be tween  

poros i ty  and  permeabi l i ty ,  f o r  coupl ing (3) 

reaction to f l o w  

The novel relationship between permeability and 
porosity changes implemented in SHEMAT is 
based on the assumption that the shape of the 
internal rock surface follows a self-similar rule. 
Thus, the theory of fractals can be applied. The 
fractal relationship between permeability k and 
porosity qb based on the Kozeny-Carman (4) 
equation was expressed by Pape et al. (1999) as 
a general three-term power series in porosity 
where the exponents Ef, i(i = 1, 2, 3) depend on 
the fractal dimension of the internal surface of 
the pore space: 

k = A b  E'.' + B d S  '-2 + Cob &3 . (6) 

The coefficients A, B and C need to be calibrated 
for each type of sedimentary basin or pore space 
modification, i.e. porosity change due to chemical 
reactions. Equation (6) reflects the fact that in 
different intervals of porosity different processes 
dominate the changes in porosity and permeability. 
In SHEMAT this is approximated by equation (7), 
and the option available to the modeller to define 
different exponents for three different porosity 
intervals. In equation (7), k0 and +0 denote the 
initial values, which represent the same infor- 
mation as the coefficients in equation (6): 

k = ko(ch/dpo) E). (7) 

{1 -- I ( ~ )  ~c 1581046} 
o 1 o c  

(8) 

Further, a number of well-established k - +  
relations from the literature are implemented and 

The Blake-Kozeny equation (McCume 
et al. 1979) for flow in packed columns 
and applied permeability changes due to 
matrix acidizing in hydrocarbon wells: 

(li-- ~0)2 k = k0(4)/4)0) 3 -7-----7. • (9) 

The Blake-Kozeny equation modified 
by Lichtner (1996) for the dependence of 
permeability on porosity in a mixture of 
K-feldspar, gibbsite, kaolinite and muscovite: 

3//--1001 
\IDOl. ~/~2)" 

(10) 

The Kozeny-Stein equation for the precipi- 
tation of silica in the vicinity of injection 
wells (Itoi et al. 1987): 

ko( 4,/ ,bo) 3 k 
3(1 - 4'o) + -  

+ 3(1 - 4,o) 

(11) 

(5) The equation of Schechter & Gidley 
(1969) for permeability changes due to 
matrix acidizing in hydrocarbon wells in 
limestone: 

k -- ko(~/~o)2e 2(d'-4'°). (12) 

Two case studies in the Application section 
below, i.e. the core flooding experiment and the 
heat-mining simulation, demonstrate, among 
others, the sensitivity of flow and transport beha- 
viour on the chosen porosity-permeability 
relation and its parameters. 
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Graphical user interface with 

permeability estimator 

The graphical user interface Processing 
SHEMAT (PS), based on PMWIN (Chiang & 
Kinzelbach 2001), supports grid generation and 
grid refinement as well as input of geological 
structures, material properties, mineral compo- 
sition of the reservoir rocks, and geochemical 
fluid data. It also makes it possible to specify 
coupling parameters, monitoring points, and 
numerical and control parameters. It provides 
a quick first visualization of the simulation 
results and export options to various input 
formats of standard visualization software. 

Among a number of tools supporting model set- 
up and result analysis (e.g. field interpolator, 
digitizer, background map functions, and a log 
monitoring tool) PS comes with a permeability esti- 
mator. Depending on existing data from measure- 
ments in the laboratory or in boreholes, different 
relations are available, which make it possible to 
estimate the initial permeability of a given domain 
in the model. A total of seven different methods 
are classified according to the input parameters 
required; all of them require a value for porosity. 

Tortuosity, T, is defined by: 

T = F ~ ,  (15) 

where F is the electrical formation factor. It may 
be obtained either from the ratio of the electrical 
resistances Rt and Rf of the bulk rock and the pore 
fluid, respectively: 

F = Rt/Rf (16) 

or from Archie's law: 

a 
F = - -  (17) 

4, m 

where a is a lithology-dependent factor with 
values in the range of 0 .6 -2 .0  (default: 
a = 0.7); m is a cementation exponent, with 
values in the range of 1 to 3 (default: m = 2.0). 

The dOob can be determined with nuclear 
magnetic resonance (NMR) measurements in 
the laboratory or in boreholes. The exponent 
Df, 3 and coefficient C are identical to those 
discussed in method 5 for a series of sandstone 
cementation types. They are required if the free 
fluid porosity dominates, i.e. for dOff > 0.75 dO. 

Fractal exponents and coefficients (fractal 

Kozeny- Carman) 

The fractal relationship for an average sandstone 
may be applied if no other information is avail- 
able except for porosity and the fact that no 
secondary diagenetic cementation occurred: 

k -- atfl + Bth 2 + C(10th) 1°. (13) 

The values of A =  31, B = 7 4 6 3 ,  and 
C = 191 are derived from a calibration with a 
large set of measurements of k and dO in the 
laboratory; the default values of 1, 2 and 10 for 
the exponents result from a fractal approach 
assuming a self-similar pore space structure 
(Pape et al. 1999). The user can modify them. 

Capillary-bound-water fraction, tortuosity, 

and a fractal exponent 

Depending on the ratio of the volume fractions of 
free fluid, dOff and capillary-bound water, dOcb, 
where dO = dOcb+ dOff, permeability k is estimated 
from two different relations: 

k = C(100~b~r) Ef,3 

1 2 
k = ~ ( 1 0 0 0  ~)ff -~- 502~)cb) 

(nm2)/~bf~. > 0.75~b 
/ ~b~. < 0.75th. 

(14) 

Tortuosity, internal surface, and 

fractal dimension 

If the 1 pore surface area per pore volume, Spo r 
( n m - ) ,  the fractal dimension, Df ( - - ) ,  and the 
tortuosity, T ( - - )  are known, k can be derived 

from: 

t~ l~' ]--2/(3--Df) 
k = 0.223 ~ wporJ (nm2). (18) 

From nitrogen adsorption (BET) measurements, 
the internal surface related to mass, Sin, is often 
known. It is related to Spot via density, P, by 
Spo r -" Smfl/d/). Alternatively, Spo r can be deter- 
mined from the capillary-bound-water fraction 
obtained from NMR measurements: Spo r -- 
~b~b/(50~b ) or from the shale volume fractionf 

gsh: Spo r = 0.313 Vsh, where Spor is in p,m 
and Vsu is the non-dimensional volume shale 
fraction with values between 0 and 1. 

For fine-grained crystalline matrix cement, 
Spor (lxm -~) can be calculated from the cement 
mineral fraction Vcem, and an average grain size 
of the cement crystallites, rgrain,cem (l&m): 

1 -- ~b { 0.4 -t- (rgrain3cem 0.4)  Vcem]. Spor -- 

(19) 
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Processing SHEMAT assumes default values of 

De = 2.36 in sandstone and Df = 2.0 for purely 
quartz cemented sandstone with qb > 0.1. In 

an average sandstone, Spor-----4 lxm ~-1 can be 
assumed as a reasonable average value. The 

shale volume fraction Vsh can be determined 
from measurements of the natural y-radiation. 

Further, the volume fractions of shale or 
cement can be derived from the density of the 

sandstone, if the density contrast between 

quartz and the cement mineral is significant, 
and if there is only one type of cementation. 
If p is the density of the bulk rock, the density 

of the pure mineral phase without pores, p~o,~l, is: 

P 
(20) Pso l id  

1 - 4)"  

In a shaly sandstone V~h and VQF denote the 
volume fractions of shale and quartz or feldspar 
relative to the solid volume (i.e. l-do). Then 

VQF + V~h = 1, and the relative shale volume 
Vsh is given by: 

Vsh = Psolid -- PQF (21) 

P~h -- PQV 

In the same way, if Vce m is the cement 
mineral fraction of a cemented sandstone, 

VQF + Vcem = 1, and one obtains the relative 
cement mineral volume Vcern as" 

Vcem = Psolid -- PQF. (22) 

Pcem -- OQF 

Table 1 lists average densities for some common 
minerals. 

Fraction of  clay minerals 

If only the volume fraction of shale is known for 
different ranges of the shale fraction (determined 

e.g. as described in method 3 above), one obtains 
the coefficients for equation (13), which are 
listed in Table 2. 

Structure of  cement minerals 

If the porosity reduction in sandstone is mainly 

due to cementation and not to compaction, the 
general relationship of equation (6) reduces to a 

single exponential term with appropriate combi- 

nations of coefficients and fractal exponents for 
different cementation structures: 

( 1 ) Pure quartz sandstone with quartz cementation 

k = 303(1004)) 3.05 [ 4) > 0.08 

k = 0.0275(1004)) 7.33 (nm2) ~ 4) < 0.08" 

(23) 

Table 1. Some mineral densities useful for 
calculating the shale and matrix cement volume 
fractions, V.~h and Vcem 

Mineral Density (kg m -3) 

Quartz OQ = 2650 
Alkali feldspar PF = 2570 
Plagioclase pp = 2620 
(Quartz + feldspar) in very OQF = OQ 

clean quartz sandstone 
(Quartz + feldspar) in PQF = 2630 

average quartz sandstone 
Shale minerals Psh = 2630 
Calcite Pcem= 2720 
Anhydrite P .... = 2960 

(2) Pure quartz sandstone with coarse-grained 

anhydrite cementation 

k = 0.309(1004)) 484. (24) 

(3) Fine-grained (~b < 25 ixm) cementation 

formed on a technical time-scale (re-injection) 

k - -  178(104))1133; (25) 

(4) Calcite coating of grains formed on a 

technical time-scale (re-injection): 

k -- 42073(104)) 5. (26) 

Pore throat radii R25/R50 (from 

mercury injection) 

Required values are tortuosity, T, and the quartile 

values of the pore throat radius distribution, R25 

and R50 (in nm), corresponding to a mercury 
saturation of the pore space of 25% and 50%, 
respectively 

(R50)2 

(R25)2 k=3- ~ 

R50 >__ (R25)/2 

(nm2) R50 < (R25)/2" 
(27) 

Note that R25 is always larger than R50, 
because mercury needs to pass through ever 

Table 2. Coefficients for equation 13 for different 
ranges of Vsh 

Vsh A B C 

<0.02 31 7463 191 
0.02-0.10 155 37 315 630 
0.10-0.30 6.2 1493 58 
>0.50 0.1 26 1 
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smaller pore throats with increasing mercury 
saturation. 

If tortuosity is not available then it can be 

calculated from the effective grain radius, /'grain , 
and the fractal dimension, De, using the relation: 

T -1 = 0.1 + 0.5(e50/rgrain) 0"67(De-2). (28) 

Reasonable default values are D f =  2.36 and 

rgrain = 200 000 nm. 

Particle-size distribution 

Permeability can be estimated from particle-size 
distribution in various ways. The Kozeny-  
K6hler approach (see Langguth & Voigt 1980) 
requires values for the lower and upper limits 
of each grain-size class i, Rli and Rui, and its 
volume fraction, Vi, for computing an effective 
grain size, rgrain: 

Zvi 
with: 

rgrain --  Z gi/Ri' 
(29) 

' '(' ' t  = 

from which hydraulic conductivity K follows as 
K oc (/'grain) 2. Relating the associated permea- 
bility k to that of an average sandstone with an 
average grain size of 200 000 nm (equation 
(13), Table 2) yields permeability k as: 

k =  ( /'grain ]2  

\200 000/ 

× (155~b + 37 315~b 2 + 630(10~b)1°). 

porous medium was modelled in a Hele-Shaw 
cell experiment, where a viscous fluid, trapped 
between two closely spaced vertical plates, was 
heated from below. This produced a typical, tran- 
sient 'fingering' pattern. 

Based on the analogy between heat- and salt- 
induced density-driven transport, parameters for 
a standardized numerical experiment were 
derived from this experiment (see, for example, 
Kolditz et al. 1998). On a 2D vertical cross- 
section of 600 m x 150 m, a continuous, con- 
stant salt source of normalized concentration 
c = 1 and a length of 300 m is located at the 
centre of the upper boundary. The bottom of 
the model is assigned a fixed concentration of 
c - 0. All boundaries of the cross-sections are 
impervious, except for the two top corner 
points, where a constant pressure o fp  = 0 is pre- 
scribed (by analogy with Fig. 1, but isothermal). 
Detailed studies of this unstable, non-linear flow 
problem showed that the numerical solution 
depends on the level of approximation of the 
flow equation, the grid resolution, and the 
numerical method applied. 

There is no closed solution to this problem. It 

is therefore generally accepted to compare the 
results obtained from one numerical simulation 
with those obtained with other codes. The evol- 
ution of the fingering pattern of the brine is 

strongly controlled: 

(1) by the dispersion of the dissolved salt 
brought about by the prescribed physical 

diffusion and dispersion, and 
(2) by the numerical dispersion characteristic 

of the chosen approximation of the advec- 
tion term in the transport equation. 

Applications 

The importance of density-driven flow and reac- 
tive transport with permeability feedback is 
illustrated for five example simulations. 

For a sufficiently fine spatial resolution, all 
advanced simulation codes for density-driven 
flow tend to converge towards a typical transient 
pattern (Kolditz et al. 1998, figs. 4 & 5 therein). 

Density-driven flow 

Thermohaline Elder's problem. Thermohaline 
flow becomes relevant when the density of a 
fluid varies substantially as a function of temp- 
erature and the concentration of dissolved salts. 
This occurs, for instance, in geothermal energy 
production or waste disposal in salt formations. 
Thus, thermohaline effects are important in the 
production of mineralized thermal water, in 
thermal water production in coastal aquifers, 
and in groundwater flow near salt domes. 

The original 'Elder's problem' for salt trans- 
port was devised by analogy with a laboratory 
experiment and associated numerical calcu- 
lations by Elder (1967). Heat convection in a 

300(m) 

T=20(°C) T=20(~C) c=1 T=20(°C) 
150 m 

T:120,140,180(~C) 

. 6oo(m) x 

e=0 

Fig. 1. Definition of the 2D vertical thermohaline Elder's 
problem (redrawn from Diersch & Kolditz 1998). The 
boundaries are closed for flow, heat and salt transport. 
Dissolved salt concentration, c, is fixed at the 300 m 
section at the upper boundary and at the bottom. 
Temperature is fixed at the upper and lower boundary. 
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This was verified also for the SHEMAT simu- 
lation code (Bartels et  al. 2000; Clauser 2003). 

The model for the thermohaline Elder's 
problem presented in this section is an extension 
of the original 'Elder's problem' for salt trans- 
port. Diersch & Kolditz (1998) have discussed 
thermohaline Elder's problem in detail. They 
generalized the Elder's problem for salt transport 
by applying a gradient in temperature opposite to 
the initial gradient in concentration. This simpli- 
fication of a thermohaline flow situation made it 
possible to discuss the general characteristics of 
thermohaline flow, which is also referred to as 
double-diffusive convection. A complex, transi- 
ent flow pattern evolves, which shows significant 
differences to the purely concentration-driven 
case, and which depends on the degree of 
heating at the bottom. 

For model verification purposes, we repro- 
duced the simulations of Diersch & Kolditz 
(1998) using the new SHEMAT code. In contrast 
to their simulation, however, viscosity varies 
with temperature in our simulation. 

Model geometry and boundary conditions are 
shown in Figure 1. Simulation results for the con- 
centration and temperature distribution after 10 
years and 20 years are presented in Figures 2 
and 3, respectively. The influence of thermal 

buoyancy is systematically increased by raising 
the fixed bottom temperature from 120°C to 
180°C. For comparison, the first row (a) of 
Figures 2 and 3 shows results for a simulation 
with density and viscosity independent of temp- 
erature. This is identical to the result of the 
Elder's problem for salt transport. In this case, 
heat is transported like an inert tracer. 

If density is temperature dependent in the 
simulation, diffusion of dissolved salt from the 
central part of the upper boundary increases 
fluid density, initiating down-flow. On the other 
hand, heating from the bottom decreases fluid 
density, initiating buoyant up-flow. The fingering 
patterns of salt concentration and temperature 
shown in Figures 2 & 3 are the result of the inter- 
action of these two opposing driving forces for 
this type of thermohaline flow. 

The difference to the isothermal Elder's 
problem for salt transport can be clearly seen 
already in case (b), i.e. for a bottom temperature 
of 120°C, and becomes very pronounced if the 
fixed bottom temperature is increased further to 
140°C and 180°C, as in cases (c) and (d), respect- 
ively. In a similar way to what was reported by 
Diersch & Kolditz (1998), the change in the 
flow field is not monotonous, and its geometry 
may change altogether when the bottom 
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Fig. 2. Normalized distribution of dissolved salt (red: c -- 0, blue: c = l) and temperature (red: Tma×, blue: 20°C) after a 
simulation period of 10 years for the cases: (a) Tbottom = 120°C and density independent of temperature and (a), (b) 
Tbottom = 120°C,  (12) Tbottom = 140°C,  (d) Tbottom = 180°C. 
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Fig. 3. Normalized distribution of dissolved salt (red: c = 0, blue: c = 1) and temperature (red: Tmax, blue: 20°C) 
after a simulation period of 20 years for the cases: (a) Tbottom = 120°C and density independent of temperature and 
(a), (b) Tb ..... = 120°C, (c) Tbottom = 140°C, (d) Tbotto~ = 180°C. 
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heating is increased. In particular, the flow direc- 
tion at the centre changes from upward to down- 
ward at late stages (panel 'd' in Fig. 2 and panels 

'b' and 'd' Fig. 3) and the number of convection 
cells shown by the salt and temperature distri- 
butions increases (panel 'd' in Fig. 2 and panels 
'b', 'c' and 'd' in Fig. 3). 

For the highest specified bottom temperature 
(panels 'd' in Figs 2 and 3), the fields show 
some asymmetry for the first time after 20 
years. This is due to the high degree of non-line- 
arity, in which small perturbations may become 
strongly amplified. While this is confirmed, in 
principle, by the results of Diersch & Kolditz 
(1998), existing differences between the flow 
patterns of their versus our simulations can be 
attributed to the constant versus temperature- 
dependent treatment of viscosity, respectively, 
In summary, these simulations illustrate the 
importance of non-linear coupling between heat 
and solute transport in thermohaline systems. 
They also verify that SHEMAT is a numerical 
code well suited to model coupled thermohaline 
flow and transport. 

Waiwera coastal geothermal system. Waiwera 
is a small township north of Auckland, on the 
east coast of New Zealand's North Island. A 

low-temperature geothermal reservoir is located 
underneath the township. The Waiwera geother- 
mal aquifer was first recognized from the 
presence of hot springs emanating on the local 
beach front. Utilization of the thermal water 
began in 1863. At that time, boreholes dis- 
charged naturally by artesian flow. The last 
reported natural artesian flow from boreholes 
occurred in 1969 (ARWB 1980). Until the 
early 1970s, the hot water use increased gradu- 
ally. After the early 1970s this trend was acceler- 
ated. In 1975, residents informed the Auckland 
Regional Water Board (ARWB) (now the 
Environmental Management Department of the 
Auckland Regional Council (ARC)), of their 
concern about declining water levels. The 
Water Board initiated a study designed to assist 
in the protection, allocation and management of 

the resource. 
A number of papers describe a numerical 3D 

coupled flow, heat transfer, and solute transport 
model of the Waiwera area (St6fen et al. 2000; 
Ktihn et al. 2001). This model defines the 
natural state of the Waiwera reservoir, and is 
used to simulate varying production regimes 

and to address the questions: 

(1) Is the heat exploitation sustainable? 
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(2) Is re-injection desirable and helpful? 
(3) Do chemical reactions alter the reservoir? 

The simulations focus on the complex inter- 
actions of coupled flow, heat transfer, solute 
transport, and chemical reactions. Results based 
on a simulation time of 6000 years show that 
only about 600 years are required to achieve a 
steady state from the initial conditions. This is 
due to strong convective heat transfer and advec- 
tive solute transport at Waiwera. 

The source of the geothermal fluid at Waiwera 
is groundwater, which percolates down to depths 
in excess of 1200 m into the deep Waiheke Grey- 
wacke basement rock. There it is heated and 
acquires its characteristic chemical composition. 
The hot water rises rapidly via a fault or fracture 
zone into the well-fractured, 400-m-thick Waite- 
mata Group Sandstone which forms the geother- 
mal aquifer. Weathered surface rocks and 
alluvial deposits confine the aquifer at the top. 
The centre of the aquifer is 100 m landwards 
from the beachfront. Temperature profiles 
suggest an elongated fracture zone in the Waite- 
mata Group Sandstone. Figure 4 shows the con- 
ceptual model in cross-section, with the assumed 
flow paths of the different types of water entering 
the aquifer. At the western margin of the geother- 
mal aquifer the geothermal fluid is cooled by 
conductive heat loss and dilution with cold, 
non-geothermal groundwater. At the eastern, 
seaward margin of the aquifer there is a sea- 
water-freshwater interface. 

Figure 5 shows the resulting temperature dis- 
tribution of the simulated natural state in cross- 
section through the centre of the aquifer. The 
corresponding chloride concentrations shown in 
Figure 6 reflect the mixing of fresh, geothermal, 
and estuary water. A freshwater/geothermal 
water boundary develops to the west and a 
geothermal water/estuary water boundary to 
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Fig. 5. Temperature distribution in the natural state; 
west-east cross-section through the centre of the aquifer; 
arrows show the Darcy velocity (from Kiihn et al. 2001). 

the east. The inflowing geothermal water pre- 
vents the estuary water from entering the aquifer. 

The good agreement of calculated and 
measured temperature profiles verifies the 
natural state model. Figure 7 shows one 
example for a profile at approximately 2575 m 
from the western margin of the model (cf. Fig. 5). 

The results for the natural state yield the initial 
temperature and salt concentration for pro- 
duction simulations not shown here. Based on 
the results of these simulations, it can be con- 

cluded that: 

(1) the historical exploitation was not sustain- 
able, but, after modifications of the pro- 
duction regime, the geothermal system is 

now recovering again; 
(2) re-injection of the discharged water is of no 

help for producing, in a sustainable way, a 
larger amount of geothermal water. 

The study of the chemical regime in the reser- 

voir shows that fresh water, geothermal water, 
and sea-water are in thermodynamic equili- 
brium with calcite. In spite of mineral reactions 
involving some precipitation and dissolution of 
calcite it can be concluded that precipitation 
and dissolution of calcite do not alter the 
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Fig. 4. Conceptual model of the Waiwera geothermal 
aquifer (after St6fen & Ktihn 2003). 
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Fig. 7. Measured and simulated temperature profiles at 
borehole no. 74, situated 2575 m from the western margin 

of the model (see Fig. 5; after St6fen & Ktihn 2003). 

aquifer: the simulations showed no effect on the 
hydraulic reservoir properties. 

Reactive flow with permeability feedback 

Core flooding experiment under reservoir con- 
ditions with mineral redistribution and associ- 
ated permeability change. Due to the lack of 
analytical or experimental benchmarks for 
testing of the highly non-linear properties of 
numerical codes for buoyancy driven flow and 
reactive transport a one-dimensional laboratory 
core flooding experiment was performed. It 
simulates the physical and chemical processes 
at a thermal front propagating through a reservoir 
by making temperature, pressure, flow rate and 
salinity in a sandstone core comparable to the 
conditions in a deep geothermal hot-water reser- 
voir. The model is verified by comparison of 
simulation results with porosity and permeability 
observed after the core flooding experiment 
(Bartels et al. 2002). 

The experiment was performed on a core of 
Bentheim sandstone, which is a very clean 
quartz sandstone, cemented by quartz. Its diam- 
eter and length are 29 mm and approximately 
500 mm, respectively (Fig. 8). The core was seg- 
mented in three parts. The warm outflow segment 
was heated to a constant temperature of IO0°C, 
while the mantle of the central segment was 

Segment Ill I ( ) 
Ap~, k~ 

heating 

[ tleatmg | 

Fig. 8. Core flooding experiment experimental set-up; 

total length is 0.5 m. 

thermally insulated. Fluid flowed from the cold 
to the warm end, and the outflowing brine was 
re-injected again at the lower temperature of 
80°C. This gave rise to a stea_dy-state tempera- 
ture gradient of about 1 K cm- over a distance 
of 20 cm in the central segment. 

Prior to flooding, anhydrite had been deposited 
in the pore space along the entire length of 
the core. Since anhydrite cannot be assumed to 
be precipitated homogeneously in the core, the 
variation of permeability along the core was 
measured using a custom-made ring gas- 
permeameter. Permeability was measured along 
the length of the core after both the preparation 
of the core with anhydrite and the flooding exper- 
iment (Fig. 9). As permeability is the only con- 
tinuously measured rock property, all further 
information on porosity and mineral redistribu- 
tion had to be inferred from it. 

Flooding of the core was maintained at a 
specific discharge rate of 1.1 metre per day 
over a period of 20 days. In an operated heat- 
mining reservoir this corresponds to a distance 
of 10-100 m from the injection well. The over- 
burden pressure was 10 MPa, and the salinity 
was 100 g L -1 of NaC1. The concentration of 
the dissolved calcium was analysed at the core 
outlet. After the end of the flooding experiment, 
permeability was measured again along the 
length of the core with the ring gas permeameter 
(Fig. 9). At positions where significant changes 
in permeability were observed, samples were 
taken from the core, and permeability, porosity 
and anhydrite content were determined. 

Due to the special preparation of the core prior 
to flooding, the only process which may bring 
about the observed changes in permeability is 
transport and relocation of anhydrite by dissol- 
ution within the low-temperature region, followed 
by precipitation in the downstream region of 
elevated temperature. The transient changes in 
the distribution of the anhydrite along the core 
are illustrated in three snapshots corresponding 
to different stages (Fig. 10, bottom panel). 

Clearly, the core flooding experiment shows 
that anhydrite is continuously relocated down- 
stream across the temperature front. In general, 
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the final numerical simulation result fits the 
observed mineral content, porosity and per- 
meability. In detail, both the porosity and per- 
meability reduction in the zone of precipitation 
and the maximum measured value of anhydrite 
concentration are reproduced with good accu- 
racy. The simulated and measured outflow con- 
centrations of dissolved anhydrite are 24.7 and 
24.5 mmol kg-~ H20, respectively. 

Deviations occur between observation and 
simulation with respect to the position of the 
dissolution front, which propagates downstream 
from left to right. Compared to the data, the 
simulated reduction of porosity and permeability 
at the end of the simulation commences 5 - 8  cm 
too far downstream (Fig. 10, top panel). On the 
other hand, the simulated anhydrite content is 
within the uncertainty range of the laboratory 
analysis (Fig. 10, bottom panel). 

The core flooding experiment shows that 
increase and reduction of permeability are 
associated with the dissolution and precipitation 
of anhydrite, respectively. A dissolution front 
propagates downstream, which is associated 
with a permeability increase up to the level of 
the unprepared core. This strongly suggests that 
anhydrite is completely removed from the 
upstream part of the core during the experiment. 

Dissolution in this low-temperature region 
is due to the fact that more anhydrite can be 
dissolved upstream, at 80°C, than downstream, 

at 100°C. There the concentration of dissolved 
anhydrite (0.0245 mol kg-1) determined in 
fluid analyses is within thermodynamic equili- 
brium (Ktihn et  al. 2002b). This justifies the 
assumption of chemical equilibrium in the suc- 
cessful simulation described here. Equilibrium 
means that the chemical reaction rates are suffi- 
ciently rapid, and deviations from equilibrium 
at a fixed core position caused by transport are 
equilibrated quasi-instantaneously by dissolution 
or precipitation. As a consequence, the largest 
permeability reduction is found where the gradi- 
ent of temperature is largest. 

Finally, this simulation demonstrates that the 
improved chemical reaction model implemented 
in SHEMAT and already verified by solubility 
data (Kiihn et  al. 2002b) yields quantitatively 
correct results for complex flow and transport 
regimes typical for managed hot water reser- 
voirs, i.e. reactive flow of highly saline brines 
through a porous medium at varying temperature 
and high pressure. 

The fractal relation between porosity and per- 
meability (equation (7)) is applied twice at sensi- 
tive points of our model validation procedure. 
Therefore, it is an important feature of this simu- 
lation that the good fit of the data by the model 
was achieved without a further fit of Ef in equation 
(7). Rather, the fractal exponent Ef = 11.3 in our 
experiment, which corresponds to a fractal dimen- 
sion of Df = 2.45 typical for rough pore walls, was 
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obtained purely from a straightforward application 

of the fractal theory to the data. The results there- 

fore indicate that the frequently made assumption 

of  smooth and spherical grains (corresponding to 

Ef = 3 or D e ~--- 2) is not justified in the case of pre- 
cipitation of anhydrite in a comparatively rapid 

flow regime - typical for managed geothermal 

reservoirs. 

Reaction front fingering in anhydrite-cemented 
sandstone. A 3300-m-deep borehole (Allermrhe 

1, near Hamburg, Germany) taps a 70-m-thick 
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sandstone aquifer with a temperature of 125°C. 
Temperature and thickness of the aquifer are suit- 
able for hydrogeothermal heat mining. However, it 
was found that the pore space, with an original 
porosity of up to 20%, is filled to a large extent 
by anhydrite. Mineralogical investigations showed 
that the anhydrite cement either completely fills 
the pore space or forms isolated, cloud-like or 
layered structures. A pumping test produced only 
3 m 3 per hour of formation water: far too little 
for an economical use of the resource (Baermann 
et al. 2000b). 

Laboratory core flooding experiments were 
conducted on anhydrite-cemented sandstone 
samples from the Allerm6he borehole, to study 
the feasibility of a gentle stimulation, avoiding 
the use of chemicals. By such a stimulation the 
borehole would be connected through the cemen- 
ted areas immediately around it to more per- 
meable parts of the aquifer. The experiments 
resulted in a sudden permeability increase after 
an unexpectedly short time. X-ray tomographic 
images showed that discrete flow channels had 
developed within the cores (Baermann et al. 

2000a). 
The conditions required for preferential flow 

path formation are described in the literature. 
Ormond & Ortoleva (2000) showed that the 
interaction between mineral reaction and mass 
transport in rocks might lead to instability of 
the reaction front and the development of 

channel-like voids. 
The numerical model for the simulation of the 

laboratory core flooding experiment was set up 
according to the data published by Baermann 
et al. (2000a). Due to a lack of information on 
the exact initial distribution of anhydrite in the 
core sample, an initial heterogeneity at the 
centre of the core inlet is assumed. Starting 
from there, a preferential flow path develops in 
the otherwise homogeneous core (Ktihn & 
St6fen 2001). At first, two channels develop. 
After some time, one of them ceases to grow 
further. The remaining flow path increases in 
width towards the centre of the core, and finally 
merges with the first one. Thus, only one finger 
survives, which finally reaches the outlet of the 
model (Fig. 11). 

Simulating the core flooding experiment with 
SHEMAT yields acceptable results: break- 
through time, mass of water, calcium concen- 
tration and amount of dissolved anhydrite agree 

well with the laboratory experiment (Fig. 12). 
Hence, the sudden flow breakthrough observed 
in the core flooding experiments performed on 
anhydrite-cemented core samples can be ade- 
quately explained by the development of prefer- 
ential flow paths. 
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Fig. 11. Porosity distribution in the core after 20 days 
(top panel) and 45 days (bottom panel). Arrows show the 
Darcy velocity in m a ], scaled according to the reference 
arrow shown (from Ktihn & St6fen 2001). 

Long-term reservoir changes induced by heat 

mining. The variation of the reservoir proper- 
ties in a sandstone reservoir due to heat mining 
with re-injection was simulated over the entire 
assumed operation time. The site studied is 
located near Stralsund, north-east Germany, 
and the reservoir rock is a Detfurth sandstone 
(Buntsandstein), typical for the North German 
Basin. Two of the boreholes closest to the 
town are used for production, a third one for 
re-injection. This way, the distance over which 
the hot water is conveyed into the district 
heating distribution network is minimized 
(Fig. 13). The two production wells yield 50 m 3 

of hot water per hour. After heat extraction, all 
of the water is re-injected at a temperature of 
20°C. For diagnostic reasons, a conservative 
tracer is additionally injected in the simulation, 
in order to illustrate the transport of dissolved 
species in the model reservoir. Due to the high 
salinity of 2 8 0 g L  -a TDS (total dissolved 



NUMERICAL SIMULATION OF REACTIVE FLOW 147 

20 

d s  

- -  simulated Ca 1 ~ 

laboratory Ca ] y 

simulated Anhydri te  I 
laboratory Anhydri te  ] / ~ g  

10  1 O0 1000  

Flooded Water (mL) 

12 .0  

10 .0  

8.0 " ~  

6.0 

4.0 "~ 
< 

2.0 

3 .0  
10000  

Fig. 12. Calcium concentration (open diamonds: 
experiment; filled diamonds: simulation) in the solution 
discharging from the core, and total amount of anhydrite 
dissolved during the simulation (open squares: 
experiment; filled squares: simulation) versus the 
water volume flooded through the core (from Ktthn & 
St6fen 2001). 

E 

5000 

4000 

3000 

2000 

5000 

solid), all of the produced water is re-injected at 
20°C and 0.1 MPa. Figure 14 and the cross- 

section in Figure 15 show the cold-water front 4ooo 
after 50 years of operation in relation to the 
tracer front, which has already reached the pro- ..., 

duction wells. Propagation of the low-tempera- 
ture region is retarded because the re-injected >, 3ooo 

cold water also cools the reservoir rock on its 

way to the production well. 

Re-injection of cool water of higher viscosity 2ooo 
than the natural reservoir fluid, results in a con- 

tinuous reduction of hydraulic conductivity. 

Qualitatively, this effect should be partially 
balanced by thermally induced mineral reactions. 
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Fig. 13. Stralsund geothermal site with the wells Gt Ss 1/ 
85, Gt Ss 2/85, and Gt Ss 6/89 (black dots). The reservoir 
is partly delimited by impervious faults (black lines). The 
model region (dotted rectangle) covers about 12 x 6 km. 
(from Kfihn et  al. 2002a). 

Fig. 14. Thermal (a) and tracer front (b), propagating 
from the injection well Gt Ss 2/85 to the production wells 
Gt Ss 1/85 and Gt Ss 6/89 after 50 years of operation. The 
fronts are represented by the isotherms in °C, and the 
concentration isolines in mmol L-J (arithmetic means), 
respectively. Black dots indicate the wells. At this instant, 
the tracer just reaches the production wells, while the 
thermal front still trails behind (from Ktihn et  al. 2002a). 

In detail, the simulations show that the dissol- 
ution of anhydrite in the vicinity of the injection 

well (Fig. 15, bottom panel and Fig. 16a) appears 
to more than compensate the effect of anhydrite 
precipitation at the propagating thermal front 
(Fig. 15, top panel and Fig. 16a). Thus, this redis- 
tribution of anhydrite leads to a net increase in 

injectivity. Moreover, the simulation of reactive 
flow also shows that calcite is precipitated 

around the injection well and dissolved at the 

thermal front (Fig. 15, bottom panel and 
Fig. 16b). However, this does not alter reservoir 

properties significantly. 
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Fig. 15. Reaction fronts after 50 years of brine 
re-injection along the cross-sections in Figure 14 from 
the injection well (left) to the production wells (right). 
Thermal and tracer fronts are shown compared to the 
mineral phases calcite and anhydrite in Figure 16 
(after Ktihn et al. 2002a). 

In summary, for complex, mutually coupled 

processes, a quantitative understanding of the 

net effect of the counteracting effects of viscosity 

and mineral redistribution on the overall injectiv- 

ity requires coupled numerical simulations. In 

our example, the injectivity of the reservoir is 

influenced primarily by the viscosity effect, but 

mineral reactions balance this negative trend to 

some degree. The importance of the mineral 

reactions depends on the fractal exponent in the 

permeability-porosity relation, see equation (7) 

and Figure 17. The exponent reflects the struc- 

ture of the pore space, which is formed by the 

anhydrite cementation. Invoking the fractal 

relation between porosity and permeability 

leads to a well-head pressure reduction of 10-  

20 m (depending on the assumed type of cemen- 

tation) at the end of the operation period (Fig. 17). 

For the studied potential heat-mining installation 

at Stralsund it can be concluded that its operation 

will not be affected adversely by a long-term 

reduction of the injectivity of the injection well 

(Ki.ihn e t  al .  2002a). 

Conclusions 

The novel capabilities of the simulator presented 

here, and their combination, allow a quantitative 

prediction of reservoir behaviour in natural as 
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Fig. 16. Spatial distribution of anhydrite (a) and calcite 
(b) in mol m ~ in the vicinity of the injection well Gt Ss 
2/85, after 50 years of brine re-injection. The region 
labelled 'dissolved' no longer contains anhydrite. The area 
labelled 'enriched' refers to anhydrite concentrations 
between the initial one and the maximum amount of 
77.7 mol m-3. The area labelled 'unchanged' corresponds 
to the initial concentration of 76.5 mol m 3. Calcite varies 
from the initial concentration of 1170 mol m -3 labelled 
'unchanged' up to 1187 mol m 3 labelled 'em'iched'. The 
regions of anhydrite dissolution and calcite precipitation 
coincide (from Kiihn et al. 2002a). 

well as under exploitation conditions. The 

highly non-linear physics and chemistry coded 

in the simulator require a quantitative verifica- 

tion. For lack of closed solutions, this is achieved 
by comparison of model results with laboratory 

data and field measurement as documented in 

this paper. Thus knowledgeable users can 

employ SHEMAT with confidence. 
This simulator makes available to geohy- 

drodynamic modellers the novel and innovative 
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well (shown as hydraulic head) over 80 years of reservoir 
exploitation (after Ktihn et al. 2002a). 

poros i ty -permeabi l i ty  relation derived by Pape 

et al. (1999), which is based on a fractal geo- 

metrical model  of  the pore space, and was cali- 

brated on large petrophysical data-sets. This 

relationship generally yields an exponent  for 

porosity significantly greater than 3.0 - the gen- 

erally accepted value in basin studies. This 

makes a considerable difference in respect to 

the predicted reservoir behaviour  and the match 
of data and simulation. 
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Permeability of rock samples from the Kola and KTB superdeep 

boreholes at high P - T  parameters as related to the problem 
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Abstract: An experimental study of the samples collected from a depth of 3.8-11.4 km in 
the Kola and KTB superdeep boreholes, and from the Earth's surface at the Kola drilling site 
was carried out at temperatures up to 600°C and pressures up to 150 MPa. The study was 
focused on the estimation of in situ permeability of the deep-seated rocks, their palaeo- 
permeability during metamorphic transformations, and their protective properties for 
HLW disposal. Permeability dependencies on pressure and temperature were obtained. An 
increase in confining pressure leads to a decrease in rock sample permeability. The tempera- 
ture trends obtained are of different types: permeability may decrease within the entire 
temperature range, or it may firstly decrease, reach its minimum and then decrease. It was 
found that this permeability behaviour is due to rock microstructure transformations caused 
by the competing effects of temperature and effective pressure. A possible in situ per- 
meability trend for the superdeep section was proposed. A numerical simulation of convec- 
tive transport was performed in order to determine a safe depth for the HLW well repository. 
The estimates obtained show that HLW well repositories can be used safely at relatively 
shallow depths. 

One of the major results of investigations in 
the Russ ian-Kola  (SG-3) and G e r m a n - K T B -  

Oberpfaltz superdeep boreholes is the presence 
of mobile fluids at unexpectedly great depths 
(Emmerman & Lauterjung 1997; Kozlovsky 

1987). Rock permeability is the main parameter 
controlling fluid heat and mass transfer in the 

geological media. Therefore, it is very important 

to estimate the permeability of the deep-seated 
crustal rocks in situ. The temperature at the 
bottom of the SG-3 hole is about 220°C; in the 

KTB it is higher - about 265°C. The porosity 
and permeability values obtained on core 

samples from SG-3 at ambient temperature and 
atmospheric pressure, increased with depth. 
The studies on core samples revealed that this 
tendency is due to the progressive effect of 

microcracks that appeared while samples were 
being cored and brought to the surface, inducing 
distortion of the rock's physical properties 

(Gorbatzevich & Medvedev 1986; Wolter & 

Berckhemer 1989). Therefore, in such a case, it 

is quite reasonable to perform measurements in 
a way that compensates for this damage: i.e. at 
high temperatures and pressures. 

The ancient rocks of SG-3 and KTB under- 
went many changes related to fluids. For the 

Kola Series rocks, the most important events 
were progressive metamorphism at temperatures 

of 500-600°C and retrograde metamorphism at 
temperatures of about 300°C. The rocks of the 

Erbendorf-Vohenstrauss Zone also underwent 

progressive metamorphic transformations under 
amphibolite-facies conditions (at temperatures 
up to 700°C). This was one more reason to 
study the permeability of the samples from the 

superdeep boreholes at high temperature and 

pressure. 
Most countries with a well-developed nuclear 

industry have accepted the underground disposal 
of high-level radioactive waste (HLW) as the 

preferable means for its isolation. In this case, 
the most hazardous scenario would be the 
leakage of HLW from the repository and its con- 
vective transport to the Earth's surface by 

groundwater. Since the behaviour and velocity 

of groundwater flow depend significantly on the 
spatial distribution of rock permeability, the 
determination of this parameter is very important 
for safety assessment of HLW underground 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 153-164. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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disposal. In order to isolate HLW reliably from 
the biosphere, it is advisable to build a repository 
at considerable depth. Therefore, the lithostatic 
pressure in the zone of disposal will be rather 
high. The temperature of the surrounding rocks 
in the vicinity of an underground repository 
should significantly increase due to heat genera- 
tion by HLW. Hence, the rock permeability has 
to be estimated at high pressure and temperature, 
and this is another reason for carrying out mea- 
surements at high temperature and pressure. 

Therefore, the experimental study of rock 
sample permeability at temperatures of up to 
600°C and pressures of up to 150 MPa has been 
carried out, This P - T  range corresponds: 

(1) to the conditions of deep-seated rocks of the 
superdeep boreholes in situ; 

(2) to the conditions of progressive and regres- 
sive metamorphism of the Kola Series 
rocks; 

(3) to the conditions of the rocks surrounding 
the deep underground HLW repository. 

Samples ,  expe r imen t a l  set-up and 

procedure 

The SG-3 borehole was drilled in the centre of 
the synformal structure in the NE part of the 
Baltic Shield. It penetrates Proterozoic meta- 

volcanic rocks of the Pechenga Complex down 
to a 6842 m, and Archaean faulted basement: 
gneisses and amphibolites of the Kola Series, in 
the depth interval from 6842m down to 
12 262 m (Fig. 1). Therefore the opportunity 
was taken to compare the properties of samples 
of the same rock types, collected from depths 
down to 12 km, and from the Earth's surface. 

The KTB borehole is drilled in the Erbendorf-  
Vohenstrauss Zone in the western part of the 
Bohemian Massif. Its depth is 9101 m. The bore- 
hole section is represented by rocks from Late 
Proterozoic to Palaeozoic age, transformed to 
amphibolites, metagabbros and associated meta- 
tuffites, and garnet -mica  gneisses (Fig. 1). Thus 
both of the superdeep borehole sections are rep- 
resented by the rocks of similar composition and 
metamorphic grade and, it may be assumed, with 
similar physical properties. These rocks occur in 
a very large depth interval: from the Earth's 
surface down to 12 km. Therefore, in order to 
reveal the depth effect on rock properties, we 
collected samples from different depths. Typical 
rocks from the Kola Series were selected for the 
experiments: three gneisses and five amphibolite 
samples. Five core samples were collected from 
great depths (8.8-11.4 km) and three unweath- 
ered samples of the same rock type were col- 
lected from the surface, on the Mustatunturi 
Ridge 50 km to the northeast of SG-3 (Fig. 1). 

(a) (b~ 

I~ ]1  ~ 2  ~ 3  

~ 4  ~ 5  ~ 6  ~ 7  ~ 8  [ -~9  ~ 1 0  ~ 1 1  ~ 1 2  //~ 13 

Fig. 1. KTB (a) and SG-3 (b) borehole sections. Modified after Emmerman & Lauterjung (1997) and Lobanov et al. 

(1999). Key: KTB section: 1, paragneisses; 2, variegated sequences; 3, metabasites; 4, granites; 5, sediments. SG-3 
section: Proterozoic Pechenga Complex: 6, metavolcanic rocks; 7, metasedimentary rocks; 8, mafic and ultramafic 
intrusions; 9, metavolcanic rocks and metaandesites; 10, Archaean faulted basement (gneisses and amphibolites of the 
Kola Series); 1 l, faults; 12, shear zones; 13, points of sampling. 
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The details on sample collection and their 

properties are presented in Table 1, in Lobanov 
et al. (1999) and Zharikov et al. (2003). KTB 

is represented by metagabbro and amphibolite 
samples collected from moderate depths of 

3.6-3.8 km. It can be seen from Table 1 that 
core and surface sample compositions are 

similar and, in contrast, reservoir properties are 
different: core sample porosity is about twice as 
high, and core sample permeability is one order 

higher than in the samples collected from the 
Earth's surface. We believe that such a massive 
contrast is caused by the damaging effect of over- 

printed microcracks. There are many reasons for 

their initiation: drilling, coring, the relief of 
strong heterogeneous stresses, and cooling. This 

notion can be illustrated by Figure 2, showing 

the porosity and permeability of specimens cut 

at different distances from the core axis. It can 
be seen that porosity and permeability increase 
strongly from the central part of the sample to 
its peripheral parts. Therefore, one of the 

reasons for performing high P - T  experiments 
was to find out if reloading and reheating can 
restore core sample properties. 

The experiments were performed on speci- 

mens of 9 .6mm in diameter and 15 mm in 

length, all cut from the central part of the core 
using a set-up producing hydrostatic pressure 

(described in Shmonov et al., 1994, 2002 and 
Zharikov et al., 2003). Flow direction parallel 

to the core axis simulated filtration along an 
ascending branch of the thermal convection 

cell, from a HLW underground repository to 
the Earth's surface. In order to avoid any 
f luid-rock interaction, argon was used as a 

flowing fluid. The data of the applied steady- 
state method was recalculated using the 

Klinkenberg technique (Klinkenberg 1941). 
Klinkenberg established a relationship between 

rock permeability to water (kw), to gas (kg), gas 

pressure (p), and a constant depending on pore 

size (b): 

, 

Using this technique, several measurements of 
gas permeability were carried out at different gas 

Table 1. Composition and initial reservoir properties of the studied samples 

Sample Depth of Rock type Mineral composition 
number collection (m) (vol. %) 

Porosity 
(%) 

Permeability 
(m 2) 

1 P 61 Earth's Amphibolite Hbl-70, P1-25, 
surface Qtz-2, Bt-2, C1, 

Ep, Sph- 1 
2 P 17 Earth's Gneiss P1-50, Qtz-40, 

surface Bt-9, Ap- 1 
3 P 19 Earth's Gneiss Pl-50, Qtz-35, 

surface Bt-  10, Ms-4, 
Spn-7, Carb- 1 

4 Glp 3847 Amphibolite P1-44, Hbl-39, 
Sc-7, Bt-4, 
Mag-3, Qtz- 1 

5 D3v 3620 Metagabbro Cpx-40, P1-38, 
Qtz-8, Hbl-4, 
Bt-6, Grt-3, 
Ore-2 

6 31 421 8812 Gneiss P1-40, Qtz-35, 
Mc-5, 
Ms- 10, Ep-7, 
Bt-5, Spn, 
Garb- 1 

7 31 571 8863 Amphibolite Hbl-60, P1-35, 
Spn-5, Carb- 1 

8 31 863 8940 Amphibolite Hbl- 65, PI - 25, 
Spn-5, Carb, Ep, 
Ore-5 

9 43 639 11 400 Amphibolite Hbl-55, P1-40, Bt-  
2, Qtz-2, Ep, 
Carb, Ore- 1 

0.96 

0.64 

0.49 

0.99 

1.56 

2.01 

1.46 

t.56 

1.80 

1.4 x 10 -18 

4.7 x 10 - i s  

8.0 x 10 -Is 

1.4 x 10 -17 

2.2 x 10 17 

1.1 x 10 -17 

6.10 x 10 -17 

8.0 × 10 -17 

3.1 x 10 17 
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Fig. 2. Porosity (a) and permeability (b) of the specimens 
cut at a different distance from the core axis. 

pressures in order to calculate each value of per- 
meability to water. 

Our goal was to make 42 permeability 
measurements at temperatures of 20, 100, 200, 
300, 400, 500 and 600°C and pressures of 30, 
50, 80, 100, 120 and 150 MPa on each sample 
and in each experiment. We tried to reduce the 
amount of heat ing-cooling and loading-rel ief  
during the experiment run, in order to minimize 
extra damage to the rock structure that might 
be related to experimental conditions. Hence, 
the following pressure and temperature path 
was used: the given temperatures were reached 
upon simultaneous heating and loading, and 
then permeability measurements during pressure 
cycles at constant temperature were performed. 

Experimental results 

The data on the studied samples revealed no 
correlation between rock composition and its 
permeability behaviour at high P - T .  The same 
result was noted earlier, when we studied other 
tight rocks (see Zharikov et al. 2003, where a 
complete summary, containing all the measure- 
ment data on the superdeeps, including the 
results of anisotropy study, is given, or 
Shmonov et al. 2002, where all the data obtained 
by our laboratory at high P - T  are presented). 
The samples of different rock types numbered 
about 50. However, we have revealed some 
tendencies regarding permeability behaviour at 

different P - T ,  and here we will present only 
the most typical trends. 

The pressure-permeability trends obtained on 
the Kola surface amphibolite, the amphibolite 
sample collected in KTB from shallow depths 
(3.8 km) and the Kola core sample - an amphi- 
bolite from a depth of 11.4 km - are presented 
in Figure 3a. An increase of confining pressure 
always leads to a decrease of rock sample per- 
meability. These data agree with those presented 
in Huenges (1993) and Morrow et at. (1994). The 
trends in behaviour change with temperature: in 
Figure 3c it can be seen that the curves obtained 
at elevated temperatures (400-600°C) are more 
inclined to the pressure axis. 

The temperature trends obtained on the same 
samples are presented in Figure 3b. To make 
the graphs more illustrative, the averaged 
curves are plotted there. The curves present 
high (100-150MPa)  and low (30 -80MPa)  
effective pressures. It can be seen that behaviour 
of temperature trends depends on effective pres- 
sure and depth of sampling. 

• With high effective pressure, temperature- 
permeability trends are monotonous for the 
samples collected from the surface and 
from moderate depths (3.8 km). Temperature 
increase leads to a permeability decrease. In 
contrast, the temperature-permeability trends 
of the samples collected from great depth 
(8.8-11.4 kin) have inversions: firstly, 
decreases and then increases. 

• With low effective pressure, inversions occur 
on all the obtained trends for the samples: 
collected from the great and shallow depths 
and from the surface as well. The inversions 
occur at a variety of temperatures: 200, 300 

and 500°C. 

The sharp, threshold-like form of the pressure 
and temperature trends of permeability can also 
be noted. 

As mentioned above, 42 permeability mea- 
surements in the pressure range from 30 to 
150 MPa and the temperature range from 20 
to 600°C were carried out on each studied 
sample. This has allowed us to draw permeability 
diagrams in P - T  co-ordinates, as presented in 
Figure 3c. From the figure, it can be seen that 
permeability of the same sample at different P -  T 
can vary by many decimal orders. The upper 

17 18 2 
boundaries of 10- - 1 0 -  m are noted in all 
the samples within the entire pressure range 
and in the temperature interval of 20-100°C, 
as well as in samples from depths of 11.4 km at 
low pressure and temperatures of 500-600°C. 
Domains of minimum values (<  10 -21 m 2) are 
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shaded grey. Their positions vary for the samples 
from different depths. A sample from the surface 
has the widest parameter domain: its boundary 
begins at 200°C in the zone of high pressure 
and extends through the entire temperature 
range at pressures more than 50 MPa. A sample 
from a depth of 3.8 km has a smaller domain: 
at temperatures of 400-600°C its boundary 
shifts to the zone of high pressure. And, finally, 
the smallest 'non-permeability' domain is noted 
for the sample from a depth of 11.4km: it 
occupies the area of temperatures from 350 to 
550°C and pressures from 80 to 150 MPa. 

In order to consider and explain the origin 
of the trends obtained, microstructural investi- 
gations were performed in a specially designed 
cell, which produced temperatures up to 600°C 
and pressures up to 100 MPa (Shmonov et al. 

1994). For direct observation of the sample 
surface at high P -  T this cell was placed entirely 
into a scanning electron microscope. The data on 
microcrack aperture and length distributions 
were then used for computer simulation of rock 
permeability. The details of the studies are pre- 
sented in Shmonov et al. (2002) and Zharikov 
et al. (2003). 

Summarizing the data obtained, we may draw 
the conclusion that the observed permeability 
behaviour is due to the initiation and closure of 
a variety of microcrack families as a result of 
the competitive effects of temperature and pres- 
sure. When the pressure effect dominates (for 
example, at temperatures lower than 200°C) a 
family of low aspect ratio microcracks closes, 
and permeability decreases (Fig. 3). In contrast, 
when temperature dominates, high aspect ratio 
microcracks open, or new ones appear, and per- 
meability increases (for example, at low effective 
pressures, and temperatures higher than 500°C, 
Fig. 3). Therefore, inversions may appear within 
the permeability-temperature trends. 

Application of the experimental data 

Our experiments, the results of which are pre- 
sented in this paper, were aimed at estimating 
rock permeability in the upper continental 
crust. Our prime focus was rock permeability 
at typical P - T  in situ, as well as what would 
happen if a new source of heat-generation - a 
HLW underground repository - was added 
there. No doubt the number of samples studied 
is insufficient for a detailed assessment, but 
some general tendencies can be noted. 

The dependencies of permeability on simul- 
taneous loading and heating, simulating a depth 
increase, are presented in Figure 4. The curves 
were plotted using the following assumptions. 

Lithostatic pressure was changing according to 
the mean density of the rocks in SG-3 
(Kozlovsky 1987) is equal to 2.84 gh, a fluid 
pressure we consider to be hydrostatic. We 
assume water density to be equal to 
1 .0gcm -3. Hence, the effective pressure is 

evaluated as p = 1.84 gh. The temperature was 
changing according to the mean values of the 
temperature gradients in the SG-3 and KTB bore- 
holes: 18°C km -1 and 27°C km -1, (Emmerman 

& Lauterjung 1997; Kozlovsky 1987). The press- 
ures and temperatures that were chosen for the 
experiments are presented in Table 2 (lines 1 
and 2 in Figure 3c also show such P - T  

changes). The averaged curves for SG-3 core 
and surface samples and KTB core samples are 
presented in Figure 4. 

At initial P - T ,  the SG-3 core samples show 
the highest values of permeability and porosity. 
The values of the parameters in the KTB core 
samples are lower, and in the surface samples 
they are lowest: permeability is reduced by a 
factor of ten and porosity is reduced two- to 
threefold. We attribute this to the minimal 
amount of overprinted microcracks there. 
Hence, the permeability values obtained on 
superdeep core samples at ambient temperature 
and under pressure are abnormally high. 
Heating and loading, simulating depth increases, 
lead to a permeability decrease with non- 
constant gradient. With loading and heating up 
to P - T  parameters of 6 km, the difference 
between core and surface sample permeability 
values disappears. With further increases in P -  T, 
the difference reappears. As a result, at P - T  

conditions of 10kin the difference between 
minimum and maximum permeability values 
reaches two decimal orders. The lowest values 
(10 -21 m 2) occur in Kola surface samples and 
in KTB cores, the highest values (10 -19 m 2) 

occur in SG-3 core samples. It is still unknown 
why such permeability behaviour occurs at P -  
T conditions of great depths: is it due to the 
real difference in rock properties, or due to the 
very strong effect of overprinted microcracks in 
SG-3 deep cores? Since the curves of surface 
samples and KTB samples, which were collected 
at much lesser depth, are similar, we can assume 
that, in this case, reloading and reheating up to 
P - T  in situ, evidently did not lead to the com- 
plete closure of overprinted microcracks in SG- 

3 core samples. 
Since the permeability of all the studied 

samples decreases with depth, we can suppose 
that, for the conditions of the upper crust - up 
to a depth of 10 km - the effect of pressure pre- 
vails over the temperature effect. In such cases, it 
is reasonable to compare our results with data 
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Fig. 4. Permeability dependencies on simultaneous 
loading and heating simulating in situ depth increase. 

one can see that at a P - T  of 1 km (Table 2) the 
permeability values are 10-18-10 -17 m 2. If a 

repository appears there, the pressure in situ 

will not increase, but the temperature in vicinity 
can rise, because HLW is a source of heat. Let us 

suppose that the temperature will rise to 200°C. 

If we move along the T axis to this value, we 

can see that the permeability will decrease 
down to 10 -18 to 10 -19 m 2. 

Progressive metamorphism of the Kola rocks 
took place at temperatures of 550-600°C under 
conditions of low effective pressure. At such 
P - T  parameters, the permeability of the 
studied samples was high enough (up to 
10 -18 m 2 and higher) to permit a fluid flow to 

penetrate the whole volume of the rock massif. 
In contrast, at the P -  T of retrograde metamorph- 

ism (a temperature of about 300°C and high 

pressure) the permeability values were a few 
decimal orders lower (10 -21 m 2 and lower), so 

the fluid flow could be concentrated only in the 

large disjunctive zones. 

obtained only under pressure and at ambient 
temperature (Huenges 1993; Morrow et al. 

1994). There one can see the same permeability 

behaviour - a decrease - and the same orders 
of its values. 

The experimental curves presented here were 
obtained for temperature gradients measured 
recently in the boreholes. Let us consider how 

rock permeability may change, if a HLW under- 

ground repository is constructed. A repository 
must be built at a depth that can ensure long- 

term and safe waste isolation from the biosphere. 
An estimation of the appropriate depth will be 
considered later in this paper. However, we can 

say that such a depth will be no more than 
1 km. From the permeability diagrams (Fig. 3c), 

Numerical simulation of thermal 

convection for safe HLW disposal 

Rock permeability is a critical component of 
the input data for the simulation of radionuclide 

migration from an underground repository of 
HLW, the results of which are used as the basis 

for a safety assessment of HLW disposal. Let 

us consider the process of convective transport 
of radionuclides from a HLW repository. HLW 
are usually represented by solid and chemically 

stable waste forms, which incorporate radio- 
active materials. 

Mined and well repositories are the principal 
types of repositories considered for geological 

HLW disposal (Cooley et al. 1990; John 1982; 
Kedrovsky et al. 1991). In mined repositories, 

Table 2. P-T-parameters of the experiments simulating in situ depth increase 

Depth 
Own) 

P-T-conditions within the SG-3 borehole 

Effective pressure (MPa) Temperature (°C) 

P-T-conditions within the KTB borehole 

Effective pressure (MPa) Temperature (°C) 

1 18 18 18 27 
2 37 36 37 55 
3 55 24 55 82 
4 74 72 74 109 
5 92 90 92 137 
6 110 108 110 164 
7 129 126 126 191 
8 147 144 147 218 
9 166 162 166 246 

10 184 180 
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canisters containing HLW are emplaced in short 
boreholes drilled in the floor and walls of under- 
ground drifts. In well repositories, canisters are 
stacked along the axis in the lower part of each 
well (Fig. 5). Well repositories are much easier 
to design and construct, and are less expensive. 
These advantages are especially important 
because of the significant amount of HLW accu- 
mulated in temporary storage areas. That is why 
the process of HLW leakage will be considered 
in this paper, as applied to the well repository. 

The main mechanism ofradionuclide migration 
is their transport by groundwater. The ground- 
water flow in the vicinity of the repository con- 
sists of two components: a forced one - caused 
by regional flow, and a thermoconvective com- 
ponent caused by heat generation in HLW. It is 
obvious that the low velocity of the regional 
groundwater flow is one of the main require- 
ments placed upon selection of a repository 
site. However, it should be taken into account 
that HLW generates substantial amount of heat. 
As a result, a HLW repository will trigger the 
thermal convection of groundwater. Under con- 
ditions of weak regional flow, free thermal con- 
vection of groundwater can be one of the 
primary potential hazards for the long-term 
safety of a repository site (Wang et al. 1989). 

Let us consider the simplest model of 
thermoconvective transport of radionuclides 
from the well repository shown in Figure 5, in 
Boussinesq's approximation. In assuming cylind- 
rical symmetry for the problem, the set of gov- 
erning equations can be written in cylindrical 

canisters 
with solidified 

waste 

Earth's surface 
Z = 0 /  

III waste loaded 
Z l Ill / part 

% 

Fig. 5. Schematic diagram of a HLW well repository. 

co-ordinates as follows: 

Ou 1 0 
+ ~(,v) = o; 

u . . . .  pg[l - [3(T - To)] , 
tx 

/cap. 
v - -  

Or' 

PrcrOT OT OT h rO2T 10 (rOT']l, 

7 0~-+"~+V0r=0cL°z 2 + r ~ \  ~]J" 

OC l /  OC OC'~ ~__z ( OC ~ )  
+'-gr) = dzz +ez, 

1 0 / OC . OC\ 
+r~rr~dr~r+drz-~zz) --KC (1) 

where z and r are cylindrical co-ordinates (the 
z axis runs along the well axis downwards, with 
z = 0 at the Earth's surface); u and v are the ver- 
tical and horizontal components of the ground- 
water flow velocity field respectively; k is the 

permeability of enclosing rocks; ix, P, [3 and c 
are the viscosity, density, coefficient of thermal 
expansion and specific heat of the groundwater; 
X, P and Cr, are the thermal conductivity, 
density and specific heat of enclosing rocks; q~ 
is porosity; p is pore pressure; g is acceleration 
due to gravity; T is temperature, To is initial 
temperature; C is the concentration of the con- 
sidered radionuclide in the groundwater; t is 

time; dzz, dzr, drz, drr are dispersion components, 
and K is the radioactive decay constant. 

Values of the hydrodynamic dispersion com- 
ponents are defined as: 

/12 v 2 

dzz = D + o~r - -  + c~r - -  ; 
q~w q~w 

/.12 V 2 
drr = D + o L r -  + o~L--" 

~pw qzw 
blV 

&= = dzr = (o~ L - O L T ) -  
q~w 

where D is molecular diffusivity (corrected for 

tortuosity factor), OLL and o~r are linear para- 
meters of dispersion, and w is absolute value of 
flow velocity. 

Boundary conditions for equation (1) are 
specified in the form: 

r = 0, z E [0, zl] U [Z2, OO), 

OC 
v=0, ~=0,  

OT 
- - - = 0 ;  
Or 
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r = rw, z ~ (zl, Z2), 

v = O, C = yCsat(T); 

OT M w  

Or 2 7rA 

OC 0 0 T  
r--+co,  v -+ 0, ~2r --+ ,-~-r-->0; 

OC 
z = 0 ,  v = O , T = T o ,  --~-z = 0 ;  

0 OC OT 
z - > c o ,  v---> , or ~ O, -~r ~ O. 

(2) 

Here zl and z2 are the depths of the top and 
bottom of the waste-loaded interval within the 
well, respectively; ~/is the concentration of the 
considered radionuclide in the waste form; 
Csat(T ) is the temperature-dependent saturation 
concentration of matrix components in the 
aqueous solution at the specified temperature; 
M is waste mass per unit length of the loaded 
part of the well; and to is the heat generation 
rate per unit of waste mass. 

Initial conditions are written as: 

t = 0 ,  C = O , T = T o .  (3) 

The boundary problem (equations 1-3)  was 
solved numerically by the finite-difference 
method for different governing parameters. The 
maximum concentration of a particular radio- 
nuclide at the Earth's surface was accepted as a 
criterion of safety assessment, i.e. it is assumed 
that the repository site is safe if this maximum 
concentration is less than the prescribed 
maximum allowable concentration of the radio- 
nuclide. The strictest constraints are imposed 
upon the concentration of 9°Sr, for which the 
maximum allowable concentration (MAC) is 
2 x 10-15gcm -3 (Krauskopf 1988). That is 

why it is reasonable to select this radionuclide 
for determining the safety criterion. 

Let us consider an example. As mentioned 
above, permeability is the most important para- 
meter in the equations. We have estimated the 
matrix permeability of the rocks from SG-3 and 
KTB. At the probable depths of a well repository, 
it ranges from 10 -19 to 10 -18 m 2. Brace (1980) 

revealed that the permeability of rock mass is 
higher than the matrix permeability obtained, 
due to the occurrence of fractures that are not 
usually represented in the samples. He estimated 
a factor of 103 for correcting this. The data from 
the KTB investigations (Huenges 1993; Huenges 
et al. 1997) agree with Brace's estimations: their 
matrix permeability ranges from 10 -2° to 
10-19m2, and the rock-mass permeability is 

103 higher, i.e. 10 -16 to 10-17m 2. Unfortu- 

nately, the results of pumping tests in SG-3 are 
not so detailed. However, as we mentioned 
above, SG-3 and KTB boreholes are drilled in 
analogous geological structures and the same 
types of tight rocks occur in the sections. There- 
fore, we assumed the correction factor value to 
be the same - 103. The maximum matrix per- 
lneability values that we estimated in the vicinity 
of the HLW were in the range 10 -19 to 10 -18 m 2. 

This means that rock-mass permeability values 
might be in the range of 10 -16 to 10 -15 m 2. 

We will consider the case when k = 10 -16 m 2. 

The thermophysical properties of water are 

specified as: 

p = 1000 kg m -3, c -- 4200 J/(kg K), 

= 5 × 10 .4 l/K, tx = 5 x 10 -4 Pa s. 

An analysis of thermophysical properties of 

rocks shows that 9rCr and 9c are of the same 
order of magnitude (Dortman 1984). If we 
specify that they are equal, then the simulation 
results are approximately valid for many types 
of rocks. That is why, in the case being 
considered, it is taken that prCr TM pc. Thermal 
conductivity is specified as h = 1.26 W / ( m  K) 
(what is close to lower boundary of the thermal 
conductivity range for intrusive rocks). Since it 
is supposed that rocks at repository site do not 
contain large-scale tectonic disturbances, dis- 
persion parameters are specified as OLL = OLT = 
0.5 m (Bochever & Oradovskaya 1972). Porosity 
value is specified as q~ = 0.003. 

We assume that rw ---- 1 m, and the length o f  
the waste-loaded part of the well is 500 m, i.e. 
z2 - Zl = 500 m. It is also assumed that each 
canister occupies 4 m of the well length, and 
that the heat generation of HLW at t = 0 is 
2.16 kW per canister (Wang et al. 1989). There- 
fore, Mtoo ----- 504 W m 

The dependence Csat(T), according to 
(Chambre & Pigford 1984), may be given as: 

r - T o  
In Csat(T) = 2.303 ~ + B (4) 

where AT is the temperature range within which 
C~at changes by 10 times• From the data on solu- 
bility of amorphous siliceous compounds, it is 
specified that AT ~ 200 K, and that saturation 
concentration of the waste form at 20°C is 
about 5 x 10 -5 g cm -3 (Chambre & Pigford 

1984). The fraction by weight of radioactive 
materials in the waste form is 10-35% (Hench 
et al. 1986), and these materials contain about 
5% of 9°St. Since ,/ is a product of these 
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values, ~/= 0.005-0.0165. It was specified that 
~ / :  0.01. 

Calculations at different values of Zl showed 
that the maximum concentration of 9°Sr in the 
groundwater at the Earth's surface is less than 
MAC, if the depth of waste disposal zl is more 
than 218 m. Therefore, the selected criterion of 
disposal site safety is satisfied at the disposal 
depth, which is quite acceptable from both the 
technical and economic points of view. More 
sophisticated analysis for the assessment of 
reciprocal influence between thermoconvective 
transport processes in neighbouring wells shows 
that this influence is not significant if the distance 
between the wells at realistic values of governing 
parameters is less than 100 m (Malkovsky et at. 

1995). 

As we can see, the boundary problem 
considered in equations (1) and (2) describes a 
convective-heat- and mass-transfer process in a 
uniform porous medium. The availability of 
such a model is based on a repository safety 
requirement that a rock massif selected for the 

HLW repository may not contain large-scale irre- 
gularities (and, in particular, tectonic 
disturbances). Hence, changes in the transport 
properties of these rocks at elevated pressures 
and temperatures can be estimated from a limited 
number of experiments on core samples. Since 
any real rock massif is not perfectly uniform, the 
model considered can be used mainly for a pre- 

liminary estimation of repository parameters. 
Refined results should be obtained from calcu- 
lations on the basis of the extended precision tech- 
nique (Malkovsky et al. 1998), taking into account 
the rock heterogeneity and topography-driven 
flow of groundwater, which calls for more detailed 
studies of the transport properties of these rocks. 

The computer simulation results presented 
show that a HLW well repository site can be 
safely located at relatively shallow depths. The 
probable values of in si tu permeability of a 
rock massif at the depth of the projected well 
repository were used in the model. This model 
does not take into account the changes in 
permeability due to HLW heat generation, but 
the results of experiments demonstrate that an 
increase in pressure and temperature leads to a 
decrease in permeability for types of rocks 
being examined, in the range of P - T  parameters 
being considered. Therefore, one can expect that 
a HLW repository site will remain safe even 
under temperature increase caused by heat gener- 
ation in the disposed waste. Secondly, as has 
been mentioned before, the values used in the 
simulation are close to the permeability of 
unweathered rock-mass. The total permeability 
of the geological structure can be higher. 

The Kola SG-3 section is intersected by 
numerous large fracture systems such as faults 

and shear zones (Kozlovsky 1987). The per- 
meability of these zones is higher than that 
which we used for our calculations about 
10 -14 m 2 (Tutubalin et al. 1995). However, our 

main focus was to estimate a safe depth for a 
HLW well repository, i.e. to find a minimum ver- 
tical thickness of a rock-mass containing only 
microfractures or discrete fractures. The safe 
depth for a HLW repository, according to our 
calculations, was estimated to be about few 
hundred metres. This is the minimal vertical 

thickness of a well section above the repository 
that is not intersected by fracture zones. We 
assumed the length of well-loaded part to be 
500 m. Therefore, the minimum vertical dimen- 
sion for a rock-mass block for a HLW repository 
is about 700 m. Referring to the data on SG-3 
(Kozlovsky 1987) we believe that it is possible 
to find this type of block in the borehole 
section. Of course, any repositories for critical 
wastes are unacceptable in superdeep boreholes. 
However, similar geological structures that can 
be considered as potential sites for HLW under- 
ground disposal are located in the region, and the 
estimates obtained show that a well repository 
site can be safely located at a relatively shallow 
depth. 

Summary 

An experimental study of the samples collected 
from a depth of 3.8-11.4 km in the Kola and 
KTB superdeep boreholes and from the Earth's 
surface at the Kola drilling site was carried out 
at temperatures up to 600°C and pressures up 

to 150 MPa. 

(1) Due to the effect of overprinted micro- 
cracks, the porosity and permeability of 
the core samples are higher than the poro- 
sity and permeability of the samples 
collected from the surface. Therefore, the 
values obtained on the core samples at 
ambient temperature and pressure are 
abnormally high. 

(2) An increase in confining pressure leads to a 
decrease in the permeability of the rock 
samples. The behavioural trend changes 
with temperature: the curves obtained at 

elevated temperatures (400-600°C) are 
more inclined to the pressure axis. 

(3) The behaviour of the temperature- 
permeability trends depends on the effec- 
tive pressure and on the depth of sample 
selection. 
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(4) 

(5) 

(6) 

With high effective pressure, the 

temperature-permeability trends are 

monotonous for the samples collected 

from the surface and from moderate 

depth (3.8 kin). The temperature increase 

leads to a permeability decrease. In 

contrast, the temperature-permeability 

trends of samples collected from great 

depths (8.8-11.4 km) show inversions. 

With low effective pressure, inversions 

occur on all of the trends obtained 

for the samples: i.e. those collected 

from the great and shallow depths and 

from the surface as well. The inversions 

occur at a variety of temperatures: 200, 
300 and 500°C. 

It was found that this permeability beha- 

viour is due to rock microstructural 

transformations caused by the competing 

influences of temperature and effective 
pressure. 

Simultaneous heating and loading, simula- 

ting an increase in depth, lead to a decrease 

in sample permeability. 

A numerical simulation of convective 

transport was performed in order to deter- 

mine a safe depth for a HLW well reposi- 

tory. The estimations obtained show that a 

well repository site can be safely located 

at relatively shallow depths. The experi- 

mental results obtained demonstrate that 

increases in pressure and temperature lead 

to a decrease of permeability for examined 

types of rocks in the considered range of 

P - T  parameters. Therefore, one can 

expect that the HLW repository site will 

remain safe even during the temperature 

increase caused by heat generation in the 
disposed waste. 
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Abstract: A significant problem with basement core data acquired by the Ocean Drilling 
Program (ODP) is that it is unorientated with respect to grid north and in those cores 
with < 100% core recovery the data may also be inaccurately located within the borehole. 
In order for structural data from basement cores to be of any real value, the recovered 
core must firstly be accurately located and orientated. Here, we develop methods for core 
reorientation and accurate location within a borehole that integrates wireline borehole 
electrical images with whole-core digital images. Azimuthal orientation and location of 
individual core pieces allows for the detailed interpretation of structural data, including 
fabrics and fractures and reorientation of other spatially anisotropic properties of core, 
such as palaeomagnetism. 

ODP Hole 1105A is one of a pair of holes drilled on the Atlantis Bank in the SW Indian 
Ocean, which penetrate sections of the lower ocean crust. Hole 1105A was drilled to a depth 
of 158 metres below sea-floor (mbsf), with core recovery of 83% and the vast majority of the 
recovered material being represented by gabbroic rocks. 

Zones of crystal-plastic deformation occur throughout the core, but overall their fre- 
quency increases downhole. In the deformed zones, the gabbros are transformed into equi- 
granular or porphyroclastic gneissose textured rocks, characterized by very prominent 
planar fabrics. These localized deformation zones relate to the early exhumation history 
of the lower crust in an environment similar to core-complex formation in continental 
regions. 

Using a combination of digital core and formation microscanner (FMS) images, it is now 
possible to fully orientate structural features in a borehole and so map the oxide gabbro and 
crystal-plastic deformation zones in Hole 1105A. From the analysis of the crystal-plastic 
fabrics, the majority appear to dip southwards, with a few (c.5%) dipping to the north. This 
would suggest that the major exhumation surfaces in this hole are represented by southward- 
dipping structures, formed at high temperatures during unroofing of the Atlantis Bank. 

The present understanding of ocean crust struc- 

ture and development has relied largely on data 

obtained through geophysical, e.g. (Hill 1957; 
Detrick et al. 1994), and ophiolite studies, e.g. 

(Kidd 1977; Christenson 1978). Further invalu- 

able information on ocean-crust architecture 

has been provided by the drilling and recovery 

of in situ basement sections, allowing more 

detailed investigation into mid-ocean ridge 

processes e.g. Holes 504B (Cann et al. 1983; 

Anderson et al. 1985; Becker et al. 1988, 1992; 

Dick et al. 1992; Alt et al. 1993) and 735B 

(Robinson et al. 1989; Dick et al. 1991, 1999). 

Unfortunately, core recovery in the majority of 

DSDP and ODP basement boreholes is low 

(<50%),  and much of the recovered core is 

often biased towards more massive and compe- 

tent lithologies (Brewer et al. 1998). The curator- 

ial practice of the Ocean Drilling Program, i.e. 

moving recovered core pieces to the top of the 

cored interval (Alt et al. 1993), introduces a sys- 

tematic bias into the curated depths of recovered 

core pieces, resulting in many individual pieces 

being placed anything up to several metres 

above their true position within the cored 

section. Agrinier & Agrinier (1994) have pro- 

vided a statistical solution to this problem, but 

this only provides a probabilistic estimate. The 

interpretation of the structural setting of a 
particular borehole is further complicated, as 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 165-177. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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recovered basement cores are unorientated with 
respect to north. Hence, while the dip of veins, 
foliations and other structural features can 
be recorded, the strike of the features can only 
be measured within the reference frame of the 
core. Oriented coring devices are extremely 
rare (MacLeod et  al. 2002) which places severe 
restrictions on the ability to perform structural 
and tectonic studies. 

In order to fully interpret core data derived 
from ocean boreholes, it is necessary to sup- 
plement these with wireline logging data, 
which provides a near-continuous record of the 
physical and/or  chemical properties of the rock 
surrounding the borehole walls (Brewer et  al. 

1998). Tools such as the routinely deployed For- 
mation Microscanner (FMS) record geophysical 
data on a scale sufficiently fine that it is possible 
to map the borehole walls - imaging a variety of 
different structural features (Pezard et  al. 1990; 
MacLeod et  al. 1994, 1995). The FMS tool also 
contains a magnetometer, which allows the 
determination of the in s i tu  orientation of 
imaged features, and hence provides the potential 
for the reorientation of recovered core (Haggas 
et  al. 2001). 

The technique discussed by Haggas et  al. 

(2001) has been developed further in ODP Hole 
l I05A; this particular borehole represents a 
shorter drilled section than the nearby Hole 
735B, but has high core recovery, good-quality 
wireline logging data for the cored interval, and 
a set of digital core images, which were obtained 
post-cruise, for 90% of the recovered material. 

Geological setting 

ODP Hole l105A is situated approximately 
1.3 km ENE of Hole 735B on the Atlantis 
Platform along the eastern transverse ridge of 
the Atlantis II Fracture Zone (Pettigrew et  al. 

1999) (Fig. 1). The Atlantis II Fracture Zone is 
a large-offset, left-lateral transform, which cuts 
the Southwest Indian Ridge (SWIR) at 31°S 
57°E (Dick et  al. 1991). The SWIR is classified 
as an ultra-slow spreading centre with a half- 
rate of approximately 0.8 cm/a.  (Fisher & 
Sclater 1983), and forms a r idge-r idge-r idge  
triple junction with the Central Indian Ridge 
and the Southeast Indian Ridge (Dick et  al. 

1991). Extension of the SWIR has resulted 
from migration of the triple junction to the 
north-east, creating a number of fracture zones, 
including the Atlantis II Fracture Zone (Dick 
et  al. 1991). Site l105A is situated in an area 
expected to have received a relatively low 
magma supply, as it is located close to where 
the ridge axis terminates at the transform; this 

20°S 

40°E 50 ° 60 ° 7 0  ° 

Fig. 1. Bathymetric map showing the location of Site 
1105. Contours are at 1000 m intervals. Modified from 
Robinson et al. (1998) and Haggas et al. (2001). 

suggests mechanical deformation is the dominant 
accretion process in this section of crust 

(Pettigrew et al. 1999). 
Hole l l05A was drilled to a depth of 158 

metres below the sea-floor (mbsf); 143 m were 
cored, recovering 118.43 m of predominantly 
gabbroic rock, giving an average core recovery 
of 82.8% (Pettigrew et  al. 1999). The recovered 
lithologies were divided into 141 intervals on 
the basis of variations in mineralogy, mineral 
mode, texture and grain size; these were 
grouped into four lithological units (Pettigrew 
et  al. 1999) (Fig. 2). The recovered core shows 
a wide range of brittle to ductile deformational 
features, including alteration veins, joints, and 
magmatic and crystal-plastic foliations 

(Pettigrew et  al. 1999). 

Core data 

High-resolution core images were collected of 
whole core pieces from Hole 1105A, by use of 
the DMT Colour CoreScan T M  system; the 

method used is discussed in greater detail by 
Haggas et  al. (2001). As the Leg 179 core had 
been split and sampled, it was necessary to 
reconstruct the whole core using foam spacers 
and tape; this unfortunately results in the 
obscuration of some of the fine-scale detail, as 
a number of structural features have been 

removed by core sampling. Over 106 m of the 
Leg 179 core was imaged using this method, 
representing 90% of the total recovered material; 
an example of the core images produced is 
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Fig. 2. Summary of available core and log data from ODP Hole 1105A: (a) average core recovery with depth; 
(b) availability of FMS data; (c) availability of digital core images; (d) lithostratigraphy of Hole 1105A, after 
Pettigrew et al. (1999). 

shown in Figure 3. The images obtained were 
then reconstructed into core barrel lengths, using 
the software DMT Corelog T M  (Haggas et  al. 

2001). The reconstructed core barrel images 
were used to identify and measure structural fea- 
tures in the core, including veins, fractures and 
foliations (Fig. 4). 

Logging data 

Four down-hole logging tool strings were 
deployed during Leg 179, and are discussed in 
detail by the shipboard scientific party (Pettigrew 
et  al. 1999). The Formation Microscanner T M  

(FMS) was deployed as part of the second tool 
string, along with a natural gamma-ray tool 
(NGT). Two passes of the tools were made, and 
excellent-quality data were acquired during 
both passes (Pettigrew et  al. 1999). The problems 
encountered in ODP Hole 735B due to excessive 
resistivity contrasts (Dick et  al. 1999; Haggas 
et  al. 2001) were largely eliminated in Hole 
l105A, due to flushing of the borehole with 

resistive freshwater drilling mud prior to deploy- 
ment of the tool (Pettigrew et al. 1999). 

The FMS tool is an electrical imaging device 
allowing for the visual representation of struc- 
tural features near to the borehole wall (Brewer 
et  al. 1998; Pezard et  al. 1990). Measurements 
are made by four pads, which contain two 
overlapping rows of buttons against a back- 
ground electrode; these pads are pressed against 
the borehole walls as the tool is pulled uphole 
(Brewer et  al. 1998; Lovell et  al. 1998). The 
raw data acquired by the tool consist of a number 
of microresistivity curves, which are then 
processed as a high-resolution electrical image, 
allowing structural features such as bed 
boundaries, conductive/resistive fractures, and 
brecciated units to be identified (Rider 1996). It 
is often possible to distinguish between individ- 
ual lithological units on the FMS profile; this is 
particularly true in the case of oxide-rich 
lithologies, which are easily distinguished from 
oxide-poor horizons due to their highly conduc- 
tive nature. 
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Fig. 3. Unrolled core image of olivine gabbro from 

the Hole l105A core. As the core had been split and 

sampled, foam spacers were used to ensure that the 

core piece could be rotated evenly during the imaging 

process. 

The FMS tool string also includes a general 
purpose inclination tool (GPIT) and two callipers 
set 180 ° apart, which can be used to determine 
the borehole size and ellipticity (Brewer et al. 

1998). The orientation of the borehole with 
respect to local Earth field values, and the orien- 
tation of the sensors within the hole, are 
measured by an accelerometer and a magnet- 
ometer contained within the GPIT (Alt et al. 

1993). 
As the FMS images are accurately located and 

orientated within the borehole, the true dip and 
direction of a bed boundary or structural 
feature can be determined. Individual features 
are picked on the FMS data as sinusoids, from 
which the amount and direction of dip can be 
calculated by the Schlumberger software 
GeoFrame TM (Haggas et al. 2001). 

Error estimation 

Potential errors arise in the logging data, due to 
inaccurate location of logs, precision and accu- 
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Fig. 4. Reconstructed section using the DMT software 
CoreLog TM. Dips of fractures (green), veins (red), 

fabrics (purple) and lithological contacts (yellow) are 

shown. The core pieces have been rotated so that the 

red marker line, marked on each piece by the 
structural geology team, is in the same orientation 

for every piece. 

racy of the tools and the vertical coverage of 
the logs. The location error of down-hole logs, 
however, should be << 1 m if shore-based pro- 
cessing has been properly achieved (Brewer 
et al. 1998). The maximum extension of the 
FMS tool's arms is 15 inches; therefore, 
blurred FMS images may be generated in those 
boreholes with a diameter in excess of this, as 
the electrode pads will not be in contact with 
the borehole walls (Lovell et  aL 1998). A 
further point to note with the FMS data, is that 
in ODP boreholes only 20% of the borehole 
walls are imaged; hence, some features may not 
be seen due to their orientation (Ayadi et al. 

1998; Brewer et al. 1998), however, coverage 
may be improved with multiple tool passes. 
The FMS is therefore more likely to image 
subhorizontal to inclined structures than near- 
vertical features. Individual tools have different 
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precision and accuracy; however, the worst 

measurement errors experienced are approxi- 

mately 10%; this is considerably better than the 

potential maximum location error associated 
with core recovery (Brewer e t  al. 1998). 

The GPIT used to orientate the FMS logs may 

be affected by the presence of magnetic minerals 
(including F e - T i  oxides) in the formation 
(Goldberg e t  al. 1992). Hence, in F e - T i  oxide 

gabbro horizons, the orientation of the FMS 

logs may be inaccurate, due to the strong magne- 
tization of oxide-rich layers; this effect of mag- 
netic minerals on the FMS data should be 

clearly evident on the logs, marked by sharp 

changes in the azimuth of the tool. However, in 
Hole l105A, fluctuations in the orientation of 
the local magnetic field across oxide-rich inter- 

vals appear to be small (Fig. 5), with limited 

effect on the FMS tool orientation (Pettigrew 
e t  al. 1999). 

Before correlation between core and log data 

can be achieved, it is necessary to accurately 
locate individual core pieces within the reference 

frame of the log data. The first stage in this 

process is to ascertain the potential location 
error of each core piece, which is directly 

related to core recovery. Recovery in Hole 

l105A ranges from 44.4% (18R) to 109.0% 
(20R), and shows no systematic variation 

down-hole (Fig. 6a). Four of the drilled cores 

have recovery exceeding 100%; this phenom- 
enon can occur when cored material is left in 

the borehole after previous coring runs, and is 
known as 'poling' (Dick e t  al. 2000). A clearer 

representation of the potential for core location 
error is presented if the maximum location 
error for individual core barrels is plotted 

(Fig. 6b). The highest potential location error 
occurs in core 18R, in which each individual 

core piece may be as much as 2.8 m from its 

true position. In those cores with > 100% core 
recovery (9R, 13R, 17R and 20R), the 
maximum location error is a negative figure, as 

some core pieces may be more accurately 

located in a previously cored interval. 
A correlation can be noted between core 

recovery and the physical properties of the 

core, as evidenced from the FMS data. Those 
sections with lower than average core recovery 
tend to be represented on the FMS images by 

areas of highly variable conductivity, which 
can be interpreted as foliated or intensely frac- 

tured horizons (Fig. 7). Higher core recovery 
tends to occur in the more massive sections of 
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Fig. 5. Magnetic field curves for Hole 1105A across an oxide-gabbro interval (Fx = magnetic field on the x-axis, 
F~' = magnetic field on the y-axis, F z = magnetic field on the z-axis). The coarse grain-size of the oxide gabbro 
results in a distinctive stippled effect on the FMS image. 
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the core with lower fracture densities; this needs 
to be considered carefully when attempting to 
interpret the structural core data as a small 
number of key deformation zones may be 
missing from the recovered material. 

Identification and correlation of 

lithological intervals 

The Shipboard Scientific Party described 141 
rock intervals in the Hole 1105A core, divided 
due to variations in modal proportions, grain 
size and/or texture (Pettigrew et al. 1999). It is 
not easy to attempt a similar detailed division 
of the FMS image data, as small variations in 
modal proportion and grain size are difficult to 
establish on the electrical images. However, the 
contrast in log response between oxide-rich and 
oxide-poor rock intervals allows a basic down- 
hole stratigraphy to be produced from the 
down-hole logging data (Fig. 8). Oxide-poor 
gabbros, such as olivine gabbro, and olivine- 
bearing gabbro, are imaged on the FMS data as 
areas of uniformly high resistivity; these are dif- 
ficult to distinguish from oxide-bearing gabbro 
and oxide-bearing olivine gabbro, which typi- 
cally contain _<1% F e - T i  oxide. Oxide-rich 
lithologies (e.g. oxide gabbro, oxide olivine 
gabbro and olivine-bearing oxide gabbro) typi- 
cally contain _>5% F e - T i  oxides; these are 
imaged as highly conductive horizons, often 
with a distinct stippled effect in intervals with 
coarse grain size (Fig. 5). A number of the 
highly conductive horizons identifiable on the 
FMS images are areas of intense crystal-  
plastic deformation; these sections have a 
distinctly layered internal structure and are 
discussed in more detail later. 

Oxide-rich lithologies comprise 21.8% of the 
recovered core from the logged interval; 
this compares with 23.6% of conductive horizons 
present on the FMS data. Oxide-rich intervals of 
variable thickness occur throughout Hole 1105A, 
and there appears to be very little systematic 
variation with depth. In many instances, conduc- 
tive horizons on the FMS data are a few cm 
thicker than the corresponding oxide gabbro 
interval in the core; this occurs because the 
recovered core often comprises small pieces 
with one or both contacts unrecovered. Conver- 
sely, across some rare intervals, the oxide 
horizon in the recovered core appears to be 
thicker than the corresponding FMS data. There 
are two possible reasons for this: 

(1) In the case of small core pieces, if these are 
not obviously contiguous, then a gap of 
approximately 1 cm is left between each 
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(2) 

piece in the curated core barrel; this may 
be in excess of the actual missing material. 
Contacts between oxide-rich and oxide- 
poor intervals are commonly gradational, 
and therefore may have been placed at a 
slightly different location by the shipboard 
scientific party than suggested by the FMS 

data. 

The location error of oxide-rich core intervals 
appears to vary down-hole. Core pieces in the 
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upper parts of the core are c.80 cm from their 
location on the down-hole logs; however, this 
location error decreases down-hole until it is 
only a few centimetres at 96 mbsf. Progressing 
down-hole, between 100 and l l 5 m b s f ,  the 
core data require a depth shift of c.50 cm 

upwards. Finally, at the base of the hole, the 
difference between core and log depths are 
again only a few centimetres. These variations 
in core location error are predominantly a 
function of variable core recovery down-hole 

(Fig. 6). 
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Fig. 10. (a) Log of the position and thickness of crystal-plastic fabrics throughout the Hole 1105A core. 
(b) FMS image of a mylonite at the base of a coarse-grained oxide gabbro interval. 
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Once a number of individual lithological inter- 
vals have been identified on the FMS data, these 
can be relocated and, if contacts have been 
recovered, rotated to their true orientation in 
the reference frame of the log data. Three thin 
intervals of F e - T i  oxide gabbro were easily 
identified on both the core and borehole images 
(intervals 24, 26 and 83), and are used here as 
examples of the location and reorientation 
process. The upper and lower contacts of interval 
24 with intervals 23 and 25 are easily identified 
on both the optical and electrical images 
(Fig. 9a). In the core, interval 24 is a 27-cm- 
thick F e - T i  oxide-rich layer; the upper contact 
is located at 48.14 mbsf and dips 43 ° with a 
dip direction of 286 ° (subsequently, all orien- 
tations are expressed as dip/dip direction; e.g. 
43°/286°), and the lower contact is at 
48.41 mbsf and dips 45°/283 °. The same interval 
is located on the FMS data between 48.9 and 
49.2 mbsf, and the upper and lower contacts 
dip at 46°/195 ° and 40°/190 ° respectively. If 
the FMS data are regarded as the true reference 
frame, the core data for this interval require a 
depth shift downwards of c .80cm and an 
average rotation of 93 ° anticlockwise. Ninety- 
five centimetres below interval 24, interval 26 
is also easily identified on the FMS data 
(Fig. 9a). The dip of upper contact of this interval 
has been measured in the core as 43°; this 
compares with a dip and strike of 45°/185 ° 
calculated on the FMS data. 

Interval 83 is an olivine-bearing oxide gabbro 
located at 96.05 mbsf in the core (Pettigrew et al. 

1999) (Fig. 9b). The interval is 15 cm thick, with 
upper and lower contacts dipping at 11°/034 ° 
and 10°/037 ° respectively. This oxide gabbro 
horizon has been identified on the FMS data at 
96.0 to 96.2 mbsf, hence is almost at its correct 
location, but requires a rotation of 83.5 ° anti- 
clockwise to correlate with the orientated log data. 

Unfortunately the identification, location and 
orientation of oxide-poor horizons are consider- 
ably more complicated than for the oxide-rich 
gabbro horizons. Location and orientation of 
massive olivine gabbro horizons are only achiev- 
able using their relationships with accurately 
located oxide gabbros, or if the gabbros contain 
cross-correlated structural features such as 
crystal-plastic fabrics or fractures/veins. 

Identification and correlation of 

crystal-plastic fabrics 

A number of horizons with crystal-plastic 
deformation occur throughout the I105A core 
and their down-hole distribution is illustrated in 
Figure 10a. Only those horizons with strong foli- 
ation to ultramylonite were logged and compared 
with the electrical images, as it is unlikely that 
the FMS data will have imaged very weak foli- 
ation and minor deformations such as kinked 
cleavages. Horizons of crystal-plastic defor- 
mation occur throughout the core; however, 
they increase in frequency and thickness in 
the lower 80 m. Particularly thick deformed hor- 
izons occur in cores 29R and 30R - towards the 
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base of the drilled section. Areas of crysta l -  

plastic deformation tend to be associated with 
oxide-rich and oxide-bearing intervals, but 

several instances also occur in olivine-bearing 

gabbro intervals. A similar association between 
oxide-rich intervals and moderate to strong 

crystal-plast ic deformation was also noted in 
the nearby Hole 735B (Dick et al. 1999). 

However, it is also important to note that not 

all the oxide horizons in the recovered core are 
deformed; many have very low fabric intensity. 

The dips of crystal-plast ic fabrics in the core 
range from 0 to 75 °, but there appears to be no 
systematic variation in dip angle with increasing 
depth down-hole. The down-hole decrease in 

fabric intensity noted in Hole 735B (Dick et al. 

1999) is not observed in Hole 1105A; however, 
the Hole 1105A core represents a much shorter 
drilled section. 

Due to the accurately located and orientated 
core images, it is possible to correlate foliated 
sections of the core with the same features on 

the FMS images. This allows the down-hole vari- 

ation in dip and azimuth of crystal-plast ic 
fabrics to be determined. Strongly foliated inter- 

vals are imaged on the FMS data as sections with 
alternating bands of high and low conductivity; 
the example illustrated in Figure 10b is a myloni- 
tized horizon at the base of a oxide gabbro 
horizon. 

Figure 11 a illustrates the distribution of dips of 
crystal-plast ic fabrics throughout the logged 

section. The mean dip value (20-30  ° ) and 
range of dips (0 ° to 70 °) are consistent with 

those measured from the core data. It should be 
noted, however, that any near-vertical fabrics 

might not be seen on the FMS images, due to 
incomplete borehole coverage. The fabrics do 

not show a strong variation in azimuthal direc- 
tions with depth; however, there does appear to 
be a slight concentration of azimuthal directions 

between 180 ° and 210 ° distributed throughout 

the core. 

Conclusions 

For full location and orientation of core pieces, 

high-quality log data and comprehensive scanned 
core images are essential. Oxide-rich horizons 

are easily identified on the borehole electrical 

images; hence, the majority of these can be accu- 
rately located and, if  contacts have been recov- 

ered, orientated with respect to grid north. 
Variations in the magnetic field across oxide 

gabbro horizons appear to be small, and hence 
are presumed to have a very small influence on 

the azimuth of the FMS tool. In ODP Hole 
1105A, a large proportion of the oxide-rich hor- 
izons in the core appear to have been recovered 

successfully; most of the unrecovered material 
in the core is likely to be intensely fractured, 

suggesting that recovery is influenced more by 

physical properties than lithology. 
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Comparison of  c rys ta l -p las t ic  fabrics within 

the core with the oriented logging data shows 

no systematic variations in dip angle or 

azimuth with depth; however ,  there does appear 

to be a concentrat ion of  dip azimuths be tween  

180 and 210 ° . This would  suggest that the 

major  exhumat ion  surfaces in this hole are 

represented by southward-dipping structures, 

formed at high temperatures during unroofing 

of  the Atlantis Bank. 
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Abstract" Physical properties of gabbroic samples from Ocean Drilling Program Hole 
1105A were measured in the laboratory, with a particular emphasis on the analysis of elec- 
trical properties. This data-set includes the major lithologies sampled in ODP Hole 1105A: 
gabbros, olivine gabbros, oxide-rich gabbros, and, for all rock types, different ranges of 
alteration were sampled: from flesh to highly altered. All these lithologies correspond to 
the seismic Layer 3 layer of the oceanic crust, and large-scale geophysical data interpret- 
ation requires a complete understanding of the physical properties of rocks in this section. 
Electrical conductivities measured on brine-saturated gabbros reveal strong excess conduc- 
tivity for samples rich in oxide minerals and, to a lesser extent, for altered samples. 
However, the classical models do not explain the excess conductivity reported in the 
oxide-rich samples when saturated with brine. The electrical conduction via electronic pro- 
cesses in metallic minerals has been taken into account in our analysis of the electrical prop- 
erties. The oxide minerals' contribution has been independently estimated through 
measuring dry electrical resistivity. These measurements allowed quantification of the elec- 
tronic conduction, which can reach 80% of the full conductivity for the most oxide-rich 
gabbros. 

Through the last three decades, the Deep Sea 
Drilling Project (DSDP) and Ocean Drilling 
Program (ODP) have provided a unique opportu- 
nity to study the composition and structure of the 
oceanic crust. Our knowledge of the in situ struc- 
ture of lower oceanic crust has largely been 
based on geophysical and ophiolite studies. 
Deep drilling investigations of lower oceanic 
crust have been achieved in several locations, 
taking advantage of tectonic exposure, e.g. 
Hess Deep (ODP Leg 147; Mdvel et al. 1996), 
the Mid-Atlantic Ridge (ODP Leg 153 at Mark 
Area; Karson et al. 1997) and the SW Indian 
Ridge (ODP Legs 118, 176 and 179; Von 
Herzen et al. 1991; Dick et al. 1999; Pettigrew 
et al. 1999). Boreholes drilled on the SW 
Indian Ridge have allowed study of lower- 
crustal rocks analogous to ophiolitic sequences, 
and assessment of the seismic nature of oceanic 

Layer 3. The analysis of geophysical data 
requires a complete understanding of the phys- 
ical properties of the investigated section. For 
this purpose, laboratory measurements of the 
physical properties of oceanic samples provide 
direct insights into the physical structure of the 
oceanic crust. These measurements can be com- 
pared with in situ down-hole measurements. In 
this paper, we present a petrophysical study of 
gabbroic samples from ODP Hole I I05A, 
located 1.5 km from the reference ODP Site 
735. The physical properties are investigated at 
room pressure and temperature in order to 
characterize the penetrated massif, as well as to 
determine the influence of alteration due to 
fluid circulation on rock properties. 

Porosity, density, electrical properties (for- 
mation factor, surface conductivity), bulk mag- 
netic susceptibility and compressional velocity 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 179-193. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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have been measured on a set of 34 samples col- 
lected during ODP Leg 179. Electlical properties 
of gabbros have been investigated in detail by 
Pezard et  al. (1991) and lldefonse & Pezard 
(2001) in ODP Hole 735B, to identify down- 
hole changes in electrical properties, porosity 
structure and alteration. An important result is a 
change in porosity as a function of depth. 
These works also highlighted the importance of 
oxide minerals in the measured electrical resis- 
tivity. In the oxide-mineral-rich samples, it was 
pointed out from saturated measurements that 
oxide ionic conductivity was involved. Unfortu- 
nately, the 735B mini-cores were lost, and further 
investigation of complementary measurements 
such as oxide content, magnetic susceptibility and 
dry resistivity were not possible. Our data-set, 
however, does allow a full investigation of the pet- 
rophysical properties in such oxide-rich gabbros. 

Due to extreme sensitivity, and in spite of 
complexity, electrical methods are among the 
most precise indirect tools for the analysis of 
rock structures. At low frequencies (<  1 kHz), 
electrical properties of saturated rocks are influ- 
enced by the nature of the rock matrix; the 
chemical composition and salinity of the saturat- 
ing fluid; the cation-exchange processes along 
pore surfaces, and/or the movement of fluids in 
the porous medium (e.g. Waxman & Smits 
1968; Olhoeft 1981; Walsh & Brace 1984; 
Katsube & Hume 1987; Pezard 1990; Pezard 
et al. 1991; Revil et al. 1998). Rock-forming 

minerals are mostly silicates, having a high resis- 
tivity (106 to 1014 ohm m), but, when the rock 

matrix contains conductive minerals (Ti -Fe  
oxide in gabbros), the conduction current 
through the matrix may be appreciable as oxides 
reach a resistivity of 10 -6 ohm m (Olhoeft 1981; 
Gu6guen & Palciauskas 1992). The influence of 
the oxide minerals on the various physical proper- 
ties are investigated in this paper. 

Geological setting: the Atlantis II Bank 

ODP Hole 1105A is located on top of the shallow 
Atlantis Bank (720 m below sea-level), about 
18 km east of the active Atlantis transform fault 
and 93 km south of the present-day ridge axis 
(Fig. 1). The Atlantis Bank is the shallowest 
and largest (c. 35 km 2) of a series of north-south 
aligned fiat-topped platforms (Dick et  al. 1999). 
This shallow structure is interpreted as the 
result of progressive unroofing along a north- 
dipping low-angle detachment fault (Karson & 
Dick 1984; Cannat et  al. 1991; Dick et  al. 

1991), in a tectonic situation similar to that of 
the inside-corner highs of the Mid-Atlantic 
Ridge (Tucholke & Lin 1994; Cann et  al. 1997; 
Tucholke et  al. 1998; Ranero & Reston 1999). 

The SW Indian Ridge (SWIR) is one of the 
slowest spreading sections of the mid-ocean 
ridge system, with a full spreading rate of 
16 m m / a  (Fisher & Sclater 1983; Dick et  al. 

1991). Slow-spreading ridges are characterized 
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Fig. 1. ODP (Ocean Drilling Program) Hole 1105A and 735B location. ODP Hole 1105A, reaches a depth of 158 mbsf 
(metres below the sea-floor) and ODP Hole 735B - a total depth of 1507 mbsf. Schematic diagrams of showing the 
lithostratigraphy of ODP Holes 735B (modified from Dick et al. 1999) and 1105A (from Pettigrew et al. 1999) Hole 
735B as a function of depth. Oxide gabbro intervals are coloured black. 
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by a low magma budget, and extension appears 
to be accommodated by a pervasive deformation. 
About 50% of the dredged rocks along the 
Atlantis II Fracture zone are peridotites and 
gabbros (Fisher & Sclater 1983; Dick et al. 

1991; MacLeod et al. 1998). The Atlantis Bank 
itself mostly consists of outcropping gabbro. 
Models proposed to explain the exposure of 
gabbros at the sea-floor involve large-scale 
normal faulting of the newly created oceanic 
crust. The gabbroic crust was accreted about 
11.5 Ma ago at the SWIR axis (Dick et al. 1991). 

ODP Hole 1105A is located at 1.3 km from the 
reference Hole 735B, which penetrates 1508 
metres below the sea-floor (mbsf), following two 
ODP drilling cruises: ODP Leg 118 (Von Herzen 
et aL 1991) and ODP Leg 176 (Dick et al. 1999, 
2000). The exceptionally high core recovery 
makes of these two boreholes quasi-continuous 
sample of the in situ gabbroic crust. 

B a s e m e n t  s trat igraphy 

In Hole 1105A, a sequence of gabbroic rocks was 
drilled to a total depth of 158 mbsf. Core recov- 
ery in such an environment is very high and 
reaches 82.8% for the whole section - similar 
to core recovery obtained in ODP Hole 735B 
(Dick et al. 1999). The recovered rocks in Hole 
1105A are divided into four main rock types, 
ranging from gabbro (36%), olivine gabbro 
(43%), oxide gabbro (17%), and olivine oxide 
gabbro (4%). The full section is presented in 
detail in Pettigrew et al. (1999). It is composed 
of 54 lithological units on the basis of variation 
in rock type, mineral abundances and grain 
size. On a broader scale, four major lithological 
units have been determined from petrological 
description (Fig. 1; Pettigrew et al. 1999). Hole 
1105A lithology consists of: 

(1) a gabbroic unit (15-48 mbsf) characterized 
by more primitive rock types and by a scar- 
city of oxide gabbro; 

(2) a gabbroic unit (48-136 mbsf) character- 
ized by a high abundance of oxide gabbro 
and oxide-bearing gabbro; 

(3) a gabbroic unit (136-150 mbsf) character- 
ized by a lack of oxide gabbros; and finally, 

(4) an oxide-rich gabbro and oxide-bearing 
gabbro unit (150-157 mbsf). In oxide-rich 
rocks, oxide content reaches up to 20-25% 
modal Fe-Ti  minerals. 

Sampling 

This study includes a series of 34 samples from 
ODP Hole l105A. All minicores were drilled 

vertically into the core after splitting. The 
samples include all the major lithologies iden- 
tified (gabbros, oxide-rich gabbros, olivine 
gabbros: Pettigrew et al. 1999) and different 
states of secondary alteration, from unaltered to 
highly altered. The samples are located along 
the whole section, and have been characterized 
according to their oxide mineral abundance and 
degree of alteration, from thin-section analysis. 
Three distinctive groups have been identified in 
order to allow petrographical characterization 
of each gabbro type, related to the objective of 
this paper: fresh, altered and oxide rich (Fig. 2). 
Distribution and abundance of oxide minerals 
in the thin section as shown in Figure 2 were 
determined by using heightened contrast to 
enhance the distribution of oxides (black) com- 
pared to the silicate matrix (white). Oxide 
mineral abundances determined by image analy- 
sis vary from 0.2 to 31.2%. Microprobe analyses 
obtained from ODP Hole 735B oxide minerals 
(Natland et al. 1991; Niu et al. 2002) show that 
the oxides are dominated by ilmenite and 
ilmenite-hematite-magnetite solid solution. For 
the following discussion, they will be referred to 
the oxide rich category. In this study, the notion 
of alteration is related to the surface electrical 
properties of alteration phases in gabbros, such 
as smectites, illites or zeolites (Robinson et al. 

1991; Dick et aL 1999; Pettigrew et aL 1999). 
Furthermore, petrophysical measurements 

from Pezard et al. (1991) and Ildefonse & 
Pezard (2001) obtained from ODP Hole 735B 
samples are integrated in the following discus- 
sion and compared to the l105A analyses. 
Most of these measurements have been made fol- 
lowing the same analytical procedure. This data- 
set does not represent the entire set of lithologies, 
since the primary criterion for choosing the 
samples was the freshness of the core. It results 
in a rather homogeneous sampling, without 
strongly altered or Fe-Ti  oxide-rich samples. 

Petrophys ica l  proper t ies  f r o m  down-ho le  

m e a s u r e m e n t s  

Physical properties were measured in situ using 
down-hole tools at Hole 1105A (Pettigrew et al. 

1999). Wireline logging provides a continuous 
geophysical characterization of the penetrated 
formations, and is a good indicator of the lithol- 
ogy distribution. The Triple Combo (resistivity, 
porosity, density, natural radioactivity and 
temperature measurements) and the FMS-Sonic 
tool strings were deployed (Pettigrew et al. 

1999). The FMS-Sonic tool string provides a 
measurement of sonic velocity, and includes a 
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Fig. 2. Standard transmitted micrograph of three representative samples. The sample diameter is about 2.5 cm. 
Distribution and abundance of oxide minerals in the thin section has been quantified by using heightened contrast to 
enhance the distribution of oxides (black) compared to the silicate matrix (white). The oxide mineral content for the ODP 
Hole 1105A samples are reported in Table 1. Sample 32 (140.64 mbsf); sample 10 (61.95) and sample 23 (110.3 mbsf). 

micro-electrical imaging device (FMS) together 

with calipers and gamma-ray measurement to 
enable depth corrections between tool strings. 

Full descriptions of the measurement principles 

of the logging tools used on the ODP program 
can be found in Goldberg (1997). Figure 3 pre- 
sents some of these geophysical measurements 

used in this discussion. 
The borehole shape is shown by two orthog- 

onal calipers (Fig. 3a), and appears to be 

smooth (diameter close to 10 in.), indicating 
that the borehole conditions required for reliable 
down-hole measurements are excellent here. 
Natural gamma-ray measurements (Fig. 3b) 
exhibit low values along the whole section - 
coherent in oceanic crust. Slight variations in 

gamma-ray measurements are indicative of 

changes in the degree of alteration. In the lower- 
most part of the borehole (from 103 mbsf to the 

bottom), gamma-ray values are slightly higher, 
and can be attributed to the highest degree of 

alteration in the gabbros (Fig. 3b). At 103 m, a 
strong increase in natural gamma-rays is 
recorded. This increase is correlated with other 
geophysical parameters such as low density, 
variation in the borehole shape (caliper), or low 

recovery in this interval, and may be indicative 
of the presence of a faulted zone or a fractured 

interval. Such fractured zones have been pre- 
viously described in the neighbouring Hole 735 
with the borehole televiewer (Goldberg et al. 
1991; Dick et al. 2000). Overall, variations in 
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Fig. 3. Down-hole measurements and mini-core measurements along ODP Hole 1105A gabbroic basement. All probes 
from Schlumberger and laboratory measurements were determined on the same mini-core (1.7 cm long and 2.5 cm in 
diameter). Mini-core measurements are reported in Table 1. White circles: fresh samples; grey circles: altered 
gabbros; and black circles: oxide-rich gabbros. (a) Caliper measurements (inches) from the Formation Micro 
Scanner. (b) Down-hole total gamma-ray content (API units) from the Hostile Natural Gamma Ray Probe. 
(e) Down-hole bulk density measured by the Hostile Environment Probe. (d) Down-hole electrical resistivity 
measured by the Dual Induction Toot. Mini-cores were saturated with NaC1 (30 g L- 1, similar to the sea-water) and 
electrical resistivity measured at 100 Hz. (e) Down-hole capture cross-section measured with the accelerator porosity 
sonde. This diagram gives the oxide abundance determined on thin sections by image analysis. 

the density profile mostly correspond to vari- 

ations in oxide mineral abundances. 

Electrical resistivity (Fig. 3d) measured with 
the dual induction tool (DIT) is the only quanti- 

tative assessment of the formation resistivity. 
Strong variations in resistivity are recorded 
along the section and are directly linked to the 
lithology. Typically, values lower than 

100 ohm m are indicative of oxide-rich layers. 
Electrical resistivity measurements appear to be 

affected by highly resistive gabbros encountered 
in the lowermost part of the borehole. In this 

interval (below 140 mbsf), the induction tool 
reached saturation where formation resistivity 
values are above 9700 ohm m. Another import- 
ant parameter used to distinguish the different 

gabbroic units is the capture cross-section 
(Fig. 3e). The thermal neutron absorption is a 

measure of the formation's ability to absorb neu- 

trons. This measure is useful, as it is a linear 
function of the formation geochemistry. In 

ODP Hole 1105A, the extreme range in the com- 
position of the gabbros makes this measure a 
good proxy to identify oxide-rich layers. 
Harvey et aL (1996) showed that some rare 

earth elements (REE: Gd, Sm, Eu, Dy) and B, 
C1 and H have the highest cross-section values. 

All these elements are abundant in oxide-rich 
gabbros, due to their higher degree of differen- 
tiation (high REE content as observed in the 
neighbouring ODP Hole 735B, Coogan et al. 

2001) and also the higher degree of alteration 
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(corresponding to the highest H content due to 
hydrous minerals). High values of the capture 
cross-section are well correlated with oxide 
mineral abundance measured in thin sections. 

All down-hole measurements highlight the 
fact that oxide-rich layers are not negligible 
along the whole section. Good agreement is 
observed between the down-hole measurements 
and laboratory measurements presented in the 
following section. 

Physical properties of minicores 

Measurements of physical properties have been 
performed on 25-mm-diameter mini-cores 
sampled along the drilled section. For each 
sample, porosity, grain density, compressional 
velocity, magnetic susceptibility and electrical 
resistivity at different salinities were measured 
at laboratory temperature and atmospheric press- 
ure. The results are presented in Table 1. A par- 
ticular emphasis has been placed on electrical 
measurements, in order to investigate changes 
in pore-space morphology and alteration, as 
well as the influence of oxide minerals on electri- 
cal properties. 

Porosity and grain density 

The porosity and density were determined by the 
standard immersion method corresponding to a 
triple weighing (with dry, saturated and 
immersed samples). This method allows direct 
computation of porosity and grain density, inde- 
pendently of sample size and shape, with: 

( W ~ , -  Wdry) 
= 100 x ' (1) 

(Wsat -- Wi) 

where Wdry is the dry weight, Wsat is the saturated 
weight; Wi is the immersed weight, and • the 
porosity. 

The grain density (pg) is calculated as the 
following: 

Wdry 

pg -- (Wsat_ Wi) x Pw (2) 

where Pw is the saturating fluid density. 
Porosity, bulk density, and grain density are 

summarized in Table 1. For rocks with porosities 
lower than 1%, as in most of the samples in this 
study, the absolute computed error is lower than 
2% for densities (i.e. about 0.06 g cm-3), and 
about 15% for porosities (i.e. _<0.1%). Values 
of porosity are generally low in most samples 
(Table 1). The highest porosities (Fig. 4c) corre- 
spond to the altered and oxide-rich samples 

(respectively 1.31% and 1.94% on average). 
Bulk density (Fig. 4a) is more variable, with an 
average of 2.95 g cm -3 in fresh and altered 
samples, although it increases to 3.43 g cm-3 in 
oxide-rich samples. 

Acoustic compressional velocity 

Compressional velocity (P-wave velocities: Vp) 
measurements were performed for each 
samples at 2.25MHz, using a Panametrics 
Epoch III-2300 device. The Teflon jacket used 
for the electrical measurements was kept in 
place, in order to reduce the influence of desa- 
turation during the measurements. Ve was 
measured on saturated samples with a 30 g 1-1 
NaC1 brine. The precision of these measurements 
was determined as better than 1%, i.e. of the 
order of 50 ms-  ~, determined by repeat measure- 
ments and standard measurements. The 
measured velocities (Vp) values range from 6.0 
to 7.1 km s -1 (Fig. 4b) and are comparable to 
the values for gabbroic rocks measured on Hole 
735B (Leg 118:6.713 + 0 .383kms -1 (Von 
Herzen et al. 1991); Leg 176: 6.777 _ 
0.292 km s -1, Dick et al. 1999), and are then 
representative of seismic Layer 3. The highest 
values were measured in fresh samples (with a 
mean Vp of 6.871 km s-l) ,  and a slight decrease 
is observed in the altered samples (with a mean 
Vp of 6.427 km s-l) .  Oxide-rich samples have 
markedly lower Vp values with a large game of 
value (from 4.530 to 4.5 km s-1). These lowest 
velocity values can be attributed to the abun- 
dance of Fe-Ti  oxide minerals, and the higher 
variability is likely to be caused by the variable 
degree of alteration and porosity (Fig. 4c) and 
variation in modal oxide abundance in these 
samples. 

Magnetic susceptibility 

A Kappabridge was used under the scalar mode 
for measuring the bulk magnetic susceptibility 
(Table 1). This measurement proved to be par- 
ticularly useful on board to detect the presence 
of thin metallic oxide seams, as the magnetic sus- 
ceptibility was measured on continuous cores 
recovered (Pettigrew et al. 1999; Natland & 
Dick 2001). The magnetic susceptibility is an 
intrinsic material property related to the 
induced magnetization intensity that may be 
measured on a sample. The magnetic suscepti- 
bility is a function of the nature, concentration 
and grain size of magnetic minerals within the 
sample. As a consequence, magnetic suscepti- 
bility data may be used as a proxy to clearly 
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versus oxide mineral content. 

identify the occurrence of oxide minerals. As 
expected, a good positive correlation between 
the estimated oxide content is observed from 
thin section (2D) and magnetic susceptibility 
(3D) (Fig. 4d). The scatter that does occur 
could be explained by the highly variable 
content of oxide in the gabbros, or by the differ- 
ence of investigation methods (2D versus 3D). 

Electr ical  resistivity 

Background. The sensitivity of the electrical 
properties of porous media to fluid content and 
alteration provides a powerful means to detect 
conductive horizons such as fractures, either 
open or mineralized, in a resistive matrix (e.g. 
Walsh & Brace 1984; Katsube & Hume 1987; 
Pezard & Luthi 1988). At the metre-scale, 

in situ measurements of electrical resistivity are 
often analysed to derive porosity (Archie 1942; 
Brace et al. 1965; Becker 1985). The different 
modes by which the current is transported may 
be identified in the laboratory, providing insights 
into the degree of alteration of the rock, with 
the analysis of surface electrical conduction 
(Waxman & Smits 1968; Pezard 1990; Revil & 
Glover 1998). The method used was initially 
derived for porous media such as sandstones 
and clays (Waxman & Smits 1968; Revil & 
Glover 1998). It has also been used successfully 
in various low-porosity igneous rocks, such as 
basalts (Pezard 1990; Bernard 1999; Einaudi 
et al. 2000), gabbros (Pezard et al. 1991; 
Ildefonse & Pezard 2001), and granites (Pape 
et al. 1985). For the oxide-free samples, the elec- 
trical conductivity in the samples depends upon 
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a combination of pore volume and pore surface 
conduction. 

In a porous media comprising a matrix con- 
sidered as infinitely resistive and a connected 
pore space saturated with a conductive electro- 
lyte, two electrical conductivities are involved: 
an electrolytic conduction mechanism within 
the pore volumes, and a surface conduction 
mechanism at the interface between the electro- 
lyte and minerals. While the electrolytic conduc- 
tion is directly related to the nature and salinity 
of the pore fluid, the surface conduction is due 
to the presence along pore surfaces of charges 
which appear to guarantee the electroneutrality 
of the medium. In most geological settings, the 
mineral surfaces are charged negatively. The 
cations present in the fluid along pore surfaces 
migrate through a diffuse layer to contribute to 
the overall conduction (Waxman & Smits 1968; 
Clavier et al. 1977). 

In the simplest case, i.e. when the surface con- 
duction component is negligible with respect to 
the electrolytic component (in the case of a 
pure quartz sand, for instance), the total conduc- 
tivity of the pore space (Co) can be considered as 
directly proportional to that of the saturating fluid 

(Cw): 

Cw 
Co =-V-  (3) 

The dimensionless F coefficient is called the 
'electrical formation factor'. The factor F 
describes the contribution of pore-space top- 
ology in the matrix to the electrical resistivity 
of a fluid-saturated medium. The electrical for- 
mation factor (F) has been reported to be depen- 
dent upon rock texture; distribution of pores and 
pore throat sizes, connectivity between pores; 
and flow-path tortuosity, all of which illustrate 
the internal 3D topology of the pore space of 
the analysed rocks. 

When surface processes cannot be neglected 
with respect to electrolytic conduction, which is 
generally the case in the presence of alteration 
phases, the previous equation does not hold. 
The full expression for the electrical conductivity 
of the porous media is the sum of two contri- 
butions: a bulk electrolytic conductivity and 
surface conductivity processes (Waxman & 
Smits 1968; Clavier et al. 1977). Waxman & 
Smits (1968) have proposed an empirical model 
to take into account the excess conductivity 
(C~) due to surface processes, with: 

Cw 
Co = ~ - + C ~  (4) 

where Cs is the surface conductivity resulting 
from the presence of the electrical double layer 
(Clavier et al. 1977), and F is the electrical 
formation factor. 

A new and more complete approach based on 
the pore space microgeometry has been proposed 
by Revil & Glover (1998), with: 

where t f+)  is the Hittorf number of cations in the 
electrolyte (Revil & Glover 1998), and ~ is a 
dimensionless parameter defined by Kan & Sen 
(1987). The flF, ~) is a complex function of F 
and ~ detailed by Revil & Glover (1998). The 
predictive capacity of this model covers the ade- 
quate salinity range. From the single approach of 
(5), the RG model is more precise, yielding the 
following high- and low-salinity end-members: 

Co = ( - ~ ) [ I  + 2~F(F-1)](HS) 

(6) 

Co= ~ C w [ 1 - ~ - ~ ]  (LS) 

At high fluid salinity, the dominant path for 
current transport depends on the pore volume 
topology, which is represented by the electrical 
formation factor (F). At low salinity, adsorbed 
cations are transported along the fluid-grain 
interface, and the electrical conduction is domi- 
nated by surface electrical conductivity (Cs). 
Further details on this model can be found in 
Revil & Glover (1998), Revil et al. (1998) and 
Ildefonse & Pezard (2001). For the following dis- 
cussion, we used the Waxman & Smits (1968) 
formulation. 

Experimental design 

In order to distinguish between the electrolytic 
and the surface conduction mechanisms, the 
samples were analysed by measuring the electri- 
cal resistivity with variable saturating fluid 
salinity. The measurements were performed at 
seven different saturating fluid salinities (from 
0.2 to 100 g 1-1; i.e. conductivity varying from 
0.04 to 11 S m - l )  with a two-electrode 
Wayne-Kerr  bridge. The samples were saturated 
with NaC1 solution at near-vacuum conditions 
for the first measurement. In the following, the 
bath fluid was regularly checked and brines 
were changed when changes in the electrical 
response of the system had ceased. The device 
used a spring to keep electrodes in contact with 
each mini-core. The sides of the cores were 
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wrapped in insulating Teflon tape to restrict the 

current from passing down the sides of the 
mini-core. A 10mV signal was applied to -3 

perform each of the measurements at seven 
-4  

frequencies. Only measurements realized at 
100 Hz are presented in this study. This fre- ~ -5 
quency value was chosen to be similar to that 
used for down-hole measurements. -6 

From these measurements (Fig. 5), we applied 
-7 

the detailed relationship of Revil & Glover 

(1998) to compute the electrical formation ,~ -8 
factor (F) and surface conductivity (Cs) of each 
sample. -9 

-10 
-2 

-3 Porosity structure f rom electrical 

measurements  
-4 

In the absence of clay or alteration phases, the 
electrical formation factor F depends primarily ~ -5 

on the porosity value and structure. In the 
-6 absence of clay or alteration phases, F depends ,-, 

primarily on the porosity value and structure. ~ -7 
The surface conductivity Cs is then negligible 
when compared to the fluid conductivity (Cw). ~ -8 

The F is measured or modelled to increases as 
the porosity decreases or becomes more tortuous. -9 

An empirical relationship between the electrical -10 
formation factor (F) and porosity (~)  was pro- -2 

posed by Sundberg (1932), later followed by -3 
Archie (1942) for sedimentary rocks, yielding 

Archie's law (Fig. 6a). This relationship is still 
widely used in oil industry. Thus the formation 
factor (F) was related to porosity by: 

F : ¢ -m (7) 

where m refers to the cementation factor of the 

sedimentary rock, and is related to the degree 
of cementation between individual grains. This 
relationship may also be expressed in terms of 

degree of connectivity of the inner pore space, 
or the inverse with electrical tortuosity -r 

(Walsh & Brace 1984; Katsube & Hume 1987; 
Pezard 1990; Pezard et al. 1991; Gurguen & 

Palciauskas 1992), yielding: 

T 
F : --  (8) 

-2 

While the cementation factor describes the non- 
uniformity of the section of the conductive chan- 

nels, the tortuosity relates to the complexity of 
the path followed by the electrical current (e.g. 
Gurguen & Palciauskas 1992) or, in a more 
general sense, the efficiency of electrical flow 
processes (Clennell 1997). Many different 
analytical and numerical methods were devel- 
oped to derive transport properties of porous 

,_, -4 

-5 

-6  

-7 

-8 

-9 

-10 

-4 

I 

(a) 

(b) 

Altered gabbros 

Oxide rich gabbros 

I I I I I I 

-3 -2  - 1 0 I 2 

Ln (Cw) (mS/m) 

Fig. 5. Plots of the core conductivities as a function of the 
saturating fluid conductivities. Best-fit curves are 
calculated using the Revil & Glover (1998) model. Based 
on thin sections, samples have been divided into three 
types: (a) fresh samples, (b) altered samples and 
(c) oxide- rich samples. 

media from microstructural parameters. Clennell 
(1997) provides a useful review of the different 
approaches and results that have been obtained. 

The electrical formation factor F characterizes 
the ratio between the bulk electrical conductivity 
and the electrical conductivity of the saturating 
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fluid; the saturated rock becomes more conduc- 
tive as F decreases. Figure 6a shows that the 
freshest samples exhibit the highest electrical 
formation factor, with a restricted range. The 
presence of altered phases or oxides induces 
lower F than the ones for fresh samples 
(Fig. 6a). No relationship appears between the 
electrical resistivity and the porosity. Therefore 
it appears to be difficult to derive a reliable esti- 
mate of the porosity from the electrical resistivity 
in such rocks. The power-law dependence of F 
on • has been observed over a wide range of por- 
osity in both real rocks (Ruffet et al. 1991) and 
artificial porous media (Sen et al. 1981; Mattis- 
son & Knackstedt 1997), but the problem of the 
physical basis for Archie's law is still debatable. 

Ildefonse & Pezard (2001) have shown that 
there is a partitioning in the porosity structure 
as a function of depth. In ODP Hole 735B, the 
cementation factor and the electrical tortuosity 
clearly exhibit a bimodal distribution as a func- 
tion of depth (Fig. 6b, transition at about 
825 mbsf). In ODP Hole 1105A gabbros, such 
partitioning is not observed, and can be 
explained by the fact that the hole is much 
shallower and also probably due to our highly 
heterogeneous sampling. 

The surface conductivity (Cs) presents a strong 
decoupling of the gabbroic samples into two 
groups (Fig. 6c). The most altered samples, as 
expected, have the highest surface conductivities, 
with an average value of 1.207 mS m -1. Cs 
decreases to 0.079 mS m -1 on average in the 
freshest samples. Furthermore, Cs values calcu- 
lated for oxide-rich gabbros are not reported in 
this diagram. It appears that the high Cs values 
(reaching 18.314 mS m -1) incorporate the oxide 
mineral contribution of the bulk conductivity. 
These 'pseudo C~' values calculated in oxide- 
rich gabbros integrate both cations transported 
along the fluid-grain interface and the conduction 
via electronic processes in metallic minerals. 
These 'pseudo-Cs' values for oxide-rich gabbros 
are reported in Table 1, and show that 'pseudo 
Cs' in oxide-rich samples reaches 7 mS m -1 on 
average, i.e. about 80 times higher than Cs in the 
freshest samples. A new model should be proposed 
to include the effect of a conductive phase such as 
the Fe-Ti  oxides in the studied gabbros, and a new 
constitutive law for electrical conduction is hence 
required here to account for the conductive phase 
in the mineral matrix. 

Electrical properties in the oxide-rich 

gabbros 

The presence of numerous Fe-Ti  oxide-rich 
levels in ODP Hole 1105A (Pettigrew et al. 1999) 
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leads to a more complex conduction mechanism 
for the transport of electrical charges in the rock. 
Matrix conduction mechanisms via electronic 
processes in metallic oxide grains may then 
become significant (Drury & Hyndman 1979; 
Pezard 1990; Pezard et al. 1991). As pointed out 
above, the conduction via electronic processes in 
metallic minerals is not taken into account in 
these formulations of the electrical properties. 
No model includes the effect of a conductive 
phase such as the oxides present in the studied 
gabbros, and a new constitutive law for electrical 
conduction is hence required to account for the 
conductive phase in the mineral matrix. Pezard 
et al. (1991), from ODP Hole 735B gabbros, 
proposed: 

Cw 
Co = ~ -  -t- [Cs n t- Cmineral] (9) 

The Cmi . . . .  1 term is a constant related to the oxide 
content for a given sample, which does not 
depend on the salinity of the saturating fluid. 
Thus, the different contributions to the electrical 
conduction are identified, and estimated. The 
oxide contribution to the measured electrical res- 
istivity is achieved through dry resistivity 
measurements. 

D r y  m e a s u r e m e n t s  

The measurements of dry sample conductivity 
were made in a two-electrode cell with an exper- 
imental device which allows multi-frequency 
measurements. The signal measured on a dry 
sample is a complex impedance (Z) characterized 
by two components: an in-phase R (or resistive) 
signal, and an out-of-phase X (or reactive) 
signal. The complex impedance can be expressed 
as follows: 

show a large distribution, with five-order maag- 
nitudes from 2.3 x 10 -6 to 1.9 x 10 -1 S m -~. 
For comparison, saturated measurements at 
100 g 1-1 vary over only one order of magnitude 
(from5.9 x 10-3to 1.1 x 10 -~ S m- l ,  Table 1), 
since electrical conductivity is here dominated 
by electrolytic processes. In a general sense, 
the difference between these two measurements 
represents the conductivity of surface and min- 
erals. In the range 0 -2% of oxide mineral abun- 
dance (fresh gabbros), their contribution to 
measured conductivity is about 26%; between 2 
and 15% (altered gabbros), the contribution is 
about 37%; and for oxide contents above 15% 
(oxide-rich gabbros), the oxide mineral contri- 
bution reaches 82%. In some cases, particularly 
for oxide-rich samples, the ratio between the 
dry conductivity and the saturated conductivity 
is higher than one (Table 1). Several expla- 
nations may be involved, such as the accuracy of 
the electrical measurements; or the accuracy 
of oxide content determination (2D versus 3D); 
or the quality of desaturation of each sample. 

In the case of multi-phase conducting porous 
systems, a mixing model such as: 

N 

Co = ~ G(Xi) 
i=1 

(12) 

can be used (Gurguen & Palciauskas 1992; 
Glover et al. 2000). This applies to the case of 
a mineral, solid-phase conducting current is par- 
allel to the more usual fluid-related phases 
described by Waxman & Smits (1968) or Revil 
& Glover (1998). Gurguen & Palciauskas 
(1992) and Glover et al. (2000) have proposed 
a modified relationship for a two conducting 

phases medium: 

Z = R + iX  (10) 

where i is the complex operator (i 2 = - 1). The 
complex electrical resistivity is calculated from 
the Z measurements by: 

p = Z * ( A / L )  = p' + ip" (11) 

where A is the cross-sectional area of the mini- 
core and L is its length. The P' and p" are respect- 
ively the real and imaginary parts of the complex 
resistivity. The electrical resistivity is the value 
corresponding to the measured real part of z at 
the frequency where p" equals zero. 

The dry conductivity values present a large 
distribution range (Fig. 7). However, as 
expected, oxide-rich gabbros present by far the 
highest conductivities. The dry conductivities 

Co = c1(1  - x2 )"  + c2(x2) p (13) 

with Co corresponding to the measured conduc- 
tivity, C1 and C 2 respectively to the phase 1 
and phase 2 conductivities, and X2 being the 
volume fraction of the conducting phase 2 
(with XI + X 2  = 1). This modified model has 
two exponents (n and p) that describe the connec- 
tivity of each of the two phases. As a conse- 
quence, we may propose a more analytical 
expression for the mineral-phase contribution 
by combining this approach and equation (9); 
the total electrical conductivity (Co) can be 
expressed as: 

Co = (~-~q- Cs) -~- fox(Xox) q (14) 
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with Cox being the intrinsic electrical conduc- 
tivity of the oxide minerals, and Xox their 
volume fraction determined from thin section; 
q corresponds to the connectivity exponent of 
the oxide phase. In the case of dry conductivity 
measurements, the measured electrical conduc- 
tivity (C,~y) is only related to the conductivity 
of oxide minerals, and can be expressed as: 

Cdry = Cox(Xox) q ( 1 5 )  

with Cox equal to 106 S m -  1 (order of magnitude 
for magnetite after Olhoeft 1981; Gu~guen & 
Palciauskas 1992). From equation 14, we can 
calculate the solid-phase q exponent referred to 
as the 'solid connectivity exponent'. The q expo- 
nent is a function of the fractional volumes of 
each phase, because low phase connectivities 

are associated with small volume fractions and 
high phase connectivities are associated with 
large volume fractions. 

C o n c l u s i o n s  

The physical properties of a set of 34 gabbroic 
samples from ODP Hole l105A (SWIR), have 
been measured in the laboratory, with a particu- 
lar emphasis on the analysis of electrical proper- 
ties. The electrical 'formation factor' F of each 
sample, as well as a pseudo-surface conductivity 
(Cs) have been extracted from the gabbros; there 
is evidence of three conducting phases (matrix, 
surface conductivity and fluid conductivity). 
Dry measurements clearly show that most of the 
excess conductivity evident in brine-saturated 
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gabbros can be attributed to ionic conduct ion for 

the oxide-rich samples. Our investigations of  

electrical properties of  ODP Hole  l105A 

samples enhanced  the oxide mineral  contribution 

on electrical conductivity.  The conduct ivi ty  

measured  on dry samples is correlated to the 

oxide mineral  content,  and their contribution 

can reach up to 80% of the measured conduc-  

tivity on saturated samples. 

This research used samples and data that were provided by 
the Ocean Drilling Program (ODP). ODP is sponsored by 
the US National Science Foundation (NSF) and participat- 
ing countries under management of Joint Oceanographic 
Institutions (JOI), Inc. We wish to thank D. Hermitte for 
his help in the laboratory. The authors thank the reviewers 
and editors for their helpful comments, which substan- 
tially improved this manuscript. 
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Abstract: DC resistivity and seismic-refraction methods are well established in basement 
studies, and the multicomponent transient electromagnetic (TEM) method is also emerging 
as an effective tool for locating electrically conductive zones in crystalline rock underneath 
thick overburden. It can be expected that combining these three techniques will furnish a 
powerful non-invasive approach for characterizing fractured crystalline rocks. The aims 
of this paper are twofold, namely: (1) to establish the in situ geophysical signature of 
fracture-zones in weathered crystalline rock masses using the TEM profiling method, and 
(2) determine the resistivity and seismic-velocity relationship in the zones of fractured crys- 
talline rock evinced by TEM profiling. Multicomponent TEM data from terrains with 
varying degrees of weathering are examined in this paper. The TEM response over a 
deeply weathered fracture zone in granite is found to be band-limited, with a consistent 
pattern of vertical voltage response (Vz) at early times enabling accurate location of the 
wet fracture zone which manifests as a steep conductive feature in 2D DC resistivity 
imaging. Depending on the thickness of the weathered mantle and the measurement band- 
width, the composite Vz signature consists of three parts: a high amplitude response with a 
single peak centred on the target fracture zone at very early times; a near invariant or slowly 
decreasing amplitude response across the fracture zone at some intermediate time; and a 
marked low-amplitude response at the centre of the fracture zone with higher anaplitudes 
near the flanks (i.e. twin peaks) at later times. The across-strike voltage response (Vx) is 
diagnostic of conductive fracture zones and exhibits a marked sign reversal. The result of 
2D inversion of resistivity, magnetotelluric and seismic-refraction recordings over an inten- 
sively fractured granodiorite suggests that resistivity (P) and compressional-wave velocity 
(Vp) can be related in the form log~0 p = m log10 Vp + c, where m and c are constants. 

Useful information about the structure or phys- 

ical property distribution of concealed crystalline 

rocks can be deduced from non-invasive electri- 
cal resistivity and seismic-velocity imaging (e.g. 

Meju et al. 2003; Gallardo & Meju 2003, 2004), 
but extraneous data are often needed to ascertain 
that such concealed rocks are significantly frac- 

tured. Accurate identification and characteriz- 
ation of zones of fractured rock underneath 

thick overburden in crystalline terrains have 

implications for improved natural resource 

evaluation and fluid transport modelling studies 
of hard rocks. Electrical and electromagnetic 
geophysical techniques are widely used for resis- 
tivity characterization of crystalline terrains, 

mostly in connection with geotechnical, hydro- 

geological and mineral resource investigations 

(e.g. Palacky et al. 1981; Lindqvist 1987; 
McNeill 1987; Beeson & Jones 1988; Hazell 
et al. 1988; Edet 1990; Frohlich et al. 1996; 

Meju et al. 1999). The DC resistivity and hori- 

zontal loop electromagnetic (HLEM) methods 

are the most popular tools for mapping potential 
water-bearing fracture zones at shallow depths in 

crystalline basement terrains. It is beginning to 
emerge that the time-domain or transient electro- 
magnetic (TEM) method is an attractive alterna- 

tive portable tool for fracture-zone detection and 
characterization in the depth range 10-500 m, 

especially in deeply weathered crystalline ter- 

rains (e.g. Peters & de Angelis 1987; Meju et al. 

2001). The TEM method has the best resolution 
for subsurface conductivity targets (less than 
0.5 ohm m) (e.g. Merrick 1997) and offers a 

high rate of productivity. 
It can be expected that combining conven- 

tional resistivity and seismic imaging (e.g. Meju 

et al. 2003; Gallardo & Meju 2003, 2004) with 
TEM profiling will furnish a more diagnostic 
tool for characterizing fractured crystalline rocks. 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 195-206. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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First, it is instructive to examine TEM signatures 
across fractured crystalline rock masses at sites 
where DC resistivity, HLEM, magnetotelluric 
(MT) or seismic-refraction data are available 
for comparison, to ascertain whether a consistent 
response pattern obtains, and to decipher the 
TEM criteria for identifying fracture zones 
underneath thick overburden. Multidimensional 
inversion of the DC resistivity or MT and 
seismic data from an area identified as consisting 
of fractured crystalline rock may then furnish the 
in situ relationship between electrical resistivity 
and seismic P-wave velocity in the fractured 
rock mass. This is the main thrust of this paper, 
and we will focus on the field response character- 
istics of fracture zones in weathered granitic and 
dioritic rocks. 

The multicomponent TEM method 

In the TEM method, electromagnetic energy is 
applied to the ground by artificial transient 
pulses. A steady current in a wire loop or long 
grounded wire (Fig. 1) is suddenly switched 
off, and the associated magnetic flux falls from 
its initial steady value to zero. However, during 
a short interval it is obviously varying with 
time, and currents will therefore be induced in 
the conductive earth (e.g. Nabighian & Macnae 
1991). Their secondary field decays with time 
as the currents gradually dissipate on account 
of the electrical resistance in the conductive 
earth. This time-dependent field will, in turn, 
induce a transient electromotive force in a recei- 
ver circuit on which it may be acting. The mea- 
surable transient response of the ground may be 
the induced current, voltage (V), or magnetic 
and electric fields. The transient signal is 
sampled at discrete (preselected) time intervals 

~ Loop/Wire Source ~ ~1 

/ 
" / Survey Lines / 

/" Detector / /  
/ / 

~(r),u.(r) 

Fig. 1. Generalized layout for multicomponent TEM 
surveying. The method uses a mobile or fixed 
transmitter (loop or grounded wire source) and a roving 
detector (three-component magnetic receiver coil or 
electric dipole receiver). Survey lines are staked out 
over prospective conductive targets (e.g. dark body 
representing a hypothetical zone of fractured rock) in 
the subsurface, characterized by electrical conductivity 
or(r) and magnetic permeability Ix(r), which vary with 
position, r. 

called delay times, and the data may be 
converted to apparent resistivity versus transient 
time (usually in milliseconds). An important 
feature of TEM measurements is that extensive 
signal averaging (stacking of transients) can 
take place within the few minutes of field 
measurements, thus reducing the effects of 
incoherent noise. A single broadband (i.e. 
multi-spectral) TEM measurement allows the 
derivation of information from different depths. 
There are a number of different configurations 
as regards the position of the receiver (Rx) rela- 
tive to the transmitter (Tx). In the single-loop 
configuration, the same loop serves as the Tx 
and Rx. In the central-loop and short offset- 
loop (or separated-loop) configurations, the 
receiver is separate and may be a small multi- 
turn coil or a relatively large wire loop placed 
at the centre of the Tx loop in the former case 
or located outside the Tx loop in the latter. The 
TEM method pulses a localized patch of 
ground, and accurate measurement of the three 
spatial components (z, x, y) of the electromag- 
netic fields induced in the ground allows the 
reconstruction of the full signature of hetero- 
geneous subsurface conductive targets. 

While most standard applications use single- 
channel (i.e. vertical component) measurements 
(e.g. Fitterman & Stewart 1986; Buselli et al. 

1988; Goldman et al. 1991, 1994; Meju et  al. 

1999, 2000, 2001), three-component or multi- 
channel measurements are used in specialized 
cases (e.g. Fokin 1971; Fouques et al. 1986; 
Smith & Keating 1986; Peters & de Angelis 
1987) and provide important extra information 
as well as constraints in modelling (see 

Newman et al. 1986, 1987). With commercially 
available portable TEM equipment, it is possible 
to image fracture zones in crystalline basement 
rocks underneath several tens of metres of con- 
ductive overburden (Meju et al. 2001; Meju 
2002). The TEM field surveys described in this 
paper involved single-component and three- 
component recordings with contiguous small- 
size (10-50m-sided)  Tx loops using various 
moving T x - R x  (dubbed s l ingram)  arrange- 
ments. For brevity, the use of multiple T x - R x  
configurations and transient recordings in three- 
co-ordinate directions along a survey line will 
collectively be called multicomponent profiling 

in this paper. 

Exploration model for fracture zones in 

weathered crystalline rocks 

A working model of a weathered fracture-zone in 
crystalline rocks is shown in Figure 2. In deeply 
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Fig.  2. Exploration model for fracture zones in granite in deeply weathered terrains (after Meju et  al. 2001). The 
upper diagram shows the typical geological model of a fractured granitic basement (Jones 1985) and two 
hypothetical aquiferous zones (B and C) that will be the targets of geophysical exploration. The lower diagram 
shows the hypothetical vertical-component s l i n g r a m  TEM (1,2) and HLEM (3) signatures across these geological 
targets. The TEM voltage response shows single-peak anomalies at early times (1) and twin-peak anomalies at late 
times, corresponding respectively to the signatures of the thickened weathered materials and the fracture 
zones proper. 

weathered, intensively fractured, basement com- 
plexes (e.g. Palacky et al. 1981; Jones 1985), we 
expect the basal part of the weathering profile to 
consist of a zone of maximum intergranular por- 
osity and permeability (typically 5 to 10 m thick, 
and formed by a process of selective mineral 
decomposition and drainage). This zone, whose 
position may vary from 15 to 70 m below the 
surface, could serve as an important aquifer, 
and may overlie (and serve to recharge) a steep 
fracture zone which itself may be a few metres 

to tens of metres across (Palacky et al. 1981; 
Jones 1985). The weathered layer may contain 
a water-saturated chloritization zone (or sapro- 
lite) and an upper leached zone depending on 
the type of lithology (Palacky 1987). The sapro- 
lite layer is a very important marker zone, ident- 
ified in many regions of the world as the most 
electrically conductive layer in a weathered 
section (e.g. Peric 1981; Palacky 1987). It can 
be expected that the conductive weathered 
mantle will be best developed over zones of 
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intense fracturing in a given rock mass (around 
zones B and C in Fig. 2), which will be more 
susceptible to weathering than the surrounding 
relatively solid rock. 

A weathered fracture zone in a crystalline 
basement terrain may thus be characterized by 
the presence of tabular or elongate preferentially 
weathered surficial zones (consisting of a leached 
or mottled upper zone and an underlying highly 
conductive saprolite zone), and a discordant tran- 
sition zone of partial weathering above fresh 
bedrock. For the horizontal component TEM 
slingram profiles over such a structure, we 
expect the across-strike transient response (Vx) 
to peak on the flanks of the conductive fracture 
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Fig. 3. Multicomponent TEM profiles across an 

outcropping weathered fracture zone in diorite in 
Coed-y-Brenin Forest, North Wales. The fracture zone 
is located at profile position 140 m. (a) Single-loop Vz 

data; (b) central-loop V~ data; (c) central-loop Vx data. 

zone and be depressed over its centre, such that 
a prospective target may be defined by a weak 
response flanked by two large responses of 
opposite polarity in dual-loop measurements 
(cf. Newman et al. 1987); this is supported by 
the field observations across steep mineralized 
and aquiferous prospects by several workers 
(e.g. Peters & de Angelis 1987; Meju & Fontes 
1999), as in the example shown in Figure 3a 
from measurements across an outcropping 
fracture-zone in quartz-monzonite in Coed- 
y-Brenin Forest in northern Wales, which is 
weathered and possibly mineralized (e.g. Rice & 
Sharp 1976). For single-loop vertical component 
measurements across a fracture zone, a single- 
peak anomaly would be expected over zones of 
thickened weathered mantle, while twin-peak 
anomalies are to be expected over the underlying 
discordant segment, which may contain clay 
alteration products as known from mining and 
hydrogeological applications (e.g. Peters & de 
Angelis 1987; Meju et al. 2001), as in the 
example shown in Figure 3a from Coed- 
y-Brenin Forest. The along-strike horizontal 
component (Vy) of the transient response is 
typically subdued, but may become prominent 
where there are other off-line conductive fracture 
zones oriented at oblique angles to the TEM 
survey line. 
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Fig. 4. Map showing the location of the Currais 

granitic investigation site south of the city of Sao 
Raimundo Nonato in NE Brazil. Shown are the main 

linear structural features evinced from aerial 
photographs and the aeromagnetic map of the 
surrounding region (Meju et  al. 2001). 
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Table 1. Summary of predicted depth of weathering 
(DOW) in metres from inversion (Meju 1992) of TEM 
data, total drilled depth and water yield at some sites 
of fractured granitic basement rocks south of S~o 
Raimundo Nonato 

Site Predicted Drilled Water 
DOW depth (m) yield (L/h) 

Algodoes 55 60 2000 
Calango 70 77 380 
Currais 64 62 21 000 
Firmeza 60 54 2000 
Moises 60 64 12 000 

Response characteristics o f  fracture zones 

in deeply weathered granitic terrains 

The combined vertical-component TEM and 
HLEM methods were used by Meju et aL 

(2001) to accurately locate fracture zones in 
granitic rocks at 22 sites situated south of 
the city of Sao Raimundo Nonato in NE Brazil 
(Fig. 4). Initial analysis of aeromagnetic 
and aerial photographic data helped to deter- 
mine the approximate locations of possible 
lineaments (Fig. 4), while follow-up collocated 
TEM-HLEM profiling and data inversion 

Table 2. Extracts from driller's lithological logs for the granitic fracture-zone sites at Algodoes, Calango 

and Firmeza (re-interpreted after Meju et al. 2001) 

Site Depth interval (m) Lithological description 

Algodoes 0-13 Brown clay 
13-33 Fractured igneous rock with visible quartz grains 
33-60 Fractured granite 

0-6  Clay with sandy top section 
6-16 Altered and broken igneous rock 

16-77 Compact igneous rock (biotite granite) 
0-14 Yellowish-brown and red clay (laterite) 

14-16 Compact micaceous igneous rock 
16-54 Fractured grey igneous rock (granite) 

Calango 

Firmeza 

(Ohm.m) 

80 100 120 140 160 180 200 220 240 260 

Profile position (m) 

Fig. 5. A 2D resistivity inversion model derived from the Schlumberger resistivity profile across the Currais 
fracture zone. 
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pinpointed the targets for drilling. The thickness 

of the weathered cover ranged from 50 to 75 m at 

these sites, as shown in Table 1. The anomalous 
HLEM and TEM responses across the prospec- 
tive sites were consistent with that shown in 

Figure 2, and subsequent drilling showed that 

these sites contain fractured granitic rocks (see 

sample lithological logs in Table 2). 
Detailed multicomponent TEM and HLEM 

experiments were also conducted across a 
known fracture zone in the village of Currais 
(Fig. 4). The Currais site is underlain by strongly 
foliated granite, and has a thick lateritic cover 

(Meju & Fontes 1999). Schlumberger DC 

resistivity profiling, with a constant current elec- 

trode separation of 140 m and a station interval 

of 10 m, helped to locate the fracture-zone; a 
62-m-deep borehole found water within frac- 

tured granite and gave a yield of 21 000 L/h .  
The model constructed by inversion of the 

observed data using a two-dimensional (2D) 

inverse modelling approach and an initial half- 
space model of 1 0 0 o h m m  is presented in 
Figure 5. The productive borehole is located at 

a profile position of 100 m. The model lacks ver- 
tical resolution due to insufficient depth probing 
data; the adopted current electrode spacing 

would effectively probe a depth of about 30 m 
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(based on Meju 1995) and, as such, only the res- 
istivity distribution in the 25-35 m depth range 
in this model may be justified by the field data. 
The model suggests the presence of a steep con- 
ductive (27-33 ohm m) zone at profile positions 
100 to 110 m, coincident with the known zone of 
intensively fractured aquiferous rock. 

Sample conventional multi-frequency HLEM 
profiles across the Currais fracture zone are pre- 
sented in Figure 6. The HLEM data (Figure 6a) 
suggest the presence of a steeply dipping 
relatively conductive zone at the borehole site. 
The anomaly is well defined at all the frequencies 
shown (1760 to 14 080 Hz) in both the quadrature 
and in-phase profiles. The single-loop induced- 
voltage (V0 profiles across the site (Meju & 
Fontes 1999) are presented in Figure 6b for 
eleven logarithmically equispaced delay times 
(0.059 to 0.605 ms). Note the anomalous zone 
stretching from profile position 80 to 120 m in 
this figure. There is a single-peak anomaly at 
early delay times, suggesting the presence of 
thickened conductive overburden across the 
fracture zone. At later times the fracture-zone 
position is characterized by a low-amplitude 
response with flanking zones of high-amplitude 
response; the prominent twin-peak anomaly is 
indicative of the presence of an underlying 
steep conductive feature at the fracture-zone 
location. The twin-peak anomaly is asymmetri- 
cal, suggesting that it is a dipping fracture 
zone, the larger peak response being on the 
down-dip side (cf. Weidelt 1983). 

The across-strike horizontal component (Vx) 
profile data from central-loop profiling (Fig. 6c) 
exhibit maximum values near the position of 
the fracture-zone, and show consistent sign rever- 
sals possibly over the middle of the fracture-zone 
in the time bandwidth 0.245 to 0.5 ms. The 
along-strike horizontal component (Vy) response 
is of very small magnitude across the known pos- 
ition of the aquiferous fracture zone, and may not 
be used independently for target identification on 
a single survey line. Consistent TEM signatures 
were also obtained across fracture zones in 
recent successful exploration campaigns in 
carbonate, metamorphic and volcanic terrains 
(Meju 2002). It is thus clear that the TEM 
method is a potent tool for identifying fracture 
zones in crystalline rocks. 

Resistivity-velocity relationship in 

fractured granodiorite bedrock 

Coincident TEM, DC resistivity, MT and seismic 
surveys were conducted over part of the Mount- 
sorrel granodiorite (MG) that forms the bedrock 
in Quorn and surrounding areas in England 
(Fig. 7). This body was unroofed, deeply weath- 
ered and then eroded (resulting in a highly 
irregular surface with deep gullies or wadis) 
during Permo-Triassic times, and was sub- 
sequently overlain by the Mercian Mudstone 
(MM) deposits. MG outcrops in the southern 
margin of the site, and is believed to descend 
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Fig. 7. Map showing the geophysical survey grid at Quorn (Meju et al. 2003). The lines run north-south and are 
spaced 20 rn apart. Inset shows the location of Quota in England. 
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Fig. 8. 3D map of TEM voltage response at 0.016 ms 
for the geophysical survey grid at Quorn. Note the 

depressed response at position 120 m on line 20W. 

by a series of major steps to the north under sedi- 
mentary cover (Meju et al. 2003). It is heavily 
fractured at outcrop and presumably at depth 
(based on field observations at the largest hard- 
rock quarry in Western Europe, located 

c.400 m south of the survey grid shown in 
Fig. 7). The geophysical data were recorded 
along survey lines extending from the subcrop 
area in the north to the outcrop region in the 
south (see the north-south lines in Fig. 7). Con- 
tiguous 20-m-sided loops were used for the TEM 
profiling of the entire survey grid. The TEM 
response map of the survey grid for one delay 
time is presented in Figure 8. The zone of 
depressed (trough-like) responses on this map 
possibly corresponds to the position of a con- 
cealed fracture zone or buried wadi (Meju et al. 

2003). 
Line 20W was selected for detailed analysis, 

since it has a clear twin-peak anomaly at position 
120 m in the TEM response profiles, where a 
shallow fault or fracture zone might be present 
(this could also be the feather-edge of 
the Mercia mudstone-granodiorite contact). 
The absence of a single-peak early-time signa- 
ture on this profile indicates the thin nature of 
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Fig. 9. 2D resistivity model for line 20W (Meju et  al. 2003). (a) DC resistivity model derived by 2D inversion of 
field data from six sounding locations (shown by the inverted triangles). (b) AMT resistivity model. The 13 
sounding positions (15 m apart) are indicated at the top. 
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the overburden. DC resistivity audiofrequency 
magnetotelluric (AMT), and seismic-refraction 
data were recorded on line 20W. The resistivity 
models furnished by separate 2D inversion of 
the DC resistivity and AMT data for line 20W 
(Meju et  al. 2003) are shown in Figure 9. 
These models are in excellent agreement and 
reveal the presence of a steep boundary at 
profile position 120 m (i.e. 120S in Fig. 7) coinci- 
dent with the zone of anomalous TEM response. 
This is interpreted as a fault or fracture zone. The 
seismic P-wave velocity model from 2D inver- 
sion (Fig. 10) shows subsurface structural 
features similar to the resistivity models, 
suggesting that there may be a geological basis 
for correlating these models, The configuration 
of the boundary between the fracture granodior- 
ite bedrock and its cover materials can be dis- 
cerned in these models, and is taken to be 
approximately marked by the 100 ohm m and 
3000 m s-1 contours. 

For the Quorn study site, Meju et  al. (2003) 
noted that the resistivity (P in ohm m) and 

P-wave velocity (Vp in m s  -1) distributions 
(sampled at coincident grid positions or pixels 
in the 2D models) are related in the form 

(see Fig. 11): 

logio p = mloglo Vp + c (1) 

where the constants m and c respectively have 
values of 3.88 and -11  for the consolidated 
rocks (>  3 m deep) consisting of fractured gran- 
odiorite at this site (see trend B in Fig. 11). An 
inverse relation was found to hold for the uncon- 
solidated soil/drift deposits (i.e. top 3 m), for 
which m = -3.88 and c = 13 (see trend A in 
Fig. 11). It may be noted that Rudman et  al. 

(1975, eq. 10) interrelated Pa and velocity logs 
from deep wells, using an equation derived 
assuming Pa and Vp to be functions of porosity. 
It was suggested that Rudman's equation sim- 

plifies to logloPa = (mlogl0 V p - m l o g l o B ) ,  
where m and B are empirical constants, and is 
thus identical to equation (1) determined empiri- 
cally for the consolidated rocks at Quorn. This 
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Fig. 10. 2D velocity model for line 20W (Meju et al. 2003). The model is shown in the bottom diagram. The fit 
to the field recordings for different shot points (differentiated by symbols) is shown in the top plot. 
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Fig. 11. Relationship between logarithmic resistivity 
and seismic P-wave velocity on line 20W (Meju et al. 
2003). The depth of sampling (in metres) is shown for 
selected points (pixels). Note the identified trends A and 
B of inverse slope. Trend B was constrained to pass 
through well-estimated points, thus giving less emphasis 
to contributions (e.g. zone C) from unresolved deep 
features in the seismic model. 

would suggest that porosity is also a connecting 
factor for resistivity and velocity in the fractured 
granodiorite. 

Conclusions 

An attempt has been made to gauge the useful- 
ness of broadband single-component and three- 
component TEM slingram measurements for 
characterizing fractured crystalline rocks. In the 
main, it was demonstrated that portable single- 
loop and central-loop TEM techniques can 
identify prospective fracture zones in deeply 
weathered hard rocks. The multicomponent 
TEM data presented here seem to suggest that 
the preferentially weathered zone of high con- 
ductance can give rise to anomalous vertical 
component TEM signatures that are detectable 
at very early measurement times. At later times, 
the Vz responses generally appear to exhibit high 
amplitudes near the flanks of the fracture zone, 
with a 'subtle low' or rapid amplitude decrease 
across the middle of the prospective fracture 
zone, but the latter feature may be overprinted 
in fracture zones of small depth extent. The 
results of the present field studies support what 
is known previously from numerical and 
physical-scale EM modelling studies (e.g. 
Newman et al. 1987; Wilt & Williams 1989) 

i.e. that the horizontal components of the TEM 
response can pinpoint the location of anomalous 
conductivity or geological contacts much more 
accurately than the vertical component. The 
central-loop across-strike (Vx) data from granitic 
terrain show peaked transient responses of oppo- 
site polarity on either flank, and depressed 
responses over the central part of the various 
conductive fracture zone targets. 

The integrated geophysical study at Quorn has 
shown that 2D imaging of collocated high- 
resolution seismic and geo-electromagnetic 
surveys can map the complex topography of 
the Mountsorrel granodiorite bedrock. The struc- 
ture of the overlying sedimentary materials was 
also resolved by the 2D imaging surveys. 
A remarkable correlation was achieved between 
resistivity and P-wave velocity models after a 
co-operative inversion of seismic data 
incorporating the information furnished by 
resistivity models on lateral variations in the 
subsurface. A useful relationship is found to 
exist between the electrical resistivity and 
seismic-compressional-wave velocity of the 
fractured granodiorite. 

Overall, it has been shown that the TEM 
method can be combined with resistivity and 
seismic imaging to locate zones of fractured 
rock underneath a thick weathered mantle in 
crystalline terrains. However, there is an 
increasing need for accurate prediction of the 
presence of fluids in these potential subsurface 
reservoirs, as well as the potential yield before 
drilling. These are important problems for 
future research, and require 3D (grid-type) sur- 
veying and realistic three-dimensional data 
inversion. 

The author wishes to thank S. L. Fontes, P. J. Fenning, 
D. Groom, L. Gallardo and E. Ulugergerli for their field 
and technical support. 
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On the neutron absorption properties of basic and ultrabasic 

rocks: the significance of minor and trace elements 
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Abstract: The neutron absorption macroscopic cross-section, E, is measured routinely by 
neutron porosity tools and, although rarely presented as a logging curve in its own right, is 
used indirectly for the estimation of (neutron) porosity. One of the reasons that this primary 
measurement is not often employed directly in petrophysical analysis is the difficulty of 
interpretation. In particular, little is known about the range of E values for common lithol- 
ogies, or exactly what information the measurement is providing. 

In this contribution we demonstrate that excellent estimates of E can be calculated, 
provided that the chemistry of a sample is known in sufficient detail. When applied to a 
range of geochemical reference materials, it becomes apparent that the minor and trace 
elements present may have a profound effect on the E value of a sample, and, in turn, on 
the interpretation of neutron porosity measurements. Using this approach we present ]~ 
data for basaltic and ultrabasic rocks, and model the change in E with alteration. 

Alteration is considered in these models as an increase in alteration minerals (which are 
mainly clays, but also carbonates and zeolites in basic rock alteration) and changes in the 
trace-element chemistry of the rocks. Of the trace elements, boron and some of the rare- 
earth elements are of particular importance. Modelling the variation in ~ with these miner- 
alogical and compositional changes indicates that increases in boron are the most important 
of these factors in increasing ~; this is enhanced by the alteration, particularly to clay phases, 
which generally accompanies an increase in boron. 

These models suggest that a ~ log should be able to act as a proxy for alteration trends in 
basic and ultrabasic crystalline rocks, and a quantitative model for such alteration is 
described. 

The nuclear absorption macroscopic cross- 

section of a sample (~) can be defined as: 

]L : O'm p 

where p = sample density (gcm-3) ,  and 

O" m = mass-normalized (thermal absorption) 

cross-section. 

Expressed this way, E is in units of cm -1, but 

for logging purposes is quoted in capture units 

(cu) = 1000 times E, as is o-, for the purposes 
of this contribution. 

The O'm is a function of the bulk composition 

of the sample and any included fluids. Assuming 

that the fluids fill the available pore space, then 

E can be related to porosity as: 

E = (1 - ~b)Xm + qbXf 

where Em is the nuclear cross-section of the 

matrix, and Ef is the nuclear cross-section of 
the interstitial fluids. 

The macroscopic cross-section, E, is measured 

routinely by neutron porosity tools and, although 

rarely presented as a logging curve in its own 

right, is used indirectly for the estimation of 

(neutron) porosity. 

In principle, O" m can be measured directly in a 

nuclear reactor, a very precise and expensive 

procedure. It can, however, also be calculated 

from a full geochemical analysis, and o-f can 

likewise be estimated for a known or assumed 

fluid composition. In much of the work 

described later, we have used samples of the 

oceanic crust obtained by the Ocean Drilling 

Program; the drilling fluid in this instance was 

sea-water. If o- m and o-f can be calculated, and 

appropriate densities ( P m  and pf, respectively) 

assumed, then •, for modelling purposes, can 

be calculated and compared with the corre- 

sponding borehole measurements. For sea- 

water, whose composition is known in some 
detail: crf ---- 32.34 cu, and pf = 1.017 g cm -3, 

giving Ef = 32.87 cu. 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 207-217. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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The calculation of o- m is given simply by the 
summation: 

O" m ~ ~ p i O ' m i  

where Pi is the proportion of the i th element in the 

sample and o-~ is the mass-normalized (thermal 

absorption) cross-section for that element. 
We have validated this relationship elsewhere 

(Harvey et al. 1996) by comparing direct 

measurements of o- m made in the Nessus facility 
at the Atomic Energy facility at Winfrith in 
Dorset, UK, with calculated values for a number 

of geochemical reference standards. For geo- 

chemical purposes, the important factor is the 
magnitude of O'mi for the major elements and 
those minor and trace elements which have 

high mass-normalized (thermal absorption) 

cross-sections. The values of these coefficients 
are summarized in Figure 1; these values are 

tabulated, and with appropriate references, in 
Harvey et aL (1996). 

From the geochemical viewpoint, the important 
features about Figure 1 are the importance of 

several of the rare-earth elements, in particular 
gadolinium, which has the highest mass- 

normalized cross-section of any element, and the 
minor elements boron and lithium. Other elements 

with high mass-normalized cross-sections include 
Cd and In, but these elements typically occur in 

such low levels as to be insignificant in theh- con- 

tribution to o- m . Of the elements treated in Figure 1 
as 'major elements', chlorine has the highest mass- 
normalized cross-section, followed by hydrogen. 

For this reason, saline liquids, or sea-water in the 

case of the Ocean Drilling Program, as formation 
fluids, make up a significant part of the measured 
£ ,  but one which can be estimated if the porosity 

is known. 
Even though ~ is generated as a curve by a 

number of nuclear porosity tools, it is not often 

employed directly in petrophysical analysis, as 

there is some difficulty of interpretation. In 
particular, little is known about the range of 

values for common lithologies, or exactly what 
information the measurement is providing. For 
instance, Ellis (1987) quotes the problem as 'a 

common misconception.. ,  that the error in the 
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thermal porosity readings in shales is caused by 
associated trace elements with large thermal 
capture cross sections' (p. 254), and, 'the large 
apparent porosity values are due primarily to the 
hydrogen concentration associated with the shale 
matrix.' Broglia & Ellis (1990) reach the same 
conclusion in an analysis of thermal neutron poros- 
ities in gabbros and basalts from Deep Sea Drilling 
Project and Ocean Drilling Program sites. In their 
paper they recognize that some minor elements 
(C1, Gd, B, Li and Sm are noted) can affect the 
thermal neutron absorption, but still regard hydro- 
gen in bound water in the pore space and in the 
alteration phases as the primary source of error 
in thermal neutron porosities. 

The purpose of this contribution is to evaluate 
these factors, and their potential geological 
usage, in basic and ultrabasic rocks. Such rocks 
occur widely, but in particular are the predomi- 
nant lithologies which make up the oceanic crust. 

Mass-normalized cross-section in basic 

and ultrabasic igneous rocks 

To calculate a range of 22 estimates for any rock 
type it is necessary to know the full composition 
of the sample, at least with respect to the elements 
in Figure 1 which occur in other than a minute con- 
centration. There are very few published samples 
for which there is a sufficiently complete chemical 
analysis, including the important cross-section 
elements. In particular, elements like boron and 
lithium are rarely measured, although other 
element groups like the rare earths are frequently 
analysed. Even within the latter, Gd, with by far 
the highest mass-normalized cross-section, is 
often not determined. While few data are avail- 
able, one source is the geochemical reference 
standards (GRSs); such standards are analysed 
for comparative purposes for a wide range of 
elements. Despite the available range of such stan- 
dards, few have been sufficiently well analysed to 
reliably calculate E. The main problem is the lack 
of data on the abundance of boron, although gado- 
linium and lithium are also rarely determined even 
in these important reference materials. 

Mass-normalized cross-section in 

Geochemical Reference Standards 

Of the available Geochemical Reference Stan- 
dards of basic or ultrabasic composition, 25 
have been identified as having sufficiently 
complete chemical analyses for the reliable esti- 
mation of their mass-normalized cross-sections. 
The main problem with other potentially suitable 
reference materials is generally the absence of 
boron abundance data. The data used here are 

from Govindaraju (1994), Croudace & Randle 
(1993), Hallett & Kyle (1993) and Terashima 
(1993). Of the 25 standards, 15 are of basic com- 
position (12 basalts, three gabbros) and six are 
ultrabasic rocks, one being a serpentinite. 

The cross-section data for these samples are 
summarized in Table 1 & Figure 2, with the vari- 
ation in mass-normalized cross-section for basic 
rocks, shown above, ultrabasic rocks, below, and 
the one serpentinite, UB-N, is shown at the 
bottom. In the right-hand panel of Table 1 the 
main element groups are shown as percentages 
of their contribution to the mass-normalized 
cross-section. The groups shown are the 'major 
elements', the rare-earth elements ('REE 
elements'), B ('boron') and 'all other' (remaining 
trace) 'elements'. Major elements here include: O, 
Si, A1, Ti, Fe, Mg, Mn, Ca, Na, K, P, H, C and C1. 

Over the 15 basalts and gabbros, the mean value 
for O" m is 6.95 cu with a standard deviation of 
1.13cu. Table 1 shows that while the major 
elements make the greatest contribution to am, 
around 80%, the rare-earth elements are also 
important, while the contribution of boron is very 
variable. The latter is an expression of the range 
of tectonic settings represented by the chance 
choice of the samples as reference materials. 
The contribution of all other elements is notable 
fairly constant and averaging around 3%. 

For the five essentially 'fresh' ultrabasic rocks, 
the mean value for O'm is 4.49 cu with a standard 
deviation of 0.92 cu, which is lower than that for 
the basalts and gabbros. While these samples are 
barely representative, the overall pattern of 
elemental contributions to (7 m is predictable: 
the contribution made by major elements is 
some 90%, while that of the rare-earth elements 
and boron is very small (together less than 2%). 
What is noticeable is the quite different cross- 
section response for the serpentinite, UB-N. For 
this reference material, the computed value of 
O" m (9.92 cu) is over twice that of the (average) 
unaltered ultrabasic rock, with only 29.9% of 
the value being due to the major elements. The 
high value is due mainly to bound water (6.8%) 
following serpentinization, and a high boron con- 
centration (147 ppm), which accounts for almost 
two-thirds (63.3%) of the Crm value. 

Mass-normalized cross-section in samples 

of the oceanic basement 

For comparison with the geochemical reference 
standards, direct measurements of O'm were 
made on 12 basalts (10 from Ocean Drilling 
Program Leg 148; two from Leg 149), and 
three serpentinized peridotites (from Leg 149). 
These measurements were described by Brewer 
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Table 1. Distribution of the major components (major elements, REE elements, boron and all other elements) 
that make up the mass-normalized cross-section in basic and ultrabasic geochemical reference standards 

O'm (CU) Percentage of the mass-normalized (thermal absorption) 
cross-section due to: 

Major elements REE elements Boron All other elements 

Basic rocks 
JB- 1 7.04 74.4 16.5 5.7 3.5 
JB-la 6.88 75.5 16.2 4.9 3.4 
JB-2 8.07 71.3 9.1 16.0 3.6 
JB-3 7.66 72.4 14.1 10.1 3.4 
BCR-1 7.98 79.3 19.5 0.0 1.2 
BHVO-1 7.72 78.0 18.9 1.4 1.8 
BIR- 1 5.53 90.0 7.4 0.3 2.3 
BR 7.48 85.0 6.4 4.6 4.1 
BE-N 7.09 89.5 6.7 0.0 3.8 
DNC-1 5.12 88.3 8.9 0.8 2.1 
W-2 5.86 86.7 2.2 8.6 2.5 
W-1 8.50 60.3 10.5 27.2 2.1 
MRG-1 7.65 94.0 2.6 0.8 2.7 
JGb-2 4.76 90.0 2.6 4.4 3.0 
JGb-1 6.92 89.5 5.4 2.5 2.6 

Mean 6.95 81.6 9.8 5.8 2.8 
Std. dev. 1.13 9.5 5.9 7.4 0.8 

Ultrabasic rocks 
NIM-P 5.22 80.8 0.0 0.0 19.2 
PCC- 1 3.25 90.0 0.0 0.0 10.0 
NIM-D 5.45 86.5 0.0 3.9 9.6 
NIM-N 4.67 93.8 0.9 2.0 3.3 
JP-1 3.87 90.2 0.1 1.5 8.2 

Mean 4.49 88.3 0.2 1.5 10.0 
Std. dev. 0.92 4.9 0.4 1.6 5.8 

Serpentinite 
UB-N 9.92 29.9 0.0 63.3 6.8 

et al. (1996) and Lofts et al. (1996), and are sum- 

marized in Figure 3. 

The basalts are all of the mid-ocean ridge type 

(MORB), and, with the exception of one of the 

Leg 149 samples, show a near-constant value for 

O'm of 6.00 cu (average) with a standard deviation 

of 0.25 cu. The one Leg 149 basalt with a higher 

O'm value (7.76 cu) is described as 'altered'. The 

three serpentinized peridotites from Leg 149 

(average O'm: 12.2cu) can only be compared 

with the GRS serpentinite, UB-N, which has a 

very similar mass-normalized cross-section. 

While the number of reliable estimates or 

direct measurements of o'm are small for basic 

and ultrabasic rocks there is a consistency that 

in summary indicates that: 

for fresh basic rocks the range of O- m is 

relatively small; this is particularly true for 
mid-ocean ridge basalts; 

• increases in (7 m can be expected to result 

mainly from increases in boron, together 

with bound water, as a result of alteration 

processes; 

• this effect is taken to the limit with the ser- 

pentinization of peridotites where elements 

involved in alteration dominate the cross- 

section; 

• the cross-section (macroscopic or mass normal- 

ized) is hence a potential proxy for alteration. 

A model for basalt alteration 

From the preceding discussion, the measured 

macroscopic cross-section in basalts can parti- 

tioned into: 

• a contribution from 'fresh' MOR basalt; 

• a contribution due to mineralogical changes 

accompanying alteration; 
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• a contribution due to key elements, like 

boron or some rare-earth elements, which 

have significant mass-normalized thermal 
cross-sections, which are absorbed on to, 
rather than being part of the lattice of, alter- 

ation phases, and 
• the contribution due to porosity and the 

associated pore-filling fluids. 

Ignoring the effect of porosity in the first 
instance and considering the altered basalt to 

consist of a component of 'fresh' basalt together 
with a component of alteration phases, then 

measurements of the macroscopic cross-section 
in basalts may be described by the relationship: 

~F = WbPberb n t- (1 -- Wb)Paera 

obtained: 

( ( ~ F - q b p f e r f ) / ( 1  - -  qb ) )  - -  [ )aera  

Wb = ( P b O . b  __ p a O . a )  

In the following sections, the effects of altera- 

tion, boron and rare-earth element abundance, 
and porosity, are modelled for mid-ocean ridge 

basalts, as represented by the Leg 148/149 
basalts. These models are intended to provide 

the background and estimates of the petrophysi- 
cal parameters needed to apply the equations 

above directly to log measurements in order to 
obtain the degree of alteration in the basaltic 

sequence. 

where £F is the macroscopic nuclear cross- 

section of the formation; erb is the mass- 
normalized cross-section of (fresh) MOR 

basalt; Pb is the density of (fresh) MOR basalt; 
era is the mass-normalized cross-section of altera- 

tion products; Pa is the density of the alteration 
products; Wb is the weight fraction of 'fresh' 
basalt in the rock fraction. 

The £F is available as a log measurement; 
close estimates of crb were described in the pre- 

vious section, Pb and Pa can be measured directly 
or estimated from core data, and modelling (dis- 
cussed below) enables estimates of er a to be 

obtained. Hence, for an altered basalt with 
'zero' porosity, rearrangement of the equation 

above should enable a estimate of the proportion 
of 'fresh' (or altered) basalt to be obtained as an 
'Index of Alteration': 

~ F  - -  paO 'a  
Wb - -  

Pberb -- Paera 

If porosity, and associated pore fluids, are 
included in the model, we get: 

]~F =- (1 -- ~b)WbPbO'b n t- (1 -- qb)(1 - Wb)Paer a 

+ +pferf 

where o-f is the mass-normalized cross-section of 
the pore fluid, pf is the density of the pore fluid, 
and qb is the formation porosity. 

In an attempt to model changes in the macro- 
scopic cross-section with alteration in the follow- 
ing sections, it is assumed that the pore fluid is 
sea-water (where erf and pf are known or easily 
calculated), and that the petrophysical par- 

ameters for 'fresh' basalt and its alteration pro- 
ducts are known. Again, rearrangement of the 

equation above enables an estimate of Wb tO be 

Modelling changes due to alteration, 

composition and porosity in MOR 

basalts 

Change in ~,F with increasing porosity 

Assuming sea-water, at least locally in a bore- 
hole, as the interstitial fluid in the formation, 

then the change in cross-section with porosity 

can be summarized in Figure 4. 
There is an initial increase in the macroscopic 

cross-section to a porosity of about 65%, after 

which ~F decreases in response to the increasing 
effect of decreasing density. While porosities of 
65% or more may occur in sediments, porosities 

in oceanic basement rocks would not normally be 
expected to exceed half that figure. So, at less 
than 5% porosity an increase of 1% would give 

an increase of about 0.7 cu in ~F, decreasing to 
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Fig. 4. Variation in the macroscopic and thermal 
cross-sections of 'fresh' mid-ocean ridge basalt with 
increasing porosity and with sea-water as the formation 
fluid. 
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about 0.4 cu per per cent increase in porosity at 

30% porosity. 100 
In the models that follow, porosity is modelled 

on one (X) axis, and other chemical and 
mineralogical parameters on the other axis. 80 
Replacement and alteration are considered first, 
followed by the effects of varying boron and 
rare-earth abundances. Sea-water has been .~ ~0 
assumed, for modelling purposes, as the intersti- 
tial fluid in the formation. This is a reasonable "n 

m 

assumption, as sea-water is used as the drilling ~, 40 
'fluid' for most Ocean Drilling Program bore- 
holes, and also penetrates and fills the cracks 
and fractures in the formation which, in basaltic ~0 
rocks, provide most of the porosity. 

Change in ~,F with increasing porosity 

and carbonate replacement 

Mineralogically, alteration is mainly to clay and 
zeolite assemblages, or to carbonates: often one 
assemblage following the other (Teagle et al. 
1998). To evaluate the likely changes in macro- 
scopic cross-section, two models are briefly 
described; the first showing the effect of increas- 
ing carbonate alteration of the MOR basalt, and 
the second involving possible clay and zeolite 
assemblages. The carbonate here is modelled as 
pure calcite. Assuming sea-water, at least 
locally in a borehole, as the interstitial fluid in 
the formation, then the effect on the cross- 
section with an increase in calcite (diluting the 
'fresh' basalt) and porosity is summarized in 
Figure 5. 

The effect of carbonate replacement is com- 
paratively small, but, in contrast to the addition 
of the trace elements discussed, the effect of 
increasing calcite is to decrease ~F. The area to 
the left of the dotted line in Figure 5 marks the 
region where ~F is lower than would be expected 
for 'fresh' MOR basalt. 

Change in ~F with increasing porosity 

and clay alteration 

The low-temperature alteration of oceanic 
basalts typically yields clay, zeolite and carbon- 
ate veins infilling fractures, and clay infilling of 
vesicles and other natural pore spaces. The 
cross-sectional characteristics of carbonates are 
described above. Common clay species include 
saponite, celadonite, and mixed-layer clays 
such as chlorite-saponite and chlorite- 
nontronite, while the important zeolites are phil- 
lipsite and chabazite. The brown alteration 
product of olivine, iddingsite, is also a common 
alteration product. 
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Fig. 5. Variation in the macroscopic cross-section of 

'fresh' mid-ocean ridge basalt with dilution by calcite, 

representing carbonate 'alteration and replacement' and 

porosity, with sea-water as the formation fluid. The 

contours are in capture units; a density of 2.71 g cm -3 

was assumed for the calcite. 

There is a wealth of reliable major-element 
data on all these minerals in precisely the 
basalts of interest, and, for the purposes of this 
contribution, representative mineral data from 
ODP Hole 896A have been employed (Alt 
et al. 1993). Unfortunately, in all cases only 
major-element data are available, and £F values 
computed for modelling purposes in the follow- 
ing section would inevitably be low. For some 
clays, essentially full analyses (major and trace 
elements including rare earths and boron) are 
available and described by Herron & Matteson 
(1993) in an evaluation of elemental composition 
and nuclear parameters, including the macro- 
scopic cross-section. Clays included in this 
study were kaolinite, illite and smectite, none 
of which unfortunately are significant in altered 
basalt. The data of Herron & Matteson (1993) 
may, however, give some idea of the extent to 
which computed values of ]~F may be low. For 
the average smectite given by Herron & Matte- 
son (1993), 35% of the ~F value is due to rare 
earths (20.0%), boron (9.7%) and other trace 
elements (4.5%). Computed without the trace 
elements, this average smectite has a ]~F value 
of 6.12 cu. With the trace elements included, 
this figure rises to 9.31 cu. 

Table 2 summarizes the mineral compositions 
of the basalt alteration products, together with 
the average smectite of Herron & Matteson 
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Table 2. EF values for  some common alteration products of  oceanic basalts 

SiO2 A1203 TiO2 Fe203 MgO CaO Na20 K20 MnO LOI Ev n 

MORB* 49.30 16.74 0.78 9.39 7.55 13.11 1.94 0.10 0.18 0.86 6.00 
Smectite * 56.50 17.20 0.20 2.80 3.60 1.90 0.90 0.70 0.05 16.10 9.31 ? 
Saponite ~ 45.06 6.03 0.03 10.71 22.80 1.44 0.11 0.12 0.13 13.58 6.52 13 
Saponite ~ 45.37 6.78 0.05 10.89 20.75 1.33 0.56 0.59 0.07 13.61 6.68 18 
Saponite ~ 44.67 7.13 0.00 11.67 20.29 0.79 0.57 0.18 0.01 14.69 6.83 30 
Celadonite* 47.32 3.98 0.08 31.38 5.86 0.78 0.12 6.06 0.07 4.35 9.84 13 
Celadonite-nont* 47.32 3.98 0.08 31.38 5.86 0.78 0.12 6.06 0.07 4.35 9.84 35 
Iddingsite 33.42 2.74 0.01 41.12 7.66 0.90 0.39 2.55 0.04 11.16 11.98 20 
Chlorite-saponite 36.25 7.67 0.01 24.35 20.10 0.38 0.16 0.10 0.21 10.76 8.42 7 
Phillipsite 59.70 18.58 0.00 0.72 0.69 1.66 4.69 5.81 0.00 8.16 5.66 6 
Chabazite 53.45 20.41 0.00 0.34 0.11 4.03 6.38 2.00 0.00 13.28 5.90 5 

*Average composition of MORB samples from ODP Hole 896A on which Ev was directly measured Brewer et al. (1996). 
+Average saponite: Herron & Matteson, 1993; ;data from Teagle et al. (1996); ~data from Laverne et aI. (1996). 
n: number of analyses averaged. 
Nont.: nontronite. 
The Ev value for MORB is from direct measurements; that for smectite includes a full chemical analysis; all other computed EF values are 
based on major-element data alone. 

(1993), an average MORB composi t ion,  and 

their ~F values. The EF value for MORB is 

from direct measurements ;  that for the smectite 

is computed  f rom a full chemical  analysis; all 

other computed  El= values are computed  f rom 

major-e lement  data alone. All the alteration min- 

erals, except the zeolites, have higher  macro-  

scopic cross-sections than the ' fresh'  basalt, 

and those which  have been computed  f rom 

their major-e lement  chemist ry  alone are likely 

to be lower  by 25 to 45%. 

As an example  of  the possible effect of  

alteration, and an increase in pore fluid, on the 

formation cross-section a model  based on the 

average smectite of  Herron & Matteson (1993) 

is summarized  in Figure 6. The effect of  the 

smectite alteration is comparat ively  small, 

increasing EF approximately 1 .0cu  per 10% 

increase ( 5 - 6 % )  in the amount  of smectite,  up 

to about 40% smectite. 

C h a n g e  in ~F w i th  i nc reas ing  p o r o s i t y  a n d  

boron  con t en t  

It is well  known  that clay minerals  in mar ine  

sediments adsorb boron dissolved in sea-water,  

and, as a result, many  sediments have high 

boron concentrat ions (Wedepohl  1978; Zeibig 

et al. I989). Smecti te  and serpentinite formed 

by low-temperature  interaction be tween sea- 

water and the oceanic basalts or ultramafics 

also contain large amounts  of  boron. Some 

low-temperature  altered MORB and serpentine 

recovered f rom the sea-floor and f rom drill 

holes can have high boron concentrat ions in 

excess of  100 ppm (Thompson & Melson 1970; 

Donnel ly  et al. 1980; Bonatti  et al. 1984). 

Smith et al. (1995), in a study involving a 

number  of  D S D P / O D P  boreholes  together with 

samples from the Oman and Cyprus ophiolites, 

concluded that there was a good correlat ion 

between the concentrat ions of boron, potassium 

and ~180 and the extent of  low-temperature  

alteration. For DSDP Holes 417A, 417D and 

418A, drilled into the pi l low basalt sequence,  

the range of  boron values encountered was 7.2 

• 'fr~sh' MORB 

lOO 

8o 

20 

0 

porosity (%) 

Fig. 6. Variation in the macroscopic cross-section of 
'fresh' mid-ocean ridge basalt with dilution by smectite, 
representing smectite alteration, and porosity, with 
sea-water as the formation fluid. The contours are in 
capture units; a density of 2.63 g cm -3 (Herron & 
Matteson 1993) was assumed for the smectite. 
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Fig. 7. Variation in the macroscopic cross-section of 
'fresh' mid-ocean ridge basalt with increasing boron 
content and porosity, with sea-water as the formation 
fluid. The contours are in capture units; a density of 
2.99 g cm -3 was assumed for the basalt. 

to 104 ppm. Because of its high mass-normalized 
cross-section at thermal energies, the role of 
boron in alteration is very important. To evaluate 
this we have modelled the effect of increasing 
boron on the macroscopic cross-section for 
'fresh' basalts; the results are summarized in 

constant, low and show little variation. Figure 7 
shows the variation in EF with increasing 
rare-earth abundance, and increasing porosity. 
The 'average' rare-earth content was taken as 
the average profile of eight MOR basalts 
described by Sun et al. (1979), and is shown in 
Figure 8 with a REE factor of 1.0; other REE 
factors are multiples of this abundance profile. 
Together, the range of rare-earth elements 
represented in Figure 8 includes most 'fresh' 
and altered MOR basalts, and covers the 
average compositions for E- and N-MORB 
given by Sun & Donough (1989). The abundance 
ranges covered are: Dy: 0 -11 .7Er :  0-7.7,  
Eu: 0-2.53, Gd: 0-11.1, Nd: 0-18.2, 
Sin: 0-6.3 and Tm: 0-0.78 ppm. 

For comparison the 'average' ocean island 
basalt of Sun & Donough (1989) is also 
plotted; the higher rare-earth content of the 
latter gives a Er~ value over 20% higher than 
the corresponding 'average' MORB. This 
suggests the possibility of using this approach 
to discriminate between basalt types, although 
the differences are small and unlikely to be suc- 
cessful unless the rocks are unaltered and with 
very low porosities. 

D i s c u s s i o n  a n d  c o n c l u s i o n s  

The mass-normalized nuclear absorption cross- 
section of unaltered basic rocks is generally 
between 6 and 8 cu, with 80% of that value 

Figure 7. 

The effect of boron, at zero porosity, is to 
increase ~F at a rate of 0.139cu per ppm • 'fre~h'MORB 

boron, decreasing nearly linearly to 0.080 cu n ~ ~  ~ 
per ppm boron at 30% porosity. A doubling of 3.o 
the macroscopic cross-section for 'fresh' 
MORB (15.7 cu) could hence be achieved by 2.5 
the addition of, say, 30 ppm boron and 30% 

porosity, or 75 ppm boron and a 10% increase 2.0 
in porosity. 

1.5 

Change in ]LF with increasing porosity and ~, 

REE content 1.o 

Only seven rare-earth elements have mass- 
normalized thermal cross-sections greater than o.5 
0.000 001 g c m  -3, and appear on Figure 1. These 
do, however, include gadolinium, which has by 0.0 

I I far the largest elemental cross-section, with 0 
another four (Sm, Eu, Dy and Er) amongst the 
top ten largest cross-sectional elements. Small 
variations here, particularly in gadolinium, may 
potentially make real changes to the measured 
macroscopic cross-section. For 'fresh' MOR 
basalts, the rare-earth abundances are relatively 

Ocean is led Basalt 

I I I 

5 10 15 Z0 25 30 
porosity (%) 

Fig. 8. Variation in the macroscopic cross-section of 
'fresh' mid-ocean ridge basalt with increasing rare-earth 
content and porosity, with sea-water as the formation 
fluid. The contours are in capture units. 
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being due to the major-element chemistry, and 
some 20% to the abundance of trace and minor 
elements. Of particular significance amongst 
the latter, because of their very high elemental 
cross sections, are boron and the rare-earth 
elements. Fresh mid-ocean ridge basalt has a 
remarkably constant nuclear absorption macro- 
scopic cross-section (6.0 _ 0.25 cu). 

With an increase in porosity and, or, alteration 
the mass-normalized cross-section generally 
increases, and can easily double. The ]~r is 
measured by a number of nuclear wireline 
logging tools and, while this curve is rarely 
used directly in petrophysical interpretation, 
combined with an independently determined por- 
osity curve, it offers the potential to evaluate and 
quantify the degree of alteration in basic rock 
sequences. Given the simple model: ~F = 
'fresh' MORB + alteration + fluid-filled pore 
space, then, with some assumptions, the altera- 
tion signal can potentially be separated. In the 
Ocean Drilling Program, in studies of the 
oceanic crust, for example, the pore fluids can 

be assumed to be sea-water; the absorption 
properties of MORB are as described above. 

The alteration signal is effectively that part of 
the mass-normalized cross-section which is over 
and above that required for the fluid-filled pore 
space and 'fresh' MORB, and is due to the abun- 
dance of alteration minerals and their respective 
densities and cross-sections, and to the abun- 
dance of trace elements, of which boron and 
some of the rare-earth elements (gadolinium in 
particular) are the most important. To evaluate 
these factors, a series of simple models were 
described above, in which the effects of increas- 
ing the abundance of different alteration minerals 
and trace elements vary with 'fresh' MORB and 
changes in porosity. A number of conclusions 
arise from these models: 

(1) The mass-normalized cross-section does 
not always have to increase; alteration and 
replacement by calcite decreases ]~r as the 
amount of calcite increases; the effect is 
significant: 50% replacement of the basalt 
results in a c.30% decrease in ZF- 

(2) A lack of full chemical compositions for the 
clay minerals developed in basic rock by 
alteration prevent precise modelling of 
these changes, but such alteration will 
lead to increases in ~F; for the smectite- 
based model described, 50% replacement 
of the basalt by smectite at zero porosity 
would result in an increase in ~F of about 
35%. 

(3) Of the trace elements boron is particular 
importance; it is normally a few ppm in 

30% 

~ 15% 
o 

o% 

boron (ppm) ~ ,~u 1o 
10@% smectite 

Fig. 9. Variation in the macroscopic cross-section of 
'fresh' mid-ocean ridge basalt with increasing boron 

content, smectite alteration and porosity, with sea-water 
as the formation fluid. Contour planes for 20, 25, 30 

and 35 capture units (cu) are shown. 

(4) 

abundance at the most, in fresh basalts, 
but can increase rapidly to a few tens of 
ppm as alteration progresses; the addition 
of 70 ppm to a 'fresh' basalt results in an 

increase in EF of about 50%. 
Several of the rare-earth elements can make 
significant contributions to EF, gadolinium 
being the most important; however, there 
is relatively little movement of rare-earth 
elements associated with alteration, so, 
relatively, far less fluctuation in abundance 
values than there is associated with boron; a 
doubling of the 'average' rare-earth abun- 
dance for MORB only leads to an increase 

in ]~F of about 10%. 

These models show that with the alteration of 
basic rocks the most important factors involved 
in increasing the macroscopic cross section are 
the amount of clay present, and the boron 
content. Of these, boron is the most significant, 
although both factors tend to operate together. 
A combined model showing the effects of 
increasing boron and smectite is summarized in 
Figure 9, to illustrate these effects. 

The Natural Environment Research Council is acknowl- 

edged for funding the direct measurement of o m in a 

number of Ocean Drilling Program samples through 

grant number: GST/02/694. 

References 

ALT, J. C., KINOSHITA, H., STOKKING, L. B. & THE 

LEG 148 SHIPBOARD SCIENTIFIC PARTY 1993. Pro- 
ceedings of the Ocean Drilling Program, Initial 
Report, 148, College Station, TX (Ocean Drilling 
Program). 



NA: BASIC/ULTRABASIC ROCKS 217 

BONATTI, E., LAWRENCE, J. R. & MORANDI, N. 1984. 
Serpentinization of oceanic peridotites: tempera- 
ture dependence of mineralogy and boron 
content. Earth & Planetary Science Letters, 70, 
88 -94. 

BREWER, T. S., HARVEY, P. K., LOCKE, J. & LOVELL, 
M. A. 1996. The neutron absorption cross-section 
(E) of basaltic basement samples from Hole 
896A, Costa Rica Rift. Proceedings of the Ocean 
Drilling Program, Scientific Results, 148, 
389-394. 

BROGL1A, C. & ELLIS, D. 1990. Effect of alteration, 
formation absorption, and standoff on the response 
of the thermal neutron porosity log in gabbros and 
basalts: examples from Deep Sea Drilling Project- 
Ocean Drilling Program sites. Journal of Geophysi- 
cal Research, 95 (B6), 9171-9188. 

CROUDACE, I. W. & RANDLE, K. 1993. Fluorine abun- 
dances in twenty-nine geological and other 
reference samples using fast-neutron activation 
analysis. Geostandards Newsletter, XVII, 
217-218. 

DONNELLY, T. W., THOMPSON, G. & SALISBURY, 
M. H. 1980. The chemistry of altered basalts at 
Site 417, Deep sea Drilling Project Leg 51. In: 
Initial Reports of the Deep Sea Drilling Project, 
51, 1319-1330 US Government Printing Office 
Washington. 

ELLIS, D.V. 1987. Well Logging for Earth Scientists. 
Elsevier, New York, 532 pp. 

GOVINDARAJU, K. 1994. 1994 compilation of working 
values and sample description for 383 geostan- 
dards. Geostandards Newsletter, 18, Special 
Issue, 1-158. 

HALLETT, R. B. & KYLE, P. R. 1993. XRF and INAA 
determinations of major and trace elements in Geo- 
logical Survey of Japan igneous and sedimentary 
rock standards. Geostandards Newsletter, XVII, 
127-133.  

HARVEY, P. K., LOVELL, M. A., BREWER, T. S., 
LOCKE, J. & MANSLEY, E. 1996. Measurement of 
thermal neutron absorption cross section in 
selected geochemical reference materials. Geos- 
tandards Newsletter, 20, 79-85. 

HERRON, M. M. & MATTESON, A. 1993. Elemental 
composition and nuclear parameters of some 
common sedimentary minerals, 1993. Nuclear 
Geophysics, 7, 383-406. 

LAVERNE, C., BELAROCHI, A. & HONNOREZ, J. 1996. 
Alteration mineralogy and chemistry of the upper 
oceanic crust from Hole 896A, Costa Rica Rift. 
In: ALT, J. C., KINOSHITA, H., STOKKING, L. B. 
& MICHAEL, P. J. (eds) Proceedings of the Ocean 

Drilling Program, Scientific Results, 148, 
151-170. 

LOFTS, J. C., HARVEY, P. K., LOVELL, M. A. & 
LOCKE, J. 1996. The relationship between lithology 
and the neutron absorption cross-section (E) of 
samples from Ocean Drilling Program Leg 149. 
In: SAWYER, D. S., WHITMARSH, R. B. & KLAUS, 
A. (eds) Proceedings of the Ocean Drilling 
Program, Scientific Results 149, 595-599. 

SMITH, H. J., SPIVAC, A. J., STRADIGEL, H. & HART, 
S. R. 1995. The boron isotropic composition of 
altered ocean crust. Chemical Geology, 126, 
119-135. 

SUN, S.-S. & MCDONOUGH, W. F. 1989. Chemical and 
isotopic systematics of oceanic basalts: impli- 
cations for mantle composition and processes. In: 
SAUNDERS, A. D. & NORRY, M. J. (eds) Magma- 
tism in the Ocean Basin. Geological Society, 
London, Special Publications, 42, 313-345. 

SUN, S.-S., NESBITT, R. W. & SHARASKIN, A. YA. 
1979. Geochemical characteristics of mid-ocean 
ridge basalts. Earth and Planetary Science 
Letters, 44, 119-138. 

TEAGLE, D. A. H., ALT, J. C. & HALLIDAY, A. N. 
1998. Tracing the evolution of hydrothermal 
fluids in the upper oceanic crust: Sr isotope con- 
straints from DSDP/ODP Hole 504B and 896A. 
In: MILLS, R. A. & HARRISON, K. (eds) Modem 
ocean floor processes and the geological record. 
Geological Society, London, Special Publications, 
148, 81-97. 

TEAGLE, D. A. H., ALT, J. C., BACH, W., HALLIDAY, 
A. N. & ERZINGER, J. 1996. Alteration of upper 
ocean crust in a ridge-flank hydrothermal upflow 
zone: mineral, chemistry and isotopic constraints 
from Hole 896A. In: ALT, J. C., KINOSHITA, H., 
STOKKING, L. B. & MICHAEL, P. J. (eds) Proceed- 
ings of the Ocean Drilling Program, Scientific 
Results, 148, 119-150. 

TERASHIMA, S. 1993. Determination of total nitrogen 
and carbon in twenty-two sedimentary rock refer- 
ence samples by combustion elemental analyser. 
Geostandards Newsletter, XVII, 123-125. 

THOMPSON, G. & MELSON, W. G. 1970. Boron con- 
tents of serpentinites and metabasalts in the 
oceanic crust: implications for the boron cycle in 
the oceans. Earth & Planetary Science Letters, 8, 
61-65. 

WEDEPOHL, K. H. 1978 (ed.)Handbook of Geochem- 
istry, II/1, Springer-Verlag. 

ZEIBIG, G., KUBANEK, F. & LUCK, J. 1989. Pressm'e 
leaching of boron from argillaceous sediments for 
facies analysis. Chemical Geology, 74, 343-349. 



The interpretation of thermal neutron properties in 

ocean floor volcanics 

T. S. BREWER 1, P. K. HARVEY 1, S. R. BARR 1, S. L. HAGGAS a'2 & H. DELIUS 1 

1Department of  Geology, University of  Leicester, Leicester, LE1 7RH, UK 

(e-mail: tsb5 @ leicester.ac, uk) 

2IHS Energy, Enterprise House, Cirencester Road, Tetbury, Glos, GL8 8RX, UK 

Abstract: Using near-complete chemical analyses, computed thermal absorption cross- 
section values (o-) are calculated for ocean-floor basalts fiom ODP Holes 896a and 
1179D. Comparison with nuclear measurement of o-, demonstrates that this computational 
method is valid and clarifies the interpretation of o- in ocean-floor basalts. Boron, lithium 
and the rare-earth elements are important controls on the o--values, and, of these, the distri- 
bution of the rare-earth elements is controlled by primary magmatic processes, whereas the 
distribution of boron and lithium is strongly influenced by secondary low-temperature 
alteration processes. Consequently, computed o--values can be used to discriminate 
between various basalt types and to identify areas of secondary alteration. 

Following calibration of the 'fresh basalt' signature, it is possible to interpret log derived 
neutron absorption measurements of a sample (Z-values), which, when integrated with other 
log responses, allow the distribution of alteration within a drilled section to be mapped. 
Examples from ODP Hole 801C demonstrate the potential of this technique. 

For nearly 20 years the Ocean Drilling Program 
(ODP) has been exploring the oceans through dril- 
ling of blanketing sediments and basement rocks. 
Oceanic basement is typically described in terms 
of the classic layered seismic model, with layer 1 
representing the sedimentary blanket, layer 2a 
the extrusive volcanics, and layer 2b the sheeted 
dyke complex that acted as the conduit for the vol- 
canics. An essential and ubiquitous feature of the 
basement is the large volume of sea-water that cir- 
culates through the crust during formation at the 
mid-ocean ridges. These circulating hydrothemaal 
fluids exert significant control on heat loss, chemi- 
cal alteration and fluxes within the crust at ridge 
systems. Although the affects of alteration have 
been well documented in the majority of basement 
holes, one of the major unknowns is the distri- 
bution and degree of alteration within the drilled 
section. Interpretation of both these factors is 
strongly biased by the amount and location of 
both fresh and altered material recovered. 
Brewer et al. (1998) demonstrated that the non- 
riser drilling technique used by the ODP favours 
the recovery of 'fresh' massive basalt, and, that 
as alteration and veining increase, core recovery 
decreases in quantity and quality. 

This bias in recovery may lead to: 

(1) inaccurate interpretation of the lithological 
architecture and style of alteration; 

(2) underestimation of the proportions of the 
altered material; and 

(3) biased estimates of the bulk chemical 

composition. 

Errors in estimating the bulk crustal chemical 
composition compound the en'ors in estimates 
of the chemical fluxes between the lithosphere 
and hydrosphere during the evolution of the 
crustal segment. Previously it has been demon- 
strated how core- log  integration can be used to 
effectively reconstruct the lithological structure 
in ODP basement holes (Brewer et al. 1995; 
Brewer et al. 1998; Brewer et al. 1999; Ban" 
et al. 2002; Haggas et al. 2002; RevilIon et al. 
2002); however, a methodology is developed 
here for extending the core- log  integration into 
evaluation of the intensity and chemistry of 
alteration within ocean-floor volcanics. 

Chemical data routinely acquired by wireline 
logging are derived from gamma-ray spectro- 
graphic tools, which yield estimates of K, Th 
and U concentrations. Potassium is preferentially 
affected by low-temperature alteration, such that 
altered ocean-floor volcanics have very variable 
and often-enriched K concentrations. 

Other more specialist tools (e.g. the geochem- 
ical logging tool, GLT) have been deployed both 
by industry and the ODP (Harvey & Lovell 1989; 
Anderson et al. 1990), but the quality of such 

From: HARVEY, P. K., BREWER, T. S., PEZAR9, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
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data in ODP boreholes is problematic, due to 
both environmental (i.e. oversized holes) and 
technical problems (Brewer et al. 1996). 

The neutron absorption macroscopic cross- 
section (E), is routinely collected during deploy- 
ment of the accelerator porosity sonde (APS) in 
ODP logging operations, but is infrequently 
used subsequently for formation analysis. 
Measurements are typically made every 5 cm, 
and E can be defined as: 

E z o -  9 

where p = sample density (g cm -3) and 
o" = mass-normalized (thermal absorption) 
cross-section. 

Expressed this way, E is in units of cm-  l, but, 
for logging purposes, it is usually quoted in 
capture units ( cu )=  1000 times E, as is o-, for 
the purposes of this contribution. 

In this paper we: 

(1) Compare direct measurements of E with 
computed Z-values from basalts from Hole 
896A to validate the computational method; 

(2) calculate Z-values from whole-rock chemi- 
cal analyses on basalts from ODP Hole 
1179D. For each sample detailed petrogra- 
phy is available which allows mineralogical 
calibration of the calculated E-value. 

(3) By use of log derived E-values we evaluate 
the alteration within selected intervals from 
ODP Hole 801C. 

Chemical controls on sigma 

In natural rocks, the o-, and hence E, values are 
strongly influenced by the concentrations of 
elements such as Sm, Eu, Gd, Dy, B, Li, Cd 
and In, which have large capture cross-sections 
(Brewer et al. 1996; Harvey et aL 1996; Lofts 
et al. 1996; Harvey & Brewer 2005). Of these 
elements the concentrations of Cd (119 + 22 
ppb, Yi et al. 2000) and In (61 + 7 ppb, Yi 
et al. 2000) are very low in fresh MORB, and 
little is known about the mobility of both 
elements during low-temperature alteration. 
However, from subaerial weathering studies it 
is unlikely that either element will be strongly 
enriched during low-temperature alteration. 
Given the very low concentrations of both Cd 
and In, their effects on the a-values are 
assumed to be extremely small and, as such, 
are not discussed further. 

In typical mid-ocean ridge basalts (MORB), 
the rare-earth elements (REE) are in general 
present in low concentrations, <10 ppm; are 
largely unaffected by low-temperature alteration; 
and Sin, Eu, Gd and Dy have limited ranges 

(e.g. Sun & McDonough 1989). Although Gd 
has the greatest influence on o-, the net effect of 
the low and limited concentrations suggests that 
significant variations in the computed o- are not 
related to REE. Lithium and B both have low 
concentrations in fresh MORB (B 0.34 to 
0.74 ppm, Chaussidon & Jambon (1994); Li 3 
to 6 ppm, Chan et al. (1992), Ryan & Langmuir 
1987), but both elements, and in particular B, are 
enriched during low-temperature alteration of 
MORB (Smith et al. 1995). 

Potentially, in situ measured E-values for 
ocean-floor volcanics may be largely controlled 
by the secondary distribution of B and/or Li, 
and, as such, provide a proxy for the intensity, 
distribution and styles of low-temperature altera- 
tion within the formation. 

Geological settings 

H o l e  11791) 

Hole 1179D was drilled during ODP Leg 191, 
and provides samples of Early Cretaceous 
ocean basement (Kanazawa et aL 2001). Site 
1179 is located on the abyssal sea-floor, to the 
east of Japan and to the north of the Shatsky 
Rise in the NW Pacific Ocean. Hole 1179D pene- 
trates 377 m of sediment and c. 100 m of basaltic 
basement. The basement was first encountered at 
a depth of 375 metres below the sea-floor (mbsf) 
and consists predominantly of relatively fresh 
aphyric basalts (both pillow lavas and massive 
flows), intercalated with a variety of breccias 
and a small amount of inter-pillow sediment 
(Kanazawa et  al. 2001). Basement material was 
divided into 48 units, which were then sub- 
sequently assigned to one of three petrographic 
groups. Samples reported in this paper span the 
cored interval, and are representative of 18 of 
the 48 units. 

The 27 core samples cover the range of litho- 
logical types recovered from Hole 1179D, and 
include breccias, pillow basalts and one inter- 
calated sedimentary unit. Breccias are composed 
of angular to subangular basalt clasts cemented 
in either a calcite or zeolite matrix. The clasts 
encompass a variety of basaltic types (e.g. 
glass, aphyric and phyric hypocrystalline and/ 
or holocrystalline basalts), which are variably 
altered. In some samples, angular very pale- 
brown 'fresh' glass containing sparse plagioclase 
microlites and flow banding is cemented by a 
sparry calcite (Fig. 1). In contrast, other breccias 
contain variably altered glassy and/or hypocrys- 
talline basalt fragments which have thin Fe- 
hydroxide rims and a fringe of euhedral zeolites 
set in a span'y calcite matrix. Individual basalt 
clasts are variably altered, many display a con- 
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(a) 

( b )  

( c )  

replaced by mixtures of saponite, Fe-hydroxides 
and celadonite. These very different styles of 
alteration reflect the different origins for the 
breccias, with some representing volcanic 
debris (hyaloclastite) cemented in situ, and 
others representing 'sedimentary-style' breccias 
produced by the accumulation of fragmentary 
material, probably by mass wastage. 

The pillow basalts are composed of a range of 
textural types from hypocrystalline to holocrys- 
talline. Hypocrystalline basalts comprise a 
granular framework of lath-shaped plagioclase 
and intergranular anhedral clinopyroxene with 
variable proportions of intergranular glass. In 
samples containing abundant glass (>40%) 
plagioclase and clinopyroxene form discrete 
phenocrysts or glomerocrystic aggregates. Holo- 
crystalline pillow basalts are composed of fine to 
medium (1-3 mm) granular frameworks com- 
posed of euhedral to subhedral plagioclase 
laths, granular anhedral clinopyroxene and rare 
small pseudomorphs of olivine and minor anhe- 
dral opaques. All of the pillow basalts show 
some evidence of secondary low-temperature 
alteration, the effects of which can be divided 
into three broad types: 

d ~ - - ~  
( ) ~:~ '°~ ~' ........ 

lmm 

Fig. 1. Representative petrology of breccias from Hole 
1179D. In all examples the cement is composed of 
calcite. (a) Clasts are composed of holocrystalline and 
hypocrystalline basalts, together with glass. 
(b) Holocrystalline basaltic clasts and small glass clasts 
which probably represent spalled pillow rims. 
(c) Brown basaltic glass clast showing flow banding. 
Note the thin rim of zeolite surrounding clasts. 
(d) Brown basaltic glass clasts; note the dark rims to 
the clast and discoloration of glass at margins, both of 
which are the result of secondary low-temperature 
alteration. 

centric zonation, with relatively unaltered cores 
and highly altered rims; many of the rims are 
composed of pale-yellow palagonitized basalt. 
Elsewhere, some basalt clasts are completely 

(1) Vesicle infilling, 
(2) veining and/or rinds, and 
(3) replacement of igneous minerals. 

Several basalts are vesicular (vesicles < 10%), 
and the vesicles are either partially or completely 
infilled by secondary minerals. Individual vesicles 
frequently show concentric infills, with an early 
thin dark-red brown Fe-hydroxide and saponite 
layer coated by a thin rim of saponite, followed 
by relatively coarse sparry calcite. Veins are 
common in the basalts, with the majority 
forming narrow anastomosing forms. The most 
abundant vein types in order of decreasing abun- 
dance are, pale-brown saponite + celadonite 
+ calcite _+ Fe-hydroxides, green celadonite 
+ calcite, calcite and Fe-hydroxides alone. 

A number of the pillow basalts contain thin 
hyaloclastite rinds, which are composed of 
angular basaltic fragments cemented by 
calcite. The hyaloclastite debris always shows 
alteration, from minor partial replacement of 
igneous minerals by saponite and/or celadonite, 
to completely altered fragments composed of 
saponite + celadonite + Fe-hydroxides. 

In the pillow basalts, replacement of igneous 
minerals is ubiquitous, ranging from c.5 to 20% 
(modal), with commonly developed secondary 
minerals being saponite, celadonite, Fe-hydrox- 
ides and carbonates. In the majority of cases, 
the alteration is heterogeneously distributed, 
with interstitial glass variably replaced by pale- 
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brown, red-brown or green and pale-green assem- 
blages composed of varying proportions of sapo- 
nite, Fe-hydroxides, celadonite and minor car- 
bonate. In individual specimens, it appears that 
original small olivines are replaced by saponite + 
Fe-hydroxides. 

H o l e  8 9 6 A  

Hole 896A is located in the equatorial east 
Pacific, in c.5.9-Ma ocean crust that was 
formed at the Costa Rica Rift (Brewer 
et al. 1998). The drill site is located on a bathy- 
metric high overlying a basement high. Base- 
ment was first encountered in Hole 896A at 
179 mbsf, and the hole was cored from 195.1 to 
469 mbsf; and, in the drilled section, core recov- 
ery averaged 26.9% (Alt et al. 1993). Basalts 
from Hole 896A are sparsely to highly aphyric 
tholeiites with plagioclase and olivine present 
as phenocrysts, although, in one short interval, 
clinopyroxene phenocrysts occur (Alt et al. 

1993). The samples analysed in this study are 
those described by Brewer et al. (1996), and 
are fresh basalts with only very limited evidence 
of low-temperature alteration (i.e. minor altera- 
tion of glass and olivine phenocrysts). 

H o l e  8 0 1 C  

ODP Hole 801C lies in the Pigafetta Basin, to the 
east of the Mariana Trench in the West Pacific. 
During the combined drilling efforts of ODP 
Legs 129 and 185, Hole 801C was cored to 
935.7 mbsf. It penetrates 462 m of Cretaceous 
sediment and 474 m of Jurassic fast spread 
(160 kin/re.y) oceanic crust (Lancelot et al. 

1990; Plank et al. 2000). Based on descriptions 
of the recovered core in the basement section, 
the material consists of 60.6% massive basalt 
flows, 27.8% pillows, 8.1% breccia and hyalo- 
clastite, and 3.5% inter-pillow sediments and 
hydrothermal deposits. However, recovery 
averages only 47%, and more accurate estimates 
of the lithological proportions, based on core-  
log integration results, indicate 27.4% massive 
basalt flows, 33% pillows, 31% breccia and hya- 
loclastite, and 2.7% inter-pillow sediments and 
hydrothermal deposits, with 5.9% unclassified 
(Barr et al. 2002). 

The basalts are aphyric or slightly phyric, and 
include both intrusive alkaline and extrusive 
tholeiitic, normal MORB varieties. Intense oxi- 
dative alteration occurs in four discrete zones, 
at the basement sediment interface, adjacent to 
two hydrothermal deposits and in the vicinity 
of a thick breccia unit deep in the hole. Other- 
wise, with the exception of flow margins and 
pillow rims, the basalts are only slightly altered 

under anoxic conditions. The dominant alteration 
minerals are calcite, smectite, saponite, pyrite, 
silica, celadonite and Fe-oxyhydroxides (Lancelot 
et al. 1990; Plank et al. 2000). Different mixtures 
of these minerals define the colour of the core, 
which varies from grey-black to green-grey to 
light brown, depending on the degree of alteration. 
Veins are abundant throughout the core, ranging 
from < 1 mm to over 10 mm thick, and are com- 
posed variably of saponite, carbonate, celadonite, 
pyrite and Fe-oxyhydroxides. 

Computation of sigma 

All samples were analysed for major and trace 
elements by X-ray fluorescence spectrometry at 
the University of Leicester, using standard pro- 
cedures described by Harvey et  al. (1973) and 
Harvey (1989). The REE, B, Li and Be were 
determined by inductively coupled plasma 
optical emission spectrometry, using a 
JY-Ultima-2 spectrometer at the University of 
Leicester, following the procedures outlined in 
Appendix 1. Carbon and S determinations were 
carried out using a LECO CS-125 analyser and 
the procedures documented in Appendix 2. 

Summaries of the data-set are presented in 
Tables 1 & 2, and from these near-complete 
whole-rock analyses it is possible to calculate 
the macroscopic thermal cross-section (E) and 
the thermal absorption cross-section (t7), follow- 
ing the methodology described by Harvey & 
Brewer (2005). To allow comparison between 
computed a-values and directly measured o-- 
values, REE and B analyses have been made on 
the set of basalts previously analysed from 
ODP Hole 896A (Leg 148) by Brewer et al. 

(1996). 
Direct measurements of o- on the Hole 896A 

basalt samples were previously obtained by using 
the NESSUS facility at the centre of the 
NESTOR reactor at Winfrith in Dorset, UK 
(Brewer et al. 1996). Comparison of the measured 
(Brewer et al. 1996) with the computed ty-values 
of the basalts from Hole 896A give very similar 
results (ty-measured 5.99 + 0.27, o'-computed 
5.62 ___ 0.18 cu, Fig. 2a), which validates the 
computational method, and demonstrates that 
the computed o--values are representative of the 
ty for the basalts. 

Computed o--values for the Hole 1179D 
basalts range from 6.93 to 8.79 (mean 7.92 ___ 
0.61), which is greater than that previously 
reported for unaltered Ocean Floor Basalts 
(Hole 896A basalts, 5.99 ___ 0.27 cu; Brewer 
et al. 1996; Harvey & Brewer 2005). The differ- 
ence in the computed o--values for the basalts 
from Holes 1179D and 896A, correlates with 
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the marked compositional difference between 
basalts in the two holes (Fig. 3). The compo- 
sitional differences between the basalts in 
Holes 896A and Hole 1179D, reflects differences 
in both the primary magmatic processes and the 
degree of secondary low-temperature alteration. 

The REE, Ti and Zr are largely unaffected by 
low-temperature alteration, so the differences in 
these elements is consistent with Hole 896A 
basalts having been derived from a more 
depleted source than the Hole 1179D basalts, 
and probably involving different degrees of 
melting. 

In contrast, B is an important element in con- 
trolling o-, and Hole 1179D basalts are enriched 
in this element as compared to Hole 896A 
basalts (Fig. 3). B in fresh MORB glass has 
very low concentrations (<1 ppm), but as 
sea-water contains c.4ppm, this element is 
significantly enriched during secondary low- 
temperature alteration (e.g. Ryan & Langmuir 
1993; Smith et al. 1995). It is therefore important 
to establish the contribution that the elevated B 
values are making to the 1179D basalts, and to 
establish if this is responsible for the difference 
in o--values between the two boreholes. In 
Table 3, we have computed the percentage con- 
tribution of various elements to the o--value. 
What is noticeable is that in 1179D B accounts 
for between 7 and 20% of the o- value (Table 3), 
suggesting that the elevated B values are not con- 
trolling the difference. As confirmation of this, 
the 1179D computed or-values were recalculated 
with a B value of 4.9 ppm, which is the average B 
content of the 896A basalts. The result is to 
slightly reduce the mean cr value from 7.92 to 
7.2, indicating that secondary alteration is not 
responsible for the difference in o-, rather the 
original (igneous) chemistry being the control. 
Therefore, it appears that o- (or E from a log 
measurement) can be used to distinguish 
between enriched (high or/E) and depleted (low 
o-/E) MOR basalts. 

Mineralogical controls on ~-values: 

Hole 1179D case study 

In Hole 1179D, basalts have the lowest and the 
breccias the highest magnitude and range in 
o--values (Fig. 4). The basalts have a narrow 
range of or-values, and it is not possible to 
discriminate between the three petrographic 
types identified by Kanazawa et al. (2001). 
The inability to distinguish the different petro- 
graphic types reflects the limited chemical and 
mineralogical compositions for each group 
(Table 2, Fig. 5). 
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Fig. 2. (a) Comparison of directly measured and 
computed o- values for Hole 896A basalts, 
computation based on values in Table 1. (b). Comparison 
of computed or-values for basalts from Holes 896A 
and 1179D. 

A l t e r e d  basa l t s  

More highly altered basalts are characterized by 

a greater proportion of  alteration ( >  15% modal 

abundance), which is manifested by either a 

greater abundance of  palagonitized glass or cela- 

donite, saponite and/or Fe-hydroxides. Chemi- 

cally, the more highly altered basalts are 

characterized by relatively high loss-on-ignition 

(LOI > 5%) and B values (B > 30 ppm) and 

elevated o'-values (o- > 9.0 cu) compared to the 

'fresh' basalts (Fig. 5). The REE elements are 

unaffected by the alteration, and have concen- 

trations similar to the basalts (Fig. 5). Alteration 

proceeded by a variety of  hydration reactions 

involving interactions with sea-water; the break- 

down of  glass and igneous minerals; and the 

development of  secondary low-temperature min- 

erals. As part of  this process B was partitioned/ 

absorbed by the alteration phases, which resulted 

in variable enrichment. The net result of  such 

alteration has been to increase o- above the 

normal range of  the basalts (Fig. 4). 
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Fig. 3. Comparison of basalts from Hole 896A and Hole 1179D using selected chemical parameters. Squares 
represent Hole 896A samples analysed in this study; crosses are published Hole 896A analyses (Brewer et  aI. 1996; 
Teagle et  al. 1996), and filled circles are Hole 1179D basalts. The rare-earth elements are normalized with respect 
to the values of Nakamura (1977). 
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Table 3. Contribution of  various chemical elements to the computed cr value. The modelled cr value was 

calculated assuming 4.9 ppm boron in all samples. See text for details. Group refers to the classification 

scheme employed by Kanazawa et al. (2001)for  Hole 1179D basalts. 

Sample SH2 SH3 SH6 SH7 SH10 SH15 SHI6 SH17 SH19 SH27 

Group l 1 1 1 2 2 2 2 3 3 

Computed o- 7.77 6.93 7.70 8.54 8.35 8.79 8.17 7.14 8.21 7.96 

% major element contribution 76.2 77.9 72.3 67.6 74.0 75.6 66.7 81.6 76.3 74.3 

% REE contribution 13.1 11.5 10.2 10.9 16.8 15.6 14.3 2.4 11.9 12.6 

% Boron contribution 8.7 9.0 15.7 20.1 7.3 7.0 17.0 12.9 9.5 10.2 

% other traces contribution 2.0 1.5 1.7 1.4 1.9 1.8 2.0 3.0 2.4 2.8 

Modelled o- 6.54 6.94 6.7 7.03 7.95 8.39 6.99 6.42 7.64 7.36 

Breccias 

In Hole 1179D, breccias have the highest magni- 
tude and range of o--values, and calcite-cemented 
breccias have the highest and most dispersed 
values, whereas zeolite-cemented breccias in 
general have more restricted o--values (Fig. 4). 
In the calcite breccias, o- correlates well with 
the CaO content of the sample: where CaO is a 
proxy for the proportion of calcite in the 
sample (Fig. 6). The one exception to this is 
sample SH12, but in this sample the basaltic 
clasts are highly altered, suggesting that the 

chemistry of the altered material is an important 
control on sigma. 

From this mineralogical and chemical study 
the key conclusions are: 

(1) Sigma-values can be used to distinguish 
between enriched and depleted MOR 
basalts, as demonstrated by the difference 
between •'-values from Hole 896A (depleted) 
and Hole 1179D (enriched) basalts. 

A l t e r e d  
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Group3  

G r o u p 2  
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i i i i t 
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• g o  • 
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Computed ~ value (cu) 

6 112 13 

Fig. 4. Computed (r-values for fresh and altered basalts 

and breccias from Hole 1179D. Basalts (filled circles) 

are divided into three groups based on the criteria of 

Kanazawa et al. (2001). Breccias are subdivided based 

on the composition of the cement: calcite-cemented 

breccias are represented by filled squares, and zeolite- 

cemented ones are represented by diamonds. Altered 

basalts are represented by triangles. 

(2) The least-altered basalts in Hole 1179D 
have cr in the range 6.93 to 8.79 (mean 

7.92 ___ 0.61). 
(3) Breccias have the greatest range in o- (8.64 

to 12.43 cu), and calcite-cemented breccias 
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Fig. 5. Variation in selected chemical parameters 

between basalts, altered basalts and breccias in Hole 

1179D. Symbols as in Figure 4. 
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Fig. 6. Correlation between (r and CaO content in Hole 
1179D breccias. Symbols as in Figure 4. 

(4 )  

appear to have a higher magnitude and 
range than the zeolite-cemented breccias. 
Alteration of basalts from the same lava 
sequence causes a significant increase in o- 
and, in turn, 2~. 

Therefore, if 2£ is measured continuously 

down-hole, it should provide a means to estimate 
the proportion of alteration with the borehole. 
However, it is important to: 

(1) 

(2) 

use whole-rock data to calibrate the unal- 
tered basalt signal; 

integrate the ~ down-hole log with other 

logging measurements to effectively dis- 
criminate between various breccia types 
and highly altered basalts. 

M o d e l l i n g  t h e  v a r i a t i o n  i n  a l t e r a t i o n  

a c r o s s  b a s a l t  f l o w s  i n  H o l e  8 0 1 C :  

d o w n - h o l e  l o g g i n g  c a s e  s t u d y  

This case study uses data from Hole 801C, 
because there are no down-hole logging data 

available from Hole 1179D. Two basalt flows 
from Hole 801C (Leg 185) have been chosen to 

illustrate the way in which alteration varies 
across the flows, which are both bounded above 
and below by volcanic breccias. The upper flow 

(UF) is 8.5 m thick and lies between 755.5 and 

764.0mbsf. The shallow (LLS) and deep 
(LLD) laterolog resistivity traces across the 
flow are shown in Figure 7a; the flow is picked 

out by its high resistivity ( >  100 ohm m), while 

the breccias have lower resistivity values, 

below about 80 ohm m. In Figure 7b the curves 
for neutron porosity (HALC) and the macro- 

scopic thermal cross-section (HSIG), derived 
from Schlumberger's high-resolution APS, are 

shown, together with a per cent alteration curve. 
The latter was generated using the method 

described by Harvey & Brewer (2005). Using 
this approach the weight fraction of altered 

basalt in oceanic basement can be expressed as: 

w a = l  - 

( (~F -- di)pfO'f) "~ 
f _ - g -  - / 

) 
( a )  

~ breccia 

_ _  L L o  

I - -  L L S I  f / 

~ 
flow 

750 

mbsf 

755 

760 

765 

b) (c) 

breccia 

, ~ . ~  

~ - - - - - - - ~  : --. breccia breccia i ~ w - ~  
x i Y z 

, , 770 ! , : , ,~- . . . . . . . . . . . . . . . . .  
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resistivity ohms/m HALC - HSlG % alteration 

Fig. 7. (a) Laterolog resistivity curves across the upper flow in Hole 801C. (b) HALC (neutron porosity, 
in per cent), HSIG (macroscopic thermal-cross section, in capture units) and (c) modelled per cent alteration, 
across the same flow. See text for details. 
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where: Wa is the weight fraction of altered basalt 
in the rock fraction; EF is the macroscopic 
nuclear cross-section of the formation; qb is the 

porosity of the formation; Of is the density of 
the pore fluid; crf is the mass-normalized cross- 
section of the pore fluid; Pb is the density of 
(fresh) MOR basalt; O'b is the mass-normalized 
cross-section of (fresh) MOR basalt; Pa is the 
density of the alteration products; o- a is the 
mass-normalized cross-section of alteration 
products. 

For modelling of the basalt flows in Hole 
801C, the interstitial pore fluid was assumed 
to be sea-water, with (re= 32.34cu and 
pf--  1.017 g cm -3, while, for fresh MORB, the 
following physical properties were taken: 
O-b = 6.00 CU ( ___ 0.25) and pf = 3.000 g cm -3 
(Harvey & Brewer 2005). Log measurements 
from the APS provided down-hole data for ~F 
(SIGF curve) and formation porosity (APLC 
curve). The remaining physical properties, for 
the alteration products (Pa and O'a), are less easy 
to define precisely (Harvey & Brewer 2005), but, 
for the purposes of the models presented here, 
the following constants have been used: 
o- a ---~ 9.31 cu and Pa = 2.63 g cm -3. The mass- 
normalized cross-section of the alteration products 
(O'a) is computed from the smectite data of Herron 

& Matteson (1993), and is considered to have 
nuclear properties similar to the clay alteration 
products found in the altered basalts (Harvey & 
Brewer 2005). The resulting per cent alteration 
curve, modelled using these parameters, and 
shown in Figure 7c, has values between zero and 
about 95% alteration. While the modelled range 
is acceptable, the accuracy of these figures is 
highly dependent on the constants chosen for the 
alteration products (Pa and O-a). Further work is 
currently being undertaken to validate and/or 
modify these constants. At this stage the model 
shows an average alteration across the flow of 
about 30%, with predictably higher zones of 
alteration both above and below the flow in the 
volcanic breccias. 

Figures 7b & 7c show a close relationship 
between the neutron porosity (HALC) and mod- 
elled alteration curves, indicating that porosity is 
the dominant control on the degree of alteration. 
This is demonstrated in Figure 8, where these 
two measurements are cross-plotted. The data 
fall on to three lines, which pick out three distinct 
porosity ranges (see Fig. 8b, a histogram of 
porosity values for this section). 

The porosity ranges are a direct expression of 
the lithologies, with the lowest porosities 
(<  14%; line X in Fig. 8a) occurring within the 

( a )  % alteration 
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Fig. 8. Relationship between neutron porosity, the modelled amount of alteration and lithology across the upper 
flow in Hole 80IC. (a) Cross-plot of HSIG and per cent alteration, divided into three categories depending on 
porosity. (b) Histogram of porosity values showing the essentially natural divisions between low-porosity values 
in the flow (A) and intermediate range of porosities in the breccias. 
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flow, while the bulk of the intermediate poros- 
ities (14-28%; line Y) are associated with the 
breccias. A small additional group with anoma- 
lous porosities (>28%; group Z) occurs within 
the lower breccia. Here the high porosities are 
associated with relatively low levels of altera- 
tion, possibly indicating the position of primary 
fluid pathways. Regression lines are given in 
Figure 8a for lines X and Y the slope increasing 
with decreasing porosity. Line X, through the 
lowest porosities, gives an intercept of 
18.795cu, only a little above the expected 
value of E for 'fresh' MORB with zero porosity 
(Harvey & Brewer 2005). 

Figure 9 shows the down-section distribution 
of the three porosity groups. The low-porosity 
group (line X) defines the lava flow, while the 
higher porosities define the adjacent breccias. 
The clustered 'very high' porosity group 
(line Z) occurs in the lower breccia, and is 
characterized by the lowest resistivity in the 
section, and low computed levels of alteration. 

The second basalt flow modelled is 11.0 m 
thick and lies between 812.0 and 823.0mbsf. 
The LLS and LLD laterolog resistivity traces 
across the flow are shown in Figure 10a; the 
flow is again picked out by its high resistivity, 
higher in the lower part of the flow and decreasing 
towards the top. Breccias and pillow lavas with 
resistivity values of below about 8 0 o h m m  
lie respectively above and below, the basalt 

flow. Figure 10b shows the curves for HALC 
and HSIG, as above, derived from Schlumber- 
ger's high-resolution APS, while Figure 10c 
gives the modelled per cent alteration curve. The 
pattern across this flow is more complex than 
that of the upper flow described above, with the 
neutron porosity falling irregularly from over 
20% at the top of the flow to below 5% in the 
lower one-third, while the macroscopic thermal 
cross-section remains between about 25 and 
45 cu, without any apparent systematic trend. 
Combining the two curves through the alteration 
model (Fig. 10c), however, shows a high level 
of alteration in the upper half of pillows below 
the flow, and an irregular pattern of alteration 
through the flow, which is characterized by 
increasing frequency towards the top of the 
flow. 

Figure 11 shows a cross-plot of HALC and 
HSIG, together with a histogram of the neutron 
porosity (HALC) measurements. The spread of 
neutron porosity values can again be divided 
into three groups for descriptive purposes. The 
samples in these groups have been identified in 
Figure i lb, and each regressed separately 
(Fig. l la) .  The three groups: 'high' (>28), 
'medium' (14-28) and 'low' (<7.5) per cent 
porosity, less indicative of the lithology. The 
difference in E in this example is in response to 
the generally higher levels of alteration towards 
the top of the flow. 
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Fig. 9. (a) Laterolog resistivity curves across the upper flow in Hole 801C. (b) modelled per cent alteration, across 

the same flow coded as 'high' (>  28), 'medium' (14-28) and 'low' (<  14) per cent porosity following the divisions 
in the porosity histogram in Figure 8. 
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Fig. 10. (a) Laterolog resistivity curves across the lower flow in Hole 801C. (b) HALC (neutron porosity, 
in per cent), HSIG (macroscopic thermal cross-section, in capture units) and (c) modelled per cent alteration, 
across the same flow. See text for details. 
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Conclusions 

Computed o'-values derived from near-complete 
chemical analyses compare favourably with 
estimates of measured o--values, and clearly 
demonstrate that the concentrations of B, Li 

and the REE strongly influence this value in 

ocean-floor basalts. The B and Li in ocean-floor 

basalts are strongly fractionated and frequently 
enriched by low-temperature alteration. The 

REE elements are largely unaffected by such 
processes, and better reflect variations in 

primary magmatic processes. Consequently, 
or-values in ocean-floor basalts can be used to: 

(1) distinguish between enriched (High o' /E) 

and depleted (Low o-/E) MOR basalts, and 
(2) to quantify alteration. 

Following, calibration of the 'fresh basalt' 

signature in a drill hole, the E-log can be used 
with other wireline logging data (e.g. resistivity, 

spectral gamma-ray) to refine the distribution of 

lithologies and intensity of alteration within a 
borehole. This is demonstrated with logs 
through two lava flows in ODP Hole 801C. Fur- 

thermore, it is evident that neutron porosity 
values calculated from wireline logs can give 
erroneous values, which are strongly biased by 

the distribution of B, Li and REE. Consequently, 
such porosity estimates must be treated with 

caution until the distribution of these large 
capture cross-section elements are evaluated. 

E. Mansley and K. Sharkey supported the analytical work 
at the University of Leicester, UK. 
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Appendix 1 Rare-earth element 

analysis 

All samples were digested in a CEM-MDS2000 

microwave using a mixture of 10 ml HF and 
3ml HC104. The rare-earth elements were then 
separated from the digested solution using ion 

chromatography columns employing a Dowex 

resin. The REE were collected in 6N HC1 and 

then converted into nitrates prior to analysis. 
These solutions were then analysed using a JY- 
ULTIMA2 sequential ICP; individual analytical 
lines for each of the REE were selected to opti- 

mize sensitivity. The lower limit of detection 

for the REE is 0.8 ppm with a precision of 
+ 10%. A number of international geochemical 

reference materials were analysed in the same 
manner as controls on precision and accuracy. 

Appendix 2 Carbon and sulphur 

analysis 

Individual samples were weighed into crucibles, 

with addition of iron and tungsten chip acceler- 
ants prior to. loading into a radio-frequency 
induction furnace. The system was initially 
purged with oxygen, which then continued to 

stream throughout the combustion process. 
Power is applied until the accelerants are 

molten, and carbon is given off as CO2 and CO 
and the sulphur is given off as SO2. A dust 
filter prevents silicates (a potential infra-red 
wavelength overlap) from entering the infra-red 

cells. The combustion gases are passed through 
a drying tube of magnesium perchlorate, and 

then pass to the SO2 infra-red cell. Once deter- 
mined, the gases pass through a platinized 
silica gel catalyst to convert any CO to CO2, 

any SO2 is trapped out as SO3. The CO2 
content is then determined in the CO2 infra-red 

cell; gases then vent from the system. 
The infra-red absorption cells use a tungsten 

filament as the source, heated to approximately 
850°C. The infra-red is then chopped c.85 Hz 
and filtered to achieve a monochromatic infra- 
red wavelength corresponding to the energy of 

the CO2/802 adsorption wavelengths respect- 
ively. The output from the cells is monitored at 

4 Hz, converted from an analogue signal to a 
digital signal, and the areas of the peaks are inte- 
grated. These values are then corrected for 

sample weight, blank value and calibration 
factors to give a total carbon/sulphur result. 

The lower limit of detection for carbon is 

10 ppm, with a precision of _ 5% and for S the 
lower limit is 10 ppm with a precision of + 8%. 
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Abstract: This contribution presents preliminary data on the petrographic and mineral- 
chemical composition of the granitoid and dioritoid core samples of the Itatsky and 
Kamenny sites in the Nizhnekansky Massif of the Krasnoyarsk Region, in combination 
with data on structure of their pore space, filtration, elastic, mechanical and thermophysical 
properties, data necessary to select a site for an underground research laboratory. This 
laboratory would be a precursor to an underground radioactive waste facility. It was 
found that the variation of petrophysical properties depends on the degree of metamorphic, 
hydrothermal-metasomatic and deformational transformations, and differs markedly for 
two groups of rocks, namely, l - granites and granite-gneisses, and 2 - quartz diorites 
and diorites. Comparative analysis of the data obtained shows that the country rocks of 
the Kamenny site have a relatively higher degree of heterogeneity in their petrophysical 
characteristics, than those of the Itatsky site. These results could be applied both to select 
the preferred site and to make a preliminary estimate of the thermal, hydraulic and mechan- 
ical behaviour of country rocks in the vicinity of a prospective underground heat-generating 
waste repository. 

At the Mining and Chemical Combine (MCC) in 
Zheleznogorsk, Krasnoyarsk Region, there is a 
radiochemical facility where, for many years, 
spent nuclear fuel (SNF) has been reprocessed 
and high-level radioactive waste (HLW) has 
accumulated (Laverov et al. 2000). In 1992, 
work was initiated to identify suitable sites for 
HLW underground disposal. After reconnais- 
sance studies, comparative assessment and pre- 
liminary geological-geophysical investigation 
of the Nizhnekansky granitoid massif, which is 
located very close to the zone for restricting con- 
taminant release of the MCC, the Itatsky (I) and 
Kamenny (K) sites were chosen (Anderson et al. 
1998). It was recommended that investigation of 

these sites should proceed with the aim of identi- 
fying a place for the establishment of an under- 
ground laboratory and the eventual construction 
of an HLW long-term monitored retrievable 
storage or underground disposal repository. 

The Nizhnekansky granitoid massif is located 
in the southern part of the Yeniseisky mountain 
ridge, within the boundaries of the Angaro- 
Kansky block, which is a projection of the 
Baikalsky basement (Datsenko 1995). The 
massif is a pluton elongated to the NW. Its 
total area, including the zone covered by the 
Jurassic sediments, amounts to 3500 km 2. 
Gravimetric survey data indicate that the thick- 
ness of the massif in the area of the central 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 237-253. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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magma intake channel is at least 5 - 6 k m .  
The massif is intruded into intensively meta- 
morphosed rocks of Archaean and Early 
Proterozoic age. 

The massif is made up of granites and to a 
lesser extent leucogranites, plagiogranites, gran- 
odiorites, quartz diorites, diorites and their sub- 
alkaline analogues. Diorites and quartz diorites 
belong to the first intrusive phase, while biotite 
granites, adamellites, leucogranites and their 
subalkaline varieties belong to the second phase 
of the massif's formation. The vein rocks of the 
first phase occur as aplite, pegmatite and rarer 
granite porphyry dykes, while those of the 
second phase include dioritic porphyrites and 
lamprophyres. The absolute age of granites is 
estimated at 920 _+ 50 Ma, based on the work 
of Volobuev & Zykov (1961) using K - A r  
methods (on micas and feldspars) and P b - U  
methods (on accessories). 

In 1999, at the I and K sites, 500 m and 700 m 
boreholes were drilled (11-500 and 1K-700 
respectively). The core material of these 
boreholes is the subject of this research, in the 
following study areas: 

• unusual features of the texture and mineral- 
chemical composition of rocks; 

• filtration, elastic, mechanical and thermophy- 
sical characteristics of rocks; 

• the effect of superimposed hydrothermal- 
metasomatic and deformational transform- 
ations of rocks on the anisotropy of their 
physical properties; 

• comparative analysis of the prospective sites, 
aimed at assessing their homogeneity/ 
heterogeneity using the investigated para- 
meters, and choosing the most favourable 
site for the construction of the underground 
SNF long-term monitored retrievable storage 
or HLW disposal facility. 

All investigations were performed with the 
same rock samples. Figure 1 shows the patterns 
of core sample marking and the arrangement of 
sensors for measuring elastic-wave velocities in 
cores. In all subsequent studies for core 
samples (1), with a zero mark (2), the velocity 
of P-wave and surface Rayleigh wave propa- 
gation is along and perpendicular (3) to the 
core axis. Furthermore, the core was cut to 
prepare samples for uniaxial compression 
resistance tests (4), heat measurements (5), 
identification of gas permeability (6), volume 
weight, density and parameters of water satur- 
ation (7), as well as petrographic and petro- 
chemical research (8). 

• -Transmitter 

..-A 1 [] -Rece ive r  

2 I 4 / • 

t t A . . . . . .  ~ A 

A-A / / . 5  

(a) (b) 

Fig. 1. The patterns of core sample marking (a) and 
preparation for tests (b). 

Petrography and mineral-chemical 

composition 

Petrographic and mineral-chemical studies have 
shown that in the sections of the I and K 
sites, there is a wide range of granitoids and 
dioritoids, such as leucogranites, granites, ada- 
mellites, granodiorites, tonalites, quartz diorites, 
diorites and quartz monzodiorites, as well as vein 
formations (spessartites, dioritic porphyrites, 
aplites, pegmatites, microgranites and granite 
porphyries). Data on the mineralogy of the 
main varieties of rocks, including the altered 
varieties, are summarized in Table 1. The 
country rocks have been deformed and meta- 
morphosed, and have suffered some local 
hydrothermal- metasomatic alteration. 

During the regional and amphibolite-facies 
metamorphism (quartz, feldspars, biotite, amphi- 
boles) granite-gneiss, plagiogneiss and crystal- 
line schists were formed. Closely associated 
with these were some high-temperature post- 
magmatic metasomatic changes. With sub- 
sequent greenschist metamorphism, a variety 
of schists were formed, including chlorite- 
epidote-actinolite schists. Deformation occur- 
ring locally as zones of mylonitization, cataclasis 
and blastesis (mylonites- 1 and cataclasites- 1) up 
to 50 m in thickness, together with the wide- 
spread development of foliated, gneissic and 
blastocataclastic textures, is also associated 
with these metamorphic and metasomatic 
changes. 

Low-temperature hydrothermal-metasomatic 
alteration is observed around zones of cracking 
in borehole sections, as broad (up to 100 m) 
zones of chloritization, sericitization and argilli- 
zation of rocks, which are accompanied by zones 
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Table 1. Mineralogical compositions of fresh and altered varieties of granitoids, dioritoids and 
lamprophyres (volume %) 

239 

Rock Quartz K-feldspar Plagioclase Biotite Hornblende Sec. Acc, 

Leucogranite 25-30 45-50 20-25 2-5 - -  1-3 3-5 
Granite 30 30-35 25-30 5 - -  5-7  5-7 
Adamellite 25-30 25-30 30-35 5-7 - -  5-7  5-7 
Granodiorite 25-30 10-15 45-50 7-10 - -  1-3 3-5 
Tonalite 15-20 5-10 55-60 10-15 5 1-3 2-3 
Quartz diorite 15-20 5 55-60 5-10 10-15 3-5 2-3 
Quartz monzodiorite 15 5 55-60 5-10 5-10 3-5 2-3 
Diorite 5 5 50-55 5-10 20-25 1-3 2-3 
Altered spessartite - -  - -  50-55 - -  25-30 15-20 3-5 
Altered granite-gneiss 25-30 30-35 25-30 - -  - -  10-15 1 

Note: Sec., secondary minerals (muscovite, sericite, chlorite, pyrite, carbonate, clay minerals, leucoxene, pyrite); Acc., accessory minerals 
(zircon, apatite, sphene, futile, magnetite). 

(up to 15 m) of intensive veinlet development, 
cataclasis and brecciation (mylonites-2 and 
cataclasites-2). Brown metasomatic feldspars, 
carbonate, chlorite, sericite, clay minerals 
(illite, mixed-layered illi te-smectite,  kaolinite), 
leucoxene and hematite are the main minerals 
in these altered rocks. 

Evaluation of the different lithologies in the 
sections of the I and K sites allows the identifi- 
cation of the following trends. In the upper part 
of the I site section to a 170-m depth, frequent 
alternation of granites and granodiorites with 
tonalites and diorites is observed. The central 
part of the section is an extensive interval of 
quartz diorites, diorites and tonalites. Below the 
310-m mark and to the very bottom of the bore- 
hole section, the alternation of granites, adamel- 
lites, quartz diorites and diorites of relatively 
persistent thickness (up to 50 m) is observed. 
The quartz diorites and diorites are connected 
by transition varieties. Vein and dyke formations 
occur in the lower part of the section, at a depth 
of 400 m. The distribution of the different litho- 
logies within the boundaries of the section 
under consideration is as follows (%): granites, 
including granite proper and adamellites (27), 
granodiorites (10), tonalites (10), quartz diorites 
(5), diorites (16), lamprophyres and dioritic 
porphyrites (2). 

In the section of the K site, down to a 500 m 
depth, leucocratic granitoids (granites, adamel- 
lites, leucogranites and alaskites) clearly pre- 
dominate. At 1 0 0 - 2 2 0 m  depth, granodiorite 
interlayers occur. The 220 m to 460 m depth 
interval includes predominantly leucogranites 
and alaskites, while below the 500 m mark and 

down to the very bottom of the borehole 
section there is a clear predominance of grano- 
diorites, tonalites and quartz diorites. Leuco- 
granites make up 28%, alaskites 7%, granites, 

including granites proper and adamellites 21%, 
granodiorites 18%, tonalites 16%, quartz diorites 
5%, and lamprophyres and dioritic porphyrites 

5% of the section total, respectively. 
In comparing the two sections it is evident 

that, for the K site, granites and leucogranites 
predominate (over 50%) and have a persistent 
thickness, whereas at the I site this is true for 
quartz diorites and diorites. At the same time, 
diorites do not occur in the K site section, 
whereas in the I site section, leucogranites and 
alaskites are not observed. 

With respect to the chemical properties of the 
rocks, the most notable geochemical character- 
istics are as follows. Quartz diorites are high- 
AL potassium-sodium rocks with a high 
agpaitic coefficient. They are characterized by a 
normal content of silica and alkalis. From their 
alkalinity type, the granodiorites and granites 
belong to the K - N a  series. Only the 
porphyritic blastocataclastic granites of the K 
site, which do not contain alkaline dark-coloured 
minerals, occur partially in the field of subalka- 

line granites. For granodiorites, the Na20 /K20  
ratio is estimated at 1.0; for granites it is 0 .9-  
1.1; while for porphyritic granites it is only 
0.5-0.8.  The compositions of the main rock 
varieties are summarized in Table 2. 

With subsequent deformation and meta- 
morphism some changes in chemical composition 
have been noted. For the mylonites-1 and catacla- 
sites-l, the content of SiO2 in granites remains 
constant, although higher concentrations of 
MgO, CaO, K20 and LOI, and somewhat lower 
concentrations of Na20, are observed. During 
transformation of the quartz diorites, slightly 

higher concentrations of Na20 + K20 are 
observed, while the content of A1203 and TiO2 
remains unchanged. In the process of the develop- 
ment of deformational and low-temperature 
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Table 2. Chemical compositions of fresh and altered rock varieties (wt%) 

1 2 3 4 5 6 7 

SiO2 76.26 72.05 66.52 62.00 54.83 71.00 51.22 
A1203 13.12 14.09 14.46 18.24 15.50 13.94 16.19 
Fe203* 0.75 2.01 4.77 4.50 7.27 4.07 12.39 
MnO 0.02 0.07 0.08 0.08 0.12 0.06 0.09 
MgO 0.14 0.53 2.20 2.02 8.08 0.86 5.00 
CaO 0.49 1.33 3.75 3.76 5.77 1.88 8.01 
Na20 3.76 3.62 3.31 4.93 3.34 3.46 1.97 
K20 4.93 5.11 3.44 2.80 1.68 4.64 0.80 
TiO2 0.11 0.24 0.57 0.66 1.05 0.36 0.95 
P205 0.01 0.07 0.15 0.23 0.44 0.09 0.21 
LOI 0.36 0.84 0.51 0.58 1.81 1.36 7.15 
Total 99.95 99.96 99.76 99.80 99.89 101.72 103.98 

Note: 1, leucogranite; 2, granite; 3, granodiorite; 4, quartz diorite; 5, diorite; 6, altered granite-gneiss; 7, altered spessartite. LOI, loss of 
ignition at 105-1200 degrees centigrade. *Total iron content is expressed as Fe20~. 

hydrothermal-metasomatic transformations of 
the mylonites-2 and cataclasites-2, distinctly 
higher CaO and LOI contents are observed, 
while concentrations of elements such as SIO2, 
A1203 and Na20 + K20 are lower. 

Dens i ty  and fi ltration propert ies  

The principal objective of research into the prop- 
erties of these rocks is the quantitative character- 
ization of the process of their free (capillary) 
saturation and the identification of the factors 
governing this process. Using these parameters, 
a comparative assessment has been undertaken, 
of both the main varieties of granitoids of the 
massif, and of some intervals in the boreholes. 

The density (g cm-3), volume weight (gcm -3) 

and effective porosity (~,  %) of 56 samples were 
assessed by the method of buoyancy weighing of 
the preliminary dried samples and those fully 
saturated with fresh water. 

The volume weight corresponds to the mass of 
1 cm 3 of an absolutely dry sample, while the 
density corresponds to 1 cm 3 of its mineral 

phase. The applied methods of free saturation 
are not suitable for the investigation of closed 
porosity. Therefore, the rock density was deter- 
mined with a some degree of approximation. 

Parameters of rock saturation dynamics, such 
as the arbitrary-instantaneous volume saturation 

(A, %), average intensity of saturation (Bmean, 

hour -1) and saturation half-time (T1/2, hour) 
were determined using sample weight increases 
over 0 and 30 s; 1, 3, 5 and 20 min; 1 and 3 h; 
and 1, 3, 5, 9 and 12 days. In cases of saturation 
stoppage the measurements were performed for a 
further three to four days to confirm the state of 
the sample, although this period was not taken 
into account in any calculations. 

There is a time (t) exponential dependence of 

the value of pore-space volume saturation (mi): 

mi(t) = A + moe 8~(t~-tA) (1) 

where A (%) is arbitrary-instantaneous satur- 
ation, mo (%) is a percentage of effective porosity 
filled in the exponential mode, ti and tA (hour) are 
the moments of time of the ith observation and 
completion of arbitrary-instantaneous saturation 
accordingly, Bi (hour - l )  is the saturation 
intensity index within the interval between ti 

and tA. 

B i = { ln[(~ - m i ) / m o ] } / ( t i  - tA) (2 )  

where • (%) is effective porosity (~  = A + m0). 

The Bmean is approximately equal to a simple 
average of Bi values, and corresponds to the 
mean value of the saturation intensity index for 
the sample under consideration. For rocks in 
which pores with a size of several microns or 
several dozen microns determine the effective 

porosity, the mean value of B is usually 
0.3 hour-1 at least. 

Saturation half-time (T1/2,) corresponds to the 
time required for the sample saturation, which is 
equal to half of the top value of saturation in the 
mode of exponential dependence, and it follows 
the completion of the arbitrary-instantaneous 
saturation. Saturation half-time is calculated by 

the following formula: 

T1/2 - -  0.693/Bmean. (3) 

For permeability measurements of 24 samples, 
a hydrostatic setup was used, which was deve- 
loped by A. A. Grafchikov and V. M. Shmonov 
and made in the Institute of Experimental 
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Mineralogy, Russian Academy of Science (RAS). 
It allows the measurement of permeability in the 
range from n-E-15 to n.E-22 m 2, at temperatures 
up to 300°C and effective pressures up to 
50 MPa. The mini-cores used for these per- 
meability measurements were about 14 mm in 
diameter, and about 10 mm in length. Measure- 
ments were performed at room temperature and 
under confining pressures up to 3 MPa. For the 
recalculation of permeability to water, the pulse 
decay method was used. It was modified to 
account for the variation in the thermodynamic 
properties of the flowing gas. 

A study of the characteristics of the pore space 
was performed using modified structural- 
petrophysical analysis (Starostin 1979). This 
method combines the identification of a P-wave 
velocity anisotropy factor in dry (aa) and fresh- 
water-saturated (as) samples, anisotropy of 
crack-pore space (ast), calculation of the absolute 
value of crack-pore voidage (CPV) and intensity 
of microcrack network development (I), as 
well as the coefficient of fluid conductivity of 
rocks (Kn). 

The anisotropy of the elastic properties of 56 
rock samples was studied using an ultrasonic 
sounding of discs of 10 mm thickness. Velocities 
of P-waves (Vp) at a nearly 2 MHz frequency 
were measured along 12 radial directions 
(every 30 ° of the turn) at 90 ° (in the centre of 
the sample) to 30 ° angles of inclination to the 
plane of the disc under investigation. As a 
result, the measurements covered the disc 
volume within a 120 ° angle. 

The measurements were made on both abso- 
lutely dry and water-saturated samples. In dry 
samples, the velocity minima were identified, 
the most contrasting of which were associated 
with microcracks and their nets. Velocity 
maxima are deterrnined by the orientation of 
mineral grains. In water-saturated samples, 
anomalies in velocities are determined by grain 
orientation only. 

The data obtained were used to construct dia- 
grams of spatial anisotropy on a Schmidt grid. 
Thus, for every sample, three diagrams were 
made: diagrams for dry and water-saturated 
conditions, and difference diagrams. Difference 
diagrams were constructed by subtraction of the 
velocity values for the dry sample from the 
corresponding values for the water-saturated 
sample. The maxima of the velocity increases 
in this case correspond to microcrack networks 
in the sample. Anisotropy factors for dry (ad) 
and saturated (as) samples were determined as 
the percentage ratio of the difference between 
the maximal and minimal velocities to the 
average value for the sample. The anisotropy 

factor of crack-pore space (aps) was  determined 
by the difference diagram as the ratio of the 
difference between the maximum and the mini- 
mum of the velocity increase to the average 
value for the sample. 

The anisotropy of a rock, in general, is charac- 
terized by ad, while the anisotropy associated 
only with an oriented texture or structure is 
characterized by as. A such factor as aps indicates 
the presence of nets of oriented crack-pore 
channels, which are due to substantial extension 
in the zones of microcracks formed by such 
channels, and can distinctly increase the rate of 
saturation and the distance of component transfer 
in aqueous solutions. It is clear that, along with 
the above, it is very important to take into 
account the volume of the transferred com- 
ponents, which is directly dependent on the 
value of opening (voidage) of every network. 
With the pressure gradient in crack zones, 
which is determined by hydrogeological pro- 
cesses, the overall permeability coefficient is 
proportional to the square of the crack aperture 
and to the value of the crack conductivity of 
the rock. Thus, the real process of the formation 
of contamination aureoles might be even more 
intensive than is actually the case with the mod- 
elling of capillary saturation. 

The absolute value of crack-pore voidage 
(CPV) was determined by two methods. In the 
first case it corresponds to the average increase 
of Vp on difference diagrams. A more physically 
correct evaluation is based on the theoretical 
work of O. P. Yakobashvili (1992). According 
to his findings, the absolute value of fracturing 
(d/l) is the quotient of the division of the 
average aperture of the microcrack (d) by the 
average distance between cracks in the net (1), 
and it actually corresponds to the value of the 
crack-pore voidage of the rocks. The absolute 
value of fracturing is related to the level of aniso- 
tropy, as follows: 

N i l  - -  w [ ( g o / g i )  2 - 1] (4) 

where d/l is the absolute value of fracturing 
w = 0.05 for water-saturated and w = 0.0001 
for dry samples, and Vo and Vi represent the 
P-wave velocity in a crack-free sample, which 
was measured along any direction accordingly. 

Based on equation (4) and the above-mentioned 
w values, for the direction of wave propagation 
perpendicular to a given net of microcracks, the 

following relation may be used: 

5 0 0 [ ( W o / W s a t )  2 - 1] = [(Wo/Wd) 2 -- 1] (5) 
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where V~at and Vd are wave velocities in water- 
saturated and dry samples. 

From equation (5) it follows that Vo ~ Vsat- 
Taking due account of equation (5), equation 

(4) may be rewritten as follows: 

d/l "~ 10-4[AV(2Vd + AV)/(Vd) 2] (6) 

where AV = Vsa  t - -  W d are the values of the velo- 
city increase with saturation. 

There is a formula derived by O. P. Yakobashvili 
(1992) for the volumetric absolute value of frac- 
turing, which is a total of partial moduli for 
three mutually perpendicular directions in a 
sample. Theoretically, this value is a constant 
for a sample under consideration. However, 
such calculations were not performed, because, 
in this case, it was necessary to study the wave 
velocities for all directions. From equation (6) it 
may be shown that the volumetric absolute 
value of fracturing is approximately proportional 
to the average increase of wave velocities in the 
sample. 

Thus, the absolute value of fracturing for the 
samples may be calculated as two options: 
partial (CPVpart) and volumetric or general 
(CPVgen). The CPVpm characterizes the degree 
of opening for the main network of microcracks, 
which is usually presented on difference dia- 
grams as contrast and great maxima. The volu- 
metric absolute value was approximately 
calculated as the value of the P-wave velocity 
average increase with saturation. An anisotropy 
diagram for one of the samples is shown in 
Figure 2. 

The intensity of the microcrack network 
development (I) was calculated as the total of 
three values: the number of the minima on the 

diagrams for dry and saturated samples, and the 
maxima (corresponding to these minima by 

orientation) in the difference diagram. This 
additional analysis allowed more precise deter- 
mination of the intensity of the microcrack 
network's development, as with the increase in 
intensity the maxima (minima) of the diagrams 

were shown more clearly. 
To characterize the intensity of the fluid 

conductivity of rocks, an integrated additive 

petrophysical index (Ka) was used: 

Kfl = Bmean + 10A + ~ + ast / 100 

-Jr- CPVgen/lO0 q- CPVpart -[- I/lO (7) 

The applied parameters characterize the rate 
and volume of saturation of different classes of 
pores. The coefficients for some parameters 
were selected so that the values of all character- 
istics were of the same order. In this case, use is 
made of both direct (experimental) and indirect 
parameters obtained from the data of ultrasonic 
sounding. Saturation half-time is not taken into 
account in calculations, as it is the reciprocal of 

B m e a n .  The anisotropy factor for the dry sample 
(in addition to the anisotropy of the crack 
space) includes the anisotropy of the solid 
phases in the rocks, and therefore it is also 
excluded from the calculations. 

Resu l t s  

The density and volume weight increase as the 
rocks become more basic: from leucogranites 
and granites (2.61-2.63 g cm -3) to quartz dior- 

ites and tonalites (2.74-2.79 g cm-~). Grano- 
diorites, granite-gneisses and other gneisses 
demonstrate intermediate values (2.65- 

~ '  (Vmax-Vmin)/Vrnea n = 9 %  
~ :130  3 0  

3 ~  0 

2 7  0 

2 4 0  ~ 0  

m dV___° = 0.97 kin.s-1 

B = 1.14kms-1 

5 . Z O  4 . 9 0  1 . 2 0  O . ' 1 5  

5 . 0 0  4 . 7 0  0 , 9 0  0 . 4 5  

Fig. 2. Diagrams of elastic anisotropy for the core sample (I 459.2) under dry conditions (a) and a difference 
diagram (b). Velocity scales (km s-1) and velocity increase (dV) of P-waves are shown below the related diagrams. 
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2.75 g cm-3). The density and volume weight of 
the rocks increase with depth at the K site, 
whereas at the I site the maximum values are 
typical of the central part of the section. 

The values of effective porosity of rocks vary 
from 0.14 to 0.95%. The samples of granites 
showing hypergene alteration (up to 1.31%) 
and spessartite dykes with metasomatic altera- 
tions (5.6%) are the exception. Rocks of the I 
site are less porous, while at the K site the effec- 
tive porosity of rocks declines with depth. 

The research into permeability included the 
modelling of the upflow, i.e. the filtration occurred 
in parallel with the axis of the core samples. 
Table 3 presents the measurements obtained. 

The data in Table 3 show that the values of gas 
permeability vary from n-E-20 to n-E-16m 2. 
Maximal values of permeability are typical for cat- 
aclastic varieties and rocks with metasomatic 
alteration. Comparing data on the pore space struc- 
ture, effective porosity, water saturation dynamics 
and permeability suggests that in the studied 
samples secondary porosity prevails, and micro- 
cracks are the principal channels for fluid filtration. 

Data on the nature of the fluid conductivity 
coefficient for rocks at the I and K sites are sum- 
marized in Figure 3. In general the values of fil- 
tration parameters for the K site substantially 

exceed those for the I site. Furthermore, the 
average values of these properties for all rock 
varieties of the K site are also higher, and this 
is particularly typical for quartzdiorites, tonalites 
and intensively metasomatically altered rocks, 
including spessartite. This suggests that the 
unusual nature of the pore space structure is the 
main reason for such a difference. 

With approximately equal • values for quartz 
diorites-tonalites (0.42% for K and 0.53% for I) 

higher values of CPVgenand CPVpart (107 and 
0.83, 77 and 0.42 accordingly) are more typical 
of the K site. It is also affects the growth of 

Brnean (7.24 for K and 1.24 for I). Along with 
this, for metasomatically altered rocks, the dra- 
matic growth of the effective porosity is of 
great importance, as is the percentage of large 
pores (A - up to 0.53%). The rate of micropore 

saturation (Bmean) for these rocks at both sites is 
nearly equal (1.61 hour -1 and 1.28hour- i ) .  

However, the opening of the main network of 
microcracks of metasomatic rocks for the K 
site substantially exceeds that for the I site 
(CPVpart ---- 2.06 and 0.42 accordingly). It is poss- 
ible that, with such large values of pore volumes 
of different types, the rate of micropore satur- 
ation decreases due to the complicated structure 
of the pore channels. This is demonstrated by 

Table 3. Permeabili~ of rock samples from the Nizhnekansky Massif 

Sample no. Rock Permeability (m 2) Determination error (%) 

I 88.3 Tonalitic quartz diorite 9.147.E-20 15.81 
I 124.7 Altered granite-gneiss 1.181 .E- 19 5.44 
I 142.6 Altered granite-gneiss 3.712.E-20 4.04 
I 189.9 Quartz diorite-monzodiorite 2.617-E-19 7.50 
I 247.6 Quartz diorite 2.432-E-18 6.23 
I 304.2 Quartz diorite 1.858-E-18 2.25 
I 330.8 Adamellitic granito-gneiss 6.305.E-19 9.16 
I 323. l Adamellitic gneiss 9.045-E-20 15.46 
| 357.2 Quartz diorite 3.092.E- 19 5.37 
I 459.2 Granite 3.949.E- 19 14.09 
I 491.7 Adan~ellitic gneiss 8.201.E-19 6.27 
I 504.8 Quartz diorite 9.595-E-19 5.66 
K 120.5 Porphyritic adamellite 6.377-E-20 8.25 
K 301.6 Leucogranite 4.844-E- 19 5.43 
K 336.2 Leucogranite 1.064-E-19 1.97 
K 420.5 Leucogranite 1.541 -E- 18 5.47 
K 465.1 Leucogranite 3.528.E- 18 7.38 
K 546.7 Leucogranite 2.537-E-19 3.53 
K 560.8 Porphyritic granodiorite 1.488.E-18 4.45 
K 613.1 Porphyritic adamellite 2.307.E-18 6.24 
K 627.6 Porphyritic cataclastic granite 1.639.E- 18 6.61 
K 647.4 Quartz diorite 8.589.E- 18 3.04 
K 674.0 Altered spessartite 5.503.E-16 10.92 
K 702.9 Quartz diorite 1.829-E- 18 6.09 
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the lower anisotropy factor of the pore space 
(66% and 89% respectively). 

Minimal values of K~ are typical of granodior- 
ites and adamellites, and slightly higher values 
are more characteristic of granites, alaskites 
and leucogranites, as well as granite-gneisses 
and cataclastic granites. Average anisotropy 
factors and the intensity of microcrack develop- 
ment in the rocks of both sites show few differ- 
ences. However, the dynamics of saturation for 
the same types of rocks in some cases differ 
greatly. Therefore, this suggests that the geologi- 
cal conditions of their formation, or the nature of 
subsequent deformation, had some character- 
istics, which affected the structure of the pore 
space. 

Nearly all types of rocks at the I site (with the 
exception of the metasomatic rocks) have a 
higher density than their analogues at the K 
site. Presumably, these are characterized by 
lower values of closed porosity. The average 
values of P-wave velocity for saturated samples 
of quartz-diorites and tonalites for both sites 
differ substantially: 5 .97kms  -1 for K and 
6.53 km s-1 for I. As follows from equation (5) 
above, the values of velocities in a water- 
saturated rock, which has no open cracks, are 
nearly equal to those in a solid rock. Moreover, 
at the I site, quartz-diorites and tonalites occur 
throughout the entire section, while at the K 
site they are confined to deeper horizons. It is 
entirely possible that the difference in density 
and average P-wave velocity in saturated 
samples can be explained by closed porosity, as 
the variations in composition are minimal. 

For granite-gneisses and cataclastic granites 
at both sites, the higher values of the as aniso- 
tropy factor are characteristic. This is controlled 

by the orientation of minerals, and it demon- 
strates the presence of substantial plastic 
deformation. At the same time it suggests that 
cataclasis has not resulted in the formation of 
extensive nets of microcracks that could have 
been reflected in a meaningful increase in the 
elastic-wave velocity or in the saturation 
volume of the rock samples. 

With regard to the regularity of changes of the 
studied properties for every site, the following 
must be noted. At the K site the coefficient of 
fluid conductivity increases with depth, and it is 
determined, mainly, by the increase in the aniso- 
tropy of the crack-pore space and the intensity 
of the microcrack network development 
(see Fig. 3). The increase in • and CPVp,,-t 
values downwards to moderate depths and their 
further decline (the irregular values at a depth 
of 674 m are not taken into account) indicates 
that the volumes of pores of different types cor- 
relate with each other. Of importance for the 
identification of petrophysical zoning is the vari- 
ation in rock composition. In the upper part of the 
section, granites prevail, while, at deep horizons, 
rocks are predominantly quartz-diorites and 
tonalites characterized by high Kn values. 

At the I site, the value of Kn increases with 
depth. It is determined by the increase in Bmean, 
CPVgen and CPVpart, i.e. by the degree of 
opening of microcracks and their networks. 
However, the absolute values of these and other 
parameters included in the formula for the calcu- 
lation of Kn are noticeably lower for the I site 
when compared to the K site. This is true both 
for separate intervals and for the section 
average value. Accordingly, both the Kn value 
and the rate of its increase with depth are sub- 
stantially lower for the I site. Together, the data 
obtained predict lower values of the rate of 
fluid flow in rocks and the volume of fluid fil- 
tration per time unit, as well as the total 
volume of the ultimate saturation of rocks. 

Thus, it may be concluded that the I site is 
safer in terms of radionuclide transport in rocks 
than the K site. 

Elastic properties 

The elastic properties of the granitoids were 
studied using core samples, in addition to the 
work described above on disc samples. Para- 
meters measured on 56 dry core samples 
included the velocity of ultrasonic P-wave propa- 
gation in a vertical direction (Vpven) and perpen- 
dicular (Vp~ad) to the core axis (at an operating 
frequency of up to 1.1 MHz). 

In addition, the velocities of surface Rayleigh 
waves (VR) along the surface of the core sample 
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were also determined. A determination of travel- 
time values on different distances along the 
sample surface underlies the method of VR 
measurement. Using a set of time values, the 
velocities of surface Rayleigh waves should be cal- 

culated using simple formula VR = 1/(dtn/dln), 
where tn is the travel time on the In position of 
the receiver from the transmitter. The measure- 
ments were made at room temperature with 
samples of 140 to 250 mm length and 35 to 
58 turn diameter. 

The core size exceeded the length of an ultra- 
sonic wave, and therefore the velocity of P-wave 
propagation in a vertical direction along the core 
axis allowed the neutralization of the effect 
arising from textural peculiarities in some parts 
of the sample. 

The variation of the velocity of P-waves per- 
pendicular to the core axis is a measure of the 
lack of uniformity in their propagation in any 
section of a particular core sample and allows 
the identification of elastic anisotropy oriented 
relative to the core axis. The comparison of 

Vr'vert and Vr'raa data enables an assessment to 
be made of the anisotropy of elastic properties 
in the vertical and horizontal directions of the 
borehole section. 

The magnitude of the velocity of elastic surface 
Rayleigh wave propagation gives some infor- 
mation on the expected velocity of S-wave propa- 
gation, both for a particular sample and for the 
entire borehole. To assess the representativeness 
of the data obtained, measurements were made 
of shear wave velocities (Vs) in 19 samples. 

To enable these measurements to be made, 
special devices were developed to provide 
similar conditions of acoustic contact of emitters 
and receivers with the samples. For the design 
and manufacture of these devices, as well as for 
the development of measurement methods, refer- 
ence materials such as alloyed steel, quartz glass 
and acrylic plastic, were used. The shape and size 
of these calibration samples were similar to those 
of the core samples. 

It was shown that the P-wave velocity in rocks 
increases with saturation with water or other 
fluids. In this case, the effect of the presence of 
microcracks is neutralized. To avoid the effect 
of the saturation of samples, a viscous gel of 
polysaccharides with low water content was 
used for the acoustic contacts. Optical micro- 
scopy examination indicates that the gel did not 
penetrate into the pore-crack space. It is impor- 
tant to note that the results of measurements on 
dry samples enable the assessment of the 

degree of fracturing on the depth and relaxation 
behaviour of the cores after they are bought to 
the surface. 

To work out the applied problems it was 
necessary to consider the anisotropy of the 
elastic properties of the rocks. The values of 
anisotropy factors of P-wave velocities were cal- 
culated both for the sample in general (A) and for 
the radial plane (Arad)- The calculations were 
performed using the following formulae: 

A = [(Vpvert- VPrad mean)/VPrad mean] 100% (8) 

Arad : [(gPrad max -- gPrad min)/gPrad min]100% (9) 

where g p r a d  mean is a simple average of velocity 
values for 12 radial directions, Vr'rad max, and 
Vprad rain are the maximal and the minimal 
values of those measured in this section. 

Figure 4 shows various types of polar 
diagrams of the distributions for P-wave velo- 
cities in the radial section for both isotropic and 

anisotropic cores. 

Results 

The comparison of P-wave and surface Rayleigh 
wave velocities in granitoid rocks of borehole 
sections at the K and I site (Fig. 5a & b) show 
a clear distinction between these two sites. 
First, the range of Vp and VR velocities at the K 
site is substantially broader than that at the 
I site. The range of Vpver t velocities in the 
1K-700 borehole is from 2 .460kms  -1 to 
5.670 km s -1, while in the 11-500 borehole it is 
from 5.000kin s -1 to 5 . 8 7 5 k m s  -1, i.e. the 

degree of non-uniformity of granitoids of the K 
site as a function of their elastic properties is sub- 
stantially higher than that of the I site. P-wave 
average velocities along the core axis for the K 
site amount to 4.794 km s -1, while for the I 
site they are 5 . 589kms  -1, i.e. higher by 
0.800 km s -1. It is significant that along the sec- 

tions of both boreholes, elastic wave velocities in 
the radial direction are always higher and change 
similarly to Vpvert. Lower velocities of elastic 
waves at the K site can be explained both by 
the mineral composition of rocks and, presu- 
mably, by greater effect of tectonic stress. This 
assumption is based on greater anisotropy of 
samples fi'om the K site when compared to 

those from the I site. 
Anisotropy factors A and Araa have a broader 

data scattering at the K site and, in this case, 
the A factor is characterized by a broader data 
scattering than the Arad factor. At the I site 
these factors have lower values and are 
characterized by nearly equal data scattering 

(Fig. 5c & d). 
Data on the velocities and anisotropy of elastic 

waves prove the greater uniformity of physical 
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Fig. 4. Typical polar diagrams Vprad for granitoid samples: (a) isotropic sample with high velocity; (b) isotropic sample 
with low velocity; (c) anisotropic sample with low velocity; (d) sample with a high degree of anisotropy. 

characteristics of rocks in the geological section 
of the I site. Rock samples from this site have 
higher average ratio of the P-wave and the 
surface Rayleigh wave velocity as compared 
with the K site. For instance, for the K site the 

V p v e r t / V  R value is within a 1.4-1.9 interval, 
while for the I site it ranges from 1.7 to 1.95 
(Fig. 6a & b). For these velocity values it can 
be assumed that the granitoids of the I site are 
relatively less liable to deformational transform- 
ation: microfracturing in particular. It is known 
that rock strength reduction is reflected in the 
growth of Vp/Vs relation on the one hand, 
while, on the other hand, there is a direct 
relationship between Vs and VR. Therefore it 
suggests that a similar trend of strength variation 
will correlate with the Vpve~t/VR relation. Based 
on this supposition, one can expect a relatively 

broader scattering of values of the ultimate 
strength of rocks at the K site. 

Investigation of the anisotropy of the grani- 
toids is based on P-wave velocities in an axial 
and in two radial directions (with maximum 
and minimum Ve) on the one hand, and the 
values of A factor on the other hand (Fig. 6c & 
d). It has been found that, irrespective of rock 
composition, the velocity of P-waves in all direc- 
tions decreases with an increase in the A factor. 
At the K site the maximum anisotropy factor 

reaches 35%, while the values of Vpver t decrease 
to 3.550 km s -1. At the I site, the anisotropy 
factor reaches only 8%, while the lowest velocity 
in the vertical direction is 5.250 km s-1. 

Thus, the increase in the anisotropy of the 
granitoid rocks depends directly on the reduction 
in the P-wave velocities. The effect of micro- 
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Fig. 5. Variations in the elastic properties along the sections of boreholes for the K (a and c) and I (b and d) sites. 
Upper diagrams are the elastic-wave velocities along the section of the boreholes; the lower ones are the anisotropy 
factors of the P-wave velocities. 

fracturing and weakening of inter-grain contacts 
may explain this dependence. Therefore, it is 

suggested that zones of lower velocities and 
higher anisotropy may be characterized by 
higher permeability and lower rock strength. 

Mechanical properties 

Mechanical properties are an important constitu- 
ent characteristics of the rock massif - both in 
the selection and in the eventual monitoring of 

the radioactive-waste disposal system. 
For a preliminary assessment of the mechanical 

properties of the granitoids, uniaxial compression 
tests were performed on 19 samples. These 

samples included granites, granite-gneisses and 
quartz diorites, including cataclastic granites and 
gneisses. Also tested were samples of granodiorite 
and vein rocks, including metasomatically altered 
spessartite. 

Tests were carried out using cylinder-shaped 
samples with a 1"1 height to diameter ratio, 

with a deviation of at most 4-5%. The sample 
diameters were: 4 2 _  1 mm, height of 
42 _ 3 mm, their end surface was ground down 
to give a parallelism deviation of at most 

0.05 mm. Tests were performed with a press at 
a 0.5 MPa s -1 average rate of load application. 

To minimize errors, two displacement transdu- 

cers located opposite each other were used in 
tests. Data from these transducers were used for 

the calculation of the average axial strain of a 
sample. During individual experiments, the 

force and displacement data were registered 

every 0.5 s. Figure 7 shows the test results for a 

number of typical rocks. 
Before the strength tests, in the samples of 

granitoid rocks, the P-wave and S-wave velo- 
cities were determined, as well as the density. 
These data were used for the calculation of 
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dynamic bulk and shear moduli ,  as well  as 

Poisson 's  ratio. The fol lowing formulae, which 

are well known in the mechanics  of  cont inuum 

solids, were used: 

E = pVp: - [(1 - i~)(1 - 21~)/(1 - it)] (10) 

K = p(Vp~ - 1.33Vs2) (11) 

G = pVs2 (12) 

= 0 . 5 ( R  2 - -  2 / R  2 -- 1) at R -- Vp/Vs  (13) 

where E is the dynamic modulus  of  elasticity, 

104MPa; K is the dynamic bulk mod- 

ulus, 104 MPa; G is the dynamic shear 

modulus,  104MPa; rz is Poisson 's  ratio; p is 
3 

density, g c m -  ; Vr, is a velocity of  ultrasonic 
P-waves, km s - ]  and Vs is the velocity of  shear 
ultrasonic waves, k m  s -1. 
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Results 

Table 4 shows the test results. These data rep- 
resent the ultimate strength and deformation 
characteristics for various types of rocks from 
the K and I sites. 

The data show that, for the group of granites, 
the elastic deformation (el) is on average 
0.41%, and, when the ultimate strength (el 
amounts to 0.52%) is reached, an explosion- 
like failure follows. The average ultimate 
strength in this group (including cataclastic 
porphyritic granite), at uniaxial compression 
is 257 MPa, while, without this sample, the 
average for the granitic samples is 252 MPa. 
However, the ultimate strength of the cataclastic 
porphyritic granite is higher at 273 MPa. The 
ultimate strength limit ranges from 239 to 
273 MPa, and the yield strength, cri s, in this 
case is 92-96% of the ultimate strength, o'ic. 

Stress-strain diagrams for granites show that 
there is a small zone of plastic deformation pre- 
ceding the failure, and that this zone averages 
0. |  1%. The only exception is a granite sample, 
I 459.2b, for which the value of plastic defor- 
mation is 0.20%. This sample is peculiar for 
the formation of a large upper fracture cone 
whose vertex is at two-thirds of the vertical dis- 
tance from its end surface. 

The calculated values of dynamic moduli of 
elasticity for granites differ from those for all 
other groups of samples, as their values are 
lower; the modulus of elasticity is 

6.59 + 0.13 x 104MPa, the bulk modulus is 
3.87 + 0.12 x 104 MPa, and the shear modulus 
is 2.7-2 ± 0.09 x 104 MPa. The average value 

of Poisson's ratio is 0.21 __ 0.01. 
The comparison of these characteristics with 

similar ones for the cataclastic porphyritic 
granite K 627.6 shows that all its physical para- 
meters are higher. This may be explained by 
later crack-pore  space sealing processes. 

The value of the ultimate strength at uniaxial 
compression for the group of granite-gneisses 
ranges from 252 to 352 MPa. The average 
value of the ultimate strength for a series of 
five samples is 292 MPa, while the yield strength 
value derived from the stress-strain diagram, as 
an average, comes out at 278 MPa (95% of ulti- 

mate strength). 
The highest strength values are characteristic 

of adamellitic granite-gneisses (from 308 to 
352 MPa). Minor plastic deformation ranging 
from 0.02 to 0.05% is typical of these samples, 
and the average plastic deformation preceding 
the attainment of the ultimate strength is 0.06%. 

The samples of metasomatically altered 
granite-gneiss (I 142.6) and adamellitic gneiss 
(I 491.7) are characterized by the highest 
values of plastic deformation - 0.16 and 0.18% 
respectively. This behaviour of the metasomati- 
cally altered gneiss may be explained 
by a high content of biotite, chlorite, leucox- 
ene-like aggregates, clay minerals and sericite, 
which make up 25-30% of the rock. Adamellitic 

Table 4. Mechanical properties of granitoid rocks." Nizhnekansky Massif 

Sample no. Rock oi~ (MPa) cri~ (MPa) eis (%) air (%) epl (%) 

I 459.2a Granite 239 231 0.44 0.48 0.04 
1 459.2b Granite 266 246 0.47 0.67 0.20 
K 613.1 Porphyritic adamellite 250 218 0.37 0.45 0.08 
K 627.6 Porphyritic cataclastic granite 273 248 0.38 0.47 0.11 
I 330.8a Adamellitic granite-gneiss 308 286 0.43 0.48 0.05 
I 330.8b Adamellitic granite-gneiss 352 343 0.51 0.53 0.02 
I 124.7 Altered granite-gneiss 252 252 0.39 0.39 0.00 
I 142.6 Altered granite-gneiss 282 254 0.43 0.59 0.16 
1 491.7 Adamellitic gneiss 264 253 0.47 0.65 0.18 
K 560.8 Granodiorite 175 149 0.39 0.59 0.20 
K 702.9 Quartz diorite 173 149 0.23 0.38 0.15 
I 247.6 Quartz diorite 170 139 0.28 0.38 0.10 
I 304.2 Quartz diorite 199 149 0.26 0.38 0.12 
I 357.2a Quartz diorite 221 199 0.32 0.41 0.09 
I 357.2b Quartz diorite 193 167 0.29 0.36 0.07 
I 189.9 a Quartz diorite-monzodiorite 193 137 0.21 0.38 0.17 
I 189.9b Quartz diorite-monzodiorite 219 1 64 0.26 0.44 0.18 
I 504.8 Quartz diorite 174 158 0.34 0.50 0.16 
K 674.0 Altered spessartite 125 99 0.62 1.25 0.63 

Note: (rio, ultimate strength; ~ri~, yield strength; ~i~, deformation at the yield strength; Eic , deformation at the ultimate strength; ep~, plastic 
deformation. 
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gneiss is characterized by a biotite content of 
15-20% and the presence of small zones ofblas- 
tomylonitic texture. These minerals are weaker, 
and presumably plastic deformation may pro- 
gress there at lower levels of axial stress. This 
is clearly observed on the stress-strain curves 
for samples in general. 

The average of the distribution of dynamic 
elasticity modules for granite-gneisses is as 
follows: E-----7.87 _ 0.18 × 104 MPa, K = 
4.54 ___ 0.10 × 104 MPa, G = 3.26 + 0.08 × 
104 MPa. Poisson's ratio for this group of rocks 
is 0.21 _ 0.004. 

The group of quartz diorites is relatively large. 
The content of visible quartz in this rock is less 
than in granites and granite-gneisses: ranging 
from 5 to 20%. Uniaxial compression tests 
demonstrate that the quartz diorites are notice- 
ably weaker than the granites. The average ulti- 
mate strength of the quartz diorites is 202 MPa, 
while the average yield strength is 158 MPa. 
The value of deformation at the yield strength 
averages 0.27%, while at the attainment of ulti- 
mate strength it amounts to 0.40%. Thus, the 
average value of the area of plastic deformation 
is 0.13%. The yield strength of quartz diorites 
averages 78% of the ultimate stress value. 

This group of rocks also differs from the 
other groups by its higher density, which 
averages 2 .75gcm -5. The average of the 
distribution of the calculated dynamic moduli 
of elasticity for the quartz-diorite 4group 
is as follows: E - - 7 . 4 7 _ 0 . 1 6  × 10 MPa; 
K = 4.90 + 0.11 x 10 4 MPa, G = 3.00 -t- 0.08 × 
104 MPa. Poisson's ratio for quartz diorites is 
0.25 + O.02. 

A uniaxial compression test with a granodior- 
ite sample shows that its ultimate strength is 
lower than that of all the other rocks tested, at 
175 MPa. The value of the axial deformation at 
yield strength reaches 0.39%. After that, defor- 
mation continues until failure after an additional 
0.20%. At 79% ultimate fracture stress, a minor 
deviation of linearity occurs, which then returns 
to the linear dependence, and elastic deformation 
continues. At 91% ultimate fracture stress, 
plastic deformation starts to occur. In this con- 
nection it seems reasonable to note and to 
compare the granodiorite yield strength with 
those of the granites (92% o'ic) and quartz 
diorites (78% oic). For the granodiorite 
sample, the following values were obtained: 
E = 7.64 × 104 MPa, K = 4.41 x 104 MPa, and 
G = 3.15 × 104 MPa. Poisson's ratio is 0.21. 

The sample of metasomatically altered spes- 
sartite (K 674.0) is notable for the highest defor- 
mation values. At all stages of deformation, the 
sample is deformed two to three times more 

than the other tested samples. The highest value 
of plastic deformation is also observed in this 
sample. The zone of plastic deformation 
reaches 0.63% after the attainment of yield 
strength. The stress-strain curve for a uniaxial 
load is concave. This type of dependence may 
occur in the presence of microcracks and pores 
that close gradually with an increase in stress 
rather than simultaneously. In this case, the 
effective modulus of elasticity of this type of 
rock increases with the increase in stress up to 
the value of the elasticity modulus E. The value 
of the ultimate strength is 125 MPa, and the 
yield strength is 99 MPa. Presumably, the yield 
strength can be at 79% of the ultimate fracture 
stress. It must be noted that, for this sample, 
the axial anisotropy factor A for P-wave velocity 
is 14.3%. Consequently, one of the requirements 
of the fundamental theory of elasticity in a 
(quasi)isotropic medium is not met, and so the 
data for elastic moduli are not given. 

This investigation into the ultimate strength 
and density shows that two main groups of 
rocks can be identified. These differ radically in 
their density and mechanical properties. The 
group of samples with a 2 .60 -2 .64gcm -3 
density (granites and granite-gneisses) have ulti- 
mate strengths ranging from 238 to 352 MPa. 
Another group (quartz diorites) are characterized 
by higher density values (2.74-2.77 g cm-3); 
however, they differ substantially from the first 
group by their low values of ultimate strength 
ranging from 170 to 221 MPa. 

Comparing these two groups shows that the 
quartz diorite group has a greater tendency 
towards plastic deformation. Thus, on average, 
the yield strength for granites and granite- 
gneisses is 94% of the ultimate strength, while 
for the quartz diorites it is lower at 78% o'ic. 
The presence of plastic deformation in quartz 
diorites at earlier stages of load application can 
probably be explained by the high content of 
hornblende, biotite and accessory minerals, 
which have lower ultimate and yield strengths. 
The composition of plagioclase also changes, 
and may contribute to the variation in the mech- 
anical properties of these rocks. 

The group of rocks with the highest strength: 
rocks which are liable to more brittle failure, 
includes granite and granite-gneisses with up to 
35% of quartz, the mineral with the highest 
yield strength and ultimate strength compared 
to the other rock-forming minerals. In addition, 
these rocks are characterized by up to 35% 
K-feldspar, up to 10% biotite, and up to 30% 
sodic plagioclase. 

Quartz diorites have lower quartz contents 
(up to 15%), K-feldspar (up to 5%) and higher 
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plagioclase (up to 70%) contents and are 
characterized by lower strength values. The 
plagioclases in these rocks are slightly more 
calcic - approaching andesine in composition. 

The sample of metasomatically altered spes- 
sartite turned out to have the lowest strength. 

The static and dynamic elastic moduli were 
determined for 19 samples. As a rule, the 
dynamic modulus is higher than the static one, 
on average by about 18%, with a minimum 
difference of 5% and a maximum difference of 
36%. For these samples, the dynamic modulus 
of elasticity is higher than the static one, by 
about 10% for granites, by 18% for the granite- 
gneisses, and by 19% for the quartz diorites. 

No obvious relationship was observed 
between the elastic-wave velocities and strength, 
but this may be a result of the small sample size. 
A more meaningful characteristic can be 
obtained from the elastic wave velocity Vp/Vs 
ratio. Given the variation in the composition 
and texture of the samples, together with a 
wide observed variation in the Vp/Vs ratio at 
equal values of strength, a trend is observed 
towards an increase in the ultimate strength as 
the Vp/Vs ratio and rock density decrease. 

Thermal properties 

For long-term storage and/or underground dis- 
posal of heat-emitting HLW, it is of paramount 
importance to be able to forecast the variation 
in the physical and mechanical properties of 
rocks resulting from their exposure to (radio- 
active) heat. Under repository conditions this 
exposure may result in decompaction of the 
rocks, and consequently to the changes in their 
transport characteristics. It has been found exper- 
imentally (Zaraisky & Balashov 1994) that the 
intensity of decompaction naturally increases 
with temperature, and it increases from ultrabasic 
through basic to acidic quartz-bearing rocks. 

The process of decompaction includes an 
increase in microcrack length and aperture, the 
reduction of elastic-wave velocities, and a 
decrease in the elastic moduli and rock strength. 
As a result of thermodecompaction, rock per- 
meability may increase by several orders of mag- 
nitude. Thus, the investigation of thermophysical 
properties of the principal petrographic varieties 
of granitic rocks is of considerable importance. 

The thermophysical properties of rocks, min- 
erals and monomineralic aggregates can be 
characterized by measuring such parameters as 
heat conductivity (k), thermal conductivity (a) 
and heat capacity (Cp). Estimates of heat 
capacity can be obtained either through direct 
measurements or, alternatively, by calculation, 

provided that the exact mineral composition of 
the rock and the Cp of rock-forming minerals 
can be assumed; such physical characteristics 
are additive. Heat and thermal conductivity 
cannot be calculated in this way, because 
factors such as the size of mineral grains, poros- 
ity and fluid saturation are too variable. 

Thermal conductivity and heat capacity were 
measured on 27 granitoid samples, using two 
different methods: method 1, using an optical 
heat source device (Petrunin & Popov 1994) 
and method 2 using a resistive heater as a 
temperature wave generation device in the 
plane variant of the temperature field (Popov 

et al. 1981). 
The first method enabled measurements to be 

made up to 200°C. The error of measurement 
of thermal conductivity and heat capacity coeffi- 
cients for this method is 3-5%,  while the error of 
heat conductivity measurement is less than 10%. 
The temperature range for the second method is 
from 18 to 750°C. The error in the measurement 
of the thermal conductivity coefficient is 3-5%, 
while that for the heat capacity is 5-7%.  
Measurements were made at 18, 100 and 200°C. 

Results 

The average values of thermal conductivity, 
thermal capacity and heat conductivity, which 
were calculated using the well-known Debye 
formula, are presented in Table 5. 

An analysis of these data shows that the 
highest value of heat capacity is observed for 
rocks whose composition contains a substantial 
number of minerals with bound water (horn- 
blende, chlorite, biotite and clay minerals). 
Hydrogen has the highest heat capacity of all 
naturally occurring elements. Its contribution to 
specific heat capacity becomes evident in rocks 
in which the concentration of water-beating 
minerals ranges from 20 to 40% by weight. In 
contrast, the lowest values of heat capacity are 
typical of these rocks, which are essentially 

free of such minerals. 
In contrast to heat capacity, which is a function 

of chemical composition, the values of thermal 
conductivity and heat conductivity depend on 
factors such as the mineral composition and the 
texture of the rock. 

A comparison of the average values of heat 
and thermal conductivity obtained for the differ- 
ent rock groups (see Table 5) shows that the 
highest values of a and k are observed in leuco- 
granites and granites containing up to 35% of 
fi'ee quartz. These values are somewhat lower 
for granite-gneisses, gneisses and adamellites, 
including altered varieties of these rocks, 
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Table 5. Average values of thermophysical parameters for the main lithologies: Nizhnekansky Massif 

Rock and sample no. Parameter T = 18°C T = 100°C T = 200°C 

Granites-leucogranites:  a 15.65 _ 0.4 12.05 ___ 0.9 9.5 ___ 0.5 
1 459.2, K 156.6, Cp 800 __+ 40 900 + 50 1000 + 50 
K 232.4, K 459.7 h 3.4 -t- 0.15 2.9 -t- 0.4 2.5 ___ 0.25 

Cataclastic granite: a 14.83 -t- 0.7 9.5 __+ 0.5 8.9 ___ 0.5 
K 627.6 Cp 840 ___ 40 970 ___ 50 1040 -t- 50 

h 3.30 -t- 0.33 2.44 + 0.25 2.20 +__ 0.22 

Granite-gneisses: a 14.6 + 3.0 10.6 ___ 1.8 8.6 + 1.2 
I 124.7, I 142.6, I 330.8 Cp 800 __+ 40 900 ___ 60 990 ___ 50 

h 3.1 -t- 0.4 2.5 + 0.4 2.2 ___ 0.2 

Gneisses: I 323.1, I 491.7 a 15.0 ___ 0.9 11.1 __+ 0.5 9.05 ___ 0.6 
C o 765 _ 40 870 ___ 40 950 -t- 50 
h 2.97 ___ 0.3 2.52 +__ 0.4 2.24 -t- 0.2 

Adamellite: K 120.5, a 12.4 ___ 0.8 11.1 __+ 0.7 8.6 -t- 1.8 
K 184.5, K 613.1 Cp 850 __+ 50 960 + 70 1040 ___ 50 

h 2.75 -t- 0.3 2.5 ___ 0.3 2.3 + 0.4 

Quartz monzodiori tes-tonali tes:  a 11.1 +__ 1.4 9.6 __+ 1.0 8.5 + 0.7 
I 189.9, I 247.6, K 469.3, Cp 890 + 70 940 + 40 1020 ___ 30 
K 546.7, K 581.3 h 2.6 + 0.3 2.4 _ 0.3 2.3 ___ 0.3 

Quartz diorites: a 11.1 + 2.2 8.27 -t- 1.6 7.1 __+ 1.1 
I 88.3, I 193.1, 1 304.2, Cp 860 -t- 50 970 -t- 70 1040 ___ 50 
I 357.2, 1 504.8, K 647.4, K 702.9 k 2.54 -t- 0.4 2.1 + 0.2 2.0 ___ 0.25 

Granodiorites: K 560.8 a 9,98 -t- 0.5 7.0 ___ 0.35 6.0 __+ 0.3 
Cp 920 ___ 50 1040 ___ 50 1100 ___ 50 
h 2.44 __+ 0.25 1.93 + 0.2 1.75 +__ 0.2 

Spessartite: K 674.0 a 5.5 ___ 0.25 4.5 __+ 0.25 4.2 ___ 0.25 
Cp 1020 ___ 50 1120 __+ 50 1150 _ 50 
h 1.52 + 0.15 1.46 ___ 0.15 1.31 + 0.15 

N o t e :  a ,  thermal conductivity, 10 7 m 2 s i; Cp, heat capacity, J kg -~ K i; h, heat conductivity, W m -1 K -1. 

in w h i c h  the  quar tz  c o n t e n t  var ies  f r o m  20 to 

30%,  and  in add i t i on  to p l ag ioc l a se  and  K-fe ld -  

spar  t hey  m a y  have  subs tan t ia l  c o n c e n t r a t i o n s  

o f  wa t e r -bea r i ng  m i n e r a l s  w i th  low hea t  c o n d u c -  

t iv i ty  (biot i te ,  m u s c o v i t e ,  ch lor i te ,  c lay  min -  

erals).  In the  quar tz  d ior i tes ,  m o n z o d i o r i t e s  and  

tonal i tes ,  these  mine ra l s ,  t oge the r  wi th  horn-  

b lende ,  near ly  e f f ec t ive ly  rep lace  K-fe ldspar ,  

wh i l e  the  quar tz  con t en t  dec r ea se s  to 1 5 - 2 0 % .  

For  this  reason ,  these  rocks  are cha rac t e r i zed  

by  the  l o w e s t  va lues  o f  hea t  c o n d u c t i v i t y  and  

t he rma l  conduc t i v i t y .  F ina l ly ,  for  the  m e t a s o m a -  

t ical ly  a l te red  spessar t i te ,  w h i c h  is f ree  f r o m  

quar tz ,  and  in w h i c h  the  c o n t e n t  o f  h o r n b l e n d e ,  

ch lor i te  and  a rg i l l aceous  m i n e r a l s  m a y  reach  

40%,  the  hea t  t ransfer  p a r a m e t e r s  are the  

lowes t .  For  the gran i t ic  r ocks  be ing  m e a s u r e d  

the  coef f ic ien ts  o f  hea t  c o n d u c t i v i t y  and  

t he rma l  c o n d u c t i v i t y  dec rease ,  wh i l e  an inc rease  

in t e m p e r a t u r e  t h e r m a l  capac i ty  increases ,  w i th  

an inc rease  in  t empera tu re .  

T h e  d i s t r ibu t ion  o f  the  coef f ic ien t  o f  hea t  con-  

duc t iv i ty ,  w i th  dep th ,  in sec t ions  o f  the  I and  K 

sites are s u m m a r i z e d  in F igu re  8. It is these  

sites, w h i c h  are e x p e c t e d  to be  u sed  e v e n t u a l l y  

for  the  m o d e l l i n g  o f  the  va r i a t ion  o f  t h e r m a l  
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Fig. 8. Variation in the heat conductivity coefficient 
with depth for rocks in the I and K boreholes. 

c o n d i t i o n s  at d i f fe ren t  dep th s  o f  the  m a s s i f  fo r  

the  u n d e r g r o u n d  d i sposa l  o f  H L W .  

Conclusions 

T w o  g roups  o f  r ocks  are iden t i f i ed  (1 - g ran i t e s  

and  g r a n i t e - g n e i s s e s ,  and  2 - qua r t z  d ior i tes  and  
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diorites), which differ substantially in density, 
mechanical and thermal properties. The country 
rocks are generally metamorphic (amphibolite 
facies with quartz, feldspars, biotite and amphi- 
boles), locally with hydrothermal-metasomatic 
alteration (chloritization, sericitization and argil- 
lization), and have been deformed in ductile 
mode (gneiss texture) and brittle mode (cataclas- 
tic, brecciated textures and microcracks filled by 
carbonate, chlorite, sericite and clay minerals). 

A range of petrophysical properties (density, 
filtration, elastic, mechanical and thermal) have 
been measured on the primary rock types, 
together with some rocks that have suffered 
hydrothermal-metasomatic alteration. 

With respect to the choice of the I and K sites 
as possible regions for the disposal of HLW, the 
following preliminary conclusions can be drawn: 

(1) Quartz diorites and diorites of the I site, as 
well as granites and leucogranites of the K 
site, occur most widely and are more 
regular in thickness. 

(2) Density values increase with depth at the K 
site, while at the I site the density reaches 
maximum values in the central part of the 
section. 

(3) The rocks of the I site are less porous, while 
at the K site the effective porosity declines 
with depth. However, at the K site the 
coefficient of fluid conductivity increases 
with depth. This is connected with the 
increase in the anisotropy of the pore 
space and the intensity of microcrack 
network development. 

In general, the heterogeneity of the elastic, 
mechanical and thermal properties at the K site 
is much higher than at the I site. This is con- 
nected with both the more diverse mineral com- 
position of the rocks of the K site and their higher 
intensity of deformation and hydrothermal-  
metasomatic transformation. 

Thus, comparative analysis of the data 
obtained makes it possible for us to assume that 
the I site is more favourable for the construction 
of an underground research laboratory as a 

precursor to a long-term, monitored, retrievable 
storage area or HLW disposal repository. 
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Abstract: Well logging has become a standard method in the oil industry for the investi- 
gation of subsurface geology. Accordingly, interpretation techniques have been mainly 
developed for use in sedimentary rocks, and the log responses of sediments are well 
known. However, this is not the case for igneous and metamorphic rocks. We present a 
compilation of log responses for mafic rocks from drill-holes in oceanic and continental 
basement. The holes cover a variety of mafic rocks: mid-ocean ridge basalt (MORB), 
gabbro, basalt and andesitic basalt from back-arc basins, flood basalt from large igneous 
provinces (LIPs), and continental metamorphic rocks. The comparison of log responses 
shows that rocks from the same geological setting have similar in situ physical properties. 
Differences in physical properties between rocks from different geological settings are 
mainly related to variations in the structure of the rocks, while variations in composition 
have only a minor effect on the in situ physical properties. In volcanic rocks, variations 
in fracturing and vesicularity related to cooling of the lava strongly influence log responses. 
Mafic rocks from continental drill-holes were enriched in radioactive elements during 
regional metamorphism, resulting in higher values in the total gamma-ray compared to 
the oceanic rocks. 

Well-logging data provide continuous infor- 
mation about the physical in situ properties of 
the borehole wall. It is a standard method in oil 
industry for the investigation of subsurface 
geology. The development of the technique and 
interpretation methods has been driven mainly 
by the oil industry for the use in a specific 
environment, i.e. sedimentary rocks. As a result, 
log responses of sedimentary rocks are well 
known, while those for igneous and metamorphic 
rocks are relatively poorly constrained. Experi- 
ence in the use of well logging in these rocks 
has been increased due to scientific research 
programmes such as the Deep Sea Drilling 
Project (DSDP), Ocean Drilling Program 
(ODP) or International Continental Drilling 
Program (ICDP). 

This study presents a compilation of log 
responses from mafic rocks encountered in 
drill-holes in oceanic and continental basement 
by different scientific research programmes. 
These holes drilled mafic rocks emplaced in a 
variety of geological settings. Our primary aim 
is to compare log responses and to determine 

typical value ranges of mafic igneous and 
metamorphic rocks. The influence of various 
parameters such as porosity, fracturing, altera- 
tion, tectonic and metamorphism, but also of 
composition, on the in situ physical properties 
of mafic rocks shall be revealed by comparing 
the log responses from the different rock types 
from different holes. This study is part of a 
larger compilation of log responses from a wide 
variety of igneous and metamorphic rocks. Log 
responses of acid and intermediate rocks are 
presented by Pechnig et al. (2005). 

Selection of  the boreholes  

Data from 19 boreholes have been used in this 
study (Figs 1 & 2, Table 1). They cover rocks 
from the following six geological settings: 

(1) submarine basalt from upper oceanic crust 

built at mid-ocean ridges; 
(2) gabbro from the lower oceanic crust; 
(3) submarine basalt and basaltic andesite from 

upper oceanic crust built in back-arc basins; 

From: HARVEY, P. K., BREWER, T, S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 255-278. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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Fig. 1. Location of the boreholes compared in this study. 

(4) submarine and subaerial flood basalt from 

large igneous provinces (LIPs); 

(5) resedimented volcaniclastic material within 

the volcanic apron of  an ocean island (OI); 

(6) metamorphic rocks from continental 

basement. 

The rocks are mainly of  tholeiitic composition, 

and only a few are more alkaline or more mafic 

(Fig. 3, Table 2). 

In each borehole, one or more depth intervals 

were identified that reflect the major 

lithology (Table 1 & Fig. 2). Where possible, 
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Fig. 3. Alkali versus silica diagram for the chemical 
analysis from boreholes included in this study (modified 
after Le Bas et al. 1986). The dividing line between the 
alkali and subalkaline/tholeiite series is plotted using 
co-ordinates from Irvine & Baragar (1971). Most 
samples fall into the basalt field. Rocks of basaltic 
andesite composition are from Holes 834B and 839B, 
and the dioritic gneiss is from Sancerre-Couy. The 
sample with basanite composition is the volcaniclastic 
sediment from Hole 956B, and the picro-basalt sample 
is a meta-ultramafitite from KTB-VB. See Table 2 for 
numbers and references. 

homogeneous sequences with large bed thick- 
ness were selected, to avoid integration effects 
made by down-hole measurements at bed bound- 
aries (e.g. Rider 1996). However, in upper 
oceanic crust, rapid decimetre-scale changes of 
rock type (e.g. in lava morphology) are charac- 
teristic, and integration effects cannot be 
excluded. Other critical factors in choosing inter- 
vals were the availability and quality of the 
logging and core data. Depth intervals with 
above-normal borehole enlargements, high 
degrees of fracturing or extensively altered 
zones were generally avoided. 

Comparison of log responses from different 
rock types requires a lithological classification 
and description of each individual rock type 

according to their in situ physical properties. 
Several such studies (see Table 1 for reference) 
have been undertaken on rocks in these boreholes 
and, where applicable, they have been used in 
this study. In a few cases, such studies were not 
available, and lithological classification was 
achieved using core-log integration, i.e. by 
directly comparing core lithostratigraphy with 
down-hole logs (Holes 768C, 834B, 839B, 
917A, l105A, HSDP). Table 1 details the core 
description for each borehole. 

Basal t s  f r o m  upper  oceanic  crust  

DSDP/ODP-Holes 395A (Mid-Atlantic Ridge), 
418A (Bermuda Rise), 504B (Costa Rica Rift), 
801C (West Pacific), and 896A (Costa Rica 
Rift) transect extrusive sections of the oceanic 
crust consisting of tholeiitic pillow basalts, lava 
flows and breccias. These three rock types can 
be distinguished with well-logging data (e.g. 
Ayadi et al. 1998; Brewer et al. 1998; Bartetzko 
et al. 2001, 2002; Barr et al. 2002; Haggas et al. 

2002). Massive lava flows and pillow basalts are 
the most common lithology. Thick intervals of 
breccias were only identified in Holes 801C 
and 896A. Transitional features such as thin 
lava flows or altered lava flows (e.g. Bartetzko 
et al. 2001, 2002) are not studied. Intrusive 
basalt is represented by the sheeted dyke 
complex (Anderson et al. 1985; Alt et al. 1993) 
in Hole 504B. 

Gabbros  f r o m  lower  oceanic  crust  

ODP Holes 735B and 1105A sampled the gab- 

broic lower oceanic crust close to a fracture 
zone south of the Southwest Indian Ridge. Hole 
735B is about 1.5 km deep and drilled mostly 
olivine gabbro and microgabbro. The olivine 
gabbro is intruded by numerous bodies of 
iron-ti tanium-oxide rich or oxide-bearing 
gabbros (Robinson et al. 1989; Dick et al. 

1999). Hole l105A is located 1.2km from 
Hole 735B, and encountered 158 m of gabbroic 
rocks similar to those of Hole 735B (Pettigrew 
et al. 1999). The selected depth intervals from 
Holes 735B and l105A comprise olivine 
gabbro and Fe-Ti-oxide rich gabbro (referred 
to below as oxide gabbro). 

Volcanic  rocks f r o m  back-arc  basins  

Hole 768C is located in the Sulu Sea, western 
Pacific. It is 1217 m deep and penetrates 250 m 
of volcanic rocks (Rangin et al. 1990). In contrast 
to the basalts drilled in upper oceanic crust, basalts 
from Hole 768C are highly vesicular (30-50%). 
Vesicles are commonly filled with secondary 
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minerals such as carbonate and clay. The selected 
depth interval consists of pillow basalt. 

Holes 834B and 839B are located in the Lau 
Basin, western Pacific, and penetrated a succes- 
sion of primitive basalts and more alkali-rich 
basaltic andesite (Parson et al. 1992). The 
rocks in Hole 834B have compositions similar 
to N-MORB, while the rocks in Hole 839B 
have more arc-like signatures (Ewart et al. 

1994). The rocks are vesicular, although vesicle 
distribution varies considerably. No distinction 
between lava morphologies was made (Parson 
et al. 1992). For this study, basalts and basaltic 
andesites have been selected. 

Basal ts  f r o m  hot-spot  vo lcanoes  and  Large  

Igneous  Prov inces  

Hole HSDP-2 was drilled by the ICDP near Hilo, 
Hawaii. The encountered lithologies are divided 
into subaerially erupted lavas, which extend to 
1079metres below sea-level (mbsl), and a 
sequence of submarine erupted lavas down to 
total depth of 3110 mbsl (DePaolo et al. 2001). 
Only basaltic lava flows from the subaerial 
stage are considered in this study (Fig. 2; Table 1). 

Several ODP legs investigated LIPs. Holes 
553A, 642E, and 917A drilled into the North 
Atlantic Volcanic Province. Holes 1137A and 
l140A are situated in the southern Indian 
Ocean on the Kerguelen Plateau. The rocks 
used for this study (Table 1) are tholeiitic 
basalts (Roberts et al. 1983; Eldholm et al. 

1987; Larsen et al. 1994; Coffin et al. 2000). 
The selected depth intervals from Holes 553A, 
642E, 917A, and 1137A contain subaerial lava 
flows typically characterized by vertical 
changes in the size and abundance of vesicles 
resulting in gradual changes in in situ physical 
properties (e.g. Planke 1994; Delius et al. 1995, 
2003; Bticker et al. 1998). Only the end- 
member varieties are included in this study, i.e. 
the central massive part which lacks vesicles or 
contains very few, and the brecciated and 
highly vesicular top of the lavas. From Hole 
1140A, submarine massive and pillow basalts 
are considered in this study. The lavas form 
two distinct geochemical groups, with one 
group being enriched in highly incompatible 
elements and elevated potassium contents with 
respect to the other group (Coffin et al. 2000). 

(mbsf), passing through 140m of basaltic 
hyaloclastite tufts, hyaloclastite lapillistones 
and lithic breccias at the bottom of the hole 
(Schmincke et al. 1995). These rocks were 
deposited as submarine, transitional or subaerial 
deposits during the shield volcano stage and 
then redeposited by debris flows and interlayered 
with minor nannofossil oozes and clay. Volcani- 
clastic breccias and tuff from the lowermost, 
thickest debrite were selected for this study. 

Continental  crust  

Logging data from two holes in continental base- 
ment are included in this study. Metamorphic 
rocks in these holes are interpreted as ancient 
oceanic basement rocks that were incorporated 
into the continental crust during orogenesis 
(Cabanis & Thirblemont 1992; Harms et al. 

1997). 
The German Continental Drilling Project 

(KTB) is located at the western margin of the 
Bohemian Massif. Different structural units of 
the Variscan orogenic belt are exposed in the 
vicinity of the drill site. Two boreholes, 250 m 
apart, were drilled as part of the KTB project. 
The first drill-hole (KTB pilot hole, KTB-VB) 
was drilled to a total depth of 4001 m, and it 
was almost completely cored and extensively 
logged. The selected depth interval (1160 to 
1510 m) from the pilot hole contains medium- 
pressure metamorphic rocks (amphibolites, 
metagabbros and minor intercalated meta- 
ultramafitites) that belong to a massive metabasi- 
tic unit of igneous origin with enriched-MORB 
(E-MORB) characteristics (Hirschmann et al. 

1997; O'Brien et al. 1997). 
Hole Sancerre-Couy was initiated by the Gdo- 

logie Profonde de la France (GPF) and is located 
about 20 km south of Sancerre, close to the 
village of Couy. The 3500-m-deep hole was 
drilled into a crystalline basement consisting of 
several variations of metabasites and gneisses 
(granulite facies) (Autran & Chantraine 1988). 
The chemical composition of the metabasites 
indicates an original composition intermediate 
between normal-MORB (N-MORB) and back- 
arc basalts (Cabanis & Thirblemont 1992). The 
selected depth interval is composed of a dark- 
green garnet-bearing plagioclase-amphibolite 
intercalated with plagioclase amphibolite and 
subordinate dioritic gneisses (Hottin et al. 1988). 

Mafic volcaniclast ics  f r o m  the volcanic  

apron o f  an ocean is land 

ODP Site 956 was drilled into the southwestern 
flank of Gran Canaria, Canary Islands. Hole 
956B penetrated 704 metres below the sea-floor 

Log database  

Down-hole measurements were carried out using 
a variety of tools dependent on the specific scien- 
tific targets of the individual drilling projects, the 
geological environment, the company carrying 
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Table 2. References and number of samples for  geochemical data used in Figure 3 

Number Hole Rock types Number 
in Fig. 3 of 

samples 

Reference 

i 395A Pillow basalt, lava flows 26 
2 504B Pillow basalt, lava flows 98 
3 504B Dykes 60 
4 801C Pillow basalt, lava flows 33 
5 896A Pillow basalt, lava flows 34 
6 735B Oxide gabbro 10 
7 735B Olivine gabbro 18 
8 768C Pillow basalt 20 
9 834B Basalt 9 

10 834B Basaltic andesite 3 
11 839B Basalt 5 
12 839B Basaltic andesite 6 
13 917A Subaerial basalt 4 
14 1137A Subaerial basalt 3 
15 1140A Pillow basalt 1 
16 1140A Pillow basalt, K-rich 1 
17 965B Tuff 1 
18 956B Breccia 1 
19 956B Basalt clast 1 
20 KTB-VB Amphibolite 7 

21 KTB-VB Metagabbro 7 

22 KTB-VB Meta-ultramafitite 4 

23 S. -Couy Amphibolite 9 
24 S. -Couy Dioritic gneiss 1 

Rhodes et al. (1979) 
Cann et al. (1983) 
Anderson et al. (1985) 
Plank et al. (2000) 
Alt et al. (1993) 
Robinson et al. (1989) 
Robinson et al. (1989) 
Rangin et al. (1990) 
Parson et al. (1992) 
Parson et al. (1992) 
Parson et al. (1992) 
Parson et al. (1992) 
Larsen et al. (1994) 
Coffin et al. (2000) 
Coffin et al. (2000) 
Coffin et al. (2000) 
Schmincke et al. (1995) 
Schmincke et al. (1995) 
Schmincke et al. (1995) 
KTB database: 

http : / / icdp. gfz-potsdam, de/html/k tb/  
KTB database: 

http : / / icdp.gf z-potsdam.de / html / ktb / 
KTB database: 

http : //icdp. gfz-potsdam, de / html / ktb / 
BRGM 
BRGM 

S.-Couy, Sancerre-Couy. 

out the logging operations, and technical devel- 
opments. Except for the HSDP borehole, where 
logging operations were carried out by Geo- 
Forschungszentrum (GFZ) Potsdam using 
Antares tools, all logging operations were under- 
taken by Schlumberger (Table 3). Logging data 
from the ODP are available at h t t p : / / w w w .  

ldeo .columbia .edu/BRG/  O D P / D a T a B a S E /  and 

from HSDP and KTB-VB at h t t p ' / / w w w . i c d p -  

onl ine .org/ .  

Different generations and configurations of 
logging tools influence the value range 
of measurements and hence the comparison of 
lithology-specific log responses. Only a few 

examples exist that allow a comparison of 
measurements of the same physical properties 
carried out with different tools. Bartetzko et al. 

(2001) compared data acquired in ODP Hole 
395A during different legs and with tools of 
different configurations. Although the results 
show a good correlation, offsets in the values 
were observed in several measurements. 
Figure 4 shows another example of repeated 
measurements from two ODP legs from Hole 
735B. Comparing the two data-sets, the electrical 

resistivity, density, and photo-electric factor 
exhibit good reproducibility, while total gamma 
ray and the neutron log show a good correlation, 
but offsets in values. Because of these discrepan- 
cies, we include a short introduction to the 
principles of the individual logging tools, with 
respect to differences between the tools. More 
detailed information on measuring principles 
and tools can be found, for example, in Rider 
(1996) and Borehole Research Group (2000). 

Electrical resistivity was measured using two 
different principles, galvanic measurements 
(ARI, DLL, SFL; for acronyms see Table 3) 
and inductive measurements (DIL, DIL3). Induc- 
tive measurements are accurate in low-resistivity 
formations, but become less accurate in for- 
mations with resistivities > 150 ohm m, whereas 
galvanic measurements give reliable measure- 
ments in formations of high resistivity (Borehole 
Research Group 2000). Examples from bore- 
holes where different galvanic tools were 

deployed show a good repeatability and reprodu- 
cibility of galvanic resistivity measurements, 
even when tools of different configuration are 
used (Bartetzko et al. 2001). In this study, 
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Table 3a. Logging tools* used for the down-hole measurements compared in this study 
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Hole Electrical Sonic Total 
resistivity velocity gamma ray 

Density Neutron 
porosity 

395A ARI* DSI NGT HLDS APS 
418A DLL ~ LSS NGT LDT CNT 
504B DLL SDT NGT LDT CNT 
801C DLL LSS NGT HLDS APS 
896A DLL SDT NGT - -  - -  
735B DLL DSI NGT HLDS APS 
1105A SFL BHC NGT HLDS APS 
768C DIL LSS NGT LDT CNT 
834B SFL LSS NGT LDT CNT 
839B SFL LSS NGT LDT CNT 
HSDP DIL3 No data Spectral gamma ray - -  - -  
553A SFL BHC GR FDC CNL 
642E SFL LSS NGT LDT CNT 
917A SFL LSS NGT LDT - -  
1137A DLL DSI HNGS HLDS APS 
1140A SFL LSS NGT HLDS APS 
956B SFL SDT NGT HLDS CNT 
Sancerre-Couy DLL LSS NGT LDT CNT 
KTB-VB DLL LSS NGT LDT CNT 

*Except for the HSDP borehole where down-hole logging was carried 
*Resistivity measurements similar to those of a DLL. 
~Only shallow laterolog (LLS) available. 

out using Antares tools, all tools are trademarked by Schlumberger. 

Table 3b. Logging tools used for the down-hole 
measurements compared in this study 

Acronym Tool 

Electrical resistivity 
ARI Azimuthal resistivity imager 
DLL Dual latero log 
SFL Spherically focused resistivity log 
DIL Dual induction tool 
DIL3 Dual induction tool 

Sonic velocity 
DSI Dipole shear imager 
LSS Long spacing sonic tool 
BHC Borehole compensated sonic tool 
SDT Array sonic tool 

Natural radioactivity 
NGT Natural gamma-ray tool 
GR Gamma ray 
HNGS Hostile environment natural 

gamma-ray sonde 
Density and photo-electric factor 

HLDS Hostile environment litho density 
sonde 

LDS Litho density tool 
FDC Formation density compensated tool* 

Neutron porosity 
APS Accelerator porosity sonde 
CNL, CNT Compensated neutron log/tool 

*Only density measurement. 

galvanic measurements  are available for most  

holes; inductive measurements  had to be used 

in Hole  768C and in HSDP; but resistivity data 

in these holes are < 150 ohm m and thus in a 

value range where  inductive measurements  are 

reliable. 

Sonic veloci ty measurements  were  carried out 

with logging tools (LSS, SDT, DSI, BHC) which  

differed in the number  and configuration of  trans- 

mitters and receivers,  and thus varied in their 

ability to compensate  for borehole  effects, as 

well  as their vertical resolution, (the latter 

ranges be tween  0.6 and 1 ,2m;  Borehole  

Research Group 2000). 

Measurements  of  natural radioactivi ty were  

per formed using four different tools. In most  

holes, a spectral gamma-ray  tool measur ing 

with a sodium iodide crystal was used (NGT, 

GR, Antares '  spectral gamma-ray  tool). In 

some holes, the more  advanced HNGS was 

employed.  The HNGS uses a bismuth germanate  

detector that provides more  accurate measure-  

ments  than sodium iodide crystals (Borehole 

Research Group 2000). Repeated measurements  

of  total gamma-ray  measurements  show good 

correlations with minor  offsets in value range 

(Bartetzko et al. 2001; Fig. 4). Such offsets can 

be caused by differences in the efficiency of  the 
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Fig. 4. Comparison of logging data from two different logging operations partly performed with different logging 
tools in the gabbros of ODP Hole 735B for the depth interval between 220 and 400 mbsf. Logging operations of Leg 
118 were carried out in 1987; Leg 176 took place in 1997. Electrical resistivities were measured with a DLL during 
both legs. Both measurements with the deep laterolog show an excellent agreement. Measurements of total gamma 
ray were carried out with a Natural Gamma Ray Tool (NGT) during Leg 118, and with the more advanced Hostile 
Environment Natural Gamma Ray Sonde (HNGS) during Leg 176. Both measurements show a good correlation, 
however, the readings from the HNGS are higher throughout the displayed depth interval. This may be related to 
a better resolution of the newer bismuth germanate detector. Density and photo-electric factor data were recorded 
with a Litho Density Tool (LDT) during Leg 118 and a Hostile Environment Litho Density Sonde (HLDS) during 
Leg 176, and both show a good agreement. Neutron logging was performed with a Compensated Neutron Tool 
(CNT) during Leg 118, and with the more advanced Accelerator Porosity Sonde (APS). Although the curve patterns 
agree very well, measurements with the APS show significantly lower values at low neutron-log readings. This 
can be attributed to the lower sensitivity of the newer tool towards influences of matrix density effects. This effect is 
stronger in the more dense oxide gabbros than in the olivine gabbros. 

different  detectors.  G a m m a  radiat ions are dis- 

crete events,  and therefore  the de tec t ion  l imit  

and accuracy of  the m e a s u r e m e n t s  d e p e n d  on 

the t ime interval o f  the m e a s u r e m e n t  and the effi- 

c iency of  the detector.  In order  to min imize  dis- 

crepancies  be tween  different  logging  tools,  on ly  

data f rom the N G T  were  used  in this study. 

The  only  excep t ion  is Hole  1137A, where  only  

H N G S  data are available.  M e a s u r e m e n t s  o f  spec- 

tral g a m m a  ray provide  the total g a m m a  radi- 

at ion as well  as the amounts  o f  the radioact ive  

e l emen t s  potass ium,  t ho r ium and uran ium.  

Densi ty  m e a s u r e m e n t s  were  carr ied out  wi th  

three different  tools (FDC, L D T  and HLDS).  In 

contras t  to the oldest  tool, the FDC,  the newer  

L D T  and HLDS are also able to measure  the 
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photo-electric factor of the formation addition- 
ally to the density measurements. Differences 
between the LDT and HLDS mostly concern 
improvements of the electronic equipment 
(Borehole Research Group 2000). 

Neutron porosity logging was performed with 
three different tools (CNL, CNT, APS). The 
basic difference between the CNL/CNT and 
the newer APS is the use of a neutron accelerator 
in the APS instead of a radioactive source in the 
older tools. This enables the measurement of 
epithermal neutrons and, with a new detector 
arrangement, minimizes the influence of the for- 
mation atom density on the measurement 
(Schlumberger 1994). Neutron logging is used 
in sedimentary environments to estimate for- 
mation porosity (e.g. Rider 1996). The tool 
response gives the hydrogen content of the for- 
marion, which can be related to porosity. 
However, hydrogen in hydrous alteration min- 
erals such as clay; the presence of strong 
neutron absorbers (e.g. boron and gadolinium) 
in the drilling fluid or the formation; and the pre- 
sence of minerals of high atomic density, also 
affect the measurements. Therefore, the neutron 
log response cannot be used as a porosity log in 
crystalline rocks, as the tool response (particu- 
larly CNL and CNT) gives porosity values that 
are much higher than the porosity of the rocks 
(e.g. Lysne 1989; Broglia & Ellis 1990). 
Among all the logs displayed in Figure 4, the 
most significant offset in log values occurs in 
the neutron log, and the offset is larger for the 
denser oxide gabbros than for the olivine 
gabbros. The use of the APS instead of the 
CNT improves the measurements and compen- 
sates for the effect of high-density formations. 
Due to these differences in the measurement 
principles, neutron porosity is included in the 
comparison of this study only with restrictions. 

Comparison of in situ physical properties 

and their relation to rock type 

In Figure 5 we summarize the log responses of 
the different rock types from the 19 boreholes. 
Minimum, maximum, mean, and standard devi- 
ation are listed in the appendix. Although the 
chemical and mineralogical composition of the 
rocks is similar (Fig. 3) they show considerable 
differences in their in situ physical properties, 
parricularly in electrical resistivity, P-wave vel- 
ocity, total gamma ray, and density. Only 
minor differences occur in the photo-electric 
factor log. Neutron-log measurements are diffi- 
cult to compare due to differences in the 
measurement principles of the tools (see 

above). In order to display the relation between 
in situ physical properties and rock types in 
more detail, cross plots of the different log prop- 
erties for the various rock types are analysed in 
Figures 6 to 9. 

Relation between electrical resistivity, 

density and P-wave velocity 

Figure 6a-c  shows cross-plots of electrical resis- 
tivity, density, and P-wave velocity of well- 
logging data, while Fig. 6d shows the cross-plot 
of P-wave velocity versus density for core data. 
Different lithologies and/or geological settings 
produce distinct trends in the cross-plots of 
density versus electrical resistivity (Fig. 6a) and 
P-wave velocity versus electrical resistivity 
(Fig. 6b). The cross-plots of P-wave velocity 
versus density (Fig. 6c & d) show a trend of 
increasing P-wave velocity with increasing 
density for all rock types for both, log and core 
data. 

Submarine and subaerial basalts. Basalts from 
upper oceanic crust, back-arc basins, volcanic 
islands and LIPs show similar relations in the 
cross-plots of Figure 6. In these lithologies, elec- 
trical resistivity is low to intermediate, with 
values ranging between 1 and 1000ohmm, 
while density and P-wave velocity have broad 
value ranges of 1.2 to 3 g c m  -3 and 1.8 to 
7.5 km s- l ,  respectively. Electrical resistivity 
and P-wave velocity increase with increasing 
density. This trend can be explained by vari- 
ations in fracture density, porosity and vesicular- 
ity, and is more apparent when the basalts are 
plotted individually with regard to different 
lava morphology (Fig. 7a & b). Despite the 
strong overlap of the data, massive basalts from 
upper oceanic crust have the highest electrical 
resistivity, density and P-wave velocity values. 
Values of subaerial massive basalts from LIPs 
are only slightly lower. Pillow basalts and brec- 
cias from upper oceanic crust have lower electri- 
cal resistivities, density and P-wave velocities 
than the massive basalts. The log responses of 
electrical resistivity, density and P-wave velocity 
of the vesicular and brecciated zones of lava 
flows from LIPs are also lower than those of 
massive basalts, and marginally lower than 
those of pillow basalts. 

Massive effusive lava flows are characterized 
by regular fracture patterns caused by thermal 
contraction during cooling of the lava (e.g. 
McPhie et al. 1993; Gillis & Sapp 1997). 
However, fracture density in these lavas is low 
compared to that in pillow basalts and breccias, 
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Fig. 6. (a) Cross-plot of electrical resistivity versus density. Most rocks show an increase in density with increasing 
resistivity, which is mostly controlled by the structure and texture of the rocks. However, the oxide-rich gabbros (ii) show 
an opposite trend. (b) Cross-plot of electrical resistivity versus P-wave velocity. The relation between electrical 
resistivity and P-wave velocity is similar to the trend of electrical resistivity versus density. (c) Cross-plot of density 
versus P-wave velocity. P-wave velocity increases with increasing density in most rock types. (d) Cross-plot of density 
versus P-wave velocity measured on cores. The relationship between the two properties is similar to that for the log data 
(Fig. 6c). Core data are compiled from Melson e t  a l .  (1979), Donnelly e t  a l .  (1980), Cann e t  a l .  (1983), Roberts e t  a l .  

(1983), Anderson e t  a l .  (1985) and the JANUS database ( h t t p : / / w w w - o d p . t a m u . e d u / d a t a b a s e / j a n u s m o d e l . h t m ) .  No 
measurements of P-wave velocity from cores are available for the KTB-VB and Sancerre-Couy boreholes. Parameters for 
the linear and exponential regression functions are given in Table 4. The linear relation calculated on core data is very 
similar to that calculated by Christensen & Salisbury (1975) for DSDP basalts. Ellipsoids in (a) mark three major 

groupings of data points representing different lithologies or rocks from different geological settings. For display in parts 
a-c ,  the log data-set is reduced using only every fifth to 50th data point, depending on the amount of data for each 
borehole. 
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and this explains the high electrical resistivity, 
density and P-wave velocity values in these 
rocks. Slightly lower values for the massive sub- 
aerial lava flows are caused by the presence of 
vesicles that constitute 0.1 to 5% of the rock in 
Hole 1137A (Coffin et al. 2000). 

The lower values of electrical resistivity, 
density and P-wave velocity of the pillow 
basalts result from intense fracturing (caused by 
thermal contraction) and a greater void space 
due to inter-pillow zones with high porosity 
(Gillis & Sapp 1997). A higher amount of 
(connected) void space filled with conductive 
sea-water or conductive alteration minerals 
(clay minerals) results in a decrease in electrical 
resistivity (e.g. Pezard 1990), while density 
decreases due to the presence of water or clay 
minerals. Within individual boreholes, breccias 
have typically lower average values of electrical 
resistivity and P-wave velocity than pillow 
basalts, but scattering of the data of breccia and 
pillow basalts is high, and data from both clusters 
of both lithologies overlap. Submarine basalts 
from LIPs have intermediate log responses, 
which fall between those of basalts from upper 
oceanic crust and subaerial lava sheets. They 
are characterized by low vesicularity (1-4%). 
Pillow basalts from Hole 768C, erupted in a 

back-arc environment, have extremely low elec- 
trical resistivities and P-wave velocities, caused 
by an extremely high vesicularity of 30 to 50% 
and strong fracturing (Rangin et al. 1990). 

The brecciated tops of subaerial lava flows are 
highly vesicular (up to 30%) and they are 
strongly fractured (Planke 1994; Delius et al. 

1995, 2003; Coffin et al. 2000). The presence 
of water or clay minerals in the void space 
results in low density and P-wave velocity read- 
ings. Low electrical resistivity values in these 
rocks indicate that vesicles are connected and 
filled with conductive material (sea-water or 
clay minerals). 

R e s e d i m e n t e d  maf ic  vo lcanic las t ics .  The re- 
sedimented mafic volcaniclastics have low 
values of electrical resistivity (<  10 ohm m), P- 
wave velocity 1(2.5-3.5 km s-l) ,  and density 
(2.1-2.6 km s-  ), with lower values for the tuff 
than for the volcaniclastic breccia (Figs 5 & 
6a-c).  This difference in physical properties is 
related to lithological variation, i.e. crystallinity 
and grain-size changes within the debris flow. 
The breccia constitutes the bottom part of the 
debris flow, and consists of well-cemented basal- 
tic lithic clasts and hyaloclastite lapillistone. This 
sequence is overlain by a hyaloclastite tuff that is 



L O G  R E S P O N S E S  OF MAFIC  R O C K S  267 

8O 

70-  
- 

~" 60-  
<= - 

50- 
- 

40-  
E - 

E 30-  

~ 2 0 -  

1 0 -  

0 

1.5 

a :b, 

3 _ - t  

2 2.5 3 3.5 
density (gcm -~) 

1 u p p e r  o c e a n i c  c r u s t  2 l o w e r  o c e a n i c  c r u s t  

extrusive basalt O gabbro 

A sheeted dykes ,~ oxide gabbro 

3 back-are basins 4 LIPs 

JI- basalt O subaerial basalt 

X basaltic andesite [ ]  submarine basalt 

5 volcanic apron 6 continental basement 
o f  o c e a n  island amphibolites, 

metagabbro 
volcaniclastics ~ meta-ultramaf t te, 

dioritic gneiss 

,*d 

E 

t~ 
*5 

41b 
3 .  

2-  

, , . . ' " " ' "  

. - ~  o ,, 
,,: ~ ~,n', c'D / . . - " ' "  

,," o~ ooO,.,..,, 

A,O:oo .'t;, 

. . . . . . . . . . . . .  ~ 

0 ~"  I ' I ' I ' I ' I ' I ' I ' " . . . . . . . . . . . .  
0 10 20 30 40 50 60 70 80 

total gamma ray (gAPI) 

C 
3 / 4  ~_ ODP ~1 1.5 

ODP Hole / +  $ / 1~1~ -'~ 
o 768C/, +~+ / . ~  

: 

o o " "  ~ 

l/ o n / /  [] 

~-*'- I ' I ' I ' I 0 

0 10 20 30 40 
total gamma ray (gAPI) 

lil 

0 

0 

/~+ \  
/ .  '_D# 

/ I k )  ~ 

,/ * / : 

/ ,, 
, ~ .  

" - " - 1  ' I ' 1  ' I ' I ' I ' I ' 

10 20 30 40 50 60 70 80 
total gamma ray (gAPI) 

e o ~* • * ~ *  i 2 
~. 1.5 

o <> ~ • ~ 

- E 
• ~ L 1 o_ • <> ~" ~ 3 ~  

r7~ ~ i ~ ~ ._ 

• *," o " 0 . 5  
o i o o i 

, % o  , 1 :  
~ - : ~ . 0  ,,, o o.Yl: 

. . . .  [_ 
ODP Hole 1137A 0 

[] + 

~ - 0 . 5  

0 10 20 30 40 50 60 70 80 
total gamma ray (gAPI) 

Fig. 8. (a) A cross-plot of density versus total gamma-ray distinguishes between mafic rocks from the different 
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less well consolidated and cemented (Schmincke 
et al. 1995). The better cementation of the 
breccia results in higher electrical resistivity, 
density, and P-wave velocity values. Less 
cementation, the clayey matrix and the small 
grain size (ash) of the tufts reduce the P-wave 
velocity, density, and electrical resistivity. 

Oxide-gabbros. Oxide-gabbros are character- 
ized by low to intermediate electrical resistivity 
values between 3 and 300 ohm m and high 
densities between 2.9 and 3.4 g cm -3. P-wave 
velocities are similar to those of the olivine 
gabbros (5.2-6.7 km s -1). The density increases 
with decreasing resistivity. We relate this 
resistivity-density trend to an increasing iron 
and titanium oxide content in the rocks. 
High amounts of ilmenite (FeTiO3, density 
4.5-5.0 g cm -3) and magnetite (Fe304 density 

- 3  • • • ' .  

5.2 g cm -) cause a rise in density and increase 
the electrical conductivity due to enhanced 
grain contacts (Pezard et al. 1991). Similarly, 
the high photo-electric factor value in the oxide 
gabbros (Fig. 5) is caused by the higher photo- 
electric factor of the heavy elements iron and 
titanium compared to the lighter rock-forming 
elements of an olivine gabbro. 

Olivine gabbros and metamorphic rocks. Oli- 
vine gabbros and metamorphic rocks have the 
highest electrical resistivity values (up to 
100 000 ohm m) and high density (2.8 to 
3.1 gcm-3)  and P-wave velocity values 
(6.8-7.9km s -1) (Figs 5 and 6a-c). Rocks 
with electrical resistivity < 1000 ohm m, show 
increases in electrical resistivity and P-wave vel- 
ocity with increasing density, just like the basalts 
mentioned earlier. At electrical resistivity values 
>1000ohm m, electrical resistivity shows a 
broad value range, while density and P-wave vel- 
ocity are close to their maximum values. This 
narrow range in density and P-wave velocity 
values at high electrical resistivities 
(> 1000 ohm m) indicates that porosity changes 
are too little to affect density and P-wave vel- 
ocity readings. The very broad range in resis- 
tivity values, however, suggests that the 
connectivity of (micro-) cracks varies and has 
an effect solely on electrical resistivity. Petro- 
physical measurements on cores from Hole 
735B give very low porosity values (<1%), 
and indicate that the porous network is controlled 
by primary microstructures (grain boundaries) 
and by plastic foliation (Iledefonse & Pezard 
2O01 ). 
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Low density values ( < 2 . 8 g c m  -3) were 
obtained on several gabbro samples from ODP 
Hole 1105A, and can be related to alteration. In 
the core data-set, gabbros deviate from the 
general trend of increasing density with increas- 
ing P-wave velocity (Fig. 6d) indicating that the 
velocity-density relation in the gabbroic rocks is 
not only controlled by fracturing, but also 
by compositional and mineralogical changes. 
Iturrino et al. (1991) illustrated the varying 
relations between P-wave velocity and density 
from core with respect to the mineralogical com- 
position of the gabbros. This is particularly 
important for core measurements, while the 
logging data integrate over larger volumes and 
also record fractures. 

Slightly higher P-wave veloci~ values in the 
gabbros (average value 6.6 km s -  ) compared to 
the metamorphic rocks (average 6.2-6.4 km s - l )  
and also slightly higher P-wave velocity values 
in metagabbros compared to the amphibolites 
(average values 6.4 and 6.2 km s -a,  respectively) 
indicate the influence of anisotropy in the rocks 
caused by variations in intensity and dip of the 
metamorphic foliation on P-wave velocity. Large 
intervals of the gabbros from Holes 735B and 
l105A are plastically deformed, and magmatic 
layering (as indicated by grain size or modal vari- 
ation) occurs locally (Robinson et al. 1989; Cannat 
et al. 1991; Pettigrew et al. 1999). However, most 
of the data from Hole 735B are from depth inter- 
vals where foliation is weakly developed 
(Robinson et aL 1989). In contrast, amphibolites 
from KTB are locally foliated, while the metagab- 
bros partly preserve their original igneous texture 
(Hirschmann et al. 1997). Petrophysical analyses 
on core samples from a deeper depth interval 
of KTB-VB show that P-wave velocities are 

influenced by the effect of anisotropy due to meta- 
morphic foliation. Microcracks preferentially 
spread out in the foliation plane, reducing 
P-wave velocity perpendicular to it (Berckhemer 

et aL 1997). 

P-wave v e l o c i ~ - d e n s i t y  relation. This trend 
of increasing P-wave velocity with increasing 
density observed in log and core data (Fig. 6c 
& d) was approximated using regression analy- 
sis. The results for the log data is: 

Vp,o~ = -4 .65  + 3.64plog 

using a linear model, or: 

Vp,o~ -- exp (0.76plog) × 0.64 

using an exponential model where Vp is the 
' . l O g  

P-wave velocity and Plog is the density from the 
down-hole measurements. 

The result for the core data is: 

Vp~or ° = -5.11 + 3.8poor e 

The exponential model is: 

Vpco~ ° -- exp (0.77Pcore) x 0.63 

where Vp ..... and Pcore are the P-wave velocity and 
density from core measurements. 

For both core and log data, low values of the 
residual sums of squares and high values of the 
coefficient of determination (r 2) indicate that 
the exponential model gives a better fit to 
the data (Table 4). The trends observed in the 
logging and core data are very similar and fit 
well with those calculated by Christensen & 

Table 4. Parameters for the regression functions in Figure 6c & d 

Linear model Non-linear model 

Logging data 
Equation Vp = -4.65 + 3.64p Vp = exp(0.76p) × 0.64 
Number of points 7050 7050 
Residual sum of squares 2485.5 106.7 
Coefficient of determination (r 2) 0.64 0.65 
Standard error for constant 0.090 
Standard error for coefficient 0.032 

Equation Vp = - 5 . 1 1  + 3 . 8 0 1 )  

Number of points 450 
Residual sum of squares 128.7 
Coefficient of determination (r 2) 0.64 
Standard error for constant 0.382 
Standard error for coefficient 0.134 

Core data 
Vp = exp(0.77p) × 0.631 

450 
4.5 
0.68 

Due to limitations in computing capacity, the data-set for logging data was reduced by using only every second data point. 
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Salisbury (1975) on DSDP basalts (Fig. 6d). The 
good agreement in the regression functions cal- 
culated for log and core data shows that the 
relationship between density and P-wave vel- 
ocities in mafic rocks is similar for both in situ 

and laboratory data. Christensen & Salisbury 
(1975) also observed that a non-linear solution 
for the density-velocity relation is more appro- 
priate than a linear solution. A non-linear 
solution suggests that, for the same change in 
density, the P-wave velocity value range is 
smaller for low densities than for high densities. 
This can be interpreted as recording differences 
in structure and pore space. Vesicular, pillowed, 
and brecciated basalts are characterized by low 
density and low velocity values, and show an 
almost linear increase in density and P-wave vel- 
ocity values. In contrast, in massive basalts, 
gabbros and metamorphic rocks where pore 
space is controlled by fractures, the P-wave 
velocity values increase more rapidly than 
the density values (see also Figs 5 & 7b). 
While density reflects changes in pore space 
independently from pore space structure, 
P-wave velocity is affected by the spatial distri- 
bution of pore space. Wilkens et al. (1991) 
showed that the aspect ratio of void space strongly 
influences P-wave velocity; low aspect ratios 
(fractures) reduce P-wave velocity more strongly 
than high aspect ratios (vesicles) at the same por- 
osity. Moreover, Christensen & Salisbury (1975) 
concluded that unaltered basalts have lower vel- 
ocities because of their finer grain size and 
hence greater grain boundary porosity than 
gabbros of the same mineralogical composition. 

The P-wave velocity readings of the volcani- 
clastic rocks are below the regression line. This 
can be explained by particularly weak grain con- 
tacts and deteriorating elastic properties. Data 
from the oxide gabbros plot off the line 
because of their much higher density, due to 
their high content of dense oxide minerals. 

Variations in total gamma ray and 

potassium, thorium, and uranium content 

Figure 8a shows a cross-plot of density versus 
total gamma ray. The data from the different 
rock types and geological settings plot in dis- 
tinguishable clusters. 

Basalts from upper oceanic crust. Basalts from 
upper oceanic crust are characterized by low total 
gamma-ray values, mostly below 20gAPI 
(Fig. 8a). Fresh basalts from mid-ocean ridges 
have particularly low potassium, thorium, and 
uranium contents, resulting in low total 
gamma-ray values. Several studies on the geo- 

chemistry and mineralogy of oceanic basalts 
show that potassium is concentrated in secondary 
minerals such as clays (K-rich smectites, celado- 
nite) during low-temperature oxidizing sea-floor 
weathering due to circulation of sea-water 
through the crust (e.g. Gillis & Robinson 1988; 
Alt 1995). Therefore, total gamma-ray values 
increase with alteration of these rocks (e.g. 
Bartetzko et al. 2001; Rrvillion et al. 2002). A 
positive correlation between potassium and 
total gamma ray confirms that potassium is the 
largest contributor to the gamma radiation in 
these rocks (Fig. 8b & c). Thorium and 
uranium values are very low in oceanic crust, 
mostly < 1 ppm for both logs (Fig. 8d & e). 
Although these values are very low, Rrvillion 
et al. (2002) demonstrated that spectral gamma- 
ray measurements give reliable results in these 
rocks for uranium. Increased values of up to 
1.8 ppm thorium and 1.4 ppm uranium occur 
locally in Holes 418A and 801C. Farr et al. 

(2001) showed that uranium enrichments in 
these holes are associated with the precipitation 
of carbonates and Fe-oxides. 

Comparing the boreholes in oceanic crust, 
variations in natural gamma-ray data are appar- 
ent. In particular, the value range of pillow 
basalts from Hole 418A and of pillow basalts 
and breccias from Hole 801C are much larger 
than data from the other holes (Fig. 5). Both 
holes were drilled into oceanic crust older 
100Ma. Grevemeyer & Bartetzko (2004) 
showed that scattering of gamma-ray data from 
ODP holes drilled into oceanic crust increases 
with the age of the rocks. This is probably 
related to the increase in the heterogeneity of 
the crust due to the formation of different gener- 
ations and types of K-bearing secondary 
minerals. 

Gabbros from lower oceanic crust. Gabbros 
from lower oceanic crust also have low values 
of total gamma ray. Similar to the basalts from 
upper oceanic crust, gabbros from the lower 
oceanic crust are poor in potassium, thorium, 
and uranium (Fig. 8a-e).  The gabbros of Holes 
735B and l105A represent a lower-crustal 
hydrothermal alteration regime (Alt 1995) 
where no accumulation of potassium, thorium 
and uranium occurred. 

Basalts from back-arc basins. Primitive basalts 
from the Lau Basin (ODP Holes 834B and 839B) 
have similar low values of total gamma ray 
(3-11 gAPI) and low contents of radioactive 
elements, just like the basalts from upper 
oceanic crust (Fig. 8a-e).  Basaltic andesites 
have slightly higher values (6-22 gAPI), which 
are probably caused by a higher primary 
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potassium content of the parent magma and/or 
extensive alteration. 

Basalts from Hole 768C are characterized by 
higher total gamma-ray values (20-30 gAPI; 
Fig. 8a) and elevated potassium values between 
1 and 1.5 wt% (Fig. 8c), while contents of 
thorium and uranium remain low. These rocks 
show a strong alteration, associated with the 
replacement of plagioclase by K-feldspar 
(Rangin et al. 1990) that causes an increase in 
the gamma-ray values. 

assium values are relatively low (0.4-1.2 wt%). 
Thorium values are high, and range between 
3.5 and 8 ppm (Fig. 8d). Uranium values are 
highly variable and range between 0.2 and 
> 2  ppm (Fig. 8e). The high thorium values 
may be explained by synsedimentary mixing of 
the basalt clasts with thorium-bearing minerals 
in volcaniclastic sediments derived from more 
evolved volcanism of the neighbouring island 
of La Gomera (Schmincke & Segschneider 
1998). 

Volcanic islands and LIPs. These rocks show 
very variable values of total gamma ray. Rocks 
from the HSDP2 borehole and ODP holes from 
the North Atlantic (Holes 553A, 642E and 
917A) have low total gamma-ray values 
between 2 and 30 gAPI, while basalts from the 
Kerguelen Plateau (ODP Holes 1137A and 
1140A) have the highest gamma-ray values, of 
up to 80 gAPI (Fig. 8a & b). 

In Hole l I40A, elevated total gamma-ray 
values in the K-rich lava flows and pillow basalts 
(Fig. 5) are related to a higher potassium content 
of the magma (Coffin et al .  2000). Basalts from 
ODP Hole 1137A divide into two groups with 
high total gamma-ray values (Fig. 8b). One 
group shows very high total gamma ray 
(40-75 gAPI) and high potassium values 
(1.5-3.5 wt%; Fig. 8c) and corresponds to the 
high gamma-ray-low thorium (2-4.5 ppm) field 
in the total gamma-ray versus thorium cross-plot 
(Fig. 8d). The other group shows intermediate 
total gamma-ray values (30 and 45 gAPI) and pot- 
assium contents of 1 to 1.5 wt%. These basalts 
are characterized by higher thorium values 
(3-6.6ppm). In Hole 1137A, a glauconite- 
bearing sandy packstone overlies the basalts and 
marks a transgression. In addition, volcaniclastic 
sediments and a fluvial conglomerate are sand- 
wiched between lava flows (Coffin et al. 2000). 
These potassium- and thorium-beating sediments 
partly infill the rough surface of the underlying 
vesicular and brecciated top part of the lava 
flows, and cause the higher thorium values seen 
in the rocks of Hole 1137A. Post-magmatic altera- 
tion probably mobilized potassium in these sedi- 
ments, resulting in the observed high potassium 
level in these lavas. In the brecciated top parts of 
the subaerial basalts, alteration has led to a more 
substantial secondary enrichment of potassium 
and the highest values in total gamma-ray and 
potassium logs. 

Resedimented volcaniclastics. Mafic volcani- 
clastic rocks from the volcanic apron of Gran 
Canaria are characterized by total gamma-ray 
values between 31 and 57 gAPI (Fig. 8a). Com- 
pared to these high total gamma-ray values, pot- 

Metamorphic rocks from continental 

basement. Rocks from continental basement 
are characterized by high total gamma-ray 
values (31 to 57 gAPI). Figure 8 shows a good 
correlation between the three radioactive 
elements potassium, thorium, uranium and total 
gamma-ray. Amphibolites have higher total 
gamma-ray, potassium, and thorium values than 
the metagabbros and ultramafitites (Fig. 9). 
However, although the amphibolites and meta- 
gabbros were derived from similar source rocks 
of enriched E-MORB composition (Harms et al. 

1997) they exhibit differences in fabrics that 
point to a strongly inhomogeneous deformation 
during metamorphism. While the original 
igneous texture is widely preserved in the meta- 
gabbros, amphibolites exhibit a wide range of 
metamorphic fabrics, ranging from homo- 
geneous, weakly foliated amphibolites, through 
fine-grained anaphibolites with pronounced com- 
positional layering, to coarse-grained amphibo- 
lites, usually enriched in felsic minerals. 
Quartz-feldspar mobilization suggests that 
partial melting has taken place as a consequence 
of an influx of water (Schalkwijk 1991; 
Schalkwijk & Strckhert 1992). By comparing 
down-hole data with rock fabric and mineralogi- 
cal composition, Pechnig et al. (1997) identified 
a positive correlation between the grade of meta- 
morphic overprint and the amount of radioactive 
elements: regional metamorphism modified the 
structure and composition more in amphibolites 
than in the metagabbros and ultramafitites. As a 
consequence, metagabbros and ultramafitites 
remained closer to the original composition and 
thus have lower gamma-ray values. 

The dioritic gneisses from hole Sancerre-Couy 
are characterized by higher total gamma-ray 
values (39 gAPI on average) and slightl~ lower 
density values (average value 2.8 g c m - )  than 
the amphibolites from the same hole (Fig. 5). 
These physical properties can be related to their 
more intermediate chemical composition 
(Fig. 3) and an enrichment in felsic minerals of 
lower density (e.g. feldspar). Log responses of 
intermediate igneous and metamorphic rocks 
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are discussed in more detail by Pechnig et al. 

(2005). 

Summary and conclusions 

The in-si tu physical properties of the various 
mafic rocks presented here constitute the first 
comprehensive compilation of such data. The 
rocks are mostly of basaltic composition and 
occur as different lava morphologies (submarine 
and subaerially erupted lava flows or pillows), as 
intrusives (dykes and gabbros), metamorphic 
rocks (amphibolite, metagabbro, meta- 
ultramafitite) or resedimented volcaniclastic 
sediments (breccia and tufts in a debris flow). 
Although their composition is similar, they 
show large differences in the value ranges of 
the different physical properties. Differences in 
electrical resistivity, P-wave velocity and 
density can be explained by structural and tex- 
tural variations in the rocks, as these log proper- 
ties are particularly sensitive towards fracturing 
and porosity. These variations are mostly 
caused by the differing cooling histories of the 
magmas in the different geological settings 
(e.g. slow cooling in lower oceanic crust, rapid 
quenching in submarine environments). Differ- 
ences in photo-electric factor values and total 
gamma ray are primarily related to variations in 
composition and to the alteration of the rocks. 

These relations between log responses and 
variations in structure and composition are 
summarized in Table 5. The most important 
observations are as follows. 

• Fracturing is an important factor explaining 
the differences in electrical resistivity, 
density and P-wave velocity. In igneous 
rocks, fracturing is strongly related to the 
cooling history of the magmas and intrusive 
rocks that cooled slowly and are character- 

ized by a low fracture density (e.g. gabbros) 
and have high values of these physical prop- 
erties. Extrusive rocks that quenched rapidly 
(e.g. pillow basalts, brecciated tops of lavas) 
are strongly fractured and are therefore 
characterized by low values of electrical res- 
istivity, density and P-wave velocity. 

• The vesicularity of a rock is controlled by the 
primary composition of the magma (volatile 
content), and the cooling history of the lava 
flow and vesicularity is the key factor for 
changes in the physical properties of basalts 
from LIPs and back-arc basins. The presence 
of vesicles increases the porosity of the rock 
and, in dependence of the filling material 
(water, void space, alteration minerals), 
causes the density and P-wave velocity to 
decrease. In most boreholes drilled into 
back-arc basins and LIPs, low electrical res- 
istivity values in vesicular rocks indicate 
that vesicles are interconnected and filled 
with conductive material (sea-water, clay 
minerals). 

• Metamorphic foliation causes an anisotropy 
in the rocks that particularly influences 
P-wave velocity. Therefore, oceanic gabbros 
from intervals with low foliation have higher 
P-wave velocities than the metamorphic 
rocks from KTB. 

• Variations in grain size and cementation of 
resedimented volcaniclastic material result 
in changes in electrical resistivity, P-wave 
velocity and density. The coarser the grain 
size and the better cemented the rock, the 
higher are the values in these physical 
properties. 

• Primary variations in magma composition 
may be observed (1) in higher values of 
total gamma ray, for example in basaltic 
andesites from back-arc basins and (2) in 
increased values of the photo-electric factor 

Tab le  5. Importance of the different log properties for distinguishing the various effects of variations in 
structure and composition of mafic rocks 

Electrical P-wave  Density Photo-electr ic  Total 

resistivity veloci ty factor g a m m a  ray 

Fracturing • • 

Vesiculari ty • • 

Metamorphic  foliation - -  • 

Resedimentation • • 

Primary composition (•) 
Alteration • 
Metamorphic overprint 
Resedimentation 

B 

m 

m 

Variations in structure 

Variations in composition 

m 

m 

m 

Important. 
- -  Not relevant. 
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and density in the iron- and titanium-rich 
gabbros. 

Weathering, subsurface alteration, meta- 

morphism and resedimentation often result 

in an uptake of highly mobile potassium. 

The total gamma-ray log may therefore be 

used as an indicator for such processes. 

We have shown that cross-plots of one phys- 

ical property reflecting variations in composition 

(e.g. total gamma ray), versus one physical prop- 
erty related to structural variations (e.g. density), 

can be used to distinguish rocks from different 

geological settings. The overall similarity of 

log properties from the same lithology and geo- 

logical setting confirms the reliability of the 

logging data. This is important, as the logging 

tools were originally not designed for igneous 

or metamorphic environments. Therefore, our 

presented data provide a good basis for quality 

control of logging data from future boreholes 

drilled in similar geological settings. Moreover, 

this study may present basic data for geoscienti- 

fic modelling where in situ data are required. 

This study used logging data and core data from various 
boreholes, collected and composed from different 
sources. The Ocean Drilling Program (ODP) provided 
part of the data. The ODP is sponsored by the US National 
Science Foundation (NSF) and participating countries 
under the auspices of Joint Oceanographic Institutions 
(JOl), Inc. The Hawaii Scientific Drilling Project was 
drilled by the International Continental Drilling Project 
(ICDP). Data were made available by GeoForschungszen- 
trum (GFZ) Potsdam, Gernlany. The German Continental 
Drilling Project (KTB) was funded by the German Minis- 
try of Research and Technology (BMFT). Logging data 
and core data from Sancerre-Couy were kindly made 
available by the Bureau de Recherches Grologiques et 
Mini~res (BRGM), France. We are grateful to the 
German Science Foundation (DFG), which supported 
most of the individual studies, and with it, the establish- 
ment of a database. Many thanks to R. England for his con- 
structive comments on the manuscript, and to R. Brown 
for proofreading. Constructive comments by two anon- 
ymous reviewers helped to significantly improve the 
manuscript. We especially thank J. Wohlenberg, who 
initiated and supported these studies. 
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Appendix 1. Minimum, maximum, mean, standard deviation (SD), and number of depth points (n) for electrical 
resistivity (logarithmic scale) and P-wave velocity of the different rock types from the single boreholes 

Electrical resistivity (log, ohm m) P-wave-velocity (km s- l) 

Hole Min Max Mean SD n Min Max Mean SD n 

Upper oceanic crust 
Massive 395A 1.5 2.6 2.1 0.26 173 4.8 7.2 6.1 0.62 173 
basalt 418A 1.9 2.7 2.3 0.24 64 5.0 6.2 5.8 0.24 64 

504B 0.9 2.3 1.6 0.29 442 4.2 6.7 5.7 0.42 442 
801C 1.5 3.7 2.6 0.5 433 4.1 6.6 5.7 0.36 438 
896A 1.0 1.7 1.2 0.19 85 4.5 5.9 5.3 0.25 85 

Pillows 395A 0.7 2 1.4 0.21 1463 3.0 7.2 4.7 0.63 1461 
418A 0.9 2.5 1.8 0.22 1580 3.0 6.5 5.2 0.44 1580 

504B 0.7 1.7 1.0 0.16 984 3.6 6.5 4.9 0.45 984 
801C 1.2 2.7 1.8 0.26 667 3.8 6.4 5.1 0.38 667 
896A 0.5 1.2 0.9 0.13 703 3.0 6.5 4.7 0.39 703 

Breccia 801C 1.0 3.6 1.5 0.3 465 3.0 6.1 4.6 0.49 465 
896A 0.7 1.0 0.8 0.04 51 4.1 5.2 4.7 0.25 51 

Dykes 504B 2.0 2.7 2.4 0.15 1208 4.5 6.9 6.0 0.31 1208 

Lower oceanic crust 
Gabbro 735B 1.7 4.5 3.5 0.56 860 4.5 7.9 6.6 0.46 859 

1105A 1.1 4.0 2.4 0.52 596 4.8 6.8 6.0 0.38 596 
Oxide gabbro 735B 0.7 2.6 1.5 0.30 325 5.2 6.7 6.4 0.29 325 

1105A 0.6 2.6 1.5 0.42 125 5.3 6.6 6.1 0.28 125 
Back-arc basins 

Basalt 768C 0.2 1.0 0.3 0.20 656 2.9 5.0 3.3 0.41 656 

834B 0.4 2.8 1.4 0.53 633 No data 
839B 0.4 0.9 0.5 0.01 383 No data 

Basaltic 834B 0.6 1.7 0.9 0.24 313 No data 
andesite 839B No data No data 

Massive 
basalt 

K-rich 
Vesicular/ 

brecciated 

Pillows 

Breccia 

Tuff 

Amphibolite KTB 
Metagabbro KTB 
M. -ultra-m. KTB 

Amph. + gar. S. Couy 
Amphibolite S. Couy 
Dioritic gn. S. Couy 

Hot-spot volcanoes and large igneous provinces 
HSDP2 0.7 1.3 0.96 0.12 2808 No data 
553A 0.4 3.3 1.7 0.44 276 2.1 7.5 5.5 0.89 258 
642E 0.8 3.3 1.6 0.38 727 2.3 6.0 5.0 0.59 719 
917A 1.4 3.0 1.8 0.33 345 4.2 7.0 5.4 0.42 342 
1137A 1.4 2.6 2.0 0.33 154 3.7 6.2 5.2 0.47 152 
l140A 0.8 3.1 1.9 0.36 111 2.7 6.5 4.8 0.91 102 
l140A 1.8 2.1 2.0 0.14 13 4.5 5.7 5.2 0.45 9 
HSDP2 0.6 1.1 0.8 0.01 1953 No data 

553A 0.3 1.1 0.6 0.23 65 1.8 4.5 2.7 0.68 65 
642E 0.2 1.2 0.6 0.22 102 2.4 5.0 3.7 0.54 102 
917A 0.5 1.2 0.9 0.25 81 2.9 5.1 3.7 0.50 81 
1137A 1.2 1.7 1.3 0.12 63 3.6 4.6 4.1 0.30 63 
1140A 1.4 2.5 1.9 0.21 66 2.7 6.1 5.1 0.67 63 

Mafic volcaniclastics from the volcanic apron of an ocean island 
956B 0.6 1.1 0.9 0.I2 164 2.9 3.5 3.3 0.15 65 
956B 0.5 0.7 0.6 0.01 127 2.5 3.0 2.7 0.14 127 

Continental crust 
2.2 5.0 3.7 0.57 1281 5.6 6.8 6.2 0.20 1316 
2.6 5.0 3.8 0.53 649 5.6 6.9 6.4 0.25 654 
2.3 4.2 3.1 0.38 86 5.1 7.0 6.2 0.23 86 
1.7 4.0 2.5 0.36 288 3.7 7.1 6.3 0.34 689 
1.6 3.5 2.2 0.38 689 4.4 7.1 6.0 0.42 288 
1.8 3.7 2.5 0.51 84 5.2 6.8 5.9 0.32 84 

m.-ultra-m., meta-ultramafitite; amph. + gar., garnet-bearing amphibolite; dioritic gn., dioritic gneiss; S. Couy, Sancerre-Couy. 



LOG RESPONSES OF MAFIC ROCKS 277 

Appendix 2. Minimum, maximum, mean, standard deviation (SD), and number of depth points (n) for total 

gamma ray and densit3~ of the different rock types from the single boreholes 

Total gamma ray (gAPI) Density (g cm -3) 

Hole Min Max Mean SD n Min Max Mean SD n 

Upper oceanic crust 
Massive 395A 2.4 9 4.3 1.2 173 1.9 3.0 2.8 0.17 170 
basalt 418A 5 7.3 5.8 0.6 64 2.7 2.9 2.9 0.04 64 

504B 0.5 7.2 1.8 1.0 442 1.4 3.0 2.7 0.26 442 

801C 2.8 22.7 5.9 2.3 388 2.2 3.3 2.9 0.11 438 
896A 1.8 5 2.7 0.5 85 No data 

Pillows 395A 3.5 19 8.2 2.1 1463 1.3 3.0 2.5 0.28 1449 
418A 4.3 46.3 8.5 3.6 1580 1.3 3.0 2.6 0.26 1580 
504B 0.8 8.6 3.0 0.1 984 1.3 3.0 2.5 0.24 984 
801C 3.3 19.6 8.9 2.8 667 1.9 3.5 2.8 0.21 667 

896A 1.8 7.7 3.7 0.9 703 No data 
Breccia 801C 3.4 31.8 11.6 4.7 448 1.8 3.5 2.5 0.27 465 

896A 2.1 5.4 3.4 0.8 51 No data 
Dykes 504B 0 2.4 1.1 0.4 1208 1.6 3.1 2.7 0.25 1208 

Lower oceanic crust 
Gabbro 735B 0.5 12.1 3.06 2.1 860 2.1 3 2.9 0.09 860 

1105A 2.9 8.1 4.9 1.0 596 2.8 3.3 3.0 0.06 596 
Oxide gabbro 735B 0.3 13.9 3.5 1.9 325 2.9 3.3 3.1 0.08 325 

l105A 3.2 5.9 4.5 0.6 125 2.9 3.4 3.1 0.09 125 

Back-arc basins 
Basalt 768C 14.3 42.8 24.5 4.6 656 2.1 2.5 2.3 0.08 656 

834B 3.1 8.7 5.1 1.1 633 1.2 3 2.3 0.46 633 
839B 4.5 10.8 6.7 0.94 532 1.7 2.6 2.2 0.12 532 

Basaltic 834B 6.6 14.2 10.8 1.7 317 1.4 2.6 2.1 0.19 317 
andesite 839B 8.4 22.3 12.8 1.6 505 1.2 2.6 2.1 0.23 505 

Hot-spot volcanoes and large igneous provinces 
Massive HSDP2 6.3 13.2 10.0 1.5 2808 No data 
basalt 553A 3.4 15.9 8.2 2.5 276 2.6 3 2.8 0.11 276 

642E 3.6 17.2 8.3 2.0 739 2.4 3 2.8 0.10 739 
917A 6.3 20.6 13.9 3.5 345 2.6 3 2.8 0.09 345 
1137A 23.9 42.6 32.3 5.3 154 2.6 2.9 2.8 0.05 154 

l140A 6.3 16.2 9.1 1.8 111 2.7 3 2.8 0.06 111 
K-rich 1140A 16.8 24.7 19.3 2.3 13 2.8 3 2.9 0.03 13 
Vesicular/brecciated HSDP2 6.3 13.2 9.1 1.5 1983 No data 

553A 9.4 18.2 18.0 4.6 65 1.8 2.6 2.3 0.17 65 
642E 8.9 25.6 16.4 4.4 102 2.2 2.7 2.5 1.12 102 

917A 11.1 31 19.2 5.2 81 2.2 2.5 2.4 0.10 81 
1137A 35.2 82.4 59.3 11.6 63 2.3 2.5 2.4 0.07 63 

Pillows 1140A 13.2 23.5 18.9 2.4 66 2.3 2.9 2.8 0.14 66 

Mafic volcaniclastics from the volcanic 
Breccia 956B 36.4 56.5 43.9 4.9 

Tuff 956B 31.1 49.7 37.8 3.5 
Continental crust 

Amphibolite KTB 14.1 64.7 28.1 6.3 
Metagabbro KTB 8.7 39.2 17.4 3.8 
M.-ultra-m. KTB 8.7 31.6 14.8 4.1 
Amph. + gar. S. Couy 8.7 50.9 20.4 7.7 
Amphibolite S. Couy 9.0 43.7 19.9 6.1 
Dioritic gn. S. Couy 20.4 67.9 38.7 15.0 

apron of an ocean island 
164 2.1 2.6 2.4 0.08 143 
127 2.2 2.3 2.2 0.03 127 

1316 2.5 3.1 2.9 0.07 1316 
654 2.8 3.1 3.0 0.05 654 

86 2.3 3.1 3.0 0.12 86 
689 2.8 3.2 3.0 0.06 689 
288 2.7 3.1 2.9 0.06 288 

84 2.6 2.9 2.8 0.08 84 

m.-ultra-m., meta-ultramafitite; amph. + gar., garnet-bearing amphibolite; dioritic gn., dioritic gneiss; S. Couy, Sancerre-Couy. 



278 A. BARTETZKO ETAL. 

Appendix 3. Minimum, maximum, mean, standard deviation (SD), and number of depth points (n) of  photo- 
electric factor and neutron log responses of the different rock types from the single boreholes 

Photo-electric factor (barns/e-) Neutron log (%) 

Hole Min Max Mean SD n Min Max Mean SD n 

Massive 
basalt 

Pillows 

Breccia 

Dykes 

Gabbro 

Oxide gabbro 

Basalt 

Basaltic 
andesite 

Upper oceanic crust 
395A 1.9 6.4 4.2 0.6 173 4.7 18.2 8.5 3.1 173 
418A 3.5 4.8 4.1 0.3 64 8.5 20.1 12 3.0 64 
504B 0 9.6 3.4 0.8 442 4.5 35.9 12.3 5.3 442 
801C 3.6 7.3 5.7 0.6 438 1.9 32.7 7.5 3.5 438 
896A No data No data 
395A 1.3 6 3.7 0.8 1463 8.3 100 27.2 14.5 1463 
418A 1.8 5.4 3.5 0.5 1580 9.3 61.2 24.2 7.7 1580 
504B 0.4 6.6 3.0 0.5 984 8.1 45.2 27.3 6.1 984 
801C 2.4 7.1 5.2 0.7 667 5.2 62.7 17.0 8.2 667 

896A No data No data 
801C 2.8 7.0 4.6 0.8 465 5.5 73.5 27.8 12.5 465 

896A No data No data 
504B 1.9 5.9 3.7 0.64 1208 3.8 28.6 12.8 4.9 1208 

Lower oceanic crust 
735B 2.2 7.2 3.9 0.6 860 - 1 18.2 1.8 2.9 860 
1105A 2.8 8.5 4.5 2.8 596 0.7 18.1 3.4 0.7 596 
735B 3.8 11.3 6.3 1.5 325 0.6 8.2 2.0 1.1 325 
1105A 4.3 11.5 6.5 4.3 125 0.8 6.0 2.5 0.8 125 

Back-arc basins 
768C 3.7 5.8 4.4 0.4 656 23.2 54.1 44.6 5.6 656 
834B 1.1 5.0 3.0 0.9 633 13.8 72.9 36.1 13.9 633 
839B 1.7 4.5 3.6 0.6 526 36.2 66.4 49.9 4.9 532 
834B 1.7 4.9 3.2 0.6 317 29.5 75.6 56.1 7.7 317 
839B 1.6 4.9 3.6 0.7 505 25.7 67.1 43.4 7.5 505 

Hot-spot volcanoes and large igneous provinces 
Massive HSDP2 No data No data 
basalt 553A No data 9.4 33.5 16.3 5.4 276 

642E 2.1 5.3 3.5 0.4 739 11.2 41.7 20.4 6.0 739 
917A 3.7 7.2 5.3 0.6 345 No data 
1137A 4.7 6.4 5.5 0.4 154 6 20 11.0 3.4 154 
lI40A 4.3 6.4 5.2 0.5 111 7 17 11.1 2.8 111 

K-rich 1140A 4.8 5.9 5.4 0.3 13 10 12 10.9 6.9 13 
Vesicular/brecciated HSDP2 No data No data 

553A No data 36.1 59.5 45.5 5.1 65 
642E 2.9 4.3 3.6 0.3 102 21.7 53.8 39 6.7 102 

917A 3.5 4.6 4.1 0.24 81 No data 
1137A 4.0 5.3 4.9 0.3 63 20 32 25.9 3.0 63 

Pillows 1140A 2.7 6.1 5.4 0.7 66 7 19 10.7 2.6 66 
Mafic volcaniclastics from the volcanic apron of an ocean island 

Breccia 956B 2.6 5.1 4.5 0.3 143 38.5 46.6 42.2 1.8 104 
Tuff 956B 3.9 5.2 4.2 0.3 127 43.3 53.1 47.8 2.0 127 

Continental basement 
Amphibolite KTB 2.2 6.1 4.4 0.4 1316 5.1 26.6 12.3 2.4 1316 
Metagabbro KTB 3.4 5.7 4.6 0.4 654 8.6 29.7 13.6 3.0 654 

M.-ultra-m. KTB 2.9 6.3 4.6 0.5 86 9.3 34.8 22.8 6.8 86 
Amph. + gar. S. Couy 3.2 6.4 4.7 0.5 688 3.6 20.2 11.4 2.9 689 
Amphibolite S. Couy 3.5 6.2 4.5 0.4 288 4.7 21.6 12.3 3.1 288 
Dioritic gn. S. Couy 2.6 5.3 3.6 0.6 84 1.7 14.1 7.5 2.8 84 

m.-ultra-m., meta-ultramafitite; amph. + gar., garnet-bearing amphibolite; dioritic gn., dioritic gneiss; S. Couy, Sancerre-Couy. 
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Abstract: An extensive data-set of petrophysical down-hole measurements exists for 
boreholes drilled into continental crystalline crust. We selected boreholes covering a 
range of different types of plutonic rocks and gneisses in amphibolite or high-grade meta- 
morphic rocks. According to Serra's concept of electrofacies, a specific set of log responses 
should characterize one rock type. Here, we concentrate on the detection of compositional 
variations between rock types. Bulk composition of the protoliths influences the mineralo- 
gical composition of the metamorphic rock, and we demonstrate how this impacts on the 
down-hole measurements. Integration of logging data with geochemical core data and 
mineralogical descriptions allows the calibration of the log responses to rock types. The 
relationship of the log responses with core data shows a remarkably good correlation, and 
diagnostic trends are detected. From the logs, potassium and neutron porosity are particu- 
larly helpful in distinguishing different types of gneisses and igneous rocks with respect 
to their protoliths. The proportions of amphibole/pyroxene, mica+ K-feldspar and 
feldspar + quartz in the rocks seem to control the direction of correlation in a cross-plot, 
i.e. positive or negative, depending on increasing or decreasing mineral proportions. This 
is true for all boreholes, and a generalized classification scheme could be developed for 
these crystalline rocks. 

Introduction 

During the last few decades, several boreholes 
were drilled into igneous and metamorphic 
basement rocks. Exploration drilling has been 
performed for the purposes of mineral mining, 
tapping geothermal energy or disposal of 
wastes as well as in the framework of research 
drilling in continental or oceanic crust. In con- 
trast to well logging in the traditional hydro- 
carbon environment, information about log 
responses in igneous and metamorphic rocks is 
scarce. This is especially true for the acid and 
intermediate rocks of the continental basement. 
Besides some early compilations of log responses 

from the principal igneous and metamorphic 
rocks (Keys 1979; Desbrandes 1982), most 
studies performed hitherto have focused on 
single boreholes drilled into continental base- 
ment (Daniels et al. 1983; Sattel 1986; Paillet 
1991; Pratson et al. 1992; Traineau et al. 1992; 
Nelson & Johnston 1994; Pechnig et al. 1997). 

These studies showed that the complex geologi- 
cal conditions of crystalline rocks, particularly 
metamorphic rocks, are not easily determined 

from the logs, because of the superposition of 
log responses produced by the varying compo- 
sitional and structural variations of crystalline 
rocks. Hitherto, no systematic interpretation or 
classification charts are available for crystalline 
rocks. Therefore, this study is focused on a 
comparison of igneous and metamorphic rock 
types from drill-holes in continental basement. 
It comprises, besides foregoing electrofacies ana- 
lyses individually performed for the different 
holes, a core log integration to develop classifi- 
cation charts, which include all available 
information on rock chemistry and mineralogy. 

Log and lithological data compilation 

This study is based on a comparison of wireline 
data with mineralogical and geochemical data 
from core and cuttings samples. Log, core, and 
cuttings data from the following boreholes were 
compiled and analysed: KTB pilot hole, 
Leuggern, Schafisheim, Brttstein, Soultz-sous- 
For~ts GPK1, Moodus and Cajon Pass (Fig. 1). 
These boreholes cover a wide range of different 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. PetrophysicaI Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 279-300. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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Fig. 1. Location of the boreholes compared in this study. 

types of acid to intermediate plutonics, orthog- 
neisses and paragneisses. From each borehole, 
one or several intervals were chosen to be repre- 
sentative for the lithology. Intervals were 
selected using the following criteria: 

(1) general availability and quality of the 
logging data; 

(2) availability of core/cuttings information; 
(3) intervals with good borehole conditions to 

avoid logging tool failure sources from 
borehole enlargements, and 

(4) homogeneous sequences and large bed 
thickness, to minimize log integration 
effects on bed boundaries. Since the focus 
of this study is concerned with the effect 
of the rock composition on the tool 
responses, fractured, brecciated and 
strongly altered intervals were generally 
excluded. 

Geological setting and lithology o f  the 

selected boreholes 

Metamorphic rocks were drilled in the boreholes 
KTB (Emmermann & Lauterjung 1997; 
Hirschmann et al. 1997), Moodus (Naumhoff 
1988), Leuggern (Peters et al. 1989a) and 
Cajon Pass (Silver et al. 1988). The rocks 

drilled in these boreholes mainly comprise 
paragneisses, orthogneisses and metabasites 
overprinted by amphibolite-facies up to granu- 
lite-facies metamorphism. Plutonic rocks were 
drilled in the boreholes Soultz-sous-F6rets 
(Traineau et al. 1992), Brttstein (Peters et al. 

1986) and Schafisheim (Matter et al. 1988), and 
in the deeper parts of the Leuggern borehole 
(Peters et aL 1989a). The drilled rocks include 
granites to granodiorites, syenites and monzo- 
nites. An overview of the boreholes, their rock 
content and petrogenetic evolution is given in 
Table 1 and Figure 2, and is summarized in the 
following section. 

The German Deep Continental Drilling Project 
KTB drilled two deep holes at the western margin 
of the Bohemian Massif. The drill site itself lies 
within the Zone of Erbendorf-Vohenstrauss 
(ZEV), a small crustal segment of the Variscan 
orogenic belt. Two boreholes, separated by only 
a short distance of 200 m from each other, were 
drilled. The pilot hole (KTB-VB) reached a final 
depth of 4001 m, and was almost completely 
cored. The drilled crustal segment consists of an 
alternating sequence of three main lithological 
units: paragneisses, metabasites and 'variegated' 
units of paragneiss-metabasite alternations 
(Emmermann & Lauterjung 1997). All these 
units have suffered pervasive metamorphism to 
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mainly composed of porphyroid granite with 
intercalated fine-grained leucogranitic intru- 
sions, both affected by pervasive alteration. 
Hydrothermally altered zones of several metres 
in thickness are frequently observed along 
major fracture zones, where the granite is signifi- 
cantly altered (Genter 1989; Genter et al. 1989; 
Traineau et al. 1992). 

The Moodus borehole extends to a depth of 
1460 m near the town of Moodus in central Con- 
necticut, USA. In 1987 the well was drilled into 
the crystalline rocks of the eastern Appalachians, 
with the objective of evaluating seismic hazard 
risks for the installation of power plants. Nine 
cores, roughly 2.5 m in length, were recovered at 
150 m intervals, and cuttings were collected at 
6 m intervals (Naumhoff 1988). The drilled lithol- 
ogy consists of paragneisses and orthogneisses of 
acid to intermediate composition, with minor 
intercalations of mafic metamorphic rocks. Two 
different terranes of the Appalachian mountain 
belt were encountered. In the upper part, the hole 
penetrates rocks of the Early Palaeozoic Merri- 
mack terrane, and passes at about 820 m into the 
underlying Avalon terrane (Naumhoff 1988). 
Based on radiometric age determinations, these 
rocks are Late Precanabrian in age (620 Ma; 
Wintsch & Aleinikoff 1987). The Merrimack and 
the Avalon terranes are separated by a major 
ductile thrust fault system called the Honey Hill 
fault zone. Mineral assemblages associated with 
the fault zone indicate that the dominant ductile 
fabric developed under amphibolite-grade meta- 
morphic conditions about 390 Ma ago (Naumhoff 
1988). In contrast to the other boreholes described, 
the rocks drilled in the Moodus borehole only 
locally show a greenschist-facies overprint, and 
brittle deformation is rare. 

The Cajon Pass scientific borehole, 4 km north 
of the San Andreas Fault in California, was 
drilled to measure the heat flow and state-of- 
stress at seismogenic depth to explain the 'heat- 
flow-stress paradox' observed in the San 
Andreas fault zone (Lachenbruch and Sass 
1988). The borehole was drilled to 3.55 km into 
a series of plutonic rocks and orthogneisses. 
Information on lithology is mostly based on cut- 
tings, since only 3% of the borehole was cored. 
The rocks are orthogneisses of gabbroic to grani- 
tic composition, and were overprinted under 
amphibolite-facies conditions 75-81 Ma ago 
almost sychronously with dioritic intrusions 
(Silver et al. 1988). A Late Miocene tectonic 
phase resulted in the formation of 'low angle 
fractures', which, during the Pliocene, acted as 
pathways for hydrothermal fluid circulation and 
corresponding zeolite-facies alteration (Vincent 
and Ehlig 1988). 

Minera log ica l  and  geochemica l  

compos i t ion  o f  the rocks 

Geochemical data-sets and information on rock 
modal composition were collected from the lit- 
erature (Matter et al. 1988; Peters et al. 1989a, 
b; Peters et al. 1986; Genter et al. 1989; Silver 
et al. 1988; Ambers 1989; KTB-Data CD). The 
rock modal data comprise results from point 
counting and X-ray diffraction analyses. The 
average geochemical and mineralogical compo- 
sitions for 25 rock types are displayed in 
Tables 2 & 3. The bulk composition of the 
rocks can be summarized as follows. 

The biotite granites and aplites of the bore- 
holes: Schafisheim, Leuggern, Btttstein and 
Soultz-sous For~ts GPKI show comparable 
granitic chemical signatures, with tendencies 
towards alkaline composition for the Schafisheim 
granite and aplite (Fig. 3). The main chemical 
differences concern the K20 content, which 
corresponds to variations in the average 
potassium-feldspar volume between 17% and 
41%. The variations in K-feldspar contents are 
caused by the substitution of K-feldspar by plagi- 
oclase, while quartz and biotite proportions 
remain almost constant in the granites. Com- 
pared to the granites, the aplites have lower 
biotite contents. 

The monzonites and syenites of the Schafisheim 
borehole were classified after Streckeisen with 
regard to their modal composition (Matter et al. 

1988). Low quartz contents and high amphibole 
contents separate them from the other plutonic 
rocks compiled for this study. Although the 
monzonites and syenites show considerable 
differences in their modal composition, their 
average chemical composition is quite similar, 
both plotting into the syeno-diorite field 
(Fig. 3). Larger differences between syenites 
and monzonites concern the potassium and 
sodium concentrations controlling the varying 
potassium-feldspar/plagioclase ratio of these 
rocks (Table 3). 

The rocks of the orthogneiss group span a suite 
from almost gabbroic composition to leucocratic 
gneisses of granitic composition. Their chemical 
signature is widely controlled by the stage of 
magmatic differentiation of the plutonic precur- 
sor rocks as visible for the Cajon Pass orthog- 
neisses (Fig. 3). The average element contents 
and modal composition of the Cajon granitic 
gneiss are in the range of the biotite granites 
from the other boreholes. Higher quartz con- 
tents are documented for the Moodus granitic 
gneiss. This observation is in agreement with 
the higher SiO2 values measured in this rock 
type. 
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Table 3. Mean major-element values of the selected rocks 
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Lithology Hole n SiO2 A1203 K20 Na20 CaO Fe203 FeO MgO TiO2 Ref. 

Biotite granite Schaf. 8 69.0 
Leug. 10 69.1 
B~Stt. 12 71.1 
GPK1 3 66.8 

Monzonite Schaf. 8 50.1 
Syenite Schaf. 19 49.3 
Aplite Schaf. 7 69.7 

Leug. 13 74.1 

Gabbroic Cajon 1 53.8 
Dioritic Cajon 5 60.3 
Granodioritic Cajon 6 61.5 
Granitic Cajon 1 71.1 

Mood. *298 77.6 
K-feldspar Mood. *577 73.5 
Quartz-feldspar Mood. *586 74.4 

(Sillimanite)-biotite Leug. a 10 74.2 
Leug. b 18 60.3 
KTB 32 64.4 
Mood. "2541 70.8 

Hornblende Leug. 3 60.3 
KTB 7 56.0 
Mood. *2707 68.3 

K-feldpar KTB 8 52.4 
Quartz-plag. KTB 2 66.8 

Plu~nicroc~ 
13.9 5.7 3.4 1.6 9.2 0.8 1.2 0.5 (1) 
14.7 5.2 2.9 1.5 0.4 2.1 1.3 0.5 (2) 
14.3 4.9 2.7 1.4 0.5 1.6 0.9 0.4 (3) 
14.2 4.1 3.9 2.2 4.3 1.5 0.7 (4) 
14.3 5.1 2.7 5.7 1.8 5.9 7.7 1.5 (1) 
12.5 6.2 1.5 6.1 1.8 5.9 10.1 1.5 (1) 
14.3 4.6 4.5 1.5 0.7 1.1 0.7 0.3 (1) 
13.6 4.3 3.4 0.9 0.5 0.6 0.4 0.1 (2) 
Orthogneisses 
14.8 1.7 2.9 7.7 9.5 5.1 1.0 (5) 
16.9 2.6 4.1 5.3 5.3 2.6 0.8 (5) 
15.7 3.4 3.5 5.1 5.2 3.0 0.7 (5) 
14.0 4.3 3.4 2.0 1.4 0.5 0.2 (5) 
13.8 5.4 NA 2.3 0.5 0.1 0.1 
12.9 4.5 NA 3.7 3.0 1.6 0.5 
12.4 4.8 NA 2.0 1.6 4.6 0.3 
Paragneisses 

12.0 2.4 2.6 1.4 0.8 2.4 1.2 0.5 (2) 
19.5 4.2 0.9 2.5 1.6 4.7 1.9 0.8 (2) 
15.8 2.6 2.7 1.3 6.0 2.4 0.9 (6,7) 
12.3 3.4 NA 4.8 4.7 2.7 0.8 
14.7 2.4 3.5 3.5 3.2 4.8 3.5 1.4 (1) 
15.0 2.0 2.9 5.2 8.3 3.8 1.3 (6,8,9) 
14.0 2.7 NA 5.2 3.5 5.6 0.6 
15.5 3.3 3.7 5.2 8.6 3.1 1.1 (6,8) 
16.0 1.7 4.9 2.1 3.9 2.7 0.5 (6,10) 

References (1) Matter et  al. (1988); (2) Peters et  aL (1989b); (3) Peters et al. (1986); (4) Traineau et  al. (1992); (5) Silver et  aL (1988); 
(6) KTB-Data CD; (7) Heinschild et  al. (1988); (8) Stroh & Tapfer (1988); (9) Tapfer et  al. (1989); Wittenbecher et  al. (1989). 
Leug. a: plagioclase-biotite gneiss (metagreywacke). 
Leug. b: cordierite-bearing sillimanite-biotite gneiss (metapelite). 
*Mean values calculated from geochemical logging data. 
NA: Information is not available. 

Compared to the selected plutonic rocks and 
orthogneisses, the paragneisses show a more 

complex mineralogical composition. Besides 
the main components (quartz, feldspar, biotite 

and amphibole in varying amounts), white mica, 
sillimanite, cordierite and garnet also occur. The 

present mineralogical composition is mainly 
caused by the original sediment bulk compo- 
sition, but is also affected by the degree of meta- 

morphism. The biotite gneisses show strong 
variations in quartz content (15-55%) and the 
amount of biotite, white mica and sillimanite 
(Hirschmann et al. 1997; Naumhoff 1988; 

Peters et al. 1989a). Besides the migmatitic 
version of the Leuggern paragneisses, all other 

types contain almost no K-feldspar. Pyroxene is 
observed only in the Moodus biotite gneisses. 
The chemical composition of the biotite gneisses 

of the different boreholes varies significantly, 
corresponding with changes in the modal 
composition. 

Hornblende paragneisses were drilled in the 
boreholes Leuggern, KTB and Moodus. The 

precursor rocks are siliciclastic sediments 

mixed with mafic rock components of volcanic 
origin, such as ashes or volcaniclastics (Harms 

et al. 1997; Hirschmann et al. 1997; Naumhoff 
1988; Peters et al. 1989a). The relative pro- 

portions of siliciclastics and volcanic com- 
ponents determine the overall chemistry and 

mineralogy of the hornblende gneisses. Thus, 
they show considerable differences in their 
mean mineralogical composition, particularly 
regarding the quartz, amphibole and biotite 

contents. 

Petrophysical characteristics o f  the rocks 

A wide spectrum of logging operations were 

carried out in the selected boreholes, including 
the recording of acoustic, electric and nuclear 

data. The logs that were evaluated for this 
study (Table 4) were performed by the following 

Schlumberger tools: the dual laterolog (DLL); 
litho density tool (LDT); natural gamma-ray 
spectroscopy tool (NGT); compensated neutron 
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Fig. 3. Total alkali versus silica diagram for the chemical analyses of rock types selected for this study (modified after 
Wilson 1989). 

tool (CNT); and different sonic tools, such as the 
digital sonic array tool (DST) and the compen- 
sated sonic tool (CST). General information on 
logging tools and their measurement principles 
can be found in Ellis (1987), Rider (1996) and 
Hearst & Nelson (2000). 

Log analysis was carried out by applying the 
electrofacies method, originally introduced by 
Serra (1984) for log interpretation in sedimentary 
rocks. Like a lithofacies description, which 
comprises several petrographic and chemical 

characteristics, the electrofacies method com- 
bines the petrophysical value ranges recorded 
by different logging tools. An electrofacies 
characterizes a rock type by a specific set of 
log responses, and thus allows it to be distin- 
guished from others. The concept is not restricted 

to the use of electrical measurements. Any log 
property suitable for the characterization of a 
rock type may be used. This study incorporates 
the log curves for total gamma-ray, potassium, 
bulk density, neutron porosity, electrical resis- 

Table 4. Overview of tools and logs used for this study 

Tool Log Principle 

DLL (dual laterolog) 
SDT (Sonic digital tool) 

DSI (Dipole shear sonic imager) 
CNT (compensated neutron tool) 
LDT (litho density tool) 

NGT (natural gamma 
spectrometry tool) 

LLD (ohm m) Laterolog deep 
DTCO (its m -~) Compressional-wave 

travel time 

NPHI (%) Neutron porosity 
RHOB (g cm -3) Bulk density 

SGR (API*) Spectral (total) 
gamma-ray 

POTA (%) Potassium content 
THOR (ppm) Thorium content 
URAN (ppm) Uranium content 

Electrical resistivity 
Travel time of sound 

Absorption of neutrons 
Absorption/scattering 

of gamma-rays 
Natural gamma-ray 

emissions 

*API: American Petroleum Institute. 
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tivity and P-wave velocity as being standard 

logging parameters. 

Log analysis was carried out separately for 

each borehole. All available information on 

core and cuttings descriptions was collected 

and, using core-log-correlation, the in situ 

logging data were assigned to the different mag- 

matic and metamorphic rock types. A total of 25 

electrofacies were defined. Tables 5 - 7  display 

the log value statistics for the rock types sep- 

arated within the different boreholes. The 

minimum, maximum, mean values and standard 

deviation are given for each electrofacie. The 

data are calculated from the borehole sections 

marked in Figure 2, taking into account the selec- 

tion criteria defined on p. 280. Figure 4 displays 

these values graphically. The similarities 

and differences in the borehole geophysical 

characteristics can be summarized as follows. 

The gamma-ray values cover a large value 

range (40-550 API) within the plutonic rocks 

and gneisses. The average gamma-ray values of 

the plutonic rocks are about 250 API for the 

granites/aplites and about 350 API for the 

syenites/monzonites, and are thus significantly 

higher than the gamma-ray mean values of all 

the gneisses. Highest values occur in the 

Schafisheim monzonites, with about 550 API. 

Besides the granitic gneiss and the K-feldspar 

gneiss of the Moodus borehole, all of the other 

gneisses have lower gamma-ray values (<210 

API) than the igneous rocks. The potassium log 

responses in general correlate with the gamma- 

ray ones, showing on average higher potassium 

contents for the plutonic rocks than for the gneisses. 

The investigated rocks have bulk density 
values from 2.30 g c m  -3  to 2.95 g c m  -3  with 

strong variation within the three groups of plu- 

tonics, ortho- and paragneisses. The average 

bulk density of granites and aplites ranges 
between 2.59 ___ 0.02 g c m  -3  and 2.65 ___ 

0.02 g c m  -3, which is in excellent agreement 

Table  5. Electrofacies statistics displayed for the different rock ~pes. Minimum, maximum mean, 
and standard deviation of gamma-ray and potassium log responses 

Lithology Hole Total gamma ray (API) Potassium (%) 

Min Max Mean SD n Min Max Mean SD 

Plutonic rocks 
Biotite Schafisheim 187 356 259 32 462 3 . 5 5  5.82 4.79 0.40 462 
Granite Leuggern 163 312 257 17 984 4.31 6.92 5.85 0.38 984 

B6ttstein 181 304 230 19 662 4.37 6.59 5.35 0.40 662 
GPK1 196 308 260 18 1 0 0 5  3.73 7.93 4.96 0.50 1005 

Leucogranite GPK1 130 280 225 35 320 3 . 8 7  6.36 5.30 0.50 320 
Monzonite Schafisheim 127 548 333 64 456 4 . 3 1  8.91 6.30 0.90 456 
Syenite Schafisheim 215 510 332 58 532 4.47 8.44 6.84 0.74 532 
Aplite Schafisheim 168 329 244 33 242 4.06 6,62 5.29 0.39 242 

Leuggern 157 333 252 32 406 3.58 6.79 5.57 0.59 406 
Orthogneisses 

Gabbroic Cajon 44 100 73 11 61 1 . 7 3  2.51 1.95 0.18 61 
Granodioritic Cajon 66 210 97 20 720 2.36 4.07 3.21 0.28 720 
Dioritic Cajon 59 198 91 16 1 0 2 8  2 . 0 3  3.57 2.68 0.21 1028 
Granitic Cajon 80 165 106 15 343 3 . 3 5  4.52 4.03 0.28 343 

Moodus 156 433 202 31 298 3 . 4 3  7.99 4.57 0.65 298 
K-feldspar Moodus 111 363 176 45 448 2 . 5 7  5.75 3.62 0.55 448 
Quartz-feIdsp. Moodus 64 134 109 12 264 1 .77  5.31 4.05 0.78 264 

Paragneisses 
(Sillimanite) Leuggern* 82 192 141 16 903 2 . 3 3  5.76 3.90 0.54 903 
Biotite gneiss Leuggern" 90 211 151 19 1 5 4 6  1 . 9 9  6.14 4.32 0 . 6 1  1546 

KTB-VB 72 136 99 11 1 8 5 6  1 . 4 4  3.34 2.39 0.38 1856 
Moodus 98 167 121 10 755 2.06 4.22 2.91 0.33 755 

Hornblende gneiss Leuggern 75 169 133 22 130 1 . 5 0  4.04 2.53 0.63 130 
KTB-VB 53 99 77 8 664 1 .33  2.57 1.88 0.23 664 
Moodus 35 135 81 16 1 1 1 6  1 .17  3.91 2.34 0.46 1116 

K-feldspar KTB-VB 79 185 138 26 101 1 .83  5,62 3.85 1.02 101 
Quartz-plag. KTB-VB 66 100 76 7 109 1 .35  2.46 1.8 0.05 109 

*Plagioclase-biotite gneiss (metagreywacke). 
+Cordierite-bearing sillimanite-biotite gneiss (metapelite). 
SD: standard deviation. 
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Table 6. Electrofacies statistics displayed for the different rock types. Minimum, maximum mean, and 
standard deviation of density and neutron log responses. 

Hole Density (g c m  3) Neutron porosity (%) 

Min Max Mean SD n Min Max Mean SD n 

Plutonic rocks 
Biotite Schafisheim 2 . 5 5  2.64 2.61 0.02 462 0.6 4.0 1.7 0.6 462 
Granite Leuggern 2.52 2.66 2.60 0.02 984 0.8 7.5 3.4 1.3 984 

Brttstein 2.45 2.64 2.59 0.02 662 1.4 13.0 3.7 1.6 662 
GPK1 2.58 2.73 2.65 0.02 1005 0.7 5.9 1.8 0.8 1005 

Leucogranite GPK1 2.54 2.70 2.60 0.02 320 0.3 2.9 0.9 0.3 320 
Monzonite Schafisheim 2 . 5 8  2.90 2.79 0.05 456 6.5 16.1 9.8 1.8 456 
Syenite Schafisheim 2 .61  2.94 2.80 0.07 532 3.2 20.5 10.4 2.9 532 
Aplite Schafisheim 2 .55  2.66 2.61 0.02 242 1.2 2.8 1.8 0.4 242 

Leuggern 2.51 2.71 2.61 0.03 406 0.8 8.9 2.9 1.8 406 
Orthogneisses 

Gabbroic Cajon 2.58 2.92 2 . 7 3  0.09 61 -0.1 9.6 2.7 2.2 61 
Granodioritic Cajon 2.31 2.79 2 . 5 8  0.09 720 - 0.1 4.9 0.2 0.9 720 
Dioritic Cajon 2.30 2.91 2.68 0.10 1028  -0.2 8.3 1.6 1.4 1028 
Granitic Cajon 2.38 2.71 2.55 0.07 343 - 1.3 2.4 0.5 0.5 343 

Moodus 2.59 2.70 2.62 0.01 298 -0.6 0.9 0.1 0.2 298 
K-feldspar Moodus 2.57 2.81 2.71 0.05 448 - 0.6 4.3 2.1 1.0 448 
Quartz-feldsp. Moodus 2.53 2.85 2.68 0.07 264 - 0.9 2.0 0.1 0.6 264 

Paragneisses 
(Sillimanite) Leuggern* 2.49 2.81 2.68 0.04 903 3.6 19.6 8.0 2.5 903 
Biotite gneiss Leuggern' 2.50 2.81 2.7 0.04 1546 4.6 24.4 12.5 3.9 1546 

KTB-VB 2.40 2.92 2.74 0.04 1856 2.8 14.6 8.7 2.3 1856 
Moodus 2.68 2.82 2.76 0.02 755 1.4 5.8 3.2 0.8 755 

Hornblende gneiss Leuggern 2.47 2.85 2.72 0.06 130 0.9 19.7 6.0 4.5 130 
KTB-VB 2.68 3.01 2.86 0.05 664 6.1 15.9 11.1 1.5 664 
Moodus 2.54 2.95 2.73 0.06 1 1 1 6  -0.6 5.6 1.1 0.9 1116 

K-feldspar KTB-VB 2.58 2.87 2.69 0.06 101 1.1 15.6 5.9 3.1 101 
Quartz-plag. KTB-VB 2.63 2.74 2 . 6 8  0.02 109 3.8 9.7 6.3 1.2 109 

*Plagioclase-biotite gneiss (metagreywacke). 
'Cordierite-bearing sillimanite-biotite gneiss (metapelite). 

with granite density data from laboratory 

measurements (2.60 + 0.07 g cm-3; Landolt- 

Brrnstein 1982). Monzonites and syenites are 

distinctly separated from the acid plutonics by 

higher-density values of 2.79 + 0.05 g cm -~ 

and 2 . 8 0 _  0.07 g cm -3. Most of the gneissic 

rock types show broad value ranges, frequently 

skewed by very low-density values. This is par- 

ticularly the case for the Cajon orthogneisses 

with density records lower than 2.45 g cm -3. 

Although we restricted the data selection to inter- 

vals of good borehole conditions (caliper devi- 

ations < 10% of bit size) and a general low 

tectonic overprint, low-density values were 

registered. They are explained as being related 

to small joints and fissures or borehole wall irre- 

gularities not detected prior to data analysis. 

The P-wave velocity values of the selected 
rocks are between 3.2 km s -1 and 6.9 km s -1. 

Mean values of the different rocks do not 
scatter significantly, and are between 5.1 +__ 

0.03 km s-  1 and 6.1 _ 0.02 km s-  1. Surpris- 

ingly, P-wave velocity values are lower in the 

monzonites/syenites than in the granites/ 

aplites, although the monzonites and syenites 

have higher density values. Values of the orthog- 

neisses are high, with mean values of more than 
5.8 __+ 0 . 0 2 k m s  -1 and minimum values not 

below 5 . 0 k m s  -1. Besides the hornblende 

gneisses, mean values of the paragneiss group 
are below 5.7 km s-1 and in a similar range to 

the plutonic rocks. Very low values ( < 4  km s-1) 

are only observed for the Leuggern biotite 

gneisses and the KTB potassium-feldspar gneiss. 

Beside the gamma-ray and the potassium log 

the neutron porosity exhibits the strongest differ- 

ences between the rocks selected for this study. 

Most paragneisses are significantly separated 

from the orthogneisses, granites and aplites by 

their high neutron porosity values of up to 
almost 25%. Only the monzonites/syenites 

reach comparable value ranges. Granites, 



LOG RESPONSES: ACID/INTERMEDIATE ROCKS 

Table 7. EIectrofacies statistics displayed for the different rock types. Minimum, maximum mean, and 
standard deviation of P-wave velocity and electrical resistivity data 
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Lithology Hole Electrical resistivity (log ohm m) P-wave velocity (km s-1) 

Min Max Mean SD n Min Max Mean SD n 

Plutonic rocks 
Biotite granite Schafisheim 1.6 2.6 2.0 0.1 462 4.7 5.7 5.3 0.2 462 

Leuggern 2.4 4.8 3.9 0.7 984 4.9 5.9 5.6 0.2 984 
B6ttstein 2.6 4.4 3.5 0.4 662 5.3 5.9 5.6 0.2 662 
GPK1 1.8 4.7 3.3 0.6 1005 5.3 6.3 5.8 0.2 1005 

Leucogranite GPK1 2.3 4.6 3.3 0.5 320 5.3 6.1 5.8 0.2 320 
Monzonite Schafisheim 1.3 3 2.1 0.4 456 4.9 5.9 5.5 0.2 456 
Syenite Schafisheim 1.8 1.4 2.9 0.2 532 4.4 5.9 5.4 0.2 532 
Aplite Schafisheim 2.6 3.9 3.3 0.2 242 5.2 6.0 5.7 0.1 242 

Leuggern 2.6 4.7 3.5 0.5 406 5.0 5.9 5.5 0.2 406 
Orthogneisses 

Gabbroic Cajon 2.4 3.8 3.2 0.3 61 5.5 6.5 6.1 0.2 61 
Granodioritic Cajon 2.2 4.6 3.9 0.6 720 5.0 6.5 5.8 0.2 720 
Dioritic Cajon 2.0 4.6 3.5 0.6 1028 5.0 6.9 5.8 0.2 1028 
Granitic Cajon 2.8 4.6 4.5 0.3 343 5.2 6.4 5.9 0.2 343 

Moodus 3.0 4.6 4.2 0.2 298 5.6 6.4 5.9 0.2 298 
K-feldspar Moodus 3.3 4.0 3.8 0.1 448 5.2 6.0 5.6 0.1 448 
Quartz-plag. Moodus 2.9 4.8 3.8 0.4 264 5.7 6.4 6.1 0.2 264 

Paragneisses 
(Sillimanite) Leuggern* 1.2 4.6 3.1 0.5 903 3.8 6.3 5.3 0.2 903 
Biotite gneiss Leuggern * 1.3 4.7 3.0 0.5 1546 3.2 6.0 5.1 0.3 1546 

KTB-VB 1.5 4.6 3.4 0.4 1856 4.8 6.2 5.6 0.2 1856 
Moodus 3.5 4.5 4.0 0.2 755 5.0 6.0 5.5 0.1 755 

Hornblende Leuggern 2.5 4.7 3.8 0.6 130 5.0 5.8 5.6 0.2 130 
Gneiss KTB-VB 1.7 4.9 3.6 0.5 664 5.6 6.6 6.1 0.2 664 

Moodus 2.8 5.0 4.0 0.4 1116 5.3 6.6 6.1 0.2 1116 
K-feldspar KTB-VB 2.3 3.4 2.9 0.4 101 3.9 5.8 5.4 0.3 101 
Quartz-plag. KTB-VB 2.3 3.8 3.4 0.3 109 5.5 5.8 5.7 0.1 109 

*Plagioclase-biotite gneiss (metagreywacke). 
*Cordierite-bearing sillimanite-biotite gneiss (metapelite). 

aplites and orthogneisses generally do not exceed 

10%. It is noticeable that the neutron porosity 

values of the Moodus borehole also show low 

values of less than 6% for the paragneisses. 

Electrical resistivity values vary by_ several 
orders of magnitude, from 101 to 105 ohm m. 

They do not show any significant differences 

between the different rock types. In most cases 
mean resistivity values are above 103 ohm m, 

which is characteristic for massive igneous and 

crystalline rocks known from laboratory 

measurements (Landolt-B6rnstein 1982). Sig- 

nificantly lower value ranges are observed for 

the Schafisheim granite, monzonite and syenites 

that point to borehole-specific influences, such 

as an overall higher microcrack density or 
stronger alteration. 

Integrated analysis of log and rock data 

The geochemical, petrographic and borehole 

geophysical data were compared in order to 

extract significant relationships between rock 

composition and log responses. This was per- 

formed using correlation analysis. Pearson corre- 

lation coefficients were calculated using the 

averages of logging, geochemical and mineralo- 

gical values of the different rock types. Besides 

the single mineral phases, correlation coefficients 

were also calculated for the mineral groups: 

(1) quartz, plagioclase and K-feldspar; (2) the 

total amount of biotite, muscovite, chlorite 

and amphibole; and (3) biotite, muscovite and 

K-feldspar. The results are given in Table 8. 

Results of correlation analysis between the log 

data and mineralogical and geochemical rock 

composition will be discussed and interpreted 

in the following sections. 

Effects o f  rock mineralogy on log responses 

The correlation between mineralogical rock data 

and wireline data reveals the following systema- 

tic observations. 
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Table 8. Pearson correlation coefficients calculated between mean values of  geochemical, mineralogical 
and borehole geophysical data-sets 
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Oxide/mineral Gamma Density P-wave Neutron Potassium Resistivity 
ray velocity porosity 

SiO2 - 0.057 * - 0.579 0.094 * - 0.582 0.032 0.488 
A1203 -0.282 -0.072 -0.139 0.307 -0.259 -0.105 
K20 *0.807 -0.287 -0.315 -0.146 *0.874 -0.213 
CaO -0.201 *0.597 0.268 0.155 -0.278 -0.116 
MgO 0.125 t0.709 0.102 0.410 0.060 -0.332 
TiO2 0.057 *0.762 - 0.144 *0.665 - 0.099 - 0.417 
Quartz - 0.304 - 0.300 0.059 - 0.265 - 0.267 - 0.496 
K-feldspar +0.634 - 0.369 - 0.092 - 0.296 *0.697 - 0.092 
Plagioclase *-0.591 -0.171 0.311 -0.315 *-0.568 0.239 
Biotite 0.201 0.216 * -0.588 *0.500 0.239 -0.275 
Muscovite -0.172 0.117 -0.418 "0.510 -0.144 -0.119 
Chlorite -0.342 0.330 -0.012 0.406 -0.391 -0.108 
Sillimanite - 0.044 0.049 - 0.437 0.445 0.053 - 0.159 
Garnet -0.117 0.109 -0.472 "0.610 -0.026 -0.152 
Amphibole - 0.056 *0.546 0.286 0.254 - 0.174 - 0.245 
Mica + Chl. + Amp. -0.042 "0.619 -0.242 *0.704 -0.108 -0.401 
Mica + K-feldspar *0.746 - 0.227 * - 0.500 0.065 *0.825 - 0.272 
Quartz + K-feldspar + Plag 0.019 *-  0.674 0.153 *-0.671 0.120 0.410 

*Correlation is different from zero at a significance level of 0.05. 
*Correlation is different fi-om zero at a significance level of 0.01. 

The most sensitive log for rock matrix vari- 
ations for all gneisses and plutonic rocks is the 

gamma-ray log and, in particular, the potassium 
log, showing the highest correlation coefficients 

( r >  0.8) between rock and log data. Both 

parameters show comparable correlation coeffi- 
cients with rock chemistry and mineralogy. Sig- 
nificant positive correlations are calculated 

between the K-feldspar content and the content 
of the mineral group K-feldspar plus biotite and 

muscovite. The relation to rock mineralogy is 
obvious, since K-feldspar, biotite and muscovite 

contain a considerable amount of potassium in 
their crystal lattice. Figure 5b shows the corre- 

lation between the potassium log and the total 
amount of K-feldspar plus biotite and muscovite. 

With regard to rock type and mineralogical com- 
position (Table 2) the amount of K-beating min- 

erals controls the potassium and gamma-ray data 
to different degrees. In the acid orthogneisses, 

the rocks' potassium content is mainly related 
to the K-feldspars, while potassium content and 
gamma activity in the intermediate to basic 
gneisses is dependent on the amount of biotite. 

The only significant negative correlation is 

calculated for the potassium, respectively the 
gamma ray versus the plagioclase content 
(Table 8). This can be explained by the 
substitution of K-feldspar by plagioclase in 

igneous rocks during magmatic differentiation, 
bearing in mind the rock classification after 
Streckeisen (1967). 

Table 8 also reveals significant correlations 
between neutron porosity and rock composition. 

The highest positive correlation (r = 0.7) was 

calculated for the neutron log versus the amphi- 
bole plus biotite and muscovite content. 

Neutron porosity increases with the increasing 
amounts of these minerals (Fig. 5d). Rocks 
with high mica and amphibole contents, such as 

hornblende gneisses, biotite paragneisses, sye- 
nites and monzonites (see Table 2), plot in the 

upper fight corner of Figure 5d, while granites, 

aplites and granitic rocks plot in the lower left- 
hand corner. In contrast, the neutron log is 
negatively correlated with the quartz plus 

K-feldspar and plagioclase content (Fig. 5c). 
Neutron porosity decreases with increasing 
amounts of quartz plus feldspar. In consequence, 

most granites, aplites and gneisses of granitic 

composition plot into the lower right edge of 
the cross-plot, while syenites/monzonites and 

most paragneisses have higher neutron and 
lower quartz/feldspar values. The high neutron- 

porosity values of some rock types and the 
observed correlation to rock mineralogy can 
be explained by the physical principles of the 

neutron-log measurement. Here, the hydrogen 
content is the most important factor controlling 
the neutron-log responses of a formation, since 
fast-emitted neutrons are slowed down predomi- 

nantly by hydrogen nuclei occurring in the for- 
mation. Hydrogen can be kept in a formation in 

three different ways (Rider 1996): 



292 R. PECHNIG ETAL.  

350 

300 

13_ 250 

>, 

200-  

E 
E 

150 

100 

r = 0 . 7 4 6  Sx 

+G ÷L% 
L ~ ÷B 

M. 
M 

L 

• M 
C K . C_~ 

o K C 
C 

' I ' I ' I ' 

0 20 40 60 80 

K-feldspar + biotite + muscovite (vol.%) 

o•" 5 
v 

E 
-~ 4 
¢q 

o 
Q- 3 

14 

1 2  

. . . - . . , 1 0  

,~ 6 
0 
0.. 4 

- s 2  % 

c 0 

- 2  

-4 

40 

L@ 
K 
e) 

s ~ s x 
Ke 

o L  

Me 

M 

C • 
~7 

7 -  

c) 

r=-0.671 

*K 
L B 
+ + 

s G  ,1L M 
-~<S 

C M 
c~M~ 

100 

14 

12 

~_.10 

" - " 8  

~ 6 
0 

° - 4  ¢- 

P 
-,~ 2 

"- 0 

r = 0 . 8 2 5  Sx 

L ÷L 
< S +B 

÷G < 

Le M 
K . o L  C~ 

c 
v 

Me 

% 

S 

b) 

' I ' I ' I ' 

0 20 40 60 80 

K-feldspar + biotite + muscovite (vol.%) 

r=0.704 L@ 
K 

s× s • 

Me 

*K 

-M <1 

S C 
Vl 

i 

0 

M 
e C 

~7 

K@ 
o L  

L 
¢ 

<> 
C 

I ' I I ' I 

60 80 20 40 60 

quartz + plagioclase + K-feldspar (vol.%) biotite + muscovite + amphibole (vol.%) 

+ biotite-granite ~ granitic gneiss B Bfttstein 
X monzonite ~ K- feldspar gneiss C Cajon 

syenite ~ quartz plagioclase gneiss G GPK I 
<1 aplite o piagioclase-biotite gneiss K KTB-VB 
O gabbroic gneiss • (cordierite)-sillimanite-biotite gneiss L Leuggern 
zx dioritic gneiss ¢ hornblende gneiss M Moodus 
v granodioritic gneiss S Schafisheim 

Fig. 5. Cross-plots of log responses of gamma ray, potassium, and neutron porosity, versus mineralogical composition 
of the rocks. Displayed are the average data from Tables 2 and 4. (a) & (b) Show positive trends between the gamma- 
ray/potassium logs with the total amount of micas and potassium feldspar within the rocks. (c) Shows the strong 
negative correlation between the neutron-porosity log and the quartz plus feldspar content. (d) Reveals the positive 
correlation between the neutron log and the total amount of OH-group bearing minerals. The corresponding Pearson 
correlation coefficients are given in Table 8. 

(1) as free water in pores, fissures and 

fractures; 

(2) as bound water incorporated within min- 
erals; and 

(3) as part of  the crystal lattice in the form of 
OH-groups.  

Since data selection was restricted to fresh, tecto- 

nically almost undisturbed crystalline rocks with 

effective porosities usually < 3 % ,  the effect on 

the neutron log o f  free water in pores and fissures 

becomes  negligible.  This makes it evident that 

the recorded high neutron porosities in the crys- 
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talline rocks are not real in the sense of indicating 
rock porosity, but they are the result of rock 
matrix effects. Minerals with bound water are 
clay minerals such as montmoriUonite and min- 
erals of the zeolite group; however, neither 
occur in the investigated rocks. Therefore, only 
OH-bearing minerals can contribute significantly 
to the total hydrogen content in crystalline rocks. 
This fits with the results of Table 8, since amphi- 
bole and micas have OH-groups incorporated in 
their lattice and their concentration is positively 
correlated with the neutron log. On the contrary, 
quartz and feldspars are free of hydrogen and the 
occurrence of this mineral group is negatively 
correlated with neutron porosity. 

There might be an argument that, besides the 
hydrogen in the formation, the atomic weight 
of the chemical elements also influences the 
(thermal) neutron log response (Schlumberger 
1994), as there is a trend that elements with 
high atomic weights capture neutrons more 
effectively. Furthermore, the presence of 
certain rare-earth and trace elements with 
particularly large capture cross-sections (e.g. 
boron, lithium and cadmium) can have a signifi- 
cant effect on the neutron-log readings (Harvey 
et al. 1996). Rare-earth elements occur in acid/ 
intermediate rocks, sometimes making quite a 
significant contribution. It can be assumed that 
the high neutron-log readings in crystalline 
rocks are produced by superposition of the differ- 
ent effects of hydrogen content, atomic weight 
and rare-earth element concentrations. Further 
investigations would be needed to separate the 
neutron-porosity readings for the different 
effects. 

Correlation analysis has also revealed corre- 
lations between the density and rock mineralogy. 
A positive correlation (r = 0.546) is calculated 
for the relation between density and the amphi- 
bole content. A more significant negative corre- 
lation was calculated between density and the 
total amount of quartz and feldspar. The calcu- 
lated results are explained by the different 
mineral densities, increasing from potassium 
feldspar (2.56 g cm -3) to quartz (2.65 g cm-3), 
to plagioclases 3(2.61-2.76 g cm -3) and micas 
(2.7-3.1 g cm-  ), up to the mafic minerals of 
the amphibole group (3.15-1.25 g cm -3) and 
the pyroxene group (2.9-3.5 g cm -3) groups 
(Wohlenberg 1982; Schrn 1996). Therefore, 
quartz/feldspar-rich rocks show low bulk 
density values, and mafic rocks with consider- 
able amounts of amphibole/pyroxene have high 
rock densities. 

Correlation analysis shows no significant cor- 
relations between P-wave velocity and mineral 
composition. A weak correlation was calculated 
only for the relationship between P-wave vel- 

ocity and biotite and mica contents, respectively. 
These correlations are negative, indicating that 
average P-wave velocity decreases with mica 
content. At the moment there is no plausible 
explanation for this. In this study, correlation 
analysis reveals that the P-wave velocity log is 
not indicative of rock composition. However, it 
is known from laboratory measurements that 
rock-building minerals have characteristic 
P-wave velocities (Schrn 1996) and that a 
relationship with rock modal composition does 
exist. Missing this relationship in our study 
could be explained by structural effects such as 
micro-cracks and foliation. Metamorphic rocks 
are characterized by pronounced foliation, 
which is known to influence the P-wave aniso- 
tropy considerably. In the KTB borehole, up to 
15% P-wave anisotropy was measured within 
strongly foliated biotite gneisses, even under 
simulated in situ conditions (Berckhemer et al. 

1997). The highest P-wave velocity values are 
measured parallel to foliation, while the lowest 
values are measured perpendicular to the foli- 
ation. Therefore, rock anisotropy could be an 
explanation for the strong scatter of in situ Vp 

data for the different rocks. 
The resistivity log does not show any signifi- 

cant correlation with any of the main mineralogi- 
cal components. This was expected, as the pore 
space of the selected crystalline rocks is very 
low and rock-forming minerals usually act as 
electrical isolators. 

Effects o f  rock chemistry on log responses 

The highest correlation coefficient (r----0.87) 
between log data and rock chemical data is calcu- 
lated between the potassium log and the K20 
content of the rocks (Table 8 & Fig. 6a). Small 
differences between the two types of data-set 
are caused by the principal differences in inte- 
gration volume and sampling method between 
the continuous log data and the discrete core or 
cutting analyses. Taking into account the strong 
difference in the amount of data between core 
and log data, the high correlation between the 
two data sources is remarkable. Nevertheless, 
high potassium values in the log data may be 
biased, due to the calculation of potassium 
content from the total energy spectra of 
counted gamma-rays or by accumulation of 
potassium in the borehole mud. The latter was 
observed in mica-rich gneisses in the KTB-VB 
hole (Pechnig et al. 1997). Mica crystals 
became detached from the borehole wall and 
were kept in suspension in the mud. This 
caused gamma-ray log responses to increase by 
up to 10%. 
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A slightly smaller correlation coefficient 
( r =  0.81) was calculated for the gamma-ray 
and the K20 content of the rocks. While the 
relation potassium log versus K20 from cores 
represents variations in only one chemical 
element, the relation between gamma ray and 
versus K20 from cores is also influenced by 

thorium and uranium. These two elements con- 
tribute to the total gamma-ray responses and 
thus change the gamma-ray/potassium ratio. 

Significant correlations exist between the 
density log and the TiO2 and MgO content. 
Titanium and magnesium have higher atomic 
weights than the other rock-forming elements 
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silicon, aluminum, potassium and calcium, and 
they are preferentially incorporated into mafic 
minerals. High TiO2 contents and high density 
values are therefore measured for the most 
mafic rocks: the Schafisheim monzonites/sye- 
nites, followed by the hornblende gneisses of 
Leuggern and KTB (Fig. 6b). The correlation 
between density and TiO~ content is stronger 
than the one between density and MgO content. 
The latter is mainly caused by the very high 
MgO values of the monzonites and syenites, 
thus plotting separately from the general trend 
(Fig. 6c). A weak negative correlation 
(r = - 0 . 5 8 )  occurs between density and SiO2 
content. A possible reason is a coupling of a 
decrease in mafic constituents with an increase 
in both quartz and feldspar. 

The neutron porosity shows correlations com- 
parable to those calculated between the density 
and the chemical elements. The highest coeffi- 
cient is calculated for the relation between 
neutron porosity and the TiO2 content. This 
might be due to different effects of: 

(1) OH-groups incorporated in some mafic 
TiO2-rich constituents; 

(2) higher atomic weights of elements in mafic 
rocks; and 

(3) the occurrence of trace elements. 

The negative trend between the neutron porosity 
and the silicon content is also visible, although 
a strong scatter occurs between the data points. 

The P-wave velocity and electrical resistivity 
logs show no significant correlation with any of 
the chemical elements. This is a further indi- 
cation that these logging parameters are not 
significantly influenced by the chemical compo- 
sition of the selected rocks. 

Log correlation trends as result of 

mineralogical variability 

Although significant correlations between log 
readings and rock composition exist, correlations 
between the log parameters are not detectable on 
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the first viewing. When displayed as a cross-plot, 3. ] - 
the logging data show a large scatter (Fig. 7a & 
b). However, the cross-plot neutron porosity 3 .0-  
versus the potassium log allows the separation 
of the main rock types, since comparable rocks g"  
from different boreholes plot into the same plot E 2.9-  
areas (Fig. 7a). This is especially the case for 

v the granites and aplites. More than 90% of >, 2 .8-  
these data plot between 0 and 7% neutron poros- .~ 
ity and 4 and 7 wt% potassium. Also, the plot c- 
area of the orthogneisses is quite limited. The ~ 2 . -[ -  -o 
largest data scatter is produced by the para- 
gneisses, especially for the neutron-porosity 2.6 
values, which range between 2% and >15%. 
The monzonites and syenites also exhibit a 2 .5  
large data scatter. These rocks are clearly separ- 
ated from the granite field and the paragneiss 
field. Significant overlaps between the main 
rock types exist between the paragneiss and the 
orthogneiss fields in the neutron porosity versus 
potassium plot. Rocks plotting in this area 3 . 1 -  
cannot be distinguished. Data clustering is also 
visible in the cross-plot density versus potass- 3 .0  
ium, and the separation of the main rock types 
is not as sharp as in Figure 7a. This is especially "-" 
the case for the orthogneisses, biotite para- E 2.9 ¢D 
gneisses and hornblende gneisses, which 
show strong overlaps in the density field "-" 2 .8  
2.6-2.8 g cm -3. Granites and aplites are better ._~>" 
separated by their high potassium values. This e- 

a~ 2.7  is also the case for the monzonites/syenites. -o 
By separating the rocks into paragneisses and 

plutonic rocks, significant trends between log 2.6 
parameters become visible. The most prominent 
trends exist for the paragneisses, where two cor- 2 .5  
relation trends occur. Within the large group of 
biotite gneisses, the gamma ray is positively cor- 
related with the neutron porosity (Fig. 7) and the 
density log (Fig. 8). This correlation is clearly 
observed for all the biotite gneisses of the differ- 
ent boreholes, although offsets exist between the 
Leuggern and the Moodus/KTB data. The trends 
can be related to the rock mineralogical variabil- 
ity and will be explained by examples from the 
KTB biotite paragneiss. The mineralogical and 
chemical composition of this gneiss type varies 
considerably, with quartz concentrations 
ranging between 25% and 55%; biotite contents 
between 5% and 40%; and muscovite contents 
between 3% and 38% (Table 2). The varying 
quartz-mica ratios are reflected in the chemical 
composition: i.e. SiO2 values between 45% and 
75% and K20 contents between 2.2% and 3.6% 
(Table 3). Petrographic studies revealed two 
end-members of the KTB biotite gneisses: 
a quartz-rich type with high SiO2 values, and a 
mica-rich rich variety with increased potassium 
contents (Miiller et al. 1989). By comparing 
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Fig. 8. Diagram of the mineralogical end-members 
controlling the relationship between the density and 
gamma array in paragneisses. For signatures, see 
Figure 7. 

mineralogical and chemical data with log- 
ging data it was demonstrated (Haverkamp & 
Wohlenberg 1991; Pechnig et al. 1997) that 
the mica-rich paragneisses have much higher 
gamma-ray, potassium, density and neutron- 
porosity values than the quartz-rich types. This 
can be explained by mineral physics and chem- 
istry. Micas are the most important potassium- 
bearing minerals in the biotite paragneisses, and 
thus they contribute significantly to the measured 
total gamma activity. Micas have higher densities 
than quartz (muscovite: 2 .83gcm -~, biotite: 
3.01 g c m  -3, quartz: 2.65 g cm-3), and they 



LOG RESPONSES: ACID/INTERMEDIATE ROCKS 297 

have incorporated OH-groups in their lattice. 
After Serra (1986) a rock consisting of 100% of 
mica would produce 20-25% apparent porosity 
in the neutron-log readings, while pure quartz 
would produce a neutron-log response of -2%.  

The relationship between the quartz/mica 
ratio and the logging data exists also for the 
Leuggern and Moodus gneisses. In all boreholes, 
the end-members of the observed trends are, as 
marked by the arrows in Figure 8, quartz-rich 
gneisses with low density and low gamma-ray 
values on the one hand, and mica-rich gneisses 
with high density and high gamma-ray values 
on the other hand. In particular, the Leuggern 
biotite gneisses show a pronounced modal varia- 
bility. Quartz contents vary between 15% and 
50%, and total mica plus sillimanite content can 
be more than 60% (Table 2). This produces total 
gamma-ray values varying from 80 to more than 
200 API (Table 5a), and log density ranging 

between 2.49 and 2.81 g cm -3. 
The hornblende gneisses of the Moodus and 

the KTB borehole show divergent trends. In con- 
trast to the biotite gneisses, density and gamma 
ray are negatively correlated (Fig. 8). The main 
components of hornblende gneisses are quartz, 
feldspar, biotite and amphibole, in variable 
amounts (Table 2). Gneisses with low amphibole 
contents have high quartz contents of, and vice 
versa. Enrichment in quartz corresponds with 
the change to a more acid geochemical compo- 
sition of the rocks, which is also accompanied 
by a potassium increase. Since amphiboles 
have a significant higher density than quartz, 
the compositional changes produce a trend with 
the following end-members: amphibole-rich 
hornblende gneisses with low gamma-ray 
values and high density values on the one hand, 
and quartz- and plagioclase-rich hornblende 
gneisses with low densities on the other (Fig. 8). 

Plotting data from the orthogneisses and pluto- 
nic rocks in the cross-plot density versus potassium 
does not reveal significant trends (Fig. 9) as 
observed for the paragneisses. A negative corre- 
lation between density and potassium is visible 
for the orthogneisses, which can be explained by 
mineralogical variations similar to those of the 
hornblende gneisses. Mineralogical end-members 
of this trend are biotite-amphibole-rich orthog- 
neisses of gabbroic/dioritic composition with the 
highest densities, and quartz-plagioclase-rich 
orthogneisses of granodioritic/granitic compo- 
sition with the lowest densities. Gamma activity 
and potassium values increase significantly in the 
field of granites and aplites. Here, only a weak 
trend is visible. This trend is caused by the enrich- 
ment of K-feldspar in these rocks. Due to the sub- 
stitution of K-feldspar and plagioclase in granites, 
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Fig. 9. Diagram of the mineralogical end-members 
controlling the relation between the density and the 
potassium log in orthogneisses and plutonic rocks. For 
signatures, see Figure 7. 

potassium values vary over a considerable range. 
Since the density of K-feldspar, plagioclase and 
quartz (the main components of the granites and 
aplites, Table 2), is more or less the same, rock 
density is not affected by the mineralogical 
variability. 

The monzonites and syenites are separated 
from the granites and orthogneisses, and show 
a data scatter without any trends visible. These 
rocks exhibit high variability in the potassium 
and density values, which is related to the chan- 
ging amounts of their components. High density 
and high potassium values in syenites/ 
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monzonites are related to the enrichment of both 
minerals, hornblende and potassium feldspar. 

In summary, for the orthogneisses and pluto- 
nic rocks, the relation between the density and 
potassium log is controlled by the relative 

amount of the mineral assemblages: amphibole 

plus biotite, quartz plus plagioclase, and potass- 
ium feldspar. 

Conclusions 

Mineralogical, geochemical and in situ petrophy- 

sical data-sets were compiled for this study in 
order to explain log responses in relation to 

rock composition for acid to intermediate 
gneisses and plutonic rock. Correlation analysis 
between the different data types reveals signifi- 

cant correlations between some of the standard 

logs and rock mineralogy. The most prominent 
are the gamma-ray and potassium logs as indi- 

cators for the potassium feldspar and mica 
content. In addition, the density and neutron- 

porosity log are indicative of the rock compo- 
sition. They are strongly controlled by the 
relative amount of amphibole plus mica versus 

quartz plus feldspar. P-wave velocity and electri- 

cal resistivity are essentially independent of rock 
composition. 

These results show that in the investigated 

rock types the standard logging parameters are 
of a different importance for lithology prediction. 
Density-log and neutron-porosity devices, which 

are used in the sedimentary environment as por- 

osity predictors, are indicative of mineralogical 
changes in the crystalline environment. The 

most powerful discrimination between different 

rock types is given by a combination of the 
gamma-ray and the potassium logs on the one 
hand versus the neutron and density logs on the 
other. The combination of neutron versus potass- 
ium logs is suitable for discriminating between 
the main rock types. 

Strong correlations between logging par- 

ameters are also observed within the major 
rock groups. Integration of petrophysical log 
data with information on rock composition 
reveals three major mineralogical background 

parameters which are controlling the log 

responses in gneisses and acid to intermediate 

plutonic rocks. In paragneisses, log correlations 
follow the ratios of the amphibole, quartz and 
mica. In the orthogneisses and granites/aplites 
this is biotite plus amphibole versus K-feldspar 

plus quartz, following the magmatic differen- 
tiation from mafic to acid rocks. Syenites 

and monzonites strongly separate from this 
trend, since potassium feldspar occurs together 
with amphibole and biotite. 

This study used logging data and core data from various 
boreholes, collected and composed from different 
sources. The German Continental Drilling Project (KTB) 
was funded by the German Ministry of Research and 
Technology (BMFT). KTB data were made available by 
the GeoForschungszentrum (GFZ) Potsdam, Germany. 
Logging data from the Leuggern, B6ttstein and 
Schafisheim boreholes were kindly made available by 
NAGRA (National Co-operative for the Disposal of 
Radioactive Waste). Data from the borehole GPK1 
Soultz-sous-For~ts were made available by the Bureau 
de recherches gdologiques et minirres, and the digital 
logging data-sets of the Moodus and Cajon Pass borehole 
were kindly provided by the Borehole Research Group of 
the Lamont-Doherty Earth Observatory, NY, USA. Parts 
of this study were funded by the German Science Foun- 
dation (DFG, Wo-159/11; Wo-159/14). We would also 
like to thank Prof. J. Wohlenberg for initiating these 
studies and for making them possible. 
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Abstract: Problem zones in a sylvinite mine were explored by underground measurements 
using a set of geophysical methods (geosonar, seismics, georadar, EM methods and geo- 
electrics), which yield parameter sets for disturbed and undisturbed rock. Underground 
geo-electrical methods are most suitable for examining humidity content and structures 
for the transport of brines, although they have to be constrained by wave-propagation 
methods. Additional laboratory experiments on rock salt samples were carried out in 
order to provide quantitative evaluation methods. A titration method was used to determine 
the amount of water. This was applied simultaneously with a four-electrode resistivity 
measuring system for samples with very high resistivity. These measurements were made 
on samples at different scales, yielding relationships between water content and resistivity, 
as well as information about the parameter distribution in larger core samples. Together, the 
field and laboratory results show that geo-electrics is a suitable method for the detection and 
evaluation of problem zones of the geological barrier of hazardous waste repositories, and a 
criterion for the risk assessment based upon resistivity measurements is defined. 

High plasticity, high thermal conductivity, and 
ease of mining are the almost ideal properties 
of salt bodies acting as host rocks and cap 
rocks for underground repositories of chemo- 
toxic and radioactive waste. There are several 
locations in layered salt deposits and salt 
domes in northern Germany (Warren 1999) that 
are potentially suited for storing hazardous 
wastes, but, since they occur in populated 
areas, the requirements for the safety analysis 
are very high. Reliable measurement and evalu- 
ation methods for non-destructive geophysical 
measurements are needed urgently in order to 
investigate the integrity of the geological 
barrier and to detect problem zones. Conven- 
tional geological exploration using drill-holes is 
not possible without adversely affecting the 
geological barrier. 

The occurrences of faults and brines in the cap 
rocks constitute the most severe types of problem 
zones. Other risks are related to geological 
inhomogeneities and occurrences of clay, anhy- 
drite and salt minerals containing considerable 
amounts of water of crystallization. Such problem 
zones were explored using a set of geophysical 

methods (geosonar, seismics, georadar, EM 
methods and geo-electrics) in a sylvinite mine 
in Germany (Kulenkampff et al. 2002; Kurz 
et al. 2002), yielding parameter sets for disturbed 

and undisturbed rock. In this mine in the Stidharz 
region, potash was produced from a 30-m-thick 
bedded sylvinite layer (Stassfurt K2) at about 

500 m depth. 
Both geo-electrical measurements and the 

computation of their results are particularly intri- 
cate, but result in a unique method yielding a 
spatial parameter distribution, including lateral 
effects, which shows very strong variations and 
can be evaluated quantitatively. Based upon 
existing experience (Yaramanci & Flach 1992; 
Yaramanci 1994, 2000) geo-electrical measuring 
methods were optimized in order to obtain an 
investigation depth comparable to seismics and 

georadar. 
The sparsity and poor accuracy of laboratory 

data on the petrophysical properties of salt 
rocks pose a problem for the interpretation of 
resistivity surveys. Due to the fragile nature of 
the rocks, the effects of humidity, and possible 
mineralogical alterations, the samples have to 
be prepared and handled very carefully. In an 
earlier study, Kulenkampff & Yaramanci 
(1993) determined the water content by weigh- 
ing. But, taking into account the low water 

content, which is generally less than 0.1% by 
weight, this method is not accurate enough. 
The resistivity measurement method is even 
more demanding, considering the extremely 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 301-306. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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high resistivity and the very small contact area 
between the electrodes and conducting brine. 
Thus, a four-electrode set-up must be used in 
the frequency range relevant for the interpret- 
ation of geo-electrical measurements (0.1 Hz to 
10 Hz). The usual sizes of laboratory samples 
are only slightly larger than the salt crystals, 
which are not representative for the rock proper- 
ties. Due to the requirement for intact samples, 
this causes resistivity values which are systema- 
tically too high. Samples from more porous or 
fractured zones which are more conductive 
usually do not remain intact and cannot be 
measured. Small-scale in situ surveys and 
measurements on larger drill cores (diameters 
of 10cm) can bridge the gap between 
laboratory-scale measurements and large-scale 
underground surveys. 

Field methods 

Problems with underground geo-electrical 
measurements and inversion have a variety of 
causes such as: 

• the prevailing resistivity is very high com- 
pared with more common measuring objects; 

• parameter contrasts are very strong (several 
orders of magnitude); 

• the electrode configurations are constrained 
by limited accessibility; 

• three-dimensional electrode positions and a 
full space resistivity distribution have to be 
considered. 

Instruments that can measure exceptionally 
resistive rocks were used (RESECS (DMT) and 
SIP Fuchs (Radic Research, Berlin)), as well as 
single-channel transient recorders (Texan 
(REFFEK)) with a portable high-power current 
source (Brunner 2001). Even with such special- 
ized instruments, some resistivity values still 
deviate by a factor of two between interchanged 
current and potential electrode arrangements. 
That would mean an error of 100% on a linear 
scale. However, this error is acceptable, 
because the resistivity of the salt rocks ranges 
from 10 ohm m to 100 Mohm m and corresponds 
rather to a logarithmic distribution. Nevertheless, 
the methods have been optimized for a large 
depth of investigation and high resolution at 
lower depths, using dipole-dipole,  Wenner, 
and pole-dipole  arrangements (Friedel 2000). 
Three-dimensional geo-electrical configuration 
factors were computed with the help of an 
exact 3D finite-element model (ANSYS 5.6) of 
the drift, to take into account the irregularity 
and three-dimensional nature of the electrode 

positions, the sketchy geometry of the drift and 
the influences of known cavities in the vicinity. 
Then a 2D-inversion program (Weller 1986; 
Weller et al. 1996) was used together with 
these 3D-configuration factors to invert more 
than 5000 data points on a profile with a length 
of 250 m. The inversion result is a resistivity 
section with a span of five orders of resistivity 
and reasonable sensitivities ( =  investigation 
depth) up to 4 0 m  from the hanging wall 

(Fig. 1). 
However, underground geo-electrical measure- 

ments respond to the complete three-dimensional 
environment. The 2D-inversion scheme projects 
anomalies that are situated below and in lateral 
distance from the profile into the measuring 
plane. The application of a 3D-inversion 
scheme (LaBreque et al. 1999) was not promis- 
ing, because 2D-electrode arrangements were 
required, but only the 1D-profiles along the 
drift were accessible. Nevertheless, although 
lateral effects are possible, most geo-electrical 
anomalies are in accordance with results from 
wave propagation methods. These methods, 
seismics and georadar, are focused into the 
same vertical section. Because the main features 
of wave-propagation methods and geo-electrics 
are matching, these features are not supposed to 
be artifacts, e.g. lateral inhomogeneities reflected 
into the measuring plane. The maximum resistiv- 
ities between 1 Mohm m and 10 Mohm m are 
related to undisturbed salt rocks, in accordance 
with the laboratory results. A low-resistivity 
zone with a resistivity of 100 ohm m in the 
central part of the hanging wall corresponds 
to a fault zone detected with seismics (Fig. 1). 

From geological and geomechanical data, it 
was interpreted as a fracture zone containing 
considerable quantities of brine, but, due to 
safety issues, it could not be explored by 
drilling. 

Laboratory methods 

Salt rocks usually contain only traces of free pore 
water, which only contributes to bulk conduc- 
tivity. However, the constituent minerals often 
contain high amounts of water of crystallization, 
which may be mobilized at room temperature, 
and they may be extremely hygroscopic. There- 
fore, different water binding types have to be 
distinguished. The Karl-Fischer method, the 
most sensitive titration method for trace water, 
with a resolution in the range of a few micro- 
grams (Scholz 1983), was used to determine 
the water content and to distinguish between 
the binding types, based upon the analysis of 
evaporation curves. 
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Fig. 1. Underground geophysical results: interpreted P-wave seismics, georadar reflectors, ultrasonic reflectors 
(geosonar), and geo-electrical inversion results (light: > 1 Mohm m, dark: < l k ohm m). Geo-electrical data 
processing included 2D-inversion with 3D-geometry modelling. Both seismics and geo-electrics detected a 
previously unknown brine-containing fault zone in the centre of the profile. Strong reflections from 10 m above 
the hanging wall (salt clay T3) hampered the georadar wave penetration. 

Mini-plugs ( < 2 0  g) were heat-sealed in the 

mine in order to keep the initial water content. 

The Water content  was evaporated in a K a r l -  

Fischer oven at 60°C, while  recording the 

amount of  water emitted. Three phases of  

evaporation can be dist inguished (Fig. 2): 

• an initial peak in the evaporation curve due to 

free water on the sample 's  surface; 

0.04 3 

0.03 ~ 2 
10 3 ~ "  
7 -~ 

•o02 4 = v 

0.01 2 

0 .00 10 4 

0 30 60 90 120 

t ( ra in)  

Fig. 2. Drying curve of a sylvinite mini-plug in the 
Karl-Fischer oven at 60°C. Dots: evaporated water 
mass referred to the sample mass (Gw). Diamonds: 
evaporation rate referred to the sample mass (Vd). 
Water from the external sample surface is evaporated 
within 10 minutes; the plateau up until 30 minutes is 
caused by free pore water. After about 20 minutes the 
water of crystallization is activated and emitted at a 
rate of 0.1 mg/(min g 1). 

• a constant evaporation rate (0.5 m g / ( m i n  g), 

referred to sample mass) for 15 to 60 

minutes due to the free pore water; 

• a constant rate (0.1 m g / ( m i n  g)) for a long 

period due to water of crystallization or no 

further evaporation. 

At the same time, four-electrode resistivity 

measurements  were made. The current, supplied 

by a frequency generator (0.001 to 10 Hz), was 

injected across the end faces of  the sample. 

Two ring electrodes were used for potential 

measurements  with a h igh- impedance  pre- 

amplifier. All signals were recorded with a 

transient recorder. The resistivity data were 

computed by correlation between voltage and 

current. Due to the high impedance,  a sophisti- 

cated algorithm was necessary, because the 

signal-to-noise ratio was poor although the 

sample container was shielded. The range of 

resistivities in the initial state (10 k ohm m to 
100 M o h m  m) are about one order higher  than 

the field results. The two-electrode resistivity, 

including the coupling resistance of the current 

electrode, was a factor of  10 to 100 higher and 

thus should be considered only as a control 

parameter, not as a rock parameter. 
The free pore water was extracted within, at 

the most, one hour, provided that the sample 
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Fig. 3. Four-electrode resistivity versus water content, 
by weight of sample containing the water of 

crystallization. Measuring frequencies: 0.01 Hz, 0.1 Hz 

and 1 Hz. The resistivity value remains below 
5 Mohm m. (cf. Fig. 5). 

did not contain water of crystallization. At the 
same time, the resistivity increased rapidly. 
Otherwise, when the sample contained water of 
crystallization, a constant rate of evaporation 
was attained after 30 min, while the resistivity 
did not vary considerably during the extraction 
of water (Fig. 3). This means that the extracted 
pore water is replaced from the reservoir of 
chemically bound water. 

These laboratory resistivity values are still 10 
to 100 times higher than the field results 
(cf. Figs 5 & 6). This discrepancy could be 
caused by scaling effects, which were examined 
with electrical resistivity tomography on 10 cm 
cores. The measuring method was developed at 
Leipzig University (Just et al. 1998; Just 2001) 
for the investigation of high-resistivity crystal- 
line rocks. 

The measuring array consists of two dipoles, 
A - B  and M - N  on the mantle of the core. 
Current is injected at the source dipole A - B  
into the core, and is measured with a lock-in 
amplifier. The difference in voltage is measured 
at the potential dipole M - N  with small-band 
pre-amplifiers and a second lock-in amplifier. 
In order to apply a tomographic reconstruction 
algorithm, apparent resistivities are measured at 
several configurations of the dipoles in one 
plane. For this purpose, a special apparatus was 
constructed which allows exact positioning of 
the four electrodes at each position on the 
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Fig. 4. Electrical resistivity tomogram of a sylvinite 
core (diameter 10 cm). Resistivity range from 10 ohm m 
(dark) to 1 Mohm m (light). 

core's mantle. The tomographic analysis is 
based on the simultaneous iterative reconstruc- 
tion technique (SIRT) and includes forward 

modelling based on Weller (1986). 
This electrical core tomography yielded 

results (Fig. 4) which were compatible with the 
mini plug measurements because equally high- 
resistivity zones within the tomograms are 
present, but, at the same time, very strong vari- 
ations occur over ranges of 1 cm, comparable 
to the global variations in the metre range of 
the geo-electrical inversion results. 

Discussion 

The field results demonstrate the usefulness of 
geo-electrical methods for the detection and 
evaluation of conducting inhomogeneities in 
salt rocks, which are caused by the presence of 
brines. Most single geophysical methods 
produce ambiguous results in such potential 
risk zones for underground waste deposits, 
because variations in the generally very low- 
porosity only cause slight alterations of para- 
meters concerning wave propagation (like seismic 
or electromagnetic velocities), and because under- 
ground DC geo-electrical measurement results are 
ambiguous by themselves. Nevertheless, the com- 
bination of different methods yields a powerful 
means to evaluate such barriers. 

One advantage of geo-electrics is the extrac- 
tion of a spatial parameter distribution. However, 
the geological interpretation of the results is still 
tentative, because of the lack of laboratory data 
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relating physical parameters to geological prop- 
erties. Earlier laboratory results (Kulenkampff 8 

& Yaramanci 1993) appear to be partially doubt- 

ful in comparison with our results, because no 

suitable laboratory method for measurements in ~ 6 
the frequency range of the field measurements >, 

o 
was available. Such prerequisites are very sensi- ,-" 

~0 
tive methods for the determination of the water -, 

12" 

content and a resistivity measurement set up ~ 4 
,+_ 

with extremely high impedance and noise sup- 

pression. An overview showing the new results 

and discrepancies with former results is given 2 
in Figure 5. The methods used in the former 

investigations resulted in overlarge resistivity 

values, due to the two-electrode set-up and 
water contents that were too high because of 0 

the weighing method. 

The laboratory resistivity results for mini- 
plugs are systematically much higher than the 
field results. The mini-plug size is not representa- 

tive in two respects: 

• the size is too small (comparable to the grain 
size); 

• the selection is not representative (only intact 

zones). 

A feasible alternative to four-electrode 

measurements on mini-plugs is the electrical 

tomography of medium-sized drill cores which 
are both representative in size and in selection, 

because they are mechanically more stable. The 

3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 

log (p / f~m)  

Fig. 6. Resistivity distribution of the field 
measurements (Fig. 1). 

water content and mineral composition are then 

investigated after non-destructive tomography. 
The tomography shows strong resistivity vari- 

ations within small ranges which are due to 
visible small fracture zones and lithological vari- 
ations in the core. These variations are in the 

same range as the variations observed in the 

field and are thus more trustworthy (Figs 6 & 

7) than the measurements on mini-plugs. 
The laboratory results show that the electrical 

resistivity may be used as a criterion for the risk 
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Fig. 5. Resistivity of evaporites versus water content by 
weight. Dots: four-electrode resistivity of sylvinite 
(partially carnallite) mini-plugs (diameter 1.5 cm, 
measuring frequency 0.l Hz). Letters: H: halite; A: 
anhydrite; T: salt-clay, measured with a two-electrode 
method at 10 Hz. 
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Fig. 7. Resistivity distribution of the laboratory 
resistivity tomogram (Fig. 4). 
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assessment of  underground deposits. Zones with 

resistivities less than 1 M o h m  m always contain 

brines and thus generally represent risk zones. 

The physical cause for the low resistivity (fault 

zones, diffuse brine occurrences, l i thology, 

water of  crystallization) may be assessed with 

the aid of  other geophysical  and geological  
methods. 

The authors would like to thank the German Federal 
Ministry for Education and Research for financial 
support (02C 0558) and the GVV mbH Sondershausen 
for logistical aid. 
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Deformation of metavolcanics in the Karachay Lake area, 
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Abstract: This paper is the result of laboratory tests aimed at comparative assessment of the 
filtration, elastic and mechanical properties of metavolcanics, as well as a preliminary 
investigation of the nature of characteristic variations in P - T  parameters, simulating the 
conditions in the vicinity of an underground storage facility for heat-generating radioactive 
waste. The properties have been studied in cores collected from the deepest (1200 m) hole in 
the metavolcanics, focusing on intervals subjected to different strain intensities. Interpret- 
ation of the data obtained suggests that the identification of the most probable pathways 
for fluid flow and radionuclide transport depends on estimates of the retardation character- 
istics of zones of disjunctive dislocation. However, the widespread occurrence of linear 
zones of schistosity, mylonitization and brecciation may not be a decisive negative factor 
in the long-term performance assessment of the underground storage facility, because 
these minerals, which concentrate radionuclides such as epidote, chlorite, sericite, and Fe 
oxyhydroxides are widely distributed in these zones. Moreover, open microfractures and 
pores affected by heat will be filled with neoformed minerals (epidote, chlorite, carbonate) 
characterized by high sorption capacity with respect to radionuclides, due to release of inter- 
granular water, as well as carbonatization reactions. Simultaneously, the system of open 
macro- and microfractures that resulted from stress affecting relatively undisturbed blocks 
may be one of the factors dramatically reducing country rock retention capability. There- 
fore, the results of petrophysical and mineral-chemical investigations must be taken into 
account in feasibility studies of designs for the construction of underground systems for 
final disposal of high-level wastes and/or long-term storage of spent nuclear fuel in the 
PA Mayak area. 

Engineering context 

In the area for restricting contaminant release 
(SPZ) of the Production Association (PA) 
Mayak, in the Southern Urals, work is in progress 
on the identification of geological blocks and 

rock types that are most favourable for the under- 

ground intermediate-life, high-level wastes 
(HLW), containing caesium and strontium radio- 

nuclides (Glagolenko et at. 1996) at depths of 
0 .5-1 .0  km below the surface (Laverov et al. 
2000). Geological, geophysical and hydrogeolo- 

gical studies have contributed to the identifi- 
cation of a series of blocks that seem most 

promising for the construction of the HLW 

repository (Velichkin et al. 1997). At present, 

with regard to the assessment of the long-term 
safety of the repository, great importance is 

attached to the detailed characterization of the 
rocks that, by their texture, mineral-chemical  

and petrophysical characteristics, are favourable 
for the establishment of an underground labora- 

tory and eventually, a monitored retrievable 

storage or underground disposal facility. 
The area under investigation (Fig. 1) is com- 

posed of gneiss-amphiboli te  (PR3-PZa), meta- 

volcanic ( S - D 0  and carbonate-terrigenous 
(CI 2) complexes. The gneiss-amphiboli te  
complex contains granite-granodiorite and 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 307-322. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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Fig. 1. Generalized map showing the location and 
geology of the PA Mayak area. (1) gneiss-amphibolite 
complex (PR3-PZI), including (2) granite-granodiorite 
and (3) gabbro bodies; (4) upper (a) and lower (b) series 
of the metavolcanic complex (S-D0; (5) carbonate- 
terrigenous complex (C~_2); (6) principal faults 
investigated (a) and proposed (b); (7) linear zones of 
schistosity; (8) neoformed faults (lineaments); (9) 
location of the investigated borehole; (10) blocks most 
promising for the construction of the HLW repository. 

gabbro bodies of PZ1 age. The most detailed 
research was undertaken on the metavolcanic 
complex within the Lake Karachay area. The 
complex forms the main part of the SPZ, to 
which the search for the underground site 
laboratory is limited, for social and political 
reasons. 

The decision to construct the underground 
laboratory in a particular block within the meta- 
volcanics may be taken only after completion of 
a series of standard procedures (Chapman & 
McKinley 1987; Savage 1995), including 

detailed comparative studies of rock blocks, 
demonstration and performance assessment. 
However, it is now feasible to determine 
trends in the behaviour of an underground dispo- 
sal system in the context of specific features of 
the geological structure, mineral-chemical  
composition and petrophysical properties of the 
metavolcanic strata. These data will be useful 
for the identification of a more reasonable 
approach for the more detailed investigations 
within promising geological blocks. 

Hence, the field studies and laboratory tests 
were aimed at assessing comparatively the 
deformation-related changes within the rocks 
(which are coupled with modification of their 
petrophysical and mineral-chemical  properties), 
as well as investigating the nature of the charac- 
teristic variation in P - T  parameters simulating 
the conditions in the vicinity of an underground 
storage facility. 

Geological and mineral-chemical 

context 

The maximum thickness of the metavolcanic 
complex, estimated on the basis of geological-  
structural and geophysical data, amounts to 
3 km (Velichkin et al. 1995). The complex is 
divided into two series: a lower one, made up 
of volcanogenic-sedimentary rocks, and a 
upper one of predominantly volcanogenic 
rocks. Discontinuities are widely distributed in 
both series, and can be grouped according to 
their morphogenetic features, time of formation 
and scale of occurrence as follows: (1) deep 
faults accompanied by the silicification of rocks 
and by systems of convergent quartz veins; 
(2) zones of schistosity; (3) mylonite sutures 
and brecciation zones with chlorite or chlori te-  
epidote-quartz cement; (4) numerous systems 
of fractures with quartz-carbonate and carbon- 
ate sealing. Deep faults are inter-block struc- 
tures, while the linear zones of schistosity, 
mylonite sutures and brecciation zones are 
intra-block structures. Geomorphological analy- 
sis of the area identified (Sysoev et al. 1999) a 
series of neoformed faults (lineaments), which 
either inherited the ancient inter-block disconti- 
nuities, or are represented by flexures in loose 
sediments. 

Regional greenschist-facies metamorphism of 
the original volcanogenic-sedimentary rocks 
has homogenized their mineral-chemical  
composition (Table 1). The present-day mineral 
composition of the rocks is determined by the 
association of both relict primary minerals 
(plagioclase, pyroxene and hornblende) and 
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Table 1. Average chemical composition of the 
metavolcanic complex (upper and lower series) 

Rock-forming Upper series Lower series 
oxides (wt%) (n = 83) (n = 10) 

SiO2 50.17 54.86 
TiO2 0.85 0.54 
A1203 17.11 14.9 
Fe203 5.65 2.71 
FeO 4.44 5.10 
MnO 0.17 0.22 
MgO 6.25 7.18 
CaO 7.53 4.40 
Na20 2.60 4.06 
K20 0.35 1.90 
H20- 0.45 0.41 
H20 + 4.26 3.32 
CO2 0.29 0.05 

secondary minerals (actinolite, albite, epidote, 
chlorite, calcite and sericite) (Petrov & 
Poluektov 1999). 

From their content of rock-forming oxides, the 
rocks tholeiitic basalts and andesitic basalts. In 
terms of alkalinity, the upper series (US) 
belongs to the sodic group (Na20/K20 = 
3.12-7.43) and the lower series (LS) (Na20/ 
K20 = 2.14), while according to the alumini- 
ferrous (A1203/~Fe + MgO) coefficient (0.65- 
1.01 (US); 0.99 (LS)) they are classed as low to 
moderately aluminiferrous basalts. From their 
femicity (~Fe + MgO + TiO2) (17.96-22.12 
(US); 15.74 (LS)) they belong to mesocratic 
and transition forms, as well as to melanocratic 
and leucocratic varieties of basalts and andesitic 
basalts. The agpaicity (Na20 + K20/A1203) is 
< 1, while the ferruginosity (EFe/MgO + EFe) 
(52.4-59.6 (US) and 52.1 (LS)) correlates with 
the relative amount of melanocratic and leuco- 
cratic minerals. For the rocks of the upper 
series, the K20/TiO2 = 0.41-1.13 relationship 
is typical of tholeiitic basalts, while for the volca- 
nics of the lower series, higher values (3.32) are 
more common. 

The greenschist metamorphism has also 
homogenized the rocks' petrophysical character- 
istics; this is most clearly shown outside the 
zones of dislocation. The undisturbed, unweath- 
ered intact andesite-basalt porphyrites, tufts, 
porphyritic lava-breccias and tuff lavas show 
high density, elasticity and strength as well as 
minimal values of effective porosity and permea- 
bility. However, the presence of linear zones 
of schistosity, mylonitization and brecciation 
means that the data obtained cannot be applied 
to the entire rock massif. The discontinuities 
are accompanied by low-temperature hydrother- 

mal-metasomatic alteration (sericite, carbonate 
and chlorite). Here, the concentrations of macro- 
components are significantly different, with 
depletion in SIO2, MgO and Na20, and enrich- 
ment of CO2, K20, CaO, TiO2, and redistribution 
of £Fe and A1203. In addition, the rocks are 
characterized by higher effective porosity and 
permeability, and lower values of elasticity and 
strength parameters. In zones of schistosity, 
where rocks have been transformed into 
epidote-actinolite, epidote-chlorite and chlor- 
ite-carbonate schists, the highest values of effec- 
tive porosity, permeability and Poisson's ratio 
were observed (Petrov et al. 2000). 

Analysis of the spatial relationship between 
discontinuities and the results of hydrogeological 
investigations (Solodov & Zotov 1995) shows 
that linear zones of schistosity, mylonite sutures 
and brecciation zones, as well as various systems 
of fractures, can be considered as the most prob- 
able pathways for migration of radionuclide 
contamination. 

As the search for a prospective site for the 
underground facility is limited to a small area, 
it is difficult to completely avoid linear schistos- 
ity zones within the boundaries of blocks with 
dimensions suitable for the infrastructure of the 
underground storage facility. Hence, laboratory 
tests were aimed at the detailed assessment of fil- 
tration and elastic properties of variously 
deformed varieties of volcanogenic rocks under 
various P - T  conditions. The samples were col- 
lected from the borehole section of the upper 
series, where a relatively thick zone of schistos- 
ity occurs. Sampling was done at relatively 
regular intervals (about 50 m) down to a depth 
of 1200 m. The investigations were carried out 
on intact samples without fractures and veinlets. 

Porosity and permeability 

Porosity (~, %) and permeability (K, m 2) of 27 
rock samples were studied. Cylindrical speci- 
mens 1.5 cm in length and 2.5 cm in diameter 
were cut parallel to the core axes. Hence, vertical 
flow was simulated, except for one sample with 
pronounced schistosity. This sample was tested 
with the flow parallel and normal to the foliation 
plane. The measurements were carried out at 
room temperature and atmospheric pressure. 
The pulse decay method was used with argon 
as a flowing medium. Measurement errors were 
10-25% at K > n . E - 2 0  m 2 and 20-35% at 
K < n. E - 2 0  m 2. The experimental data 
obtained are presented in Table 2 and Figure 2. 

Porosity values as a rule are very low: ranging 
from 0.07 to 0.69%. The mean value is 0.26%. It 
is clear that porosity values increase for sample 
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Table 2. Effective porosity and permeability of  the samples from the borehole section of the upper 
series at room temperature and atmospheric pressure 

No. of sample Rock Effective porosity (%) Permeability (m 2) 

37 Lava-breccia 0.35 1.40. E-  19 
50 Tuff lava 0.43 3.30. E-  19 

102 Schist 0.34 4.38. E-21 
150 Lava-breccia 0.09 2.39- E-20 
175 Tuff lava 0.11 3.06-E-20 
200 Andesite-basaltic porphyrite 0.17 1.01 • E-20 
250 Lava-breccia 0.30 1.13- E-  19 
305 Tuff lava 0.24 1.10- E-  19 
400 Tuff 0.14 6.10.E-19 
454 Tuff, lava-breccia 0.18 3.00- E-  19 
515 Lava-breccia 0.18 4.77. E-21 
554 Lava-breccia 0.21 - -  
600 Tuff 0.16 6.65-E-21 
650 Lava-breccia 0.20 4.26. E-  2 l 
701 Tuff 0.13 4.09. E-  20 
752 Andesite-basaltic porphyrite 0.16 1.03. E-  19 
798 Tuff 0.50 2.40. E-20 
834 Schist, mylonite: parallel to schistosity 0.66 1.89-E-19 

normal to schistosity 0.65 1.10. E-  19 
850 Tuff 0.69 4.80. E-  19 
900 Andesite-basaltic porphyrite 0.25 1.90- E-  18 
950 Tuff 0.32 7.77- E-20 

1000 Tuff 0.25 1.05-E-20 
1050 Lava-breccia 0.07 9.21 - E-  20 
1100 Tuff lava 0.20 1.71 • E-21 
1150 Lava-breccia 0.18 2.52. E-  19 
1170 Andesite- basaltic porphyrite 0.21 4.18- E-  20 
1195 Lava-breccia 0.19 8.30. E-20 

The sample number correlates with the depth of its occurrence. 

No. 834, collected from the zone of schistosity, 

as well as for adjoining samples No. 798 and 

No. 850. 

Very low permeability values are typical of 

the majority of the studied samples. Seventeen 

samples have permeabilities lower than 1.00- E -  

l 9 m 2. The permeability of the samples collected 

from and near the zone of schistosity increases to 
4 . 8 0 . E - 1 9 m  2 in accordance with porosity 

values. However, the maximum value of per- 

meability (1 .90 .E-18)  is observed for sample 
No. 900. 

Schistose sample No. 834 was tested with flow 

parallel and normal to the foliation plane. The 

porosity and permeability values obtained were 

practically the same. This supports the assump- 

tion that in schistose varieties the interconnected 

microcrack systems occur parallel and normal to 

the foliation plane. The system of microchannels 

normal to the foliation plane was found during 

investigation of the pore space structure by ultra- 

sonic methods (see below). 
The values obtained are typical of the bulk 

permeability of solid low-porosity crystalline 
rocks. With a permeability value of n.  E -  19 m 2 

and a hydrodynamic gradient of 15 Pa m -1 the 

filtration rate will be only c.5 x 1 0 - S m / a  

(Petrov et al. 1998). However, flow rates 

obtained in the area under investigation - 

during well logging - are considerably higher 

(Drozhko et al. 1997). Underground flow and 

contaminant transport must therefore take place 

through structures at a scale larger than rock 

samples, namely fractures, faults and dislocation 

zones. If so, then it is necessary to characterize 

and quantify the fracture systems at the macro- 

scopic scale using borehole data. Such an 

analysis has been developed, but the results are 

not the subject of this paper. However, for the 

identification of the possible mechanism of frac- 

ture sealing under conditions in the vicinity of 

the proposed repository the results of an 

investigation into the dynamics of the per- 

meability of an artificial crack in porphyrite 

during water filtration are of particular interest 

(Zaraisky 1994). These tests demonstrated that at 

T of up to 250°C and P of up to 290 bar the crack 
permeability decreased from n . E - 1 3 m  2 to 

2 .5-E-15  m 2 over 38 days. Furthermore, the crack 

was filled with fine-gained aggregates of carbon- 
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Fig. 2. Simplified geological structure of the borehole and distribution of permeability (a) and effective porosity (b) as 
a function of depth. Petrographic units of the upper series: (1) tuff, tuff lava, (2) lava-breccia, (3) porphyritic andesite- 
basalt, (4) schistose rock. 

ate, chlorite and epidote. Assuming that the zones of 
schistosity, mylonitization and brecciation, as well 
as the fractures investigated in the area under con- 
sideration, are sealed with sericite, chlorite, 
epidote, carbonate (which have high adsorption 
capacities for Cs and Sr), these data must be taken 
into account for the assessment of the long-term 
safety of an underground disposal system. 

The diffusion of material in the near-fracture 
space is one of the most important mechanisms 
of radionuclide transport (Neretnieks 1980), 
while the porosity and permeability of the rock 
matrix in combination with the characteristics 
of pore space structure, are the parameters 
required for the assessment of the retention capa- 
bility of metavolcanics. 

Pore space characterization 

The pore space structure was studied by ultra- 
sonic structural analysis of intact rocks (Starostin 
1979). Ten disc-like rock samples taken in 
metavolcanics at depths ranging from 50 to 
1100 m, were studied. Comparative analysis of 
the anisotropy factors of P-waves in dry (ad) 
and water-saturated (as) samples (saturated for 

over seven days), showed a sharp decrease in as 
for the samples from 400, 554, 701 and 798 m 
depths. The analysis of stereograms of Vp indica- 
trix distribution showed the occurrence of two 
types of microvoids: plane-parallel microcracks 
and linearly oriented systems of micropores and 
pore capillaries. In schistose varieties, a micro- 
crack system perpendicular to the foliation plane 
was found. Petrographic investigations identified 
these structures as Riedel microshears (Fig. 3). A 
more detailed description of the method is pre- 
sented in Petrov et al. (2005). 

The effect of heat may results in the decom- 
paction of rocks and the rearrangement of the 
structure of their pore space (Fredrich & Wong 
1986). The process of decompaction includes 
the expansion of the aperture and length of the 
microcracks; the decrease in elastic wave vel- 
ocities; and lower values of elasticity and 
strength moduli. As a result of thermodecompac- 
tion, the permeability of rocks may increase by 
several orders of magnitude. This has been 
proved by permeability tests in conditions of 
thermal expansion and decompaction. Within 
our research project, these additional tests were 
carried out by G. P. Zaraisky at temperatures of 
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ment of stress-related macrocracks in these 
microheterogeneities depends in many respects 
on the elastic and strength characteristics of the 
metavolcanics. 

Fig. 3. Development of Riedel microshears (R1) in 
schists perpendicular to the foliation plane (Fo). 
Microphotograph. Nicols are crossed. 

up to 400°C and atmospheric pressure, as well as 
in an autoclave at water pressure of c. 1 kbar in 
Institute of Experimental Mineralogy, Russian 
Academy of Science (IEM RAS). The analysis 
was performed on samples of massive andesite- 
basaltic porphyrite (No. 752), and weakly (No. 
798) and intensively (No. 834) schistose mfrs. In 
sample No. 752, the effect of thermal expansion 
or thermodecompacfion was registered with a 
temperature rise, 
resulting in an increase in permeability to 2.2. E -  
18 m 2 at T of 350°C, while its original per- 
meability values were 1.03. E -  19 m 2. However, 
at about 200°C, permeability reached its 
minimum, and this can probably be explained by 
the complete disruption of the original system of 
pore space resulting from non-uniform thermal 
expansion of mineral grains. Thermodecompac- 
tion of sample No. 834 with an original per- 
meability of 1.89-E-19 m 2 (parallel to schisto- 
sity) and 1 . 1 0 . E - 1 9 m  2 (normal to schistosity) 
after heating to 400°C in atmospheric conditions 
resulted in an increase in permeability to 
9 .8-E-17 m 2 and 2.2. E-15  m 2, respectively. In 
the same sample, after heating to 3000C, but at 
PH2o ~1 kbar, permeability increased by an 
order of magnitude. The same was typical of 
sample No. 798. Higher values of rock permea- 
bility in the direction perpendicular to the foliation 
plane can be explained by the widespread pre- 
sence of Riedel microshears. Such behaviour of 
intact rock proves exactly during heating. 

Thus, under increased temperatures in the 
vicinity of the proposed repository, a network 
interconnected non-mineralized microcracks 
can be formed, and this will result in a greater 
permeability of metavolcanics and a decrease 
in their retention capability with regard to 
radionuclides. The probability of the develop- 

Elastic properties 

The velocities of P-waves (Vp) and plane- 
polarized shear waves (Vs), as well as their 
waveforms in three orthogonal directions, were 
experimentally studied within cubic rock 
samples, using the ultrasonic pulse method. The 
tested samples were collected from the zone of 
schistosity, of which the central, most strained 
part, was at 834 m depth. The samples were 
selected in order to obtain elastic characteristics 
at different strain intensities, including strongly 
(No 834) to weakly (No. 827 and No. 838) schis- 
tose tufts and virtually massive (No. 798 and 
No. 850) tufts. Every core sample was cut into 
two or three cubic specimens. One of the cube 
axes was oriented in parallel with the core axis. 

The P-wave velocities in the cubes were 
measured in three orthogonal directions. The velo- 
city of the S-waves was measured in every speci- 
men, with the change of their polarization plane, 
in turn, parallel with the other two faces of the 
cube. For sample No. 834 the velocities of the 
S-waves were measured every 22.5 °, around a 
full rotation of the polarization plane. Digital 
recordings of oscillations passing through the 
acoustic system, including the sample, were ana- 
lysed, and the S-mode arrival was identified. 
The whole system was calibrated using S-wave 
velocity measurements in quartz glass etalons. 

In contrast to studying P-wave velocities, the 
measurements for S-waves require the descrip- 
tion of the orientation of the polarization plane 
relative to the co-ordinate frame fixed to the 
specimen (Gorbatsevich 1999). Figure 4 illus- 
trates the pattern of S-wave velocity measure- 
ments, within a cubic sample. At least two 
measurements were taken for one direction. 
The polarization plane of the transducers was 
oriented parallel with the remaining two cubic 
faces. The 1-1 '  index shows the directions 
where the transmitter was placed on the face 1, 
while the receiver is placed on the opposite 
face 1'. Studies with the rotation of the S-wave 
polarization plane relative to the schistosity of 
the samples from group 834, were performed 
under uniaxial stress at 5MPa. Diameters 
dividing the circles on the sample planes into 
sectors reflect the rotation of the orientation of 
the polarization plane. The initial orientation of 
the polarization plane was assumed to be 
'zero', which, in the 1-1 '  direction is parallel 
to the 3 and 3' faces; in the 2 -2 '  direction it is 
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Fig. 4. Schematic representation of Vs measurement  in cubic samples: (a) general case where arrows 1, 2 and 3 show 

directions of  wave propagation, and orthogonal arrows in circles at each face show the two directions of  orientation of 

the polarization plane utilized in all measurements;  (b) location of the polarization plane in the case of  measurements  

on schistose samples from group 834. 

parallel to the 3 and 3' faces, and in the 3 - T  
direction it is parallel to the 1 and 1' faces. 

The results of the velocity measurements are 
presented in Table 3. The Vs values for the cross- 
ways-oriented polarization plane of the same 

wave direction are also presented. 

In the virtually massive tuff group 798 (a, b, c) 
the samples are characterized by high S-wave 
velocities. The mean Vs values for directions 1, 
2 and 3 are 4.371, 4.383 and 4 . 3 9 7 k m s  -1 

respectively. It should be noted that the 
maximum P-wave velocities and densities were 

also obtained for this series of samples (Fig. 5). 

The samples of this group are elastically isotro- 

pic, as shown by the Vp and Vs values. 

The samples from group 827 (a, b) are weakly 

schistose tuff, and they are characterized by rela- 
tively low Vs values. In sample 827b, for all 

directions except the 1 - V  direction, a high 
attenuation of S-waves is observed. The highest 

attenuation is noted for direction 3, with the 

polarization plane of S-waves parallel to face 
2. Substantial attenuation did not allow the 

identification of the S-mode for the 1 -1 '  and 
3 - 3 '  directions in this sample. Such attenuation 
can be explained by the textural peculiarities of 

this rock and its relatively low density 
~ 2 . 8 0 g c m  -3. According to the available 

velocity values for three directions in sample 

827a, Vs anisotropy is observed. For instance, 

T a b l e  3. Result of Vs and Ve analyses in cubic samples for 1, 2 and 3 directions 

No. of Density Vs, Vs, (+) Vp, Vs2 Vs2 (+) Vp2 Vs:~ Vs3 (+) Vp3 
sample (g cm 3) 

798a 2.977 4.396 4.305 6.665 4.363 4.410 6.795 4.363 4.363 6.795 
798b 2.971 4.363 4.318 6.795 4.402 4.355 6.783 4.394 4.302 6.770 
798c 2.983 4.355 4.310 6.896 4.402 4.402 6.673 4.460 4.412 6.799 
827a 2.815 3.383 3.197 5.370 3.320 - -  6.231 3.627 3.174 5.722 
827b 2.809 - -  3.474 5.279 3.689 3.326 5.483 - -  3.537 6.071 
834a 2.774 3.625 3.210 6.094 3.678 3.846 6.551 3.373 3.457 5.809 
834b 2.774 3.430 3.402 6.083 3.782 3.887 6.285 3.469 3.557 6.539 
834c 2.762 3.481 3.540 5.968 3.851 3.715 5.830 3.638 3.578 6.698 
838a 2.862 3.894 3.823 6.276 3.873 3.946 6.337 3.865 3.830 6.105 
838b 2.864 3.898 3.793 6.379 3.846 3.918 6.076 3 . 7 9 1  3.860 6.011 
838c 2.849 3.759 3.862 6.191 3.827 3.793 6.014 3.851 3.851 6.360 
850a 2.947 4.271 4.271 6.904 4.366 4.276 6.690 4.289 4.379 6.820 
850b 2.985 4.289 4.245 6.710 4.318 4.230 6.880 4.339 4.165 6.718 
850c 2.962 4.121 4.247 6.824 4.230 4.145 7.025 4.160 4.119 6.710 

Values are expressed in km s -~. Symbol (+) means a measurement for the same direction, with the orientation of S-wave polarization 
plane perpendicular to the preceding 'zero' measurement. Numbers, which accompany symbols in the table heading, indicate measure- 
ments for directions 1-1', 2-2 '  and 3-31. Symbol ( - )  indicates no data. 
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Fig. 5. Distribution of the density (a) and average values of elastic-wave velocities (b) in the samples of metavolcanics 
taken in the zone of schistosity at a depth of 798 to 850 m (groups 798, 827, 834, 838 and 850). 

for directions 1-1 ' ,  2 - 2 '  and 3 -3 ' ,  the velocity] 
values were 3.380, 3.320 and 3 . 6 2 7 k m s -  
respectively. In this group of rocks, Vr, aniso- 
tropy is also observed. 

The samples of the intensively schistose tuff 

group 834 (a, b and c) differ from other series 
in their clearly indicated schistosity. The cubic 

samples were cut in such a way that the direction 
2 - 2 '  is parallel to the schistosity plane, while the 
directions 1-1 '  and 3 - 3 '  intersect it at an angle 

of 45 °. Low Vs values in the 1 -1 '  and 3 - 3 '  direc- 
tions characterize the samples; however, a higher 

Vs value in the 2 - 2 '  direction along the schistos- 

ity is observed. The mean Vs values for the 1 - 1' 

and 3 - 3 '  directions are 3.438 and 3.459 km s -]  
accordingly, while, for the 2 - 2 '  direction, it is 
3.765 km s -1. This group of samples has the 

highest anisotropy factors of P-wave velocities. 

As it was not sufficient to identify the maximal 
and minimal axes of Vs anisotropy (as well as 

their relation with the orientation of schistosity, 
based only on measurements for two perpendi- 
cular directions on each face of the cube), 
additional detailed studies were carried out. On 

each face of samples of group 834, the Vs vel- 
ocities were measured with the rotation of the 
S-wave polarization plane from 0 to 360 °, discre- 

tely, every 22.5 ° (samples 834a and 834b) and 
every 45 ° (sample 834c). The dependence of 
the Vs data on the turning angle is shown in the 
polar diagrams (Fig. 6). The schistosity direction 

vectors shown on the diagrams indicate the 

projection of 3D vectors on to the 2D surface 

of S-velocity measurement. 
The diagrams thus obtained illustrate the 

dependence of the Vs value on the orientation 
of the S-wave polarization plane. The anisotropic 

properties of schistose tufts are most clearly 

shown on the diagrams of the 1 -1 '  and 3 - 3 '  
directions, and less clearly indicated on the 

diagram of the 2 - 2 '  direction. As already men- 
tioned, for the 2 - 2 '  direction (along the schistos- 
ity) the highest mean values were registered, 

while, for the 1 -1 '  and 3 - 3 '  directions the Vs 
values were low. The rotation of the polarization 
plane when S-waves are propagated along the 
foliation results in lower or even insignificant 

variations in Vs than in the case of propagation 
at a 45 ° angle to the schistosity plane. The com- 
parison of the diagram curves illustrates their 

similarity for both directions 1 -1 '  and 3-3 ' .  
The analysis of first arrival amplitudes of the 

S-mode was made simultaneously with the 

examination of the Vs value. The amplitude 
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Fig. 6. Polar diagrams of Vs in two samples from group 834 with the application of plane-polarized waves: (a) and 
(c) - directions 1 - 1' and 3-3' of wave propagation at a 45 + angle to schistosity; (b) - direction 2-2' of wave 
propagation along schistosity. 

values are characterized by periodicity and 
depend on the orientation of the polarization 
plane. In some cases, their values may change 
by an order of magnitude. Bipolar variation in 
amplitude values supports the assumption of 
the presence of two orthogonal systems of micro- 
cracks in these rocks. Moreover, one of the 
systems of microcracks should be parallel to 
the schistosity, while the other (Riedel micro- 
shears), which is more developed, intersects it 
at an angle of nearly 90 ° . This assumption is sup- 
ported by the orientation of the maximal axes of 
the Vs and amplitude diagrams (Fig. 7). The 
numerical values of Vs for samples 834b and 

834c, dependent on the rotation (azimuth) angle 
of S-wave polarization plane and the direction 
of wave propagation, are given in Table 4. 

The samples from the weakly schistose tuff 
group 838 (a, b and c) actually show isotropic 
Vs velocities. Mean Vs values for each of the 
three directions are in close agreement (3.850, 
3.848 and 3.835 km s - I )  and the deviations cor- 
relate with admissible measurement error. The 
values of Vs are in the middle of the range of 
the whole series of investigated rocks. The 
values of P-wave velocity belong to the same 
intermediate position in relation to the whole 

series. 
In the vh'tually massive tuff group 850 (a, b 

and c), minimal scattering of Vs mean values 
for directions 1-1  f , 2 - 2 '  and 3 - 3 '  (4.227, 

4.304 and 4.242 km s -1) may indicate slight Vs 
anisotropy (up to 1.8%). Similar results were 
obtained for P-wave velocities. The rock is 
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Fig. 7. Typical polar diagram of a schistose sample: (a) plane-polarized S-wave normalized velocities (grey pattern 
and open circles) and amplitudes (light-grey pattern and open squares); (b) corresponding texture with schistose layers 
(1) and Riedel microshears (2) perpendicular to schistosity. 

character ized by high dens i ty-values  and the 

h ighest  values  o f  P-wave  velocit ies.  The  values  

o f  S-wave veloci ty  are close to the max ima l  

values for all inves t igated samples .  

For  one  sample  f rom each group,  the effect  o f  

compress ion  on P-wave  veloci t ies  was studied.  

Expe r imen t s  were  pe r fo rmed  at stress levels  up  

to 5 MPa.  F igure  8 shows the effect  o f  stresses 

on  sample  827b, which  has relat ively h igh  Vp 

anisotropy.  It was found  that under  the effect o f  

uniaxial  stress the anisot ropy remains  as it was, 

but  the sample  unde rwen t  elastic deformat ion ,  

with the recovery  of  its proper t ies  fo l lowing  

reset t ing to the initial state. 

Thus,  mass ive  and strain-free varieties o f  

metavo lcan ics  are character ized by isotropic 

elastic propert ies ,  whi le  the m a x i m u m  aniso- 

t ropy is typical  o f  in tens ive ly  s t ra ined schistose 

Table 4. Azimuthal distribution of S-wave velocities in samples 834b and 834c 

Angle 834b 834c 

Vs, Vs~ Vs, Vs, Vs~ Vs~ 

0 3.430 3.782 3.557 3.481 3.851 3.638 
22 3.487 3.851 - -  3.511 3.816 3.670 
45 3.487 3.782 3.469 3.511 3.851 3.702 
67 3.430 3.846 - -  3.511 3.811 3.607 
90 3.402 3.851 3.229 3.540 3.715 3.576 

112 3.430 3.851 - -  3.452 3.650 3.323 
135 3.270 3.715 3.557 3.342 3.588 3.297 
158 3.270 3.782 - -  3.315 3.650 3.576 
180 3.402 3.782 3.557 3.369 3.782 3.670 
203 3.487 3.782 - -  3.481 3.851 3.735 
225 3.487 3.782 3.469 3.540 3.816 3.670 
248 3.487 3.782 - -  3.601 3.816 3.576 
270 3.459 3.782 3.229 3.540 3.682 3.488 
293 3.459 3.816 - -  3.481 3.650 3.297 
315 3.224 3.782 3.527 3.289 3.682 3.271 
337 3.295 3.887 - -  3.264 3.782 3.221 
360 3.430 3.715 3.557 3.481 3.816 3.638 

Values are expressed in km S -1 ,  Numbers indicate measurements for directions 1-1', 2-2' and 3-3' 
accordingly. Symbol (--) indicates no data. 
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Fig. 8. Variation of the Vp velocity for three orthogonal 
directions (1, 2 and 3) in sample 827b, under the effect of 
uniaxial stress (loading and unloading). 

varieties. In the latter rocks, anisotropy of prop- 
erties is determined by systems of cracks, one 
of which is parallel to the plane of schistosity, 
while the second, which is more developed, 
intersects this plane at a 90 ° angle. As has been 
stated above, this system is formed by contiguous 
Riedel microshears, allowing higher values of 
permeability in the direction perpendicular to 
the plane of schistosity. 

Acoustic emission data 

Acoustic emission (AE) is a phenomenon of 
ultrasonic or acoustic wave emission occurring 
dining fracture formation, without finite destruc- 
tion of the material (Jones et al. 1997; Zietlow & 
Labuz 1998). Elastic waves from acoustic emis- 
sion are characterized by the frequency of 
emitted waves (F) with activity A (the number 
of events per time unit), intensity I (energy 
characteristic of a separate event) and some 
other particular features. The oscillation fre- 
quency of a wave depends on the degree of 
disintegration; elastic wave velocity in a given 
material; type of crack (shear or tensile); rock 
texture; and size of mineral grains, etc. 

The samples from groups 827, 834 and 838 
were tested in order to obtain AE data at different 

strain intensities, including strongly (No. 834) to 
weakly (No. 827 and No. 838) schistose tufts. 
The first two are cubic, and the last one is a cylin- 
der. To remove moisture from open pores, the 
samples were initially rinsed with ethyl alcohol 
and dried at 50°C for three hours. A schematic 
representation of the device used for AE investi- 
gation is shown in Figure 9. The acoustic emis- 
sion detector (1 MHz resonance frequency) is 
placed on the upper rod (acoustic duct), which 
is in contact with the surface of the tested 
sample. Satisfactory acoustic contact is provided 
by the compression of ground-in surfaces of the 
sample and the rod. A thermocouple was 
placed on the sample surface. The heating rate 
during the test was 0.06°C s -~, and with this 

1 

5  iiiiiiil)!)iiiiiiiiiii 

4-. 

6 

Fig. 9. Schematic diagram of the device for the 
measurement of acoustic emission in rock samples at 
high temperatures: 1, sample; 2, quartz acoustic duct; 
3, acoustic emission detector; 4, heater; 5, quartz 
temperature damper; 6, acoustic buffer. 
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sample size and the heat conductivity values of 
this type of rock being studied it managed to 
uniformly heat the whole volume. Moreover, 

due to the application of quartz glass rods at 
the top and bottom of the sample, as well as a 

special heat buffer, the temperature gradient 
was minimized (0.2°C m m -  1). 

A set of equipment was used for the detection 
of AE. The set included a calibrated broadband 
sensor and a signal recorder, which is connected 

to a PC through a special interface card. With 
original software, the activity of AE was 

recorded and stored in the PC every 10 

seconds. Using high- and low-frequency filters, 
the effect of industrial noise was eliminated. 

An acoustic buffer was also used for the same 

purpose. Elastic pulses with amplitudes below 

the established threshold (0.1 p~m) were assigned 
as insignificant, and they were not recorded. 
Acoustic events were short impulse signals 

with an approximate duration of about 2 ms 
and from 0.4 to 2 MHz frequencies. The temp- 

erature rise to 300°C was provided over 4600 

seconds, and after that the temperature was 

decreased. 
During the experiments, no strong acoustic 

signals were detected: suggesting that intensive 

fracturing did not occur with temperature rise 
and fall. The AE activity may be characterized 
as weak for all investigated samples, because 

the temperature intervals, in which numerous 
events could take place within a short time 
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period, were not observed. The activity value did 
not exceed two events per second. It supports the 
absence of local concentrations of stresses, 
which may result in intensive fracturing. 

However, a temporary increase of activity was 
observed at temperatures within the 120-150°C 
range, and a reduction in activity with the 
temperature reaching nearly 180°C (Fig. 10). 
With further heating up to 300°C, the activity 
lowers and stabilizes. This phenomenon could 
be explained by the presence of fine-grained 
mineral aggregates, in which temperature stres- 
ses in crystals of various minerals relax evenly, 
while, due to the presence of 'soft' interlayers, 
interganular contacts contribute to the formation 
of more uniform stress fields over the entire 
volume. On the other hand, the relative increase 
in activity can be explained by the release of 
intergranular water, as well as the inter-layer 
water of aluminosilicate minerals such as seri- 
cite, chlorite and epidote. With the temperature 
fall, the diagram of acoustic emission was actu- 
ally the same as it was with the temperature 
rise, i.e. no meaningful fracturing was observed. 

Thus, these tests show that the frequency, 
activity and intensity of acoustic events depend 
on the mineral composition, texture and density 
of metavolcanics. With the application of heat, 
the highest level of acoustic emission is 
observed, and therefore, the extensive of trans- 
formation of the pore space structure is expected 
for the intensively strained varieties of metavol- 
canics in the zones of schistosity. 

Mechanical properties 

Investigation of the mechanical properties of 
massive and schistose tufts of andesite-basaltic 
porphyrite were performed in standard con- 
ditions using cylindrical samples from groups 
827, 834 and 838, with a 1 • 1 height to diameter 
ratio (with a deviation of at most -t-5%). The 
samples had a diameter of 32 ± 1 mm; a height 
of 32 ± 2 mm; and their end surfaces were 
ground down to be parallel to each other, to 
within 0.05 ram. The perpendicular distance 
from the end-wall to the cylinder-generator 
lines was at most 0.05 mm. 

The main aim was to identify the deformation 
behaviour of rocks subjected to oriented stress 
effects. It was found that with an equal rate of 
compression (0.15 MPa/h) the mechanism of 
deformational transformations at consecutive 
stages of stress (55-60, 75 and 100% of the 
oh ..... ultimate strength) varied substantially and 
depended upon their texture and the mineral 
composition of detritus and cementing materials, 
as well as upon the orientation of compressive 

stresses in relation to the texture. In general, 
the stages of elastic deformation, deformational 
hardening, plastic deformation and rock failure 
were observed from the stress-strain curves. 
The greatest plastic deformation was found in 
the schistose varieties of group 834, with maxi- 
mum compressive stresses oriented orthogonal 
to schistosity rather than parallel to schistosity. 

Analysis of the results shows that under 
natural conditions the lowest mechanical 
strength is typical of rocks in the zones of schist- 
osity. Where these zones are affected by tecton- 
ism, irreversible brittle deformation will appear, 
and this will result in a dramatic increase in per- 
meability. The situation when stress is oriented 
parallel to the schistosity is most critical. There- 
fore it is important to undertake detailed research 
into the modem stress-strained state of the geo- 
logical environment of the PA Mayak area, and 
to identify the mechanical properties of rocks 
and displacements in the zones of dislocation. 

Conclusions 

Relationships were found between the intensity 
of deformational transformations, the mineral- 
chemical and the petrophysical characteristics 
of the rocks in the PA Mayak area. Investigations 
into the nature of the variation of these character- 
istics under P - T  conditions simulating those in 
the vicinity of a proposed underground HLW 
facility were carried out. Transformations of 
the original metavolcanics during regional 
greenschist metamorphism have resulted in the 
homogenization of rock textures, petrochemical 
and petrophysical characteristics. 

Outside the zones of intense deformation, the 
intact rock shows high density, elasticity and 
strength, as well as minimal values of effective 
porosity and permeability. At mean values of 
permeability (n. E -  19 m 2) and effective porosity 
(0.26%) and using a mean value for the hydro- 
dynamic gradient of underground water flow of 
~15 P a m  -1, the rate of filtration, according to 
the Darcy's law. will be low - amounting to 
only ~5  x 10-~m/a .  Therefore, the transport 
of radionuclides by underground waters at the 
depth of an underground facility (0.5-1.0 km) 
will be focused along the discontinuities, occur- 
ring as linear zones of schistosity, mylonitization 
and brecciation with a widespread development 
of albite, chlorite, sericite, carbonate and Fe 
and Ti oxides and hydroxides. Under the effects 
of directed stress, the rocks behave as elastic- 
plastic bodies, with the consecutive formation 
of systems of tensile and shear fractures, but 
the schistose rocks exhibit the most complex 
deformation behaviour. 
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In conditions approximating the area around 
an underground disposal system for heat- 

generating HLW, the rocks undergo thermode- 
compaction, which is accompanied by the 
restructuring of the original pore space; the for- 
mation of neoformed microheterogeneities; and 

an increase in solid matrix permeability. 
However, as a result of alterations, the neo- 

formed crack-pore  space is filled with minerals 
(epidote, chlorite, carbonate), which demonstrate 

a high sorptive capacity with respect to Cs and Sr 
radionuclides. 

As radionuclides are characterized by a selec- 
tive tendency for sorption on mineral aggregates 
of a certain composition (for example, Cs to 
biotite, chlorite, Sr to carbonates, epidote), the 

widespread occurrence of these mineral- 

concentrators of radionuclides in zones of blast- 
esis, cataclasis and brecciation must be taken 
into account when predicting the long-term 

safety of an underground repository. At the 
same time, due account must be given to the 
fact that systems of open macro- and microcracks 

in schistosity zones may form channels of under- 

ground water filtration, and can become a factor 
contributing to the reduction of the retaining 

capacity of rocks in relation to radionuclides. 
For the assessment of the consequences of 

hydro-thermomechanical processes, it is necess- 

ary not only to proceed with the laboratory 
research under P - T  conditions imitating the 
state of rocks in the vicinity of the prospective 

underground repository, but also to work out a 

programme of in situ thermophysical and 
hydro-thermomechanical tests. For the identifi- 
cation of the transport characteristics of the dislo- 

cation zones, it is necessary to undertake in situ 

investigations such as electrometry, resistivity, 
gamma-logs, radar and differential tomography 
in combination with tracer tests. These data 

will be used as the basis for the design of the 
underground repository. 
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Abstract: Experimental laboratory measurements of P-wave velocity confirm the super- 
position of linearity over non-linearity by a progressive increase in confining pressure. 
The increase in confining pressure diminishes the influence of microcracks that are partly 
or totally closed. At a certain stress level, the trend of P-wave velocity with applied confin- 
ing pressure approaches that of a solid without cracks, and a linear increase in elastic wave 
velocity occurs under high confinement. 

Several studies have focused on the problem of mathematical approximation of this 
phenomenon (Carlson & Gangi 1985; Wepfer & Christensen 1991; Greenfield & Graham 
1996; Meglis et al. 1996). Although successful within a certain degree of error, they 
provide neither a multidirectional solution nor the comparison of results with rock fabric. 
In this study, an analytical relation was applied to describe the P-wave velocity-confining 
pressure behaviour of quasi-isotropic rocks (granites) and their anisotropic equivalents 
(orthogneisses). Two parameters of this relationship reflect the elastic properties of the 
rock matrix, and two others are related to the presence of microcracks, their density and 
genesis. The results of a mathematical approximation of the P-wave velocity-confining 
pressure behaviour show a favourable correlation to the measured data-sets. Comparison 
of individual fitted parameters with the rock fabric provides an improved understanding 
of the material's mechanical behaviour. 

Any isotropic homogeneous solid subjected to 
external loading should exhibit a linear response 
over the applied pressure in any direction, as 
expressed by Hooke's  law. The presence of any 

fabric defect (Lama & Vutukuri 1978) signifi- 

cantly modifies the linear elasticity. Natural 

rocks do not present an ideal model, being 
more likely to be anisotropic due to their intrinsic 
properties. Firstly, most rocks contain micro- 

cracks (planar defects) formed during the for- 
mation of the rock - e.g. during submagmatic 
stages (Bouchez et al. 1992) or as a result of 

brittle deformation (Simmons & Richter 1976; 
Kranz 1983) and/or  weathering (WinNer 

1994). Secondly, the isotropic elastic behaviour 
of natural rocks is rarely observed, because the 
mineral skeleton fabric is anisotropic in most 

cases. Both phenomena shift the mechanical 

response of rocks to non-linear behaviour. 

From the systematic work of Birch (1960, 
1961) on the effect of hydrostatic pressure on 

elastic wave velocities, the experimental obser- 
vation noted a characteristic P-wave veloci ty-  
confining pressure curve that is explained, 

based on the progressive closure of microcracks 
superposed by elastic response of rock matrix. 

The so-called 'closure pressure' (here expressed 

as microcrack closing pressure) occurs at the 
point where the initial non-linear curve dramati- 
cally changes its shape and slope (e.g. Christensen 

1974; Greenfield & Graham 1996). When micro- 
crack closure pressure is reached, all cracks 
are assumed to be closed, and the P-wave 

velocity-confining pressure curve shows a 
linear or quasi-linear trend with moderate slope. 

A number of studies have attempted to 

describe mathematically the increase of P-wave 
velocity with applied confining pressure in 

rocks containing defects, i.e. cracks and pores 

(Warren & Tiernan 1981; Stesky 1985). Four- 

parameter functions form the basis of various 
models: e.g. physical models of crack closure 

From: HARVEY, P. K., BREWER, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 24tl, 323-334. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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presented by Carlson & Gangi (1985), Greenfield 
& Graham (1996) or Meglis et al. (1996), the 
purely empirical relation used by Wepfer & 
Christensen (1991), and the analytical formulae 
evaluated by Pros et al. (1998a). In those 
studies, the mathematical description of P-wave 
velocity-confining pressure behaviour was 
limited to one-dimensional dependence. Evi- 
dently, the previously proposed models have 
assumed the homogeneity and isotropy of a 
material, properties that were not confirmed by 
multidirectional measurements of P-wave vel- 
ocity distribution in rocks (e.g. Birch 1961; 
Thill et al. 1969; Babugka & Pros 1984; 
Siegesmund & Dahms 1994; Zang et al. 1996). 

This study attempts to present a mathematical 
approximation of the P-wave velocity-confining 
pressure behaviour and to derive fitting 
parameters reflecting material behaviour under 
confining compression in many directions. The 
mathematical function is based on the evaluation 
of the intrinsic properties of the solid matrix, as 
well as on the presence of low-aspect-ratio 
fabric defects (microcracks) that are closed due 
to the applied confining pressure. The mathemat- 
ical approximation of P-wave velocity is run in 
the three-dimensional regular net conform with 
directions of measured P-wave velocity. The 
resulting spatial distribution of individual fitting 
parameters is compared with the experimental 
P-wave velocity data determined on spherical 
rock samples, and with the measured rock 
fabric parameters. This approach helps in inter- 
preting processes leading to the non-linearity of 
P-wave velocity-confining pressure behaviour, 
and to evaluate the contribution of individual 
rock fabric parameters. The comparison of 
analytical and experimental data provides high 
accuracy of the employed mathematical approxi- 
mation. This approximation seems to be valid for 
igneous and metamorphic rocks containing 
planar defects. Materials with equidimensional 
pores were not studied. The method presented 
is not limited to isotropic or quasi-isotropic 
materials, as shown by an example involving 
highly anisotropic rocks. 

Experimentally derived P-wave velocities 

Technique  

Laboratory P-wave velocity measurement was 
carried out using a pulse transmission technique 
employing two electro-acoustic transducers 
(Hughes et al. 1949) later modified for rock 
spherical samples 50mm in diameter (Pros 
et al. 1969) that are investigated by unique 

apparatus at different levels of confining pressure 
(Pros et al. 1998a and references therein). 

The equipment consists of a pressure vessel 
connected with a two-step pressure generator; a 
sample positioning unit equipped with a pair of 
ultrasonic piezoceramic transducers (transmitter 
and receiver); a device for generating ultrasonic 
pulses, and a travel-time measurement and data 
acquisition unit. 

The technique can measure P-wave velocity in 
any selected direction (except the area near the 
vertical axis of rotation) with the same accuracy. 
In practice, the measurement is conducted on the 
net dividing the sphere in steps of 15 ° defining 
132 independent measuring directions (Fig. 1). 
The measurement of P-wave velocity starts at 
atmospheric pressure conditions, and continues 
through several levels of hydrostatic pressure 
(commonly 10 or 20, 50, 100, 200 MPa) up to 
400 MPa, which is the limit pressure for the 
apparatus. The travel-times of ultrasonic signals 
are measured for all 132 directions at each 
confining pressure level. 

Exper imen ta l  results 

The data obtained are analysed using special soft- 
ware packages, allowing the selection of para- 
meters on time of signal arrival and the value 
of the first amplitude (Pros et al. I998a). From 
these data, P-wave velocities were computed. 

The P-wave velocity data from all independent 
132 directions of given pressure level are 
projected from the surface of the sphere on to 
the lower hemisphere in Lambert's (equal-area) 
polar projection (Fig. 1). The region of a 
certain P-wave velocity interval is then enclosed 
by an isoline on the plot. The resulting plot pro- 
vides knowledge of the spatial distribution of 
P-wave velocities in the sample. The procedure 
for computation of P-wave velocity isolines is 
described by Pgen~/k (1975). 

Samples  

Rock samples for the laboratory measurements of 
P-wave velocities were extracted in several 
granitoid plutons and orthogneiss bodies in the 
Bohemian Massif (Czech Republic). The minera- 
logical composition (based on quantitative analy- 
sis using image processing of thin sections - see 
Pfikryl 2001) of those rocks corresponds to 
that of true granites. Rock-forming minerals 
in studied granites do not exhibit any signi- 
ficant shape or crystallographic preferred orien- 
tation. The orthogneiss studied, on the other 
hand, is a fine-grained rock exhibiting strong 
shape- and crystallographic-preferred orientation 
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+~, 

X 

T 

Z X 

Fig. 1. Kinematic diagram (on the left), showing the rotation of a spherical sample along its vertical axis (angle h), and 
the rotation of the frame holding the transducer (T) and the receiver (R). These can rotate along indicated angle ~b. The 
diagram in the centre shows the measuring grid on the surface of the sphere, and the diagram on the right depicts a grid 
of measured points projected on to the lower hemisphere (in Lambert's projection). 

(e.g. Pf'ikryl et al. 1996). Details of the rock com- 
position are given in Table 1. 

Mathematical approximation 

Function 

The model of P-wave velocity-confining press- 
ure behaviour employed in this study presumes 
the superposition of two basic phenomena of 
material behaviour. The intrinsic properties of a 
rock matrix depend on the elasticity of the con- 
stituent minerals. The general assumption on 
the linearity of rocks' elastic moduli over 
applied hydrostatic pressure range is generally 
assumed (Birch 1938) and applied to estimate 
elastic wave velocities with confining pressure 
in rocks. The presence of microcracks is the 
second important factor influencing P-wave vel- 
oci ty-confining pressure behaviour. The empiri- 
cal consideration assumes the decreasing effect 
of low-aspect-ratio microcracks on elastic wave 
velocity with increasing pressure. This behaviour 
has been described by an inverse exponential 
function and applied to mathematical models 
(e.g. Eberhart-Phillips et al. 1989; Greenfield & 
Graham 1996). 

Our mathematical approximation of P-wave 
velocity dependence on applied confining 
pressure is based on considerations mentioned 

above. The P-wave velocity-confining pressure 
relationship is expressed by an analytical 
four-parameter P-wave veloci ty-  confining 
pressure equation (adopted and modified after 

Pros et al. 1998a): 

Vp = Vo + kv × P - Wdif × 10 (-e/t'°~ (1) 

where Vp is velocity of the P-wave at confining 
pressure P, Vo is the P-wave velocity in the 
mineral skeleton of an ideal sample without 
microcracks, extrapolated to the atmospheric 
pressure level from the high confining pressure 
interval (c .200-400 MPa), kv is the increasing 
P-wave velocity coefficient of such a sample 
(the numerical expression of the slope of a 
linear part of the P-wave velocity-confining 
pressure behaviour); Vaif is the velocity differ- 
ence between Vo and the measured P-wave 
velocity at the atmospheric pressure level; and 
P0 is the confining pressure at which the differ- 
ence between the P-wave velocity of an ideal 
sample and a real sample decreases to 10% Vaie 

(Fig. 2). 

Data processing 

The equation proposed in the previous section 
can be applied for any desired direction if the 
multidirectional measurement of P-wave vel- 
ocity is employed. In this study, the P-wave 
velocities were approximated in all 132 direc- 
tions that coincide with directions in which the 
P-wave velocity was measured. P-wave velocity 

mathematical approximation is the sum of two 
functions for one direction. Both functions 
show an increase of elastic wave velocity with 
confining pressure. In such a case, the presence 
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I I - - - - - r - -  I 

confinin9 pressure P (MPa) 

Fig. 2. Graphic presentation of P-wave velocity- 
confining pressure parameters based on equations (1) 
and (9). Vo is the P-wave velocity in the mineral skeleton 
of an ideal sample without microcracks; kv is the 
increasing P-wave velocity coefficient of such a sample; 
P is the confining pressure in MPa; Ydif is the velocity 
difference between Vo and the measured P-wave velocity 
at the atmospheric pressure level; P0 is the confining 
pressure at which Vdi f decreases to 10%, and P10o is the 
confining pressure fixed to the 100 m s- l P-wave 
velocity difference. The thick curve presents the 
idealized P-wave velocity-confining pressure 
behaviour. 

is characterized by the equation: 

Fij Uj = p v 2 U/ (i = 1, 2, 3) (2) 

where p is density, v is phase velocity of elastic 

wave and Fij is Cristofell 's matrix tensor 

derived from the elastic constant: 

Fij = Cikjl ak al (3) 

where Cikjl is the elastic constant tensor and ak al 
are the directions of the normal of the wave front. 

The solution of those equations exists, if: 

IFi~ - g i j  pv2[ = 0 (4) 

This cubic equation determines the relationship 

between elastic constants and elastic wave 

velocities in the direction of the normal of the 
propagating wave front. The computation pro- 

cedure of elastic constants from measured 
P-wave velocities is based on this equation. 

The set of cubic equations and 21 unknown 

elastic constants in each direction can be solved 
numerically. The set is linearized by putting Fii 
on the left, and the rest of the equation on the 

right: 

Fi i  = p 1; 2 q-- Z i (5) 

of a random error in a primary (measured) 

data-set can significantly influence individual 

parameters of the P-wave velocity-confining 
pressure equation (compare equation 1). This is 

more pronounced if the P-wave velocity data 
are determined at a few confining pressure levels. 

The suggested method for the laboratory 

measurement of P-wave velocity employs six 
confining pressure levels for computation of 

four parameters in each measured direction. 
The scatter of results in such a case is obvious. 
In order to diminish the influence of this factor 

and random errors, the approximated data were 
derived from the calculated P-wave velocities 

that were computed from elastic constants. 
These represent smoothed experimentally 

measured P-wave velocities. 

where Zi is a correction based on elastic constants 
and on p v 2. This equation is valid for all three 

body waves. The solution of this equation can 
2 

be found by an iteration process if Zi << p v . 
Low values of Zi are ensured if the orientation 

of the co-ordinate system approaches the direc- 
tion of displacement of body waves for a given 
direction. Choosing the directions of the 

co-ordinate system axes to be strictly parallel 

with the direction of displacement, and 
especially the xl-axis parallel to the displacement 
of P-wave, then the following solution exists in a 

x 1 direction: 

F11 -- P V2 

F22 -- pV21 

F33 = oV22 

(6) 

Computation o f  elastic constants 

The computation procedure (Klima 1973) of 
elastic constants adopts a data-set of measured 

P-wave velocities. 

A common anisotropic body is characterized 
by 21 independent elastic parameters. Propa- 
gation of elastic waves in anisotropic material 

Orientation of displacement vectors in 
common anisotropic media is unknown, and pre- 

vious simplification is not valid. For P-waves in a 
weak anisotropic medium, the displacement is 
almost parallel to the direction of its propagation. 

The elastic constants can be computed using an 
iteration process. Transforming the co-ordinate 
system axis x~ to be equal to the analysed 



328 R. PI~IKRYL ETAL. 

direction, i.e. a = (eq. 3), the equation (4) 

is given by: 

* . , 2 , .  2 
e l l  - -  p V 2 -I- [(*c66 - P v ~ )  c15 

-t- (*C55 -- 13 V2) * c ~ 6 - 2  *c16"  c15 *c561/ 

2 • 
[ ( *C66 - -  P V l~) (  c55 - 0 v2) -*c~6] (7) 

Going back to the initial co-ordinate system, 
*cll represents the linear combination of all 
elastic constants. Considering the elastic con- 
stants as unknown, then only 15 independent 
equations exist for more directions, because the 
elastic constant possesses the same coefficients, 
dependent on the direction of wave propagation, 
in six cases: 

*Cll = a41cll -1- 2a~a~(cl2 -I- 2c66) 

2 2 
-t- 2 a l a 3 ( c 1 3  n t- 2c55) 

+ 4a~a2a3(c14 + 2c56) + 4a~a3c~5 

3 4a4c22 -t- 4ala2Cl6 -t- 

+ 2a2a2(c23 + 2c44) + 4a~a3c24 

+ 4a2aja3(c25 -t- 2c46) 

+ 4a~al c26 + a4c33 + 4a~a2c34 

+ 4a~alc35 + 4a~ala2(c36 + 2c45) (8) 

This system of linear equations of P-waves is 
not suitable for determination of all 21 elastic con- 
stants. A further equation can be obtained through 
the knowledge of S-waves. In the case when 
S-waves are unknown, appropriate estimates 
must be adopted, because all 21 constants must 
be used for computation of the correction factor 
Zi in each iteration step. The estimates are given 
by the ratio of given pairs of elastic constants 
like c66 = k cj2, where k is a unique constant for 
each pair. Conventionally, the ratio k = 1.5 is 
used. The correct values of elastic constants will 
be given for nine constants, for 12 constants the 
correct sums will be given and the values are 
estimates. Nevertheless, the P-wave velocities 
calculated from these constants are correct. 

The P-wave velocities calculated from these 
elastic constants are smoothed in comparison 
with measured ones and with respect to the 
minimal anisotropy symmetry of material. 
Thus, most of the local anomalies and measured 
errors are neglected (Fig. 3). It is evident that cal- 
culated P-wave velocities are more convenient 

(a) ( b ~  

Fig. 3. Comparison of experimentally measured (a) and 
computed (b) P-wave velocities expressed in the form of 
P-wave velocity isolines. The data from 132 measured 
directions are projected on the lower-hemisphere equal- 
area projection, and the P-wave velocity isolines are then 
computed. Computed P-wave velocities (b) are 
processed according to the set of equations (2-8). 
Example of granite (sample G6), P-wave velocity 
measured at atmospheric pressure. 

for the analysis of P-wave velocity-confining 
pressure behaviour. The P-wave velocity spatial 
distribution calculated with the aid of elastic con- 
stants has a similar configuration to that one 
determined experimentally. The only significant 
difference lies in the smoothed appearance of 
the calculated isolines. 

Results and discussion 

Spatial distribution of the fitting parameters 

Detailed spatial analysis of the above-mentioned 
parameters was applied on granitic rocks exhibit- 
ing diverse fabric symmetry. The first group - 
granites - represent material where the influence 

of microcracks on the anisotropy of P-wave 
velocities prevails. This fact is deduced from 
the decrease in their degree of anisotropy (e.g. 
Pros et al. 1998b). The symmetry of their 
P-wave velocity spatial distribution (and rock 
fabric as well) ranges from transversal isotropic 
or orthorhombic, under atmospheric pressure 
conditions, to quasi-isotropic fabric symmetry 
under hydrostatic pressure conditions. The 
second group of rocks, orthogneisses, show an 
example of a material with a well-developed ani- 
sotropic fabric due to the presence of both shape- 
and crystallographic-preferred-orientation of 
minerals. The symmetry of their P-wave velocity 
spatial distribution is markedly orthorhombic at 
all confining pressure levels. 

The V0 parameter in granites exhibits a quasi- 
isotropic pattern (Fig. 4). The pattern of the slope 
of straight line kv shows more pronounced 
orthorhombic pattern (e.g. sample G6, Fig. 4A) 
but can be also almost isotropic (sample RP1, 
Fig. 4B). The lowest velocity difference Vdif of 
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(a) granite sample G6 

I. 0.1 MPa 100 MPa 400 MPa 

Interval: 3.30-4.19 km/s 5.64-8,92 km/s 6.20-6.37 km/s 

Isolines step: 0.10 kmls 0.10 kmJs 0.10 km/s 

I1. v0 kv vd~, 

Interval: 5.69-5.94 km/s 0.86-1.52 km/s / 1009 MPa 1.70-2.37 krnJs 

Isolines step: 0.10 km/s 0.10 krn/s 0.10 km/s 

II1. 0.1 MPa 100 MPa 400 MPa 

Interval: 3.33-4,20 km/s 5.68-5,94 km/s 6.22-6.38 km/s 

Isolines step: 0.10 krn/s 0.10 km/s 0.10 km/s 

72-90 MPa 

5 MPa 

(b )  granite sample RP1 

I. 0.1 MPa 100 MPa 400 MPa 

Interval: 4.56-5.17 krn/s 5.72-5.98 km/s 6.04-6.20 km/s 

Isolines step: 0.10 km/s 0.10 km/s 0.10 km/s 

II. Vo k,, vd~r 

Interval: 5.91-6.03 krn/s 0.16-0.55 krn/s ! 1000 MPa 0.85-1.40 km/s 

Isolines step: 0.10 krats 0.10 kmls 0.10 kmts 

II1. 0.1 MPa 100 MPa 400 MPa 

Interval: 4.53-5,15 km/s 5.73-5.99 krn/s 6.03-6.20 km/s 

Isolines step: 0.10 krn/s 0.10 km/s 0.10 km/s 

P0 

94-127 MPa 

5 MPa 

Fig. 4. Representative spatial distributions of P-wave velocities calculated with the help of elastic constants from 
experimentally measured data-sets (l), parameters derived by mathematical approximation of P-wave velocities 
(lI) and P-wave velocity spatial distribution (Ill) calculated using the proposed equation (equation 1). Samples G6 
(a) and RP1 (b) are granites, and sample RP3 (c) is orthogneiss. All data are projected on to the lower hemisphere in 
equal-area projection. 
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Fig. 4. Continued 

(C) orthogneiss sample RP3 
I. 0.1 MPa 

C} 
Interval: 2.71-4.81 km/s 

Isolines step; 0.20 km/s 

I1. v0 

interval: 4.72-5.64 knVs 

Isolines step: 0.10 knVs 

II1. 0.1 MPa 

Interval: 2.72~4.82 knVs 

Isolines step: 0.20 kmt/s 

100 MPa 400 MPa 

4.91-5.63 km/s 5,41-5,93 knVs 

0.10 km/s 0,10 km/s 

k~ va~f 

{}@ 
0.68-1.85 knVs / 1000 MPa 0.82-2.01 km/s 

0,10 km/s 0.10 km/s 

100 MPa 400 MPa 

4.89-5.64 krnds 5,45-5.93 km/s 

O. 10 km/s O. 10 krnls 

P0 

40-95 MPa 

5 MPa 

all samples under study is in the direction of 
maximum measured P-wave velocity (Vpmax), 
while the position of the maximum Wdi f corre- 
sponds to the minimum measured P-wave 
velocity (Wpmin). The minimum microcrack 
closing pressure Po coincides roughly with the 
Vpmax direction and maximum microcrack 
closing pressure with Vpmin (Fig. 4). This is prob- 
ably due to the fact that longer cracks show more 
undulated faces, and thus they are closed at 
higher confining pressure than short cracks 
occurring in a Wpmax direction. 

The orthorhombic pattern of P-wave velocity- 
confining pressure fitted parameters faithfully 
reflects the anisotropic rock fabric of orthog- 
neisses (e.g. sample RP3). The model sample 
with no microcracks still exhibits high anisotropy 
of P-wave velocity, Vo, and linear compressibil- 
ity kv at atmospheric pressure (Fig. 4c). In this 
rock, the maximum microcrack closing pressure 
Po coincides with Wpmax direction and 
minimum P0 with Vpmin direction. In comparison 
with granites, the extremes of the Po fitting par- 
ameter exhibit reverse positions. This is due to 
the fact that most of the microcracks are of intra- 
granular nature in micas (cleavage cracks). These 
have very smooth faces and are easily closed at 
low confining pressures. 

The validity of the calculated parameters was 
evaluated by calculation of P-wave velocity 

spatial distribution at different levels of confining 
pressure, and their comparison to experimentally 
derived P-wave velocities. The graphical com- 
parison of calculated and measured P-wave vel- 
ocity values produced almost identical pattern 
that reflects the validity of calculated data. 

Comparison of fitting parameters and 

rock fabric 

The spatial distribution of individual approxi- 
mation parameters is primarily affected by the 
arrangement of rock fabric elements and by the 
whole-rock fabric symmetry. 

In granites, both parameters Vo and k,, show a 
non-symmetrical spatial distribution that 
coincides with generally assumed ideas on iso- 
tropic or quasi-isotropic symmetry of their 
mineral skeleton (e.g. Ramamurthy 1993). The 
Vdi f parameter shows transversally isotropic 
(e.g. sample RP1) or orthorhombic symmetry 
(e.g. sample G6) with a maximum oriented in 
the direction of measured Vpmin. Transversally 
isotropic distribution (Fig. 5) results from the 
presence of parallel systems of intragranular 
and grain-boundary microcracks that have 
probably formed due to the exfoliation in a 
parent granitoid pluton. The orthorhombic sym- 
metry of the ~'dif parameter probably results 



Veil 
mica 

Z 

MATHEMATICAL MODELLING OF ANISOTROPY 331 

microcracks 
Z 

X 
U 

X 

Fig. 5. Comparison of the spatial distribution of mathematically derived P-wave velocity difference Vdi f fitting 
parameter of granite (sample RP1) to the microcrack and mica fabric. Those fabrics were determined by measurement 
with an optical microscope equipped with a U-stage. The preferred orientation of the poles of microcracks is contoured 
at 2.9, 5.8, 8.7, ll.6, 14.5 and 17.4%. The preferred orientations of the poles to the basal planes of the micas are 
contoured at 2.0, 4.0, 6.1, 8.1, 10.1 and 12.1%. All data are projected on to the lower hemisphere in an equal-area 
projection. 

from the presence of several sets of microcracks 
formed due to the denudation of the granitoid 

body and by the acting regional stresses. The 

symmetry of Po is not so pronounced, but tends 
to show an orthorhombic pattern. Its maximum 

coincides with the direction of maximum 

increase of P-wave velocity. The symmetrical 
distribution of the last two parameters in quasi- 
isotropic rocks is thus strongly connected with a 

microcrack fabric that is rarely isotropic in crys- 

talline rocks (e.g. Walsh 1993). The non-linearity 

of P-wave velocity-confining pressure beha- 
viour of quasi-isotropic rocks like granites can 
therefore be explained in terms of progressive 

closure of high-aspect-ratio microcracks (Batzle 
et al. 1980; Wepfer & Christensen 1991). 

In orthogneisses, the spatial distribution of all 
four fitting parameters is more likely to be affected 

by the presence of micas (about 20-25  vol. %) 
that show strong crystallographic preferred orien- 
tation. Micas exhibit the most pronounced elastic 

anisotropy (Babu~ka 1981) of all rock-forming 

minerals present in granitoid rocks. The well- 

ordered orthorhombic symmetry of the V0 fitting 
parameter exhibits the position of the minimum 

in the direction of maximum distribution of 

poles to the (001) planes of micas (Fig. 6). The 

orientation of Vpmin in the direction normal to 
the preferred arrangement of mica (001) planes 
was confirmed by numerous experimental 

studies on low- to high-grade tectonites (Kern & 
Wenk 1990; Burlini & Fountain 1993; Hrouda 

Vo kv va~f mica 
z 

Fig. 6. Comparison between the anisotropic fabric of orthogneiss (here expressed by the preferred orientation of poles 
to mica (001) planes) and the orthorhombic symmetry of the spatial distribution of mathematically derived P-wave 
velocity fitting parameters. Mica fabric was determined by measurement using an optical microscope equipped with a 
U-stage. The preferred orientations of the poles to the basal planes of the micas are contoured at 2.7, 5.5, 8.2, I 1.0, 13.7, 
16.4 and 19.2%. All data are projected on to the lower hemisphere in equal-area projection. 



332 R. PI~IKRYL ET AL. 

et al. 1993; Ji et al. 1993; Johnston & Christensen 
1995). The spatial distribution of the kv parameter 
shows the same symmetry. Its maximum lies in the 
direction of maximum concentration of poles to 
the (001) planes of micas, i.e. in the direction of 
maximum compressibility of the sample. The 
same behaviour was found for the behaviour of 
the Vaif parameter. Its maximum coincides with 
minimum Vo and maximum kv. This means that 
the maximum increase of P-wave velocity occurs 
in the direction oriented perpendicularly to the 
planes of foliation that are defined by the align- 
ment of platy micas, intragranular microcracks in 
(001) planes of micas, grain-boundary micro- 
cracks and grain-boundary bonds between 
minerals showing a strong shape-preferred orien- 
tation. This direction is evidently more susceptible 
to being compressed by the acting confining press- 
ure than the direction of stretching lineation that is 
the direction of minimum Vail (Fig. 6). The studied 
rock exhibits a lower crack density of cracks 
oriented perpendicular to the lineation than in 
the foliation plane. The coinciding lineation and 
Vem~ direction represent the P-wave velocity 
extreme in anisotropic rocks (Johnson & Wenk 
1974; Kern 1974, 1993; Kern & Fakhimi, 1975; 
Kern & Wenk 1990; Burlini & Fountain 1993; 
Hrouda et al. 1993; Ji et al. 1993). The symmetry 
of P0 copies symmetry of previous fitting 
parameters. The minimum microcrack closing 
pressure coincides with the measured gpmin and 
Vo minimum and the Vaif maximum, i.e. with the 
easiest compressible direction. 

Prob lem o f  microcrack  closing pressure  

Although the Vaif and Po fitted parameters are 
mainly influenced by the microcrack content, the 
rocks studied show some significant differences 
in the behaviour of both parameters. In granites, 
the Vaif maximum coincides with the P0 
maximum. In orthogneisses, the Vaif maximum 
lies in the direction of the Po minimum. This can 
be caused by the diverse nature of microcracks 
present in both of the rock groups studied. In 
orthogneiss, the prevalent microcracks are of 
intragranular nature in micas that show more 
smoothed faces and therefore are easy compressi- 
ble under lower confining pressures (Babugka & 
Pros 1984). In granites, on the other hand, the 
intragranular and grain-boundary microcracks 
show more uneven faces (e.g. Carlson & Gangi 
1985) with fracture bridges, and are less suscep- 
tible to being compressed. As a result they stay 
open at higher confining pressure levels (Wepfer 
& Christensen 1991). A similar observation on 
the effect of uneven fracture faces on P-wave 
velocity-confining pressure behaviour was done, 

for example, on granodiorites (Babu~ka & Pros 
1984). The observed phenomena can be also influ- 
enced by the diverse nature and degree of sample 
anisotropy and/or the relationship of microcracks 
to the bulk rock fabric. 

Another important problem of microcrack 
closing pressure Po determination arises from 
its significant dependence on Vdif parameter 
and, consequently, on microcrack density. Evi- 
dently, a higher velocity difference can seriously 
decrease the value of the microcrack closing 
pressure. This leads to the 'false' determination 
of microcrack closing pressure that can occur 
not directly in the passage from non-linear to 
linear P-wave velocity -confining pressure 
relationship, but deeply in the non-linear 
region. This was the reason for the application 
of a second microcrack closing pressure Ploo 
that is fixed to the 100 m s -1 velocity difference 
and is calculated according to the following 
equation: 

Pl00 = P0( log Vjif - log 100) (9) 

This fitted parameter shows a greater scatter of 
values in different directions in one rock - as 
well as between rocks with varying densities of 
microcracks - than the Po microcrack closing 
pressure. This suggests that Plo0 reflects the 
real density of the microcracks. The Po fitting 
parameter, on the other hand, probably expresses 
the character of the microcracks, e.g. the quality 
of their contacts and the type of microcrack. 

The microcrack closing pressures Po of the 
rocks being studied varied between 100 and 
150 MPa. The wide range of the Vdi f parameter 
significantly influenced the calculated value of 
microcrack closing pressure Po. The lower values 
of P-wave velocity at atmospheric pressure, and 
the higher level of P-wave velocity in samples 
with closed microcracks, seriously decrease the 
value of the microcrack closing pressure, P0. 

The P100 microcrack closing pressure offers 
another view on the process of microcrack 
closure in rocks exhibiting a great variability in 
the influence of cracks at the atmospheric pressure 
level. The P I0o microcrack closing pressure shows 
a greater scatter in comparison to the Po values. 
The microcrack closing pressures Ploo drop 
down to about 50-80 MPa for rocks with low 
crack density. The increase in microcrack closing 
pressures Ploo to the range 150-200 MPa was 
observed in densely cracked granites. 

Conclusions 

A proposed mathematical four-parameter function 
provides an approximation of the P-wave velocity 
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dependence on the applied confining pressure. The 
individual parameters of the equation (1) reflect 
the physical behaviour of various rock fabric 
elements. The V0 parameter is the P-wave velocity 
in a mineral skeleton without microcracks. The kv 
parameter is the slope of the straight-line depen- 
dence of P-wave velocity on confining pressure. 
The steeper the slope, the greater the linear 
deformability of the material or some of its con- 
stituents. This parameter therefore reveals the 
most compliant direction of the mineral skeleton. 
Both of these parameters and their symmetry are 
affected only by the degree of elastic anisotropy 
of the minerals present and their preferred arrange- 
ment. The third parameter, gdif, characterizes the 
crack influence at atmospheric pressure, and indi- 
cates the most deformable directions due to the 
presence of microcracks. The microcrack closing 

pressures P0 and Ploo are influenced by the 
nature and density of microcracks. 

The non-linearity in P-wave veloci ty-  
confining pressure behaviour and spatial 
distribution of its fitting parameters are then 
interpreted in terms of the microcracks present 
in the case of quasi-isotropic rocks - granites, 
and the preferred orientation of highly anisotro- 
pic rock-forming minerals like micas in the 
case of anisotropic rocks - orthogneiss. 

When plotted spatially, these fitting parameters 
show quasi-isotropic to anisotropic distribution. 
Their symmetries can be correlated with measured 
P-wave velocities on real rock samples. The sym- 
metry and extremes of individual fitting par- 
ameters can be also related to the preferred 
orientation of individual rock fabric elements. 
The v0 and kv parameters depend on the fabric of 
a mineral skeleton without microcracks. They 
show isotropic to quasi-isotropic distribution in 
rocks that possess the quasi-isotropic fabric of 
the mineral skeleton (e.g. granites), but both par- 
ameters can develop anisotropic (e.g. orthorhom- 
bic) symmetry in rocks where minerals tend to 
show crystallographic and shape-preferred orien- 
tation (e.g. micas in orthogneiss). 

The spatial distribution of vaif and P0, Ploo fitting 
parameters depends on the presence and orien- 
tation of microcracks, but can be also affected by 
the preferred orientation of highly anisotropic min- 
erals in some rocks (e.g. micas in orthogneiss). The 
minimum P-wave velocity difference occurs in the 
direction of maximum measured P-wave velocity 
that correlates with the direction of linear fabric 
in rocks if present. The maximum velocity differ- 
ence corresponds to the direction normal to the 
structural bedding (foliation, dominant set of 

microcracks) and to the direction of minimum 
measured P-wave velocity. The spatial pattern 
of this fit is similar to the laboratory measured 

P-wave velocity spatial distribution recorded at 

atmospheric pressure. 
The closure of microcracks due to increasing 

confinement was simulated with the help of 
two fitting parameters P0 and Plo0- Firstly, the 
P100 microcrack closing pressure fit depends 
mainly on the density of microcracks. Secondly, 
P0 fit presents the qualitatively proportional 
microcrack closing pressure for rocks with 
significantly different crack densities. This 
parameter expresses the more likely character 
of the microcracks. 
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Abstract: Accurate knowledge of porosity is essential for understanding the links between 
basic petrophysical parameters, such as diffusion coefficients, permeability and conduc- 
tivity. Standard methods used to determine porosity quantify the bulk porosity and the dis- 
tribution of pore sizes. Crystalline rocks are rarely monomineralic, and the porosity of 
polyphasic rocks is considered heterogeneous at the mineral grain scale. Calculation of 
bulk petrophysical parameters must take into account porosity and mineral-phase micro- 
structures, as well as connectivity. The polymethylmethacrylate (PMMA) method uses 
radioactively (14C)-labelled methylmethacrylate (14C-MMA) liquid to impregnate the 
rock sample, which is then polymerized by irradiation, cut and autoradiographed. Porosity 
is quantified by digitizing the autoradiograph and subsequent densitometry. Staining of the 
same rock surface uses chemical agents that rapidly reveal the primary minerals of unaltered 
and altered crystalline rocks: mainly quartz, K-feldspar, plagioclase and dark minerals. The 
images of PMMA autoradiographs and stained rock surfaces are combined to quantify 
mineral-specific porosities. 

The methodology has been applied here to a granite core from Palmottu (central Finland) 
representing coarse-grained granite adjacent to a potential water-conducting fracture. 
Imaging of the porosity relative to mineralogy is presented and complemented by mineral 
specific porosities. 

Many geological sites in different countries have 
been evaluated extensively as potential locations 
for nuclear waste disposal. Their geological set- 
tings differ in that the impermeable formations 
are either crystalline rocks, clay formations or 
salt domains (Gascoyne et al. 1995). Over geolo- 
gically long time periods, radioactive substances 
may be released from a nuclear waste repository 
and percolate along permeable fault zones. 
Radio-element migration within a rock matrix 
under natural long-term conditions is a complex 
process controlled by various parameters. 
Radio-elements are retarded by diffusion into 
the surrounding rock (Neretnieks 1980). Diffu- 
sion is influenced by physical properties of the 
rock, such as pore size distribution, connectivity, 
tortuosity, constrictivity, and the petrological and 
chemical nature and ionic charge of the rock pore 
surfaces (Katsube & Kamineni 1983; Katz & 
Thompson 1987; Clennell 1997). The degree of 

structural heterogeneity in the natural rock 
matrix and its various mineral phase compo- 
sitions will determine its influence on radio- 
nuclide retardation. Therefore, understanding 
the retardation behaviour of rocks requires a 
robust research methodology. 

The aim of this work was to test how the por- 
osity of a granite rock could be quantitatively 
linked to mineralogical and structural variations. 
Firstly, autoradiography was used to visualize 
the granite as a porous medium, followed by 
quantitative evaluation of the porosity distri- 
bution using image analysis tools. Secondly, a 
mineral staining procedure was used to obtain a 
mineral map of the rock surface at the same 
scale as the autoradiograph. The superimposition 
of images from these two techniques enabled 
assessment of the mean porosity and porosity 
distribution for all the major rock-forming min- 
erals in the studied rock. 

From: HARVEY, P. K., BREWF~R, T. S., PEZARD, P. A. & PETROV, V. A. (eds) 2005. Petrophysical Properties of 
Crystalline Rocks. Geological Society, London, Special Publications, 240, 335-342. 
0305-8719/05/$15.00 © The Geological Society of London 2005. 
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Materials and method 

A 42 x 150 mm granite rock core from borehole 
R384 in the Palmottu Natural Analogue Site, 
(central Finland) adjacent to a water-conducting 
fracture at a depth of 74 m, was used in this 
study. The existence of naturally occurring 
uranium has been intensively studied at Palmottu 
(Blomqvist et al. 1998, 2000). The mineralogical 
characterization of water-conducting fractures in 
borehole R384 has been reported by Ruskeeniemi 
et al. (1998). The main petrographic features of 
our sample are summarized in Table 1. The 
average grain size of the major K-feldspar 
phenocrysts forming the rock is a few centi- 
metres. From optical microscopy the intragranu- 
lar, cleavage and grain-boundary micro cracks 
were found mainly in quartz, K-feldspar and 

plagioclase. Porous zones with large internal 
surface areas were observed in hematized plagi- 
oclase and chloritized biotite (Siitari-Kauppi 
et al. 1999). 

M C - P M M A  i m p r e g n a t i o n  m e t h o d  

The 14C-PMMA method developed by Hellmuth 

et al. (1993, 1994), uses a vacuum to impregnate 
decimetre-scale rock cores with 14C-MMA. The 
subsequent procedures are irradiation polymeriz- 
ation, autoradiography and optical densitometry 
by digital image processing. 

The 14C-MMA, which wets the silicate 

surfaces well and can be fixed by polymerization, 
provides unique information on the accessible 
pore space in crystalline rock. MMA is a 
monomer with very low viscosity, 0.00584 Pa s 
(20°C), when compared to water, 0.01005 Pa s 
(20°C). Because the contact angle of MMA on 
silicate surfaces is lower than for water, impreg- 
nation of bulk rock specimens by capillary forces 
is rapid. The MMA molecule is small (molecular 
weight 100.1), it is non-electrolytic and it has 
low polarity with respect to water. The low 
[3-energy of carbon-14 (maximum 155 keV) is 
optimal for autoradiographic measurements. 

The initial 14C-MMA concentration used in this 
study was 925 kBq ml-1. The rock sample was 

initially dried at l l0°C for two weeks in a 
vacuum chamber, and then cooled to 18°C. The 
14C-MMA was put into a 50-ml reservoir and 

transported under vacuum to the chamber for 
an impregnation time of two weeks. 

The impregnated sample was irradiated with 
~-rays from a 6°Co source to polymerize the 

monomer in the rock matrix; the total dose was 
50kGy.  During irradiation, the temperature 
increased slightly in the system. However, this 
was minimized by cooling the system with 
MMA-saturated water surrounding the sample. 

After the irradiation, the sample was heated at 
120°C for three hours to eliminate irradiation- 
induced luminescence of the feldspar minerals. 
Luminescence emissions would have exposed 

the autoradiographic film and so masked the 
detection of [3 -radiation originating from 
14C_PMMA. 

The core was cut in half along its tong axis, the 
planar sawn surfaces were polished with alu- 
minium oxide powder (400 meshes) and were 
then cleaned ultrasonically for two minutes. In 
a dark room the polished surfaces were placed 
on an autoradiographic film (Kodak ® Biomax), 
shielded from luminescence emissions by an 
aluminium-coated Mylar foil. Exposure times 
depend on tracer activity and on the mean 
sample porosity; the exposure time for this 

14 
study was seven days. The C-PMMA standards 
with 370-462 kBq ml-~ activity concentrations 
were used to establish the calibration function 

for quantitative analysis. 
The autoradiographs were digitized with a table 

scanner (Ricoh FS2) using an 8-bit grey-level 
mode to produce images for quantitative analysis. 
In this work, 400-dpi resolution was used (a pixel 
is 63.5 × 63.5 txm2). The photo-image of the 

stained rock surface (see below) and the corre- 
sponding autoradiograph are illustrated in Figure 1. 
Different shades of grey on the autoradiograph 
represent different porosities: the darker the 
shade, the higher the porosity. 

Table 1. Mineral content and texture ofR384 74 m rock sample 

Primary mineral Mineral content Secondary phases Deformation 
(vol. %) 

Quartz 30 - -  Grain-boundary pores and intragranular 
microcracks 

K-feldspar 35 Not observed in the Open cleavage and intragranular 
studied sample microcracks 

Plagioclase 30 Hematite Intragranular microcracks 
Biotite 5 Chlorite Open cleavages 

The main petrographic features of the cored sample are typical for Palmottu granite. However, the compositions of primary minerals and 
the presence and nature of secondary phases such as uranium and calcite can vary greatly from one Palmottu sample to another. 
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(a) (b) 

Fig. 1. Photo-image of impregnated and stained R384 74 m rock sample (a) and the corresponding autoradiograph 
14 (b). The area used for digital image analyses is indicated on the photo-image (white square). The C-PMMA 

method permits the study of the spatial distribution of pore spaces and heterogeneities in rock matrices, from 
micrometre to decimetre scales. 

Porosity calculation from autoradiography 

The grey levels of pixels on the autoradiographic 
film were converted into optical densities then 
into radio activities with the help of the cali- 
bration curve from a4C- PMMA standards, and 
finally into porosities. Since the linear response 
of the scanner has been verified, the digitized 
grey levels of the pixels can be treated as 

intensities. Optical densities defined by Lambert 
are derived from intensities (grey-level values): 

OO = - lOgl0 (I/Io) (1) 

where OD is the optical density here, Io is the 
intensity of the background and I is the pixel 
intensity. A calibration function was needed to 
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convert each measured optical density into radio- 
activity (Keller & Waser 1982). The calibration 
curve was constructed by equating the radio- 
activities of standards to their corresponding 
optical densities, using an inversion calculation 
based on the least-squares method and determin- 
ing a set of coefficients (a,k,c). For a given 
exposure time, the mathematical function 
describing the non-linear behaviour of the local 
radioactivity versus optical density of the film 
has the form: 

OD = a(1 - e -za) + c (2) 

where OD is the optical density and A is the 
radioactivity of the source. The radioactivity 
for each pixel was calculated using the relation: 

whole measured area was obtained from the poros- 
ity distribution by taking a weighted average: 

Y~n Areanen (8) 
~3t°t = ~ n  Arean 

where Area,, was the area of pixel n, and en the 
local porosity corresponding to pixeI n. 

The blackening of the autoradiographic film 
caused by the radiation emitted from the rock 
surface corresponded to the amount of 
14C-NLMA tracer that intruded into the rock. 
The major fraction of the emitted [3-radiation 
was attenuated by silicates. The tracer was con- 
sidered as diluted by the silicate. 

A = - k - '  ln[l - ((OD - c)/a)] (3) 

If the radioactivity of one pixel of the sample 
is A, and the radioactivity of the tracer used to 
impregnate the sample is A0, the porosity e can 
be calculated by 

e ( % )  = [3(A/Ao) x 100% (4) 

where 13 is the beta-absorption correction factor, 
which corrects the difference in [3-emissions 
from the PMMA and the sample. The absorption 
of [3-radiation in a matrix is roughly linearly 
dependent on the density of the matrix (Tingle 
1987). Therefore [3 can be approximated by: 

[3 = o~ (5) 

p0 

where Ps is the density of the sample and P0 is the 
density of pure PMMA (1.18 g cm-3). Our sample 
was assumed to consist of rock material and pores 
(containing PMMA), and therefore Ps could be 
expressed as: 

Ps = ~P0 + (1 - e)Pr (6) 

where pr is the density of mineral grains. In this 
work, the average density values used for each 
mineral were taken from Landholt-Brrnstein 
(1982). The porosity as a function of radioactivity 
can be solved from equations 4 - 6  (Hellmuth et al. 
1994; Sammartino et al. 2002): 

P~/Po A 

e -- 1 + (Pr/P0 - 1)a /ao  "A--o (7) 

Plotting a histogram of porosities calculated 
using equation (7) gave the relative frequency for 
individual porosity regions. The porosity of the 

Minera l  staining 

After autoradiography, the primary minerals 
were identified from the rock surface, using 
hydrofluoric acid etching and two coloration 
agents, K-ferrocyanide and Na-cobaltnitrite 
(Miiller 1967). The K-ferrocyanide staining in 
combination with hydrofluoric acid etching 
caused a clear contrast between quartz, feldspars 
and dark minerals. The hydrofluoric acid etching 
with Na-cobaltnitrite staining caused a clear con- 
trast between K-feldspar and plagioclase. Sardini 
et al. (1999) have shown that these staining tech- 
niques can be used to discriminate between the 
primary mineral species in crystalline rocks, 
except muscovite which has yet to be tested. 

The sample was first immersed for eight hours 
in a solution of K-ferrocyanide, to stain the ferro- 
magnesian minerals blue. Biotite grains appeared 
dark blue, and hematitized plagioclase grains 
were stained a light-blue colour because of the 
high iron content in the grains. The coloured 
surface was etched for one minute in hydrofluoric 
acid. After the immersion with K-ferrocyanide 
solution, the sample surface was treated with a 
dilute solution of HC1, and then washed with 
water. The surface was then immersed for two 
minutes in hydrofluoric acid, washed with dis- 
tilled water, and dried at room temperature 
for one hour. After drying, the sample was 
placed horizontally in a container. Some 40 ml 
of Na-cobaltnitrite solution were poured uni- 
formly on the sample surface and left for three 
minutes. The surface was carefully washed 
with water and dried. After this step, K-feldspar 
mineral grains were bright yellow and plagio- 
clase grains were white. The Na-cobaltnitrite 
staining did not affect quartz or ferromagnesian 
minerals that had already been stained, such as 
biotite. The stained rock surface was digitized 
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in 24-bit RGB mode, with the same resolution 
and orientation as the autoradiograph. 
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Thresholding o f  minerals 

and superimposition 

The four colours representing different minerals 
were thresholded simultaneously. Existing 
superimposition and colour thresholding pro- 
grams (Sardini et al. 1999, 2001) for an SGI 
workstation were converted to a PC-environ- 
ment, using the MatLab ®, Image Processing 
Toolbox, and the developed porosity calculation 
program (Mankeli 2.0). The scanned autoradio- 
graph and the thresholded mineral map were 
then precisely superimposed, and a region of 
interest (3.5 x 4.5 cm 2) of the sample was selec- 
ted for mineral-specific porosity calculations. 

Results and discussion 

From the 2D autoradiograph of the sawn surface 
(Fig. lb), a well-developed connective pore 
network consisting of intragranular microfissures 
and porous patches was observable. Figure 2 
shows the final mineral map obtained by thresh- 
olding a 24-bit image from the stained rock 
surface. The connected porosity of a 
15 x 4.2 cm 2 sample area was determined as 
0.7%. The porosity values measured by water 
gravimetry for the same Palmottu granite, but 
containing a lower amount of altered plagioclase, 
were 0.4-0.6% (Siitari-Kauppi et al. 1999). 

Figure 3 presents magnifications of porosity 
patterns observed from the autoradiographs; 
they were obtained by superimposing mineral 
maps on to a porosity map. Differences 
between the porosity patterns of the primary 
minerals were clearly evident, and so the 
spatial distribution of porosity in the rock 
matrix was dependent on mineralogy. 

Figure 4 shows the porosity histograms of the 
main minerals represented on a log-linear scale. 
The average values of the mineral-specific poros- 
ities were 0.48% for potassium feldspar, 0.56% 
for quartz, 1.14% for plagioclase and 1.19% for 
dark minerals (= biotite). Porous mineral grains 
of plagioclase contained both solution porosity 
and intragranular fissures. The porosity of 
biotite grains consisted mainly of porous 
patches. In many geological contexts, biotite is 
often described as the most altered phase, 

because of: 

(1) its high internal surface area developed 
along numerous (001) cleavage planes, and 

Fig. 2. Thresholded mineral map (3.5 x 4.5 cm a) 
after staining and thresholding. White corresponds to 
K-feldspar, light grey to plagioclase, dark grey to quartz, 
and black to dark minerals. 3a-d indicate locations of 
Figures 3a-d. 

(2) its important geochemical reactivity against 
alteration processes (Parneix et al. 1985; 
White et al. 2001). 

We can also note that the porosity histograms of 
the two most porous phases were asymmetrical 
toward the high porosity range. Potassium- 
feldspar and quartz grains showed mainly intra- 
granular fissuring, and their porosity histograms 
present a symmetrical shape, thus revealing a 
log-normal distribution of porosity. 

Autoradiographic resolution depends strongly 
on the range of 14C [3-radiation (Siitari-Kauppi 
et al. 1998). The features shown on the auto- 
radiograph represent [3-particles from the 
sample absorbed by the film. Figure 5 shows 
the backscattered electron image (BSE) of one 
region of the sample and the corresponding 
area on the autoradiograph, visualized through 
an optical microscope. Well-separated microfis- 
sures could be detected easily on the autoradio- 
graph, but fissures less than 100 p~m apart could 
not be differentiated. The mineral map obtained 
from thresholding the stained sample surface 
was compared to the mineral distribution seen 
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(a) (b) 

(c) (0) 

Fig. 3. Magnifications from an autoradiograph presenting individual mineral grains of K-feldspar (a), dark minerals 
(b), plagioclase (c) and quartz (d). The locations are numbered in Figure 2. Quartz and K-feldspar are clearly less 
porous than biotite and plagioclase. 
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Fig. 4. Porosity histograms of primary minerals in the 
R384 74 m rock sample. Note the symmetrical shapes 
of the K-feldspar and quartz porosity histograms 
compared to the asymmetrical shapes of dark minerals 
and plagioclase porosity histograms. 

using scanning electron microscopy (SEM). The 
result of thresholding the mineral maps at the 

centimetre scale was comparable to SEM obser- 
vations, but the accuracy of thresholding is 
improved when using SEM. The linking of 
PMMA autoradiographs to stained mineral 
maps functioned well in this type of rock, 

because small mineral grains were rare. 

(a) 

(b) 

Conclusions 

Full petrophysical evaluation of the host rock 

with regard to the construction of a deep geologi- 

cal nuclear-waste repository requires the use of a 
variety of complementary methods. Quantitative 
autoradiography employing ~4C-labelled poly- 

methylmethacrylate supplemented the number 
of digital image analyses, and yielded valuable 
petrophysical information. Superimposition of 
porosity and mineral maps produced two main 

results: 

(1) a realistic quantitative mineral-specific por- 

osities, and 
(2) a centimetre-scale view of the connective 

porous network that governs petrophysical 

properties in a low-permeability granite. 

The present study focused on determining the 

porosity distribution relative to mineralogy, but 
the data analysis could also be used as a link 

between petrophysical properties such as diffu- 
sion and petrographic characterization (Sardini 

et al. 2003). Two necessary improvements in 
the method would be to quantify the porosity of 

boundaries between different mineral-species, 

Fig. 5. The backscattered electron image (a) and the 
corresponding image of the autoradiograph viewed 
through an optical microscope (b) of the same area. 
Same scale in both images; codes A and B indicate a 
microfissure and fractures in the BSE image, as well as 
the corresponding features on the autoradiograph. 
Microfissures observed from BSE images are also 
detected on the autoradiograph, if they are sufficiently 
separated. 

and also to analyse in detail the shapes of the 

mineral specific porosity histograms. 

This study was financially supported by the Finnish Centre 
for Radiation and Nuclear Safety Authority (STUK). 
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