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Front Cover Photograph:

Rock Art at Zalat el Hammad, Southeastern Sahara, Northwest Sudan. Rock art from Zalat
el Hammad (17°50° N, 26°45’ E), a circular group of fractured sandstone hills, in the Wadi
Howar, southeastern Sahara. The Wadi (1100 km long and 10 km wide) is a now defunct
watercourse which 10,000-2000 yr ago was the Nile’s largest tributary from the Sahara. The
engravings depict domestic cattle, giraffes, elephants, lions, antelopes, monkeys, ostriches,
desert foxes, barbary sheep and other wildlife, as well as portrayals of round-headed humans
with dogs. Based on their different stylistic characteristics, grades of patination, and the com-
position of species, the depictions must be from different epochs of the early and mid-
Holocene wet phase in the Sahara. Bones of all the big game fauna depicted have been found
in nearby excavations of paleo-lake sediments of early and mid-Holocene age; they suggest
that the engravings were based on local observations, and not reproduced from memory of
other regions. The absence of camels suggests that at least since the beginning of the camel
period (about 2000 yr ago) no more engravings were rendered due to the worsening living
conditions. Through their art, our prehistoric ancestors have provided a vivid record of the
dramatic changes of climate that have occurred in what is today one of the most arid loca-
tions on earth. (Photograph courtesy of Stefan Kropelin, University of Kéln.)
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I PREFACE TO THE SECOND EDITION

When I wrote the first edition of Quaternary Paleoclimatology in the early 1980s
the field of paleoclimatology was still in its infancy. Since then there has been an ex-
plosion of interest and research on the subject. It is amazing to realize that in the
early 1980s AMS radiocarbon dating was hardly being used, we knew nothing of
Dansgaard-Oeschger cycles and their relationship to the North Atlantic thermoha-
line circulation, the significance of Heinrich events had not been fully recognized,
the first preliminary carbon dioxide measurements on ice cores were just being
made, and no long ice cores had been recovered from the Tropics. General circula-
tion models were crude and paleoclimatic simulations were rare. By contrast, pa-
leoclimatology today is a major field in earth systems research and of vital
importance to concerns over future global changes. As a result, the literature on the
subject has grown immensely and it is becoming increasingly difficult to stay on top
of the entire field.

In this edition I provide a contemporary overview of the field, but inevitably
there will be topics that I may not have adequately reviewed. There are certainly
topics currently under debate on which I may not have represented the full range of
perspectives. Some important topics are omitted, or have been given only a cursory
introduction. Such are the dangers of trying to cover such a wide field. However, I
believe there are advantages in having one lens through which this rapidly evolving
field is viewed, rather than a spectrum of perspectives that an edited volume of spe-
cialists might present. I hope that those specialists who turn to their particular areas

xiii
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PREFACE

of expertise will do so with the overall objectives of the book in mind; a compre-
hensive review of every subfield cannot be reconciled with an up-to-date overview
of the rest of paleoclimatology. The final product is thus a compromise between
completeness, expediency, and (eventually) exhaustion. Nevertheless, I hope I have
done justice to most topics, and that the new references I have included will enable
interested readers to access the important literature quickly. Certainly, there is no
substitute for reading the original scientific papers.

Apart from being more up to date, I believe this edition is a much more com-
prehensive overview of paleoclimatology and the record of climatic changes during
the Quaternary than the first edition. All sections have been revised and updated.
Particularly noteworthy changes include new material on dating (calibration of the
radiocarbon timescale, amino acid geochronology, thermoluminescence [TL], opti-
cally stimulated luminescence [OSL], and infrared stimulated luminescence [IRSL}),
a completely new chapter on ice cores, a longer and extensively revised chapter
on marine sediments and ocean circulation in the past, new sections on corals,
alkenones, loess, lake sediments (albeit brief), and greatly revised chapters on pollen
analysis, tree rings, and historical records. I have also included a new chapter on
paleoclimate models, emphasizing the increasing use of general circulation models
in paleoclimatology. Over 1100 new references have been added and there are ap-
proximately 200 new figures. My goal has been to enable nonspecialists in any one
subfield of paleoclimatology to learn enough of the basics in other subfields to al-
low them to read and appreciate the literature they might not otherwise understand.
This will facilitate better communication of ideas within paleoclimatology and be-
yond. I leave it to the reader to decide how well this goal has been achieved.

Ray Bradley
Ambherst, Massachusetts
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I PALEOCLIMATIC RECONSTRUCTION

1.1 INTRODUCTION

Paleoclimatology is the study of climate prior to the period of instrumental mea-
surements. Instrumental records span only a tiny fraction (<10°7) of the Earth’s cli-
matic history and so provide a totally inadequate perspective on climatic variation
and the evolution of climate today. A longer perspective on climatic variability can
be obtained by the study of natural phenomena which are climate-dependent, and
which incorporate into their structure a measure of this dependency. Such phenom-
ena provide a proxy record of climate and it is the study of proxy data that is the
foundation of paleoclimatology. As a more detailed and reliable record of past cli-
matic fluctuations is built up, the possibility of identifying causes and mechanisms
of climatic variation is increased. Thus, paleoclimatic data provide the basis for test-
ing hypotheses about the causes of climatic change. Only when the causes of past
climatic fluctuations are understood will it be possible to fully anticipate or forecast
climatic variations in the future (Bradley and Eddy, 1991).

Studies of past climates must begin with an understanding of the types of proxy
data available and the methods used in their analysis. One must be aware of the dif-
ficulties associated with each method used and of the assumptions each entails.
With such a background, it may then be possible to synthesize different lines of evi-
dence into a comprehensive picture of former climatic fluctuations, and to test hy-
potheses about the causes of climatic change. This book deals with the different
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types of proxy data and how these have been used in paleoclimatic reconstructions.
The organization is methodological, but through discussion of examples, selected
from major contributions in each field, an overview of the climatic record during
the late Quaternary (the last ~1 Ma) is also provided. The climate of earlier periods
can be studied using some of the methods discussed here (particularly those in
Chapters 6, 7, and 9) but the farther back in time one goes, the greater are the prob-
lems of dating, preservation, disturbance, and hence interpretation. For a thorough
discussion of climate over a much longer period, the reader is referred to Frakes
etal. (1992).

Although our perspective on the past is obviously somewhat myopic, the Qua-
ternary was a period of major environmental changes that were possibly greater
than at any other time in the last 60 million years (Fig. 1.1). Nevertheless, there is
no doubt that an understanding of climatic variation and change during the
Quaternary period is necessary not only to appreciate many features of the natural
environment today, but also to comprehend fully our present climate. Different
components of the climate system change and respond to external factors at differ-
ent rates (see Section 2.2); in order to understand the role such components play in
the evolution of climate it is necessary to have a record considerably longer than the
time it takes for them to undergo significant changes. For example, the growth and
decay of continental ice sheets may take tens of thousands of years; in order to un-
derstand the factors leading up to such events and the effects such events subse-
quently have on climate, it is necessary to have a record considerably longer than
the cryospheric (snow and ice) changes which have taken place. Furthermore, as
major periods of global ice build-up and decay appear to have occurred on a quasi-
periodic basis during at least the late Quaternary, a much longer record than the
mean duration of this period (~10° yr) is necessary to determine the causative fac-
tors, and to appreciate how those factors play a role in climate today. A detailed pa-
leoclimatic record, spanning at least the late Quaternary period, is therefore
fundamental to comprehension of modern climate, and the causes of climatic varia-
tion and change (Kutzbach, 1976). Furthermore, unless the natural variability of
climate is understood, it will be extremely difficult to identify with confidence any
anthropogenic effects on climate.

Computer models can be used to estimate the spatial and temporal pattern of
climate change as greenhouse gas concentrations increase in the atmosphere. This
provides a “target” of expected change against which contemporary observations
can be compared. If the climate system evolves towards such a target, one could
then argue that anthropogenic effects have been detected on a global scale (Santer
et al., 1996). But natural variability, unless fully represented in model simulations,
may confound such detection efforts. Whatever anthropogenic effects there are
on climate, they will be superimposed on the underlying background of “natural”
climate variability, which may be varying on all timescales in response to different
forcing factors. Paleoclimatic research provides the essential understanding of cli-
mate system variability, and its relationship to both forcing mechanisms and feed-
backs, which may amplify or reduce the direct consequences of particular forcings.
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B FIGURE I.1 Generalized temperature history of the Earth plotted as relative departures from the present
global mean (from Frakes et al, 1992). Studying the proxy record of paleoclimate is rather like looking through
a telescope held the wrong way around; for recent periods there is evidence of short-term climatic variations,
but these cannot be resolved in earlier periods.

It is abundantly clear from the paleoclimate record that abrupt changes have
occurred in the global climate system at certain times in the past. Nonlinear re-
sponses apparently have occurred as critical thresholds were passed. Our knowl-
edge of what these thresholds are is completely inadequate; we cannot be certain
that anthropogenic changes in the climate system will not lead us, inexorably,
across such a threshold, beyond which may lie a dramatically different future cli-
mate state (Broecker, 1987). Only by careful attention to such episodes in the past
can we hope to comprehend fully the potential danger of future global changes due
to human-induced effects on the climate system.
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1.2 SOURCES OF PALEOCLIMATIC INFORMATION

Many natural systems are dependent on climate; where evidence of such systems in
the past still exists, it may be possible to derive paleoclimatic information from
them. By definition, such proxy records of climate all contain a climatic signal, but
that signal may be relatively weak, embedded in a great deal of extraneous “noise”
arising from the effects of other (non-climatic) influences. The proxy material has
acted as a filter, transforming climatic conditions at a point in time, or over a pe-
riod, into a more or less permanent record, but the record is complex and incorpo-
rates other signals that may be irrelevant to the paleoclimatologist.

To extract the paleoclimatic signal from proxy data, the record must first be cal-
ibrated. Calibration involves using modern climatic records and proxy materials to
understand how, and to what extent, proxy materials are climate-dependent. It is
assumed that the modern relationships observed have operated, unchanged,
throughout the period of interest (the principle of uniformitarianism). All paleocli-
matic research, therefore, must build on studies of climate dependency in natural
phenomena today. Dendroclimatic studies, for example, have benefited from a
wealth of research into climate-tree growth relationships, which have enabled den-
droclimatic models to be based on sound ecological principles (see Chapter 10). Sig-
nificant advances have also been made in palynological research by improvements
in our understanding of the relationships between modern climate and modern
pollen rain (see Chapter 9). It is apparent, therefore, that an adequate modern data
base and an understanding of contemporary processes in the climate system are
important prerequisites for reliable paleoclimatic reconstructions. However, not all
environmental conditions in the past are represented in the period of modern expe-
rience. Obviously, situations existed during glacial and early Postglacial times that
defy characterization by modern analogs. One must therefore be aware of the pos-
sibility that erroneous paleoclimatic reconstructions may result from the use
of modern climate-proxy data relationships when past conditions have no analog
in the modern world (Sachs et al., 1977). By the use of more than one calibration
equation it may be possible to detect such periods and avoid the associated errors
(Hutson, 1977; Bartlein and Whitlock, 1993; see also Section 6.4).

Major types of proxy climatic data available are listed in Table 1.1. Each line
of evidence differs according to its spatial coverage, the period to which it pertains,
and its ability to resolve events accurately in time. For example, ocean sediment
cores are potentially available from 70% of the Earth’s surface, and may provide
continuous proxy records of climate spanning many millions of years. However,
these records are difficult to date accurately; commonly there is a dating uncertainty
of + 1% of a sample’s true age (the absolute magnitude of the uncertainty thus in-
creasing with sample age). Mixing of sediments by marine organisms and generally
low sedimentation rates also make it difficult to obtain samples from the open
ocean that represent less than 500-1000-yr intervals (depending on depth in the
core). This large minimum sampling interval means that the value of most marine
sediment studies lies in low-frequency (long-term) paleoclimatic information (on the
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- TABLE I.1 Principal Sources of Proxy Data for Paleoclimatic Reconstructions

(1) Glaciological (ice cores)

(a
(b
()
(d)
(2) Geological

)
)

geochemistry (major ions and isotopes of oxygen and hydrogen)
gas content in air bubbles
trace element and microparticle concentrations

physical properties (e.g., ice fabric)

(A) Marine (ocean sediment cores)

(i) Biogenic sediments (planktonic and benthic fossils)

(a)
(b)
()
(d)

oxygen isotopic composition
faunal and floral abundance
morphological variations

alkenones (from diatoms)

(if) Inorganic sediments

(a)
(b)

terrestrial (aeolian) dust and ice-rafted debris

clay mineralogy

(B) Terrestrial

(3) Biological

glacial deposits and features of glacial erosion
periglacial features

shorelines (Eustatic and glacio-eustatic features)
aeolian deposits (loess and sand dunes)

lacustrine sediments, and erosional features (shorelines)
pedological features (relict soils)

speleothems (age and stable isotope composition)

(4) Historical

tree rings (width, density, stable isotope composition) ;
pollen (type, relative abundance, and/or absolute concentration)
plant macrofossils (age and distribution)

insects (assemblage characteristics)

corals (geochemistry)

diatoms, ostracods, and other biota in lake sediments (assemblages, abundance,
and/or geochemistry)

modern population distribution (refugia and relict populations of plants
and animals) ’

written records of environmental indicators (parameteorological phenomena)

phenological records
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order of 10°-10* yr; see Chapter 6). However, areas with high sedimentation rates
(that can provide higher resolution data) are now the focus of major coring efforts
(IMAGES Planning Committee, 1994). Sediments from such areas can document
changes on the ~10? yr timescale (e.g., Keigwin, 1996) or even at the decadal scale
in exceptional circumstances (e.g., Hughen et al., 1996b). By contrast, tree rings
from much of the (extratropical) continental land mass can be accurately dated to
an individual year, and may provide continuous records of more than a thousand
years duration. With a minimum sampling interval of one year, they provide pri-
marily high-frequency (short-term) paleoclimatic information (see Chapter 10).
Table 1.2 documents the main characteristics of these and other sources of paleo-
climatic data. The value of proxy data to paleoclimatic reconstructions is very de-
pendent on the minimum sampling interval and dating resolution, as it is this that
primarily determines the degree of detail available from the record. Currently, an-
nual and even seasonal resolution of climatic fluctuations in the timescale 10-103
yr is provided by ice-core, coral, varved sediment, and tree-ring studies (see Chap-
ters 5-7 and 10). Detailed analyses of pollen in varves may provide annual data, but
it is likely that the pollen itself is an integrated measure of the pollen rain over a
number of prior years (Jacobson and Bradshaw, 1981). On the longer timescale
(10°-10¢ yr) ocean cores provide the best records at present, although resolution
probably decreases to = 104 years in the early Quaternary. Historical records have
the potential of providing annual (or intra-annual) data for up to a thousand years
in some areas, but this potential has been realized only for the last few centuries in
a few areas (see Chapter 11).

Commonly, there is a frequency-dependence that precludes reconstruction of past
climates over part of the spectrum because of inherent attributes of the archive itself.
Marine sediments typically have a strong red noise spectrum with most of the vari-
ance at low frequencies due to low sedimentation rates and bioturbation. Tree rings,
on the other hand, rarely provide information at very low frequencies (i.e., greater
than a few hundred years); removal of the biological growth function (a necessary
prerequisite to paleoclimatic analysis) essentially filters out such low frequency com-
ponents from the raw data. All paleo records have some frequency-dependent bias,
which must be understood to make sensible use of the data.

Not all paleoclimatic records are sensitive indicators of abrupt changes in
climate; the climate-dependent phenomenon may lag behind the climatic perturba-
tion so that abrupt changes appear as gradual transitions in the paleoclimatic
record. Different proxy systems have different levels of inertia with respect to cli-
mate, such that some systems vary essentially in phase with climatic variations
whereas others lag behind by as much as several centuries (Bryson and Wendland,
1967). This is not simply a question of dating accuracy but a fundamental attribute
of the proxy system in question. Pollen, for example, derives from vegetation that
might take up to a few hundred years to adjust to an abrupt change in climate. Even
with interannual resolution in the pollen record, sharp changes in climate are un-
likely to be reflected in pollen assemblages, as the vegetation affected may take
many centuries to adjust to a new climatic state (though interannual values of total
pollen influx may provide clues to rapid shifts in circulation patterns). By contrast,
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I TABLE 1.2 Characteristics of Natural Archives

Minimum Temporal Potential
Archive sampling interval range (order:yr) information derived
Historical records day/hr ~103 T,P,B,V,M,L,S
Tree rings yr/season ~104 T,BB VM,S
Lake sediments yr (varves) to 20 yr ~104-10¢ T,B,M,PV,C,
Corals yr ~104 Cy, LLT,P
Ice cores yr ~5x10° TPC,B,V,M,S
Pollen 20 yr ~10% T,PB
Speleothems 100 ~5x10° Cy, TP
Paleosols 100 yr ~10¢ T,P,B
Loess 100 yr ~108 P,B,M
Geomorphic features 100 yr ~108 T,P,V,L,P
Marine sediments 500 yr? ~107 T, Cy. B, M, L, P

T = temperature

P = precipitation, humidity, or water balance (P-E)

C = chemical composition of air (C,) or water (Cy,)

B = information on biomass and vegetation patterns

V = volcanic eruptions

M = geomagnetic field variations

L = sea level

S = solar activity

After Bradley and Eddy (1991).

2 In rare circumstances (varved sediments) <10 yr.

the record of fossil insects may point to short-term changes of climate (because
insect populations are often highly mobile and sensitive to temperature fluctuations)
that are not resolvable using pollen analysis alone (see Section 8.4). Thus, not
all proxy data are readily comparable because of differences in response time to
climatic variations.

In terms of the resolution provided by proxy data, it is also worth noting that
not all data sources provide a continuous record. Certain phenomena provide dis-
continuous or episodic information; glacier advances, for example, may leave geo-
morphological evidence of their former extent (moraines, trim-lines, etc.) but these
represent discrete events in time, resulting from the integration of climatic condi-
tions prior to the ice advance (see Section 7.4). Such deposits say nothing about
times of ice recession. Furthermore, major ice advances may obliterate evidence
of previous, smaller advances, so the geomorphological record is likely to be not
only discontinuous but also incomplete. Studies of continuous paleoclimatic records
can help to place such episodic information in perspective and, for this reason, the
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continuous marine sedimentary records are commonly used as a chronological and
paleoclimatic frame of reference for long-term climatic fluctuations recorded on
land (Kukla, 1977). This does not mean that the growth and decay of ice sheets in
different areas were globally synchronous; indeed there is much evidence that this
was not the case.

So far the focus has been on paleorecords of past climatic change (i.e., the
response of the climate system to some external or internal forcing). However, paleo-
records can also provide critical information on the nature of past forcing factors.
Ice cores, for example, register the occurrence of major explosive eruptions in the
record of non sea-salt sulfate, resulting from acidic fallout after such events. 1°Be in
ice also provides insight into past solar variability, and the dust content of ice
records past atmospheric turbidity. Changes in radiatively important greenhouse
gases (CO,, CH,, N,O) are also recorded in air bubbles in the ice. Such records are
extremely valuable in understanding what factors may have been important in
bringing about changes in past climate, and in defining the significance of future en-
vironmental changes.

In all paleorecords, accurate dating is of critical importance. Without accurate
dating it is impossible to determine if events occurred synchronously or if certain
events led or lagged others. This is a fundamental requirement if we are to under-
stand the nature of global changes of the past (see Chapters 3 and 4). Accurate dat-
ing is required in any assessment of the rate at which past environmental changes
occurred, particularly when considering high frequency, short-term changes in
climate. Indeed, the duration of such events may be shorter than the normal error
associated with many dating methods.

1.3 LEVELS OF PALEOCLIMATIC ANALYSIS

Paleoclimatic reconstruction may be considered to proceed through a number of
stages or levels of analysis. The first stage is that of data collection, generally involv-
ing fieldwork, followed by initial laboratory analyses and measurements. This
results in primary or level 1 data (Hecht et al., 1979; Peterson et al., 1979).
Measurements of tree-ring widths or the isotopic content of marine foraminifera
from an ocean core are examples of primary data. At the next stage, the level 1 data
are calibrated and converted to estimates of paleoclimate. The calibration may be
entirely qualitative, involving a subjective assessment of what the primary data
represent (e.g., “warmer,” “wetter,” “cooler” conditions, etc.) or may involve an
explicit, reproducible procedure that provides quantitative estimates of paleocli-
mate. These derived or level 2 data provide a record of climatic variation through
time at a particular location. For example, tree-ring widths from a site near the
alpine or arctic treeline may be transformed into a paleotemperature record for that
location, using a calibration equation derived from the relationship between mod-
ern climatic data and modern tree-ring widths (see Chapter 10).

Different level 2 data may also be mapped to provide a regional synthesis of pa-
leoclimate at a particular time, the synthesis providing greater insight into former

» «
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circulation patterns than any of the individual level 2 data sets could provide alone
(Nicholson and Flohn, 1980). In some cases, three-dimensional (3D) arrays of level
2 data (i.e., spatial patterns of paleoclimatic estimates through time) have been
transformed into objectively derived statistical summaries. For example, spatial pat-
terns of drought in the eastern United States over the last 300 yr (based on level 1
tree-ring data) have been converted into a small number of principal components
(eigenvectors) that account for most of the variance in the level 2 data set (Cook et
al., 1992b). The eigenvectors show that there are a small number of modes, or pat-
terns of drought, which characterize the data. The statistics derived from such
analyses constitute a third level of paleoclimatic data (level 3 data).

Most paleoclimatic research involves level 1 and level 2 data at individual sites,
though regional syntheses are becoming more common (e.g., see individual chap-
ters in Wright et al., 1993). At the larger, hemispheric or global scale, there are few
studies of the spatial dimensions of climate at particular periods in the past. No-
table exceptions are the CLIMAP and COHMAP reconstructions of marine and
continental conditions at 3000-yr intervals from 18,000 yr B.P. to the present
(CLIMAP, 1976; COHMAP, 1988; Webb et al., 1993a). Such syntheses provide rig-
orous tests of the ability of general circulation models to simulate climate under dif-
ferent boundary conditions and different forcing mechanisms (see Chapter 12).

1.4 MODELING IN PALEOCLIMATIC RESEARCH

In addition to studies of natural archives, paleoclimatic research also involves nu-
merical models of the climate system. These models are necessarily based on studies
of the contemporary environment, but are applied to those periods in the past when
boundary conditions were different from those of today. This provides a test of the
models’ ability to simulate distinctly different environmental states, by providing a
database of environmental conditions in the past that were quite different from
those of today. For example, general circulation models have been used to produce
global paleoclimatic reconstructions at 3 ka intervals, from 18 ka B.P. to the
present, which can be verified (or nullified) by research on natural archival materi-
als (Kutzbach et al., 1993b). Models are also used to test hypotheses about the
causes of past environmental changes, to quantify the relative importance of one
factor compared to another, and to examine the sensitivity of the system to differ-
ent forcing mechanisms. If the models prove to be reliable in such tests, more confi-
dence can be placed in their ability to predict future climatic changes in response to
anthropogenic forcing (Rind, 1993).

Models and field data are used interactively to stimulate new hypotheses about
the nature and causes of environmental change, and to assess their validity. As an
example of this evolving process of data collection and model-building, consider the
long-held hypothesis that orbital variations were primarily responsible for the on-
set and cessation of the major glaciations of the late Quaternary. Modeling studies
suggest that the changes in solar radiation produced by orbital variations were in-
sufficient, by themselves, to produce the observed environmental changes. Other
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processes or feedbacks were evidently involved. Recent studies of polar ice cores
have revealed significant changes in CO,, atmospheric aerosols, and CH, from in-
terglacial to glacial periods; CO, and CH, levels were much lower during the last
glaciation and the tropospheric aerosol load was much greater. Models have been
used to assess the relative importance of these factors in the growth and decay of
continental ice sheets and to provide quantitative estimates of their significance.
However, these results have raised new questions about the processes involved in
such dramatic environmental changes. What changes occurred first? Was there a
primary triggering factor? What caused the changes in atmospheric composition?
Are there critical thresholds in earth systems that, once crossed, lead to new and dif-
ferent quasi-stable environmental states? Much new research has been fueled by
such questions, and so the search for more information and better understanding
continues. This is not an irrelevant academic exercise. Changes in atmospheric CO,
and CH, levels recorded in ice cores were of the same magnitude as changes
wrought by human activities over the last century (though anthropogenic changes
have been more rapid). Together, paleoenvironmental data and modeling can help
us to evaluate known changes in the past, and to comprehend the feedbacks and
system responses that are of direct relevance to understanding the future impact of
greenhouse gases.



I CLIMATE AND CLIMATIC VARIATION

2.1 THE NATURE OF CLIMATE AND CLIMATIC VARIATION

Climate is the statistical expression of daily weather events; more simply, climate is
the expected weather. Naturally, for a particular location, certain weather events will
be common (or highly probable); these will lie close to the central tendency or mean
of the distribution of weather events. Other types of weather will be more extreme
and less frequent; the more extreme the event, the lower the probability of recurrence.
Such events would appear at the margins of a distribution of weather events charac-
terizing a particular climate. The overall distribution of climatic parameters defines
the climatic variability of the place. If we were to measure temperature in the same lo-
cation for a finite period of time, the statistical distribution of measured values would
reflect the geographical situation of the site (in relation to solar radiation receipts and
degree of continentality) as well as the relative frequency of synoptic weather patterns
and the associated airflow over the region. Given a long enough period of observa-
tions, it would be possible to characterize the temperature of the site in terms of mean
and variance. Similarly, observations of other meteorological parameters, such as pre-
cipitation, relative humidity, solar radiation, cloudiness, wind speed, and direction,
would enable a more comprehensive understanding of the climate of the site to be
obtained. However, implicit in such statistics is the element of time. For how long
should observations be taken to obtain a reliable picture of the climate at a particular
place? The World Meteorological Organization has recommended the adoption of
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standardized 30-yr periods to characterize climate (Mitchell et al., 1966; Jagannathan
et al., 1967). Adoption of a standard reference period is necessary because the statis-
tics that define climate in one area may vary over time so that climate, strictly speak-
ing, should always be defined with reference to the period used in its calculation.
Recent studies of global warming express global temperature changes relative to the
1961-1990 mean (Jones, 1994) but most paleoclimate studies rely on climatic data
from earlier decades. This becomes important when attempting to compare the fairly
subtle climatic variations of the recent past (or general circulation model simulations)
with the climate of “today.” Presumably, in such a context “today” means the most
recent 30-yr mean, but in many areas the last 30 years have been significantly warmer
than in previous decades; in fact, on a global scale, 1986-1995 was probably one of
the warmest decades for many centuries. The problem is even more difficult in deal-
ing with precipitation, where one 30-yr climatic average may be quite different from
another (Bradley, 1991). There is no simple solution, so changes in climate should al-
ways be expressed relative to some defined time interval, to allow different recon-
structions to be appropriately compared.

Climate may vary in different ways. Some examples of climatic variation are
shown in Fig. 2.1. Variations may be periodic (and hence predictable) quasi-periodic
(predictable only in the very broadest terms) or non-periodic. Central tendencies
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I FIGURE 2.1 Examples of climatic variation and variability (from Hare, 1979).
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(mean values) may remain more or less constant or exhibit trends or impulsive
changes from one mean to another (Hare, 1979). Such occurrences may appear
to be random in a time series but this does not necessarily mean they are not pre-
dictable. For example, a number of studies have shown that abrupt changes in cli-
mate generally result from large explosive volcanic eruptions (e.g., Bradley, 1988).
Consequently, the climatic effects of similar eruptions can be anticipated. Hansen et
al. (1996), for example, used a general circulation model to estimate the changes in
temperature expected from the 1991 eruption of Mount Pinatubo (Philippines).
Their estimates tracked very closely observed temperature changes in the years fol-
lowing the eruption. Such studies indicate that in some circumstances reliable climate
predictions can be made, even though the eruptions themselves are non-periodic.

A very important aspect of variability in the climate system involves non-linear
feedbacks, in which drastic changes may. occur if some critical threshold is ex-
ceeded. One example of this is the oceanic thermohaline circulation, which may
cease to operate if the salinity-density balance in near-surface waters of the North
Atlantic Ocean is disturbed beyond a certain point. The circulation would then
cease until salinity increased to the level where density-induced overturning of the
water column could resume (see Section 6.9).

Finally, climatic variation may be characterized by an increase in variability
without a change in central tendency, though commonly a change in variability ac-
companies a change in overall mean. Climatic variability is an extremely important
characteristic of climate in our increasingly overstressed world. Every year, un-
expected weather events (extremes in the climate spectrum) result in hundreds of
thousands of deaths and untold economic and social hardships. If climatic variabil-
ity increases, the unexpected becomes more probable and the strain on social and
political systems increases. High resolution paleoclimatic data can shed light on this
important aspect of climatic variation.

In the light of these discussions it is appropriate to consider the term climatic
change. Clearly, climates may change on different scales of time and in different ways.
In paleoclimatic studies, climatic changes are characterized by significant differences
in the mean condition between one time period and another. Given enough detail and
chronological control, the significance of the change may be calculated from statistics
describing the time periods in question. Markedly different climatic conditions be-
tween two time periods imply an intervening period of climate characterized by an
upward or downward trend, or by an impulsive change in central tendency (see Fig.
2.1). Many paleoclimatic records appear to provide evidence for there being distinct
modes of climate, within which short-term variations are essentially stochastic (ran-
dom). Brief periods of rapid, step-like, climatic change appear to separate these seem-
ingly stable interludes (Bryson et al., 1970). Analysis of several thousand *C dates on
stratigraphic discontinuities (primarily in pollen records from western Europe, but in-
cluding data from elsewhere) lends some support to this idea (Wendland and Bryson,
1974). Certain periods stand out as having been times of environmental change on a
worldwide scale! (Fig. 2.2). Such widespread discontinuities imply abrupt, globally

! As discussed in Chapter 3, changes in the *C content of the atmosphere may result in periods of ap-

parently rapid change, because events which were in reality separate in time appear near synchronous when
14C dated. This effect may have influenced the pattern of change noted by Wendland and Bryson (1974).
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2 CLIMATE AND CLIMATIC VARIATION

- FIGURE 2.2 “Climatic discontinuities” revealed by analysis of over 800 '“C dates on stratigraphic discon-
tinuities in paleoenvironmental (primarily botanical) records (based on data in Wendland and Bryson, 1974).
Major and minor discontinuities are shown by large and small jagged lines, respectively. Time limits of the Hyp-
sithermal and the Altithermal are from Deevey and Flint (1957).The Blytt-Sernander scheme of Scandinavian peat
stratigraphy was developed before '“C dating techniques were available. It is based on changes in peat growth
that were considered to be climate related. Radiocarbon dates now indicate that the boundaries are not pre-
cise, but vary over the ranges indicated (based on summaries by Godwin, 1956 and Deevey and Flint, 1957). Ob-
jective analyses of peat stratigraphy indicate that the “classic” stages of peat stratigraphy may not be of regional
significance after all (except for the Sub-Boreal/Sub-Atlantic transition at about 2500 years B.P) (Birks and Birks,
1981). Nevertheless, the descriptors (Atlantic, Sub-Atlantic, etc.) are still commonly used to refer to a particu-
lar time period, albeit vaguely defined, both climatically and chronologically. Late Glacial/Early Holocene chrono-
zones are from Mangerud et al. (1974).
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synchronous climatic changes, presumably brought about by some large-scale forc-
ing. In particular the period 2760-2510 yr B.P. (the beginning of sub-Atlantic time)
stands out in both palynological and archeological data as a period of major environ-
mental and cultural change, the cause of which is not known. If such a disruption of
the climate system were to recur today, the social, economic, and political conse-
quences would be nothing short of catastrophic (Bryson and Murray, 1977).

If climate is considered from a mathematical viewpoint, it is theoretically possi-
ble that a particular set of boundary conditions (solar radiation receipts, Earth sur-
face conditions, etc.) may not give rise to a unique climatic state. Two or more
distinct sets of statistics (“climate”) may result from a single set of controls-on the
atmospheric circulation (Lorenz, 1968, 1970, 1976). In a practical sense, this sug-
gests that climate (taken here to mean a particular mode of the general circulation
of the atmosphere) may be essentially stable until some external factor (e.g., a
change in solar radiation output or in volcanic dust loading of the atmosphere)
causes a perturbation in the system. This perturbation may be only a short-term
phenomenon, after which boundary conditions return to their former state; how-
ever, the resultant climate may not be the same, even though the boundary condi-
tions are nearly identical to those before the perturbation — one of the other
“solutions” to the mathematical problem of climate may have been adopted. Such a
system is said to be intransitive. If, on the other hand, there is only one unique cli-
matic state corresponding to a given set of boundary conditions, the system is said
to be transitive. If climate does operate as an intransitive system, this poses in-
tractable problems for mathematical models of climate, and for attempts to use
these for climate forecasting. There is another possibility that complicates matters
further. With only a minor change in boundary conditions, it is theoretically possi-
ble for there to be two or more time-dependent solutions, each with different statis-
tics (climate) when considered over a moderate time span (i.e., the system may
appear to be intransitive). However, if the time span is made sufficiently long, the
different statistics converge to an essentially stable state. This is referred to as an
almost-intransitive system (Lorenz, 1968). In practice, this means that a single set
of boundary conditions may result in different climate states over discrete time in-
tervals. If we were observing these different states through the paleoclimatic record,
they would appear to represent periods separated by a “climatic change” (implying
an external causative factor) whereas they would be, in actuality, merely stages on
the way to a long-term stable state.

2.2 THE CLIMATE SYSTEM

Although it is common to consider climate as simply a function of the atmospheric
circulation over a period of time, to do so overlooks the complexity of factors that
determine the climate of a particular region. Climate is the end-product of a multi-
tude of interactions between several different subsystems — the atmosphere, oceans,
biosphere, land surface, and cryosphere — which collectively make up the climate
system. Each subsystem is coupled in some way to the others (Fig. 2.3) such that
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FIGURE 2.3 Schematic diagram of major components of the climatic system. Feedbacks between various
components play an important role in climate variations.

changes in one subsystem may give rise to changes elsewhere (see Section 2.3). Of
the five principal subsystems, the atmosphere is the most variable; it has a relatively
low heat capacity (low specific heat) and responds most rapidly to external influ-
ences (on the order of 1 month or less). It is coupled to other components of the cli-
mate system through energy exchanges at the surface (the atmospheric boundary
layer) as well as through chemical interactions that may affect atmospheric compo-
sition (Junge, 1972; Jaenicke, 1981; Bolin, 1981). Only recently has it been possi-
ble to assess variations in atmospheric composition and turbidity through time
(Raynaud et al., 1993; Zielinski, 1995). Such variations are of particular impor-
tance because they may be a fundamental cause of past climatic variations.

The oceans are a much more sluggish component of the climate system than
the atmosphere. Surface layers of the ocean respond to external influences on a
timescale of months to years, whereas changes in the deep oceans are much slower;
it may take centuries for significant changes to occur at depth. Because water has a
much higher heat capacity than air, the oceans store very large quantities of energy,
and act as a buffer against large seasonal changes of temperature. On a large scale,
this is reflected in the differences between seasonal temperature ranges of the North-
ern and Southern Hemispheres (Table 2.1). On a smaller scale, proximity to the
ocean is a major factor affecting the climate of a region. Indeed, it is probably the
single most important factor, after latitude and elevation.

At the present time, the oceans cover 71% (361 X 106 km?) of the Earth’s sur-
face and hence play an enormously important role in the energy balance of the Earth
(see Section 2.4). The oceans are most extensive in the Southern Hemisphere, be-
tween 30 and 70° S, and least extensive in the zone 50-70° N and poleward of 70° S
(Fig. 2.4). This distribution of land and sea is of great significance; it is largely
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I TABLE2.1 Mean Temperatures (°C) and Temperature Differences

Extreme months Year

(a) Surface

Northern Hemisphere 8.0 (January) 21.6 (July) 15.0

Southern Hemisphere 10.6 (July) 16.5 (January) 13.4

Entire globe 12.3 (January) 16.1 (July) 14.2
(b) Middle Troposphere (300-700-mb layer)

Mean temperatures

Equator -8.6 -8.6 -8.6

North Pole -41.5 (January) -25.9 (July) -35.9

South Pole -52.7 (July) -38.3 {January) -47.7

Temperature differences

Equator-North Pole 32.9 (January) 17.3 (July) 27.3

Equator-South Pole 29.7 (January) 44.1 (July) 39.1

After Flohn, 1978 and Van Loon et al., 1972.

responsible for the differences in atmospheric circulation between the two hemi-
spheres, and has important implications for glaciation of the Earth (Flohn, 1978). On
a global scale, the relative proportions of land and sea have changed little during the
Quaternary, in spite of sea-level changes due to the growth and decay of continental
ice sheets. When sea level was 100 m below current levels ocean area decreased by
only 3% (though this is equivalent to a 10% increase in land-surface area). Such
changes undoubtedly had regional significance; in particular, sea-level changes may
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- FIGURE 2.4 Percentage distribution of land and ocean by 5° latitude band. Land area shaded. Upper fig-
ures give percentage of hemispheric surface area equatorward of latitudes shown. Arrows indicate mean latitu-
dinal ranges of seasonal snow cover (see Table 2.3).
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have had important effects on oceanic circulation and certainly must have influenced
the degree of continentality of some areas (e.g., Barry, 1982; Nix and Kalma, 1972).

The oceans play a critical role in the chemical balance of the atmospheric sys-
tem, particularly with respect to atmospheric carbon dioxide levels. Because the
oceans contain very large quantities of CO, in solution, even a small change in the
oceanic CO, balance may have profound consequences for the radiation balance of
the atmosphere, and hence climate (Sundquist, 1985). The role of the oceans in
global CO, exchanges is of particular importance, not only for an understanding of
past climatic variations but also for insight into future CO, trends in the atmo-
sphere (Baes, 1982; Bolin, 1992).

The land surface of the Earth interacts with other components of the climate
system on all timescales. Over very long periods of time, continental plate move-
ments (in relation to the Earth’s rotational axis) have had major effects on world
climate (Tarling, 1978; Frakes et al., 1992). It is no coincidence that the frequency
of continental glaciation increased as the plates moved to increasingly polar posi-
tions. Similarly, mountain-building episodes (orogenies) have had major effects on
world climate. Apart from the dynamic effects on atmospheric circulation (Yoshino,
1981; Ruddiman and Kutzbach, 1989) the presence of elevated surfaces at relatively
high latitudes, where snow can persist throughout the year, may be a prerequisite
for the development of continental ice sheets (Ives et al., 1975).

The latitudinal distribution of land and sea is of fundamental significance for
both regional and global climate. In particular, the presence of highly reflective
snow- and ice-covered regions at high latitudes strongly affects Equator-Pole tem-
perature gradients (Table 2.1b). In the Southern Hemisphere, the presence of the
high elevation Antarctic plateau south of ~75° S (Fig. 2.4) causes there to be a much
stronger Equator-Pole temperature gradient than in the Northern Hemisphere. As a
result, an intense westerly circulation pattern develops above the surface layers
(60% stronger, on average, than westerlies in the Northern Hemisphere [Peixoto
and Oort, 1992]). The stronger temperature gradient also results in the subtropical
high pressure belt of the Southern Hemisphere being located closer to the Equator
than in the Northern Hemisphere (29-35° S as compared with 33-41° N; Fig. 2.5).
This difference, stemming primarily from the polar location of Antarctica and its
associated low temperatures, gives rise to a basic asymmetry in the position of cli-
matic zones in both hemispheres (Korff and Flohn, 1969; Flohn, 1978).

The cryosphere consists of mountain glaciers and continental ice sheets, sea-
sonal snow and ice cover on land, and sea ice. Its importance in the climate system
stems from the high albedo of snow- and ice-covered regions, which greatly affects
global energy receipts (Kukla, 1978). At present, about 8% of the Earth’s surface is
permanently covered by snow and ice (Table 2.2) but seasonal expansion of the
cryosphere causes this figure to double (Table 2.3). The hemispheric differences are
particularly profound. In the Northern Hemisphere, 4% of the total area is perma-
nently ice covered (mainly the Arctic Ocean [~3%] and Greenland). In winter
months, sea-ice formation and snowfall on the continents results in a 6-fold increase
in snow and ice cover. By midwinter, 24% of the Northern Hemisphere is generally
covered by snow and ice. In the Southern Hemisphere, most of the permanent ice
cover is land-based on the Antarctic continent, and seasonal changes are due almost
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B TABLE 2.2 Present Extent of Permanent Snow and Ice (Glaciers, Ice Caps, and Sea Ice)®

Area Volume Sea-level
(% 10% km?) (% 108 km?3) equivalent (m)
Northern Hemisphere
Greenland 1.73 3.0 7.5
Other locations 0.5 0.12 0.3
Total land-based snow and ice 2.23
Sea ice 8.87
Total for Northern Hemisphere 11.0
Southern Hemisphere
Antarctica 13.0 29.4 73.5
Other locations 0.032 <0.01 <0.02
Total land-based snow and ice 13.032
Sea ice 4.2
Total for Southern Hemisphere 17.23
Entire Globe
Total land-based snow and ice ~15.3
Sea ice ~13.0
Total for entire globe ~28.3

4 From Kukla (1978), Hughes et al. (1981), and Hollin and Schilling (1981).
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Bl TABLE 23 Seasonal Changes in Snow- and lce-cover Area (X 10° km?); Snow and Ice

Extent Based on the Period 1967-74

Maximum extent Minimum extent
Percentage Percentage
Month Area (%) Month Area (%)
Northern Hemisphere February 60.1 244 August 11.0 44
Southern Hemisphere October 34.0 134 February  17.2 7¢
Entire globe December  79.1  16° August 423 8b

From Kukla (1978).
4 Percentage of area of hemisphere.
b Percentage of area of entire globe.

entirely to an increase in sea-ice formation (Fig. 2.6). By midwinter, 13% of the
Southern Hemisphere is generally covered by snow and ice. It is of particular inter-
est that the cryosphere, considered on a global scale, doubles in area over a rela-
tively short period — from August to December, on average. Given the variability in
seasonal timing of snow- and ice-cover changes in both hemispheres, it is quite
probable that very large area increases may occur over an even shorter period, and
this has important implications for theories of climatic change (Kukla, 1975).
Clearly, part of the cryosphere undergoes extremely large seasonal variations and
hence has a very short response time. Glaciers and ice sheets, on the other hand, re-
spond very slowly to external changes, on the timescale of decades to centuries; for
large ice sheets, adjustment times may be measured in millennia.

The final component of the climate system is the biosphere, consisting of the plant
and animal worlds, though vegetation cover and type are mainly of significance for
climate. Vegetation not only affects the albedo, roughness, and evapotranspiration
characteristics of a surface, but also influences atmospheric composition through the
removal of carbon dioxide and the production of aerosols and oxygen. Absence of veg-
etation may result in significant increases in particulate loading of the atmosphere, at
least locally, and this may of itself be a significant factor in altering climate (Charney et
al., 1975; Overpeck et al., 1996). Vegetation type varies greatly from one region to an-
other (Table 2.4). Forests and woodlands cover 34% of the continents and play a ma-
jor role in the removal of atmospheric CO, (Woodwell ez al., 1978; Potter et al., 1993;
Ciais et al., 1995). Deserts and desert scrublands occupy ~13% of the continents, and
are the major sources of wind-blown dust (though cultivated lands are increasingly
susceptible to wind erosion also). The response time of the biosphere varies widely, on
the order of years for individual elements of the biosphere to centuries for entire vege-
tation communities. Carbon sequestration in terrestrial ecosystems has varied over
glacial-interglacial cycles because of large-scale changes in the area of different ecosys-
tem types. Thus, the area of forests during the Last Glacial Maximum (LGM) was re-
duced to less than one-third of the forest cover today, with a corrresponding reduction
in carbon storage in forest ecosystems (Van Campo et al., 1993; Peng et al., 1998).
Overall, carbon storage on land was 30% lower during the LGM than it is today.
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B TABLE 2.4 Areas of Major Ecosystems of the World and Their Estimated Carbon
Content and Albedo — Today and at the Last Glacial Maximum

Modern Modern LGM
area carbon Albedo’ LGMarea carbon
Ecosystem (10%kam?)  storage (Pg) (%) (10% km?) storage (Pg)
Boreal forest 11.8 310.2 7-15 23 63.5
Temperate forest 13.0 343.9 13-17 3.9 109.2
Tropical forest 14.3 399.9 7-15 6.1 159.4
Xerophytic woodlands 11.3 147.0 15-20 19.0 249.2
All forests and
woodlands 50.4 1201.0 31.3 581.3
Arctic and Alpine tundra 10.7 204.4 10-15 14.7 281.9
Steppes and mountain
shrublands 30.8 337.9 15-20 41 444.7
All steppes and tundras 41.5 542.3 55.7 726.6
Cool and polar deserts 4.0 27.4 10-20 15.8 64.0
Hot deserts 14.5 21.8 25-44 19.7 29.6
All deserts 18.5 49.2 355 93.6
Cultivated lands 14.1 195.0 8-20
Bogs 0.7 128.1
TOTAL 125.2 2115.6 122.5 1401.5

From Van Campo et al. (1993)
2 From Lieth (1975).

Human beings are, of course, part of the biosphere and human activities play
an increasingly important role in the climate system. Increases in atmospheric CO,
concentration, changes in natural vegetation, increases in particulate loading of the
lower troposphere, and reductions in atmospheric ozone concentrations in the
stratosphere may all be attributed to man’s worldwide activities (see Chapter 4 in
MacCracken et al., 1990; Schimel et al., 1996). The rate of such changes is rapid
and the extent to which the climate system can adjust to them without drastic
changes in climate or climatic variability remains uncertain. The only certainty is
that mankind has become exceedingly vulnerabie to any unexpected perturbations
of climate. Common sense argues for action to limit those activities that may con-
tribute to global-scale climatic effects (see Chapters 3 and 4 in Abrahamson, 1990).

2.3 FEEDBACK MECHANISMS

Interactions within the climate system often involve complex, nonlinear relation-
ships. All components of the climate system are intimately linked or coupled with
all other components, such that changes in one subsystem may involve compen-
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satory changes throughout the entire climate system. These changes may amplify
the initial disturbance (anomaly) or dampen it. Interactions that tend to amplify the
disturbance are termed positive feedback mechanisms or processes; they operate in
such a way that the system is increasingly destabilized. Interactions that tend to
dampen the initial disturbance are termed negative feedback mechanisms or
processes; they provide a stabilizing influence on the system, tending to preserve the
status quo (Prentice and Sarnthein, 1993).

Growth of continental ice sheets provides an example of positive feedback mech-
anisms. Whatever the initial perturbation of the climate system that led to continen-
tal ice-sheet growth in the past (see Section 2.6) once snow and ice persisted year
round, the higher continental albedo would have resulted in lower global radiation
receipts, hence lower temperature, and a more favorable environment for ice-sheet
growth. Clearly, at some point other factors (such as precipitation starvation and
bedrock depression) must have come into play as the ice sheet grew in size to reverse
this trend toward increasing glacierization of the planet (Budd and Smith, 1981).

Changes in atmospheric CO, concentration also may induce positive feedbacks.
As CO, levels increase, there will be an increase in the absorption of longwave
(infrared) terrestrial radiation by CO,; concomitantly, there will be an increase in
longwave absorption by water vapor, resulting from enhanced earth surface and at-
mospheric infra-red emissions. Lower tropospheric temperatures will thus increase
(the “greenhouse effect”) though the magnitude of this increase remains controver-
sial (Schneider, 1993; Lindzen, 1993). As atmospheric temperatures increase, the
temperature of the upper layers of the ocean may also increase, causing CO, in solu-
tion to be released to the atmosphere, thereby reinforcing the trend toward higher
temperatures. This (rather simplistic) example of a physical-biochemical feedback is
sometimes referred to as the “runaway greenhouse effect.” That such an eventuality
will occur due to the anthropogenic production of excess CO, is unlikely. It might be
argued that as temperatures increase there would be more evaporation from the
oceans, increased cloudiness (higher global albedo), and hence a decrease in energy
to the system. In addition, higher temperatures at high latitudes, associated with in-
creased poleward advection of moisture, might be accompanied by more snowfall,
resulting in higher continental albedo (and/or a shorter snow-free period) and hence
lower overall global energy receipts. Such mechanisms are examples of negative feed-
backs, whereby the system tends to become stabilized after an initial perturbation.

Interactions between different parts of the climate system that are brought about
by a process within the system are considered internal mechanisms of climatic varia-
tion. They involve initiation by an internal factor, such as the upwelling of cool deep-
ocean water or an unusually persistent snow cover over an extensive area of the land
surface, which may be amplified by other components of the climate system and
eventually lead to an adjustment in the atmospheric circulation. These adjustments
within the climate system may in turn alter, and perhaps eliminate, the original fac-
tor that initiated the climatic variation. Generally, such mechanisms are stochastic in
nature, so that the climatic consequences are not predictable over timescales much
longer than the timescale of the initiating process. By contrast, there are factors ex-
ternal to the climate system that may bring about (“force”) adjustments in climate,
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but those changes have no influence on the initiating factor (Mitchell, 1976).
Changes in solar output and/or spectral characteristics, changes in the Earth’s orbital
parameters, and changes in atmospheric turbidity due to explosive volcanic erup-
tions are examples of external factors that may cause changes in the climate system
but are not affected by those changes (Robock, 1978). Some of these mechanisms of
climate variation are deterministic (predictable) as they vary in a known way. This is
particularly the case with the Earth’s orbital variations, which have been calculated
accurately both for periods back in time and into the future (Berger and Loutre,
1991; Berger et al., 1991). There is therefore an element of predictability in the con-
sequent climatic changes, though these may, in turn, depend on the particular inter-
nal conditions of the climate system prevailing at the time of the external forcing.

2.4 ENERGY BALANCE OF THE EARTH AND ITS ATMOSPHERE

As the Earth sweeps through space on its annual revolution around the Sun, it in-
tercepts a minute fraction of the energy emitted by this all-important star. Because
the Earth is (approximately) spherical and rotates on an axis inclined (at present)
23.4° to the plane across which it moves around the Sun, (the ecliptic) energy re-
ceipts vary greatly from one part of the globe to another. Furthermore, the pattern
of energy receipts is constantly changing. These differential energy receipts are the
fundamental driving force of the atmospheric circulation. If solar output is assumed
to be invariant, the spatial and temporal patterns of energy receipts impinging on
the outer atmosphere can be calculated (Fig. 2.7; Newell and Chiu, 1981). However,
for conditions near the surface of the Earth, the role of the atmosphere must be con-
sidered because it greatly diminishes potential solar radiation receipts. A considera-
tion of energy exchanges in the Earth-atmosphere system also provides some insight
into the potentially important factors involved in climatic variations and variability.
For the system as a whole, energy receipts at the outer limits of the atmosphere dur-
ing the course of a year are 342 W m*? (Fig. 2.8).

As radiation penetrates the atmosphere, as a global average 77 W m2 (23%) is
either reflected from cloud tops or scattered upward by molecules and particulate
matter in the air. Because the Earth’s surface is also reflective, another ~9% of in-
coming solar radiation is returned to space without heating the atmosphere or the
Earth’s surface. A further 67 W m2(20%) is absorbed by ozone, by water vapor and
water droplets in clouds, and by particulates, thereby raising the temperature of the
atmosphere.? Thus, only approximately half of the energy impinging on the outer at-
mosphere reaches the surface, where it is absorbed, increasing the surface tempera-
ture. Energy is re-radiated from the Earth’s surface at longer wavelengths (terrestrial
radiation), much of which is absorbed by water vapor and carbon dioxide in the
atmosphere (the greenhouse effect). This is eventually re-radiated by the atmosphere
and ultimately lost to space. Only ~39% of the energy absorbed by the Earth’s
surface (66 W m™) is lost by radiative emissions in this way. The balance, or net

2 Because the atmosphere absorbs short-wave solar radiation as well as long-wave radiation from
the Earth, it also emits long-wave radiation both upward and downward (counter-radiation). Overall,
however, there is a net loss of long-wave radiation (66 W m) from the Earth to space via the atmosphere.
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- FIGURE 2.7 Distribution of solar radiation at top of atmosphere (in Watt hours per square meter). Ap-
parent position of Sun overhead at noon (declination) is shown by dotted line.

Reflected Solar Incoming Outgoing
107\ Radiation 342 Solar Longwave
107 Wm* Radiation Radiation
’ 342Wm?* 235Wm"*
Reflected by Clouds,
Aerosol and ,
pAtmosphere Emitted by W [| Atmospheric

Atmosphere 165 /

\ Absorbed by
67 Atmosphere

A e
,‘.-'.-'.-‘-/ ',‘-/.-a‘/ f.-‘/ f.-‘/.u‘/.f.-‘/ u‘/ w‘/ by */ DAY R YR
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and Trenberth, 1997).
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radiation, is transferred to the atmosphere via sensible and latent heat transfers. Sen-
sible heat flux (H) involves the transfer of heat directly from the surface to layers of
air immediately adjacent to it by the processes of conduction and convection. Latent
heat flux (LE) involves the transfer of heat from the surface via the evaporation of
water; as water evaporates from the surface, latent heat is extracted, only to be re-
leased to the atmosphere later when the water condenses. This is the' most important
mechanism by which energy is transferred from the Earth to the atmosphere, ac-
counting for ~46% (78 W m2) of the incoming energy absorbed by the Earth’s sur-
face (Fig. 2.8). The relative importance of sensible and latent heat mechanisms in the
transfer of heat from the Earth’s surface is sometimes characterized by the Bowen ra-
tio (H/LE); high values (>10) are typical of desert areas where values of latent heat
flux are very low, whereas low Bowen ratios (<1) are typical of oceanic areas where
most energy is transferred through the evaporation of water.

The global mean values for the energy balance provide a basis for appreciating
the importance of a number of parameters in the climate system. Consider, for ex-
ample, the role of cloudiness in global energy receipts. On a global scale approxi-
mately one-fifth of all energy entering the atmosphere is reflected by cloud tops as a
result of their extremely high albedo. Small variations in global cloud cover, or even
of cloud type, may thus have very large consequences for global energy balance but
we have no clues from the paleoclimatic record as to how cloudiness may have var-
ied through time on a global scale (Bradley et 4l., 1993). Albedo is of particular sig-
nificance at the Earth’s surface, and this is particularly apparent when zonal
(latitude band) averages are considered (Fig. 2.9). The distribution of snow and ice
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FIGURE 2.9 Latitudinal distribution of seasonal average surface albedo (averaging around latitude bands,

i.e., zonally). , estimates by Kukla and Robinson (1980); o--- - —, estimates by Hummel and Reck (1979)
(Kukla and Robinson, 1980).




2.4 ENERGY BALANCE OF THE EARTH AND ITS ATMOSPHERE 27

dominates this pattern (see Fig. 2.4) and is largely responsible for the large energy
deficits at high latitudes (i.e., higher radiative losses than gains, accommodated by
energy transfers from low latitudes). Only during the last 25 years have satellites
provided a global perspective on snow- and ice-cover variations, both seasonally
and interannually. Although the records are quite short, it is clear that variations in
snow and ice extent from year to year can alter area-weighted hemispheric surface
albedo by 3-4% (compare the interannual troughs, or peaks, in Fig. 2.10), which
may influence atmospheric circulation in subsequent seasons, providing a positive
feedback to the system (Groisman et al., 1994a,b). Over longer time periods,
changes in surface albedo have been very large, and their effects on albedo must
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have been profound. Not only did continental ice sheets and more extensive sea ice
(Table 2.5) increase global albedo but the more extensive deserts and savanna grass-
lands at the time of glacial maxima would have accentuated this effect.

The significance of atmospheric CO, and water vapor is also apparent from
Fig. 2.8; these gases play a vital role in global energy balance because of their rela-
tive opacity to terrestrial radiation. An increase in CO, would reinforce this energy
exchange, increasing atmospheric temperatures. However, many other interactions
and consequences would also ensue and it is this complexity that makes forecasts of
the climatic impact of CO, increases so difficult (Dickinson et al., 1996).

This thumbnail sketch of the radiation balance of the Earth-atmosphere system
is very much a simplification of reality. Most importantly, there are large regional
differences in values of net radiation and of latent and sensible heat flux due to the
geography of the earth (distribution of continénts and oceans, surface relief, vegeta-
tion, and snow cover) and the basic climatic differences from one region to another
(principally variations in cloud cover and type) (Budyko, 1978). This is readily ap-
parent from a consideration of annual energy balance components for the Earth’s
surface, shown as zonal averages in Table 2.6, and mapped in Figs. 2.11-2.13. Net
radiation varies from near zero at high latitudes to >140 kcal cm2a™! (186 W m2)
over parts of the tropical and equatorial oceans (Fig. 2.11). On the continents, net
radiation is lower than the zonal average due to higher albedo of the surface (e.g., in
desert regions) or because of higher cloud amounts, which reduce surface radiation
receipts (Table 2.6). For the Earth as a whole (Table 2.6, bottom line) 84% of net ra-
diation is accounted for by latent heat expenditures (66 of 79 kcal cm™ a1, or 88 of
105 W m2). If we just consider the oceans, however, 90% of net radiation is utilized
in evaporation compared to only 54% (27 of 50 kcal cm™ a’%, or 36 of 66 W m2) on

TABLE 2.5 Maximum Extent of Land-Based
Ice Sheets During the Pleistocene

Area (x 10°km?)

North America 16.22
Greenland 2.30
Europe 7.21
Asia 3.95
South America 0.87
Australasia 0.03
Antarctica 13.81

From Flint (1971) and Hollin and Schilling {(1981).

Note that not all areas experienced maximum ice
cover at the same time during the Pleistocene. It is therefore
not appropriate to total these values. Also, seasonal snow
cover and sea-ice extent are not included, so these figures
represent minimum changes in the area of the overall cryo-
sphere (see Tables 2.3 and 2.4).
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- TABLE 2.6 Mean Latitudinal Values of the Heat Balance Components of the Earth’s

Surface (W m%)°
Land Ocean " Earth

Latitude R LE P R LE P F, R LE P F,
70-60°N 29 21 8 30 41 29 -40 29 27 15 -12
60-50 42 30 12 57 62 25 -31 49 44 17 -12
50-40 60 33 27 85 89 21 -25 72 60 24 -12
40-30 77 31 46 119 127 19 -27 101 86 31 -16
30-20 85 25 60 147 145 9 -7 125 100 28 -3
20-10 98 42 56 161 155 97 -4 145 126 21 -3
10-0 105 76 29 - 165 138 9 17 151 123 13 15

0-10°S 105 81 24 169 131 8 29 154 119 12 23
10-20 100 60 40 162 150 ° 12 0 149 130 19 0
20-30 94 37 57 145 141 15 -11 133 117 24 -8
3040 82 38 44 122 109 15 -1 117 101 19 -3
40-50 58 29 29 96 68 8 20 94 66 9 19
50-60 46 29 17 61 46 12 3 61 46 12 3
Earth as

a whole? 66 36 30 121 109 12 0 105* 88* 17* 0

From Budyko (1978).

4R is the radiative flux of heat (radiation balance of the Earth’s surface) equal to the difference of absorbed short-
wave radiation and the net long-wave radiation outgoing from the Earth’s surface; LE is the heat expenditure for evap-
oration (L is the latent heat of vaporization, E is the rate of evaporation); P is the turbulent flux of heat between the
Earth’s surface and the atrmosphere; F,, is the heat income resulting from heat exchange through the sides of the verti-
cal column of a unit section going through the Earth’s surface with the ambient layers.

¢ Values for the earth as a whole are slightly different from those given in Fig. 2.8, which is based on more recent
satellite-derived data (Kiehl and Trenberth, 1997). These recent estimates give R = 102, LE = 78, and P = 24, so the
zonal average values given here will no doubt require some revision. Nevertheless, the broad patterns depicted in this
table will not change substantially, and the values are likely to be correct to within = 10%.

the continents. In fact, in extremely arid areas, latent heat transfer may account for
only 15-20% of the net radiation (see Figs. 2.11 and 2.12). In those areas, sensible
heat flux is of primary importance (Fig. 2.13). For the continents as a whole, 46% of
net radiation is utilized in sensible heat transfers. Over the oceans, sensible heat flux
is only important at high northern latitudes where northward-flowing currents bring
warm water into contact with cold polar air masses (see Fig. 2.13). Ocean currents
themselves play a very important role in energy transport, as is clear from column 8
in Table 2.6. “Excess” heat is transferred from equatorial and tropical regions to
higher latitudes where the energy thereby made available may even exceed net radia-
tion at the surface (e.g., 60-70° N; see Figs. 2.11 and 2.13).

From this overview of the energy balance of different regions it is only a short
step to consider how components of the energy balance of some areas may have
varied in the past, and how human activities may affect the energy balance of some
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- FIGURE 2.11 Radiative balance (net radiation, R } of the Earth’s surface (in kcal cm2yr™'). Note disconti-
nuities at ocean/land boundaries (from Budyko, 1978).

- FIGURE 2.12  Expenditure of latent heat for evaporation (latent heat flux, L, in kcal cm2yr-") (from Budyko,
1978).
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- FIGURE 2.13 Sensible heat flux between Earth’s surface and the atmosphere (in kcal cm? yr'') (from
Budyko, 1978).

areas in the future. Of course, it will only be possible to do this in a crude way be-
cause the energy balance of any one site is a function of a great many variables, in-
cluding parts of the climate system far from the site in question. Nevertheless, some
general points can be made. Consider, for example, the vast Saharan Desert region.
At the present time, net radiation in this area averages ~53 kcal cm? a*! (70 W m™)
with a Bowen ratio of ~8 (Table 2.7; Baumgartner, 1979). During the early to mid-
Holocene, the area was wetter and supported a sparse grassland vegetation cover, in-
creasing to savanna along the Sahelian margin to the south (Fabre and Petit-Maire,
1988; Lézine, 1989); if modern analogies are any guide, the area would have had a
lower albedo, higher net radiation, and much lower Bowen ratio. Other desert re-
gions also experienced similar changes in vegetation and hence in energy balance
(though changes elsewhere were commonly greatest at the last glacial maximum). As

I TABLE 2.7 Energy Balance for Different Surfaces (W m?)

R L H a HIL
Tropical rainforest 110 85 25 13 0.3
Savanna 65 40 25 33 0.6
Desert 70 8 62 46 8.0

From Baumgartner (1979).
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deserts and semideserts today occupy more than 10% of the continental area, such
changes had major consequences for the energy balance of the world as a whole. It
also seems likely that overgrazing and desertification of marginal environments to-
day, as well as the destruction of tropical forest ecosystems, will bring about marked
changes in the energy balance of low latitudes, with possible global consequences.

The energy balance changes associated with alterations in natural vegetation do
not, of course, provide information on why the environmental changes occurred in
the first place. However, they do provide important baseline data for computer
models of the general circulation at particular time periods in the past (e.g.,
Kutzbach et al., 1993a) and point to potentially important feedbacks between
the atmosphere and underlying surface once the vegetation changes have occurred.
The development of a particular vegetation type may, in fact, bring about changes
in the energy balance that would favor persistence of the “new” vegetation type
(Charney et al., 1975; Foley et al., 1994).

2.5 TIMESCALES OF CLIMATIC VARIATION

Climate varies on all timescales and space scales, from interannual climatic variabil-
ity to very long-period variations related to the evolution of the atmosphere and
changes in the lithosphere. Examples of known climatic fluctuations are shown in
Fig. 2.14. In this diagram, each row represents an expansion, by a factor of ten,
of each interval on the row above it. Thus, one can envisage short-term (high-
frequency) variations nested within long-term (lower-frequency) variations (Webb,
1991). However, in the paleoclimatic record, as we delve farther and farther back
in time, it is increasingly difficult to resolve the higher-frequency variations. As
climatic variations on the timescale of decades to centuries are of the utmost impor-
tance to modern society, increasing attention must be focused on paleoclimatic data
pertinent to this problem (Bradley and Jones, 1992a).

Climatic fluctuations on different timescales may be brought about by internal
or external mechanisms that operate at different frequencies (Fig. 2.15). Changes
in the Earth’s orbital parameters, for example, are likely candidates for climatic
variations on the timescale of glacials and interglacials during the late Quaternary
but cannot account for climatic variations that have occurred over the last thou-
sand years. For fluctuations on that timescale, other factors such as volcanic dust
loading of the atmosphere, solar variability or internal adjustments between differ-
ent subsystems in the climate system, are more likely to be involved (Jones et al.,
1996). Of course, different forcing factors may have operated together to cause cli-
matic fluctuations of varying magnitude at different times in the past, though indi-
vidual factors may account for the variance of climate at a particular frequency.
Mitchell (1976) pointed out that much of the variance of the climate record results
from stochastic processes internal to the climate system. This includes short-period
atmospheric processes (e.g., turbulence) with time constants on the scale of min-
utes or hours, to slower-acting processes or feedback mechanisms that add to cli-
matic variance over longer timescales. However, these factors only contribute
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- FIGURE 2.14 Schematic diagram illustrating climatic fluctuations at timescales ranging from decadal (the
last 100 yr, lowest panel) to centennial (the last 1000 yr, second panel) to millennial (the last 10,000 yr),and so
on, to the last million yr (top panel). Each successive panel, from the back to the front, is an expanded version
(expanded by a factor of 10) of one-tenth of the previous column.Thus, higher-frequency climatic variations are
“nested” within lower-frequency changes. Note that the temperature scale (representing global mean annual
temperature) is the same on all panels. This demonstrates that temperature changes over the last 100 yr (lower
panel) have been minor compared to changes over long periods of time. Such changes have occurred through-
out history, but they are lost in the noise of the longer-term climatic record; only the larger amplitude changes
are detectable as we look far back in time.

white noise to the climate spectrum on timescales longer than the timescale of the
process in question (i.e., they contribute to the variance of climate in a random,
unpredictable manner, with no effects concentrated at a particular frequency). Su-
perimposed on this background noise are certain peaks in the variance spectrum of
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FIGURE 2.15 Examples of potential processes involved in climatic fluctuations and their characteristic

timescales (Kutzbach, 1974).

climate that correspond to external forcing mechanisms operating over a restricted
time domain (i.e., they are periodic or quasi-periodic phenomena). Such tem-
poral variability may be associated with characteristic spatial variability (Mann
et al., 1996). For example, El Nifio-Southern Oscillation (ENSO) events recur on
timescales of 3—7 yr and have distinct spatial anomaly patterns (Diaz and Kiladis,
1992).

Deterministic forcing mechanisms are only known to operate at a few rela-
tively narrow frequencies, and although very important to climatic variance at
those frequencies their contribution to overall climatic variation is minor com-
pared to the role of stochastic processes. This presents problems for both climatic
predictability and the interpretation of past climatic changes (as seen in the paleo-
climatic record) in terms of particular causative factors (Mitchell, 1976). Never-
theless, certain external forcing mechanisms have often been called upon to
account for features of the paleoclimatic record. The most important of these for
climatic fluctuations in the Quaternary Period are variations in the Earth’s orbital
parameters, which are the underlying cause of glacial-interglacial cycles over at
least the last million years (Berger and Loutre, 1991). This is discussed further in
the next Section and in Section 6.8.
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Although it has been known for over 2000 yr that the position and orientation
of the Earth relative to the Sun has not been constant, it was not until the mid-
nineteenth century that the significance of such variations for the Earth’s climate
was really appreciated. At that time, James Croll, a Scottish natural historian, de-
veloped a hypothesis in which the ultimate cause of glaciations in the past was con-
sidered to be changes in the Earth’s orbital parameters (Croll, 1867a,b; 1875). The
hypothesis was later elaborated by Milankovitch (1941) and more recently by A.
Berger (1977a, 1978, 1979, 1988). An excellent account of the way in which this
hypothesis developed into a crucial theory in paleoclimatology (the “astronomical
theory”) is given by Imbrie and Imbrie (1979).

The basic elements of the Earth’s orbital motion around the Sun today are as
follows: the Earth moves in a slightly elliptical path during its annual revolution
around the Sun; because of the elliptical path, the Earth is closest to the Sun (peri-
helion) around January 3, and around July 5 it is farthest away from the Sun (aph-
elion). As a result, at perihelion the Earth receives ~3.5% more solar radiation than
the annual mean (outside the atmosphere) and ~3.5% less at aphelion. The Earth is
also tilted on its rotational axis 23.4° from a plane perpendicular to the plane of the
ecliptic (the apparent surface over which it moves during its revolution around the
Sun). None of these factors has remained constant through time due to gravitational
effects of the Sun, Moon, and the other planets on the Earth. Variations have oc-
curred in the degree of orbital eccentricity around the Sun, in the axial tilt (oblig-
uity) of the Earth from the plane of the ecliptic, and in the timing of the perihelion
with respect to seasons on the Earth (precession of the equinoxes) (Fig. 2.16).

Variations in orbital eccentricity are quasi-periodic with an average period
length of ~95,800 yr over the past 5 million yr. The orbit has varied from almost
circular (essentially no difference between perihelion and aphelion) to maximum ec-
centricity when solar radiation receipts (outside the atmosphere) varied by ~30%
between aphelion and perihelion (e.g., at ~210,000 yr B.P; Fig. 2.16). Eccentricity
variations thus affect the relative intensities of the seasons, which implies an oppo-
site effect in each hemisphere.

Changes in axial tilt are periodic with a mean period of 41,000 yr. The angle of
inclination has varied from 21.8 to 24.4° with the most recent maximum occurring
about 100,000 yr ago (see Fig. 2.16). The angle defines the latitudes of the polar
circles (Arctic and Antarctic) and the tropics, which in turn delimit the area of day-
long polar night in winter, and the maximum latitudes reached by the zenith sun in
midsummer in each hemisphere. Changes in obliquity have relatively little effect on
radiation receipts at low latitudes but the effect increases towards the poles. As
obliquity increases, summer radiation receipts at high latitudes increase, but winter
radiation totals decline. This is seen in the summer radiation variations over the last
250,000 yr for 65 and 80° N (see Fig. 2.16), which reflect mainly the periodic changes
in axial tilt. As the tilt is the same in both hemispheres, changes in obliquity affect
radiation receipts in the Southern and Northern Hemispheres equally.
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ter Imbrie et al, 1993b; lower diagram: data from Berger and Loutre, 1991).
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Changes in the seasonal timing of perihelion and aphelion result from a slight
wobble in the Earth’s axis of rotation as it moves around the Sun (Fig. 2.17a). The
effect of the wobble (which is independent of variations in axial tilt) is to change
systematically the timing of the solstices and equinoxes relative to the extreme posi-
tions the Earth occupies on its elliptical path around the Sun (known as precession
of the equinoxes) (Fig. 2.17b). Thus, 11,000 yr ago perihelion occurred when the
Northern Hemisphere was tilted towards the Sun (mid-June) rather than in the
Northern Hemisphere’s midwinter, as is the case today. Precessional effects are op-
posite in the Northern and Southern Hemispheres and the change in precession oc-
curs with a mean period of ~21,700 yr (see Fig. 2.16).

Clearly, the effects of precession of the equinoxes on radiation receipts will be
modulated by the variations in eccentricity; when the orbit is near circular the sea-
sonal timing of perihelion is inconsequential. However, at maximum eccentricity,
when differences in solar radiation may amount to 30%, seasonal timing is crucial.
The solar radiation receipts of low latitudes are affected mainly by variations in ec-
centricity and precession of the equinoxes, whereas higher latitudes are affected
mainly by variations in obliquity. As the eccentricity and precessional effects in each
hemisphere are opposite, but the obliquity effects are not, there is an asymmetry

S o

- FIGURE 2.17a The Earth wobbles slightly on its axis (due to the gravitational pull of the Sun and Moon on
the equatorial bulge of the Earth). In effect, the axis moves slowly around a circular path and completes one revo-
lution every 23,000 yr. This results in precession of the equinoxes (Fig. 2.17b). This effect is independent of changes
in the angle of tilt (obliquity) of the Earth, which changes with a period of ~41,000 years (from Imbrie and Imbrie,
1979).
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- FIGURE 2.17b As a resuit of a wobble in the Earth’s axis (Fig. 2.17a) the position of the equinox (March

20 and September 22) and solstice (June 21 and December 21) change slowly around the Earth’s elliptical orbit,
with a period of ~23,000 yr. Thus 11,000 yr ago the Earth was at perihelion at the time of the summer solstice
whereas today the summer solstice coincides with aphelion (from Imbrie and Imbrie, 1979).

between the two hemispheres, in terms of the combined orbital effects, which be-
comes minimal poleward of ~70°. It is also worth emphasizing that the orbital vari-
ations do not cause any significant overall (annual) change in solar radiation
receipts; they simply result in a seasonal redistribution, such that a low summer ra-
diation total is compensated for by a high winter total, and vice versa (A. Berger,

1980).
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It is important to note that the periods mentioned for each orbital parameter
(41,000, 95,800, and 21,700 yr for obliquity, eccentricity, and precession, respec-
tively) are averages of the principal periodic terms in the equations used to calculate
the long-term changes in orbital parameters. For the precessional parameter, for ex-
ample, the most important terms in the series expansion of the equation correspond
to periods of ~23,700 and ~22,400 yr; the next three terms are close to ~19,000 yr
(A. Berger, 1977b). When the most important terms are averaged, the mean period
is 21,700 yr, but some paleoclimatic records may be capable of resolving the princi-
pal ~19,000- and ~23,000-yr periods separately (Hays et al., 1976). Similarly, the
mean period of changes in eccentricity is 95,800 yr but it may be possible to detect
separate periods of ~95,000 and ~123,000 yr in long high-resolution ocean core
records corresponding to important terms (or “beats” produced by interactions of
important terms) in the equation (Wigley, 1976). Eccentricity also has a longer-term
periodicity of 412 ka, which has been identified in some marine sedimentary records
(Imbrie et al., 1993b). Furthermore, the relative importance of all these periods may
have changed over time. For example, the 19 ka precessional and 100 ka eccentric-
ity cycles were more significant prior to ~600 ka B.P. (Imbrie et al., 1993b). This is
one of the enigmas of the paleoclimatic spectrum; during the last one million years
the 100 ka period in geological records increased in amplitude yet over the same in-
terval of time the main period associated with eccentricity shifted to lower frequen-
cies (~412 ka).

Orbital variations may also have significance for climatic variations on much
shorter timescales. Loutre et al. (1992) calculated insolation changes over the last
few thousand years, resulting from changes in precession, obliquity, and eccen-
tricity. They found statistically significant periodicities in insolation (at 65° N in
July) of 2.67, 3.98, 8.1, 18.6, 29.5, and 40.2 yr (Borisenkov et al., 1983, 1985). At
other seasons and locations, periodicities of 61, 245, and 830-900 yr are signifi-
cant. These higher frequency variations are very small in amplitude compared to
the orbital changes discussed earlier, but they may nevertheless be important for
climatic variability on the decadal to millennial timescale. Interestingly, some of
the periodicities in incoming insolation due to orbital effects are similar to those
identified in sunspot data (which may relate to solar irradiance changes) so the cu-
mulative effects may be significant for short-term climate variability. This matter
has received relatively little attention so far.

Considered together, the superimposition of variations in eccentricity, obliquity,
and precession produces a complex, ever-varying pattern of solar radiation receipts
at the outer edge of the Earth’s atmosphere?. To appreciate the magnitude of these
variations and their spatial and temporal patterns, it is common to express the radi-
ation receipts for a particular place and moment in time as a departure (or anom-
aly) from corresponding seasonal or monthly values in 1950. An example is shown
in Fig. 2.18 for the month of July at all latitudes (90° N-90° S) from 0 to 200 ka
B.P. {A. Berger, 1979). Of particular interest are the radiation anomalies at high
northern latitudes (60-70° N), considered by Milankovitch (1941) to be critical for

3 Values of midmonth insolation receipts for December/January and June/July, at 1000-yr intervals
for the last 5 Ma, are given on a diskette accompanying the work of Berger and Loutre (1991).
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the growth of continental ice sheets. In this zone, periods of lower summer radia-
tion receipts would have favored the persistence of winter snow into summer
months, eventually leading to the persistence of snow cover throughout the year.
Such conditions may have occurred at 185 ka, 115 ka, and 70 ka B.P. (see Fig. 2.18).
At these times, there was the combination of conditions that Milankovitch sug-
gested were most conducive to glaciation — minimum obliquity, relatively high ec-
centricity, and the Northern Hemisphere summer coinciding with aphelion (see Fig.
2.17b). At the same time, warmer winters (i.e., Northern Hemisphere winters co-
inciding with perihelion) would have favored increased evaporation from the sub-
tropical oceans, thereby providing abundant moisture for precipitation (snowfall)
at higher latitudes. Stronger Equator-Pole temperature gradients in summer and
winter would have resulted in an intensified general circulation and more moisture
transported to high latitudes to fuel the growing ice sheets. It is of great interest,
therefore, that recent ocean core analyses point to these periods as being important
times of ice growth on the continents (see Section 6.9).

Most of Milankovitch’s attention focused on the radiation anomalies in summer
and winter months, but it is noteworthy that transitional months appear to be most
sensitive to changes in solar radiation receipts and to snow-cover expansion. In par-
ticular, autumn months appear to be especially critical for the build-up of snow in
continental interiors (Kukla, 1975a). To examine the monthly pattern of solar radia-
tion change through time, A. Berger (1979) computed month by month values of so-
lar radiation departures from long-term means at 60° N, for the last 500,000 yr
(Fig. 2.19). From these calculations it is clear that not only do the monthly depar-
tures vary greatly in amplitude but the seasonal timing of the anomalies may shift
very rapidly from one part of the year to another. For example, a large positive
anomaly of solar radiation in June and July at ~125 ka B.P. was replaced by a large
negative anomaly in the same month by 120 ka B.P. Such features of the record have
been termed insolation signatures (A. Berger, 1979) and are considered to be charac-
teristic of a change from a relatively warm climate phase to a cooler one. During the
last 500,000 yr such signatures are observed centered at 486, 465, 410, 335, 315,
290, 243, 220, 199, 127, 105, and 84 ka B.P., all periods which coincide remark-
ably well with geological evidence of deteriorating climatic conditions.

It is important to recognize that although the zone centered on 65° N may be
of great importance in the actual mechanism of continental ice growth, a more
fundamental control on glaciation is the atmospheric circulation, which is largely
a function of the Equator-Pole temperature gradients at different times of the year
(stronger radiation gradients produce stronger temperature gradients). When radi-
ation gradients are strong, a more vigorous atmospheric circulation can be ex-
pected; subtropical high-pressure systems would tend to be displaced to lower
latitudes (see Fig. 2.5) and a more intense circumpolar westerly flow would de-
velop, leading to increased moisture flux to high latitudes. Weaker radiation gra-
dients imply that the major axis of subtropical high-pressure cells would be
displaced poleward, and a more sluggish westerly circulation would lead to a re-
duction in moisture flux to the continents at high latitudes. It is of interest, there-
fore, that the stronger summer and winter radiation gradients (resulting mainly
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from anomalously low radiation receipts at high latitudes) occurred during peri-
ods of major ice growth (e.g., 72,000 and 115,000 yr B.P.). By contrast, periods
of deglaciation or interglacials correspond to weaker latitudinal radiation gradi-
ents, resulting mainly from higher radiation receipts, particularly at high latitudes
(Fig. 2.20). Thus the resulting circulation intensities amplify the overall anomaly,
whether positive or negative (Young and Bradley, 1984).

Finally, it must be recognized that the insolation changes calculated by Berger
and others are for solar radiation entering the atmosphere (often stated as radiation
at the top, or outside, the atmosphere). However, radiation passing through the at-
mosphere is reflected and absorbed differently from one region to another (depend-
ing to a large extent on the type and amount of cloud cover). Furthermore, surface
albedo conditions also determine how much of the radiation reaching the surface
will be absorbed (see Fig. 2.8). Such factors can minimize the significance of certain
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orbital frequencies. For example, Fig. 2.21 shows that the radiation gradient from
30-70° N in mid-July over the last 200 ka had a strong ~40 ka periodicity in ex-
traterrestrial radiation. However, because of differential effects on radiation attenu-
ation in the atmosphere, and latitudinal differences in surface albedo, the high
latitude obliquity signal is reduced, leading to a dominant ~23 ka period in the lati-
tudinal gradient of absorbed radiation (Tricot and Berger, 1988; Berger, 1988).

The astronomical theory of climatic change has tremendous implications for
Quaternary paleoclimatology but there was little reliably dated field evidence to sup-
port or refute the idea until the mid-1970s. Since then many studies have demon-
strated that variations in the Earth’s orbital parameters are indeed fundamental
factors in the growth and decay of continental ice sheets (e.g., Broecker et al., 1968;
Mesolella et al., 1969; Hays et al., 1976; Ruddiman and Mclntyre, 1981a, 1984;
Imbrie et al., 1992, 1993a). This evidence is discussed in more detail in Section 6.12
but the major issues are summarized here in Fig. 2.22. Variations of incoming June
solar radiation at 65° N are broken down into their component parts (precession,
obliquity, and eccentricity) and compared to the same bandpass filtered components
of the marine 8!80 record of the last 400 ka (representing changes in continental ice
volume). Clearly, the frequency bands associated with precession and obliquity are
similar (and coherent with) the 3180 ice volume signal, but the 100 ka radiation sig-
nal is completely inadequate to explain the strong 100 ka cycle in ice volume. Sev-
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- FIGURE 2.21 The gradient (from 30-70°N) of incoming solar radiation in mid-July over the last 200 ka

(top) compared to the modeled gradient of radiation reaching the surface (middle) and of the gradient of radia-
tion absorbed at the surface (bottom). Because of differential absorption and reflection with latitude, the domi-
nant periodicity of radiation absorbed at the surface shifts from that of obliquity to that of precession, which is
more characteristic of a lower latitude influence on the gradient (from Tricot and Berger, 1988).
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eral possible
example, the

reasons for this discrepancy have been proposed (Raymo, 1998). For
re may be a nonlinear response within the climate system, perhaps in-

volving some internal feedback mechanism, which sets up the observed 100 ka peri-
odicity, or there may be oscillations within the climate system that in some way
interact with precessional and obliquity changes to generate a cycle of 100 ka, in
phase with eccentricity (Santer et al., 1993). Others have suggested that the 100 ka
period in paleoclimate data is unrelated to Milankovitch orbital forcing, and is due
to the orbital plane of the earth passing through intergalactic dust clouds which re-
duce solar radiation on this timescale (Muller and MacDonald, 1997). Whichever
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mechanism is revealed as correct, it must also explain the shift towards much larger
amplitude cycles in the climate system in the last ~800 ka (as recorded by ice volume
changes, loess deposition, pollen records etc.) at a time when eccentricity forcing at
the 100 ka period was declining in significance. Muller and MacDonald attribute
this change to an increase in dust or meteoroids around that time, but so far there is
only limited field evidence to support their idea.

In summary, the periodicities associated with orbital variations are prominent
signals in many paleoclimate records and hence orbital forcing is undeniably an im-
portant factor in climatic fluctuations on the timescale of 10*-10° years, and per-
haps much longer (A. Berger et al., 1992). However, the precise mechanism of how
such forcing is translated into a climate response remains unclear. The current em-
phasis is on computer modeling studies to bridge the gap between paleoclimatic the-
ory and field data (e.g., Imbrie and Imbrie, 1980; Budd and Smith, 1981; Kutzbach
and Otto-Bleisner, 1982; Kutzbach and Guetter, 1986; A. Berger, 1990; Gallée et al.,
1991, 1992; Paillard, 1997). This topic is discussed further in Section 6.3.3.
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3.1 INTRODUCTION AND OVERVIEW

Accurate dating is of fundamental importance to paleoclimatic studies. Without re-
liable estimates on the age of events in the past it is impossible to investigate if they
occurred synchronously or if certain events led or lagged others; neither is it possible
to assess accurately the rate at which past environmental changes occurred. Strenu-
ous efforts must therefore be made to date all proxy materials, to avoid sample con-
tamination, and to ensure that the stratigraphic context of the sample is clearly
understood. It is equally important that the assumptions and limitations of the dat-
ing procedure used are understood so that a realistic interpretation of the date ob-
tained can be made. It is often just as important to know the margins of error
associated with a date as to know the date itself. In this chapter, we discuss the main
dating methods widely used for late Quaternary studies today. Further details can
be found in Geyh and Schleicher (1990).

Dating methods fall into four basic categories (Fig. 3.1): (a) radioisotopic
methods, which are based on the rate of atomic disintegration in a sample or its sur-
rounding environment; (b) paleomagnetic (correlation) methods,* which rely on past

4 One could argue that paleomagnetic changes do not constitute a method of dating but rather a
method of stratigraphic correlation. Nevertheless, the development of a reliable timescale for paleomag-
netic changes (Section 4.1.4) has meant that paleomagnetic changes are used, de facto, as dated reference
horizons.
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Bl FIGURE 3.1 Principal dating methods used in paleoclimatic research.

reversals of the Earth’s magnetic field and their effects on a sample; (¢) organic and
inorganic chemical methods, which are based on time-dependent chemical changes in
the sample, or chemical characteristics of a sample; and (d) biological methods, which
are based on the growth of an organism to date the substrate on which it is found.

Not all dating methods provide a reliable numerical age, but may give an indi-
cation of the relative age of different samples. In these cases, it may be possible to
calibrate the “relative age” technique by numerical (e.g., radioisotopic) methods, as
discussed for example in Section 4.2.1.3. Thus, there is a spectrum of approaches to
dating: numerical age methods; calibrated age methods; relative age methods; and
methods involving stratigraphic correlation (Colman et al., 1987). In this and the
following chapter, all of these approaches are discussed, beginning with numerical
age methods.

3.2 RADIOISOTOPIC METHODS

Atoms are made up of neutrons, protons, and electrons. For any one element, the
number of protons (the atomic number) is invariant, but the number of neutrons
may vary, resulting in different isotopes of the same element. Carbon, for example,
exists in the form of three isotopes; it always has six protons, but may have six,
seven, or eight neutrons, giving atomic mass numbers (the total number of protons
and neutrons) of 12, 13, and 14, designated 12C, 1*C, and '“C, respectively. Generally
each element has one or more stable isotopes that accounts for the bulk of its oc-
currence on Earth. For example, in the case of carbon, 12C and 13C are the stable
isotopes; 2C is by far the more abundant form. It is estimated that the carbon ex-
change reservoir (atmosphere, biosphere, and the oceans) contains 42 X 1012 tons
of 12C, 47 X 1010 tons of 13C, and only 62 tons of *C. Unstable atoms undergo
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spontaneous radioactive decay by the loss of nuclear particles (a or B particles) and,
as a result, they may transmute into a new element.’ For example, *C decays to
14N, and *K decays to 4°Ar and “°Ca. Furthermore, the decay rate is invariant so
that a given quantity of the radioactive isotope will decay to its daughter product in
a known interval of time; this is the basis of radioisotopic dating methods. Provid-
ing that the radioisotope “clock” is started close to the stratigraphically relevant
date, measurement of the isotope concentration today will indicate the amount of
time that has elapsed since the sample was emplaced. The amount of time it takes
for a radioactive material to decay to half its original amount is termed its half-life.
Table 3.1 lists the half-lives of some radioisotopes that have been used in the con-
text of dating. In the case of radiocarbon (1#C) the half-life is 5730 = 30 yr. Thus
a plant that died 5730 yr ago has only half its original 1*C content remaining in it
today.® After a further 5730 yr from today it will have only half as much again, that
is, 25% of its original *C content, and so on (Fig. 3.2).

For a radioactive isotope to be directly useful for dating it must possess several
attributes: (a) the isotope itself, or its daughter products, must occur in measurable
quantities and be capable of being distinguished from other isotopes, or its rate of
decay must be measurable; (b) its half-life must be of a length appropriate to the
period being dated; (c) the initial concentration level of the isotope must be known;
and (d) there must be some connection between the event being dated and the start

B TABLE 3.1 Half-lives of radioisotopes
used in dating — although the half-life
of '1C is calculated to be 5730 + 40 yr,
by convention the “Libby half-life” of
5568 £ 30 yr is used®

e 5.73 X 103 years
238y 4.51 X 10° years
235y 0.71 X 10° years
40K 1.31 X 10° years

$ An a particle is made up of two protons and two neutrons (i.e., a helium nucleus) and a 8 particle
is an electron. Neutrons may decay to produce a B particle and a proton, thereby causing a transmuta-
tion of the element itself.

¢ When Libby (1955) expounded the principles of radiocarbon dating he calculated a half-life for
1C of 5568 yr. This was the average of a number of estimates up to that time, and was adopted by all
radiocarbon dating laboratories. By the early 1960s, further work had demonstrated that the original es-
timate was in error by 3%, and the half-life was closer to 5730 yr (Godwin, 1962). To avoid confusion,
it was decided to continue using the “Libby half-life” (rounded to $570 yr) and this practice has contin-
ued. For practical purposes it is not a significant problem as all dates are now reported in the journal Ra-
diocarbon using the Libby half-life. However, when comparing “radiocarbon years” with calendar years
(historical, archeological, and/or astronomical events) and dates obtained by other techniques, adjust-
ments are necessary (see Section 3.2.1.5).
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of the radioactive decay process (the “clock”). The relevance of these factors will be
made clear in the ensuing sections.

In general terms, radioisotopic dating methods can be considered in three
groups (see Fig. 3.1): those that measure (a) the quantity of a radioisotope as a frac-
tion of a presumed initial level (e.g., *C dating) or the reciprocal build-up of a
stable daughter product (e.g., potassium-argon, and argon-argon dating); (b) the de-
gree to which members of a chain of radioactive decay are restored to equilibrium
following some initial external perturbation (uranium-series dating); and (c) the in-
tegrated effect of some local radioactive process on the sample materials, compared
to the value of the local (environmental) flux (fission-track and luminescence dat-
ing). Each of these methods will be considered separately.

3.2.1 Radiocarbon Dating

For studies of late Quaternary climatic fluctuations, #C or radiocarbon dating has
proved to be by far the most useful. Because of the ubiquitous distribution of *C,
the technique can be used throughout the world and has been used to date samples
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of peat, wood, bone, shell, paleosols, “old” sea water, marine and lacustrine sedi-
ments, and atmospheric CO, trapped in glacier ice. Furthermore, the useful time-
frame for radiocarbon dating spans a period of major, global environmental change
that would be virtually impossible to decipher in any detail without accurate dating
control. Radiocarbon dating is also ideal for dating man’s development from paleo-
lithic time to the recent historical past and it has therefore proved invaluable in
archeological studies. In addition, variations in the *C content of the atmosphere
are of interest in themselves because of the implications these have for solar and/or
geomagnetic variations through time and hence for climatic fluctuations.

3.2.1.1 Principles of '“C Dating

Radiocarbon (¥ C) is produced in the upper atmosphere by neutron bombard-
ment of atmospheric nitrogen atoms:

BN + In > 14C + I1H 3.1

The neutrons have a maximum concentration at around 15 km and are produced
by cosmic radiation entering the upper atmosphere. Although cosmic rays are influ-
enced by the Earth’s magnetic field and tend to become concentrated near the
geomagnetic poles (thus causing a similar distribution of neutrons and hence *C),
rapid diffusion of *C atoms in the lower atmosphere obliterates any influence of
this geographical variation in production. The *C atoms are rapidly oxidized to
14CO,, which diffuses downwards and mixes with the rest of atmospheric carbon
dioxide and hence enters into all pathways of the biosphere (Fig. 3.3). As Libby
(19535) stated, “Since plants live off the carbon dioxide, all plants will be radioac-
tive; since the animals on earth live off the plants, all animals will be radioactive.
Thus . . . all living things will be rendered radioactive by the cosmic radiation.”

During the course of geological time, an equilibrium has been achieved between
the rate of new *C production in the upper atmosphere and the rate of decay of *C
in the global carbon reservoir. This means that the 7.5 kg of new *C estimated to
be produced each year in the upper atmosphere is approximately equal to the
weight of 1*C lost throughout the world by the radioactive decay of 1*C to nitrogen,
with the release of a B particle (an electron):

“C — YN + B + neutrino 3.2

The total weight of global *C thus remains constant.” This assumption of an
essentially steady concentration of radiocarbon during the period useful for dating
is fundamental to the method though, in detail, this assumption is invalid (see Sec-
tion 3.2.1.5).

Plants and animals assimilate a certain amount of *C into their tissues through
photosynthesis and respiration; the 1*C content of these tissues is in equilibrium
with that of the atmosphere because there is a constant exchange of new *C as old

7 Prior to atomic bomb explosions in the atmosphere the equilibrium quantity of *C was estimated
to be ~62 metric tons. Since the 1950s, the amount of artificially produced C has increased by perhaps
3-4%, though most of this has, as yet, remained in the atmosphere; consequently 1*C levels there have
almost doubled (Aitken, 1974).
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cells die and are replaced. However, as soon as an organism dies this exchange and
replacement of 1*C ceases. From that moment on the *C content of the organism
declines as the C decays to nitrogen, and the *C content is henceforth purely a
function of time; the radioactive “clock” has been activated. Because the 1*C con-
tent declines at a negative exponential rate (see Fig. 3.2) by the time that ten half-
lives have elapsed (57,300 yr) the sample contains less than 0.01% of the original
14C content of the organism when it was alive. To put this in a more practical way,
in a 1 g sample of carbon with a *C content equivalent to modern levels, decay of
the radiocarbon atoms in the sample will produce about 15 B particles per minute,
a rate that is relatively easy to count. By contrast, 57,300 yr after an organism has
died, 1 g of its carbon will produce only about 21 B particles per day (Aitken,
1974). 1t is this ever-decreasing quantity of C with increasing sample age that
makes conventional radiocarbon dating so difficult; it simply becomes impossible
to separate disintegrations of the sample from the extraneous background radiation
(typically ~132 B particles per day in a modern counter) as the signal-to-noise ratio
(§/N) becomes too small.
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3.2.1.2 Measurement Procedures, Materials, and Problems

Until the early 1980s, nearly all radiocarbon-dating laboratories used so-called
“conventional” methods — either proportional gas counters or liquid scintillation
techniques. In the former method, carbon is converted into a gas (methane, carbon
dioxide, or acetylene), that is then put into a “proportional counter” capable of de-
tecting B particles (variations in output voltage pulses being proportional to the rate
of B-particle emission). In liquid scintillation procedures, the carbon is converted
into benzene or some other organic liquid and placed in an instrument that detects
scintillations (flashes of light) produced by the interaction of B particles and a phos-
phor added to the organic liquid. In both methods, stringent measures are necessary
to shield the sample counters from extraneous radioactivity in the instrument com-
ponents, laboratory materials, and surrounding environment, including cosmic rays
penetrating the Earth’s atmosphere from outer space. Indeed, the difficulty of sepa-
rating the sample B-particle signal from environmental “noise” was one of the ma-
jor obstacles to the development of 1*C dating, particularly of older samples, which
have very low levels of *C anyway (Libby, 1970). Lead shielding, electronic anti-
coincidence counters (to alert the counter to particles entering the counting cham-
ber from outside) and construction of laboratories beneath the ground are common
strategies to help keep background radiation levels as low as possible.

One of the problems of dating very old samples by conventional methods is the
large sample size needed to obtain enough radiocarbon for its $ activity to be
counted. Technical difficulties place an upper limit on the volume of gas or liquid
that can be accurately analyzed; hence, for very old samples, some means of con-
centrating the *C is needed to reduce the volume. One solution (no longer in com-
mon usage) is to concentrate a gas containing the C (e.g., 1*CO,) by thermal
diffusion, “enriching” the sample and reducing the required volume. Effectively, the
gas containing the heavier isotope is encouraged to collect in the lower chamber of
a thermal diffusion column; in this way, the radioactive component is concentrated,
reducing the total volume of gas necessary for accurate counting. However, the pro-
cedure is very time consuming; a 6-fold enrichment may take up to 5 weeks! Never-
theless, this procedure has enabled samples as old as 75,000 yr (13 half-lives) to be
dated (Stuiver et al., 1978; Grootes et al., 1980). The main limitation is that the ini-
tial sample must be large enough to yield 100 g of carbon for analysis, and there
must be very low background *C activity to minimize any statistical uncertainty in
the calculated age. Furthermore, if an infinitely old sample has even 0.1% contami-
nation by modern carbon, it will yield a finite date of ~55,500 yr B.P., illustrating
the inherent dangers of interpreting extremely old *C dates. In practice, *C dates
of >45,000 yr B.P. should be viewed with caution.

Radiocarbon dating underwent a technological revolution in the late 1970s and
early 1980s when a method for dating very small organic samples was developed,
using an accelerator coupled to a mass spectrometer (AMS dating) (Muller, 1977;
Nelson et al., 1977; Litherland and Beukens, 1995). Instead of measuring the quan-
tity of *C in a sample indirectly, by counting B-particle emissions, the concentra-
tions of individual ions (12C, 13C, *C) are measured. Ions are accelerated in a
tandem electrostatic accelerator to extremely high velocities; they then pass through
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a magnetic field that separates the different ions, enabling them to be distinguished
(Stuiver, 1978a; Elmore and Phillips, 1987). Sample sizes used in this technique are
much smaller than in conventional *C dating (only 1 mg of carbon is required) so
that dates on small samples of foraminifera, pollen grains isolated from their sur-
rounding matrix, or even individual seeds can be dated (Brown et al., 1992; Reg-
nall, 1992). There are now many accelerators designed specifically for *C dating
applications and several labs can produce results within days of receiving a sample.
This rapid turn-around time allows field workers to quickly reassess sampling
strategies, thus making the most of time in the field. On the other hand, it may not
be too long before a field-portable radiocarbon analyzer is available, at least for
first-order estimates of sample age (Robertson and Griin, 1994).

3.2.1.3 Accuracy of Radiocarbon Dates

It is tempting to accept a radiocarbon date as the gospel truth, particularly if it
confirms a preconceived notion of what the sample age should be! Radiocarbon
dates are, however, statements of probability (as are all radiometric measurements).
Radioactive disintegration varies randomly about a mean value; it is not possible to
predict when a particular *C atom will decay, but for a sample containing 1010
1022 atoms of 1*C a certain number of disintegrations will occur, on average, in a
certain length of time. This statistical uncertainty in the sample radioactivity (to-
gether with similar uncertainty in the radioactive decay of calibration samples and
“noise” due to background radiation) is inherent in all 1#C dates. A single “ab-
solute” (i.e., numerical) age can therefore never be assigned to a sample. Rather,
dates are reported as the midpoint of a Poisson probability distribution; together
with its standard deviation, the date thus defines a known level of probability. A
date of 5000 = 100 yr B.P., for example, indicates a 68% probability that the true
(radiocarbon) age is between 4900 and 5100 yr B.P.,, a 95% probability that it lies
between 4800 and 5200 yr B.P., and a 99% probability of it being between 4700
and 5300 yr B.P. In conventional dating, the use of large samples, extended periods
of counting, and the reduction of laboratory background noise will all improve the
precision of the age determination. However, even rigorous 1*C analysis cannot ac-
count for all sources of error and these must be evaluated before putting a great
deal of confidence in the date obtained. A sample age may be precisely determined
(analytically) but it may not be an accurate reflection of the true age if the sample is
contaminated, or if appropriate corrections are not made, as discussed in the fol-
lowing sections.

3.2.1.4 Sources of Error in 'YC Dating
(a) Problems of Sample Selection and Contamination

It is self-evident that a contaminated sample will give an erroneous date, but it
is frequently very difficult to ascertain the extent to which a sample has been con-
taminated. Some forms of contamination are relatively straightforward: modern
rootlets, for example, may penetrate deep into a peat section and without careful
inspection of a sample and removal of such material, gross errors may occur. More
abstruse problems arise when dating materials that contain carbonates (e.g., shell,
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coral, bone). These materials are particularly susceptible to contamination by mod-
ern carbon because they readily participate in chemical reactions with rainwater
and/or groundwater. Most molluscs, for example, are primarily composed of cal-
cium carbonate in the metastable crystal form, aragonite. This aragonite may dis-
solve and be redeposited in the stable crystal form of calcite. During the process of
solution and recrystallization, exchange of modern carbon takes place and the sam-
ple is thereby contaminated (Grant-Taylor, 1972). This problem also exists in
corals, which are all aragonite. Commonly, x-ray diffraction is used to identify dif-
ferent carbonate mineral species, and materials with a high degree of recrystal-
lization are discarded. However, Chappell and Polach (1972) have noted that
recrystallization can occur in two different modes: one open system and therefore
susceptible to modern *C contamination; and one closed system, which is internal
and involves no contamination. The former process tends to be concentrated
around the sample margins, as one might expect, and so a common strategy is to
dissolve away the surface 10-20% of the sample with hydrochloric acid and to date
the remaining material. For shells thought to be very old, in which recrystallization
may have affected a deep layer, the remaining inner fraction should ideally be dated
in two fractions (an “outer inner” and an “inner inner” fraction) to test for consis-
tency of results. However, even repeated leaching with hydrochloric acid may not
produce a reliable result in cases where recrystallization has permeated the entire
sample. It is worth noting in this connection that “infinite”-aged shells (those well
beyond the range of !*C dating techniques) contaminated by only 1% of modern
carbon will have an apparent age of 37,000 yr (Olsson, 1974). Thus, even very small
amounts of modern carbon can lead to gross errors, and many investigators con-
sider that dates of 25,000 yr on shells should be thought of as essentially “infinite”
in age. While such a conservative approach is often laudable, it does pose the dan-
ger that correct dates in the 20,000-30,000 year range may be overlooked. A possi-
ble remedy to this problem of dating old shells is to isolate a protein, conchiolin,
present in very small quantities in shells (1-2%) and to date this, rather than the
carbonate (Berger et al., 1964). Carbon in conchiolin does not undergo exchange
with carbon in the surrounding environment and hence is far less likely to be conta-
minated. Unfortunately, to isolate enough conchiolin, very large samples (>2 kg) are
needed, and these are often not available.

Similar problems are encountered in dating bone; because of exchange reac-
tions with modern carbon, dates on total inorganic carbon or on apatite carbonate
are unreliable (Olsson et al., 1974). As in the case of shells, a more reliable ap-
proach is to isolate and date carbon in the protein collagen. However, this slowly
disappears under the influence of an enzyme, collagenase, so that in very old sam-
ples the amount of collagen available is extremely small and extra-large samples are
needed to extract it. Furthermore, collagen is extremely difficult to extract without
contamination and different extraction methods may give rise to different dates.

Another form of error concerns the “apparent age” or “hard-water effect”
(Shotton, 1972). This problem arises when the materials to be dated, such as fresh-
water molluscs or aquatic plants, take up carbon from water containing bicarbon-
ate derived from old, inert sources. This is a particularly difficult problem in areas
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where limestone and other calcareous rocks occur. In such regions, surface and
ground water may have much lower *C/!2C ratios than that of the atmosphere due
to solution of the essentially *C-free bedrock. Because plants and animals existing
in these environments will assimilate carbon in equilibrium with their surrounding
milieu rather than the atmosphere, they will appear older than they are in reality,
sometimes by as much as several thousand years. This problem was well illustrated
by Shotton (1972), who studied a late-glacial stratigraphic section in North Jutland,
Denmark. Dates on contemporaneous twigs and a fine-grained vegetable residue,
thought to be primarily algal, fell neatly into two groups, with the algal material
consistently 1700 yr older than the terrestrial material. The difference was consid-
ered to be the result of a hard-water effect, the aquatic plants assimilating carbon in
equilibrium with water containing bicarbonate from old, inert sources.

Other studies have demonstrated further complexities in that the degree of “old
carbon” contamination may change over time. For example, Karrow and Anderson
(1975) suggested that some lake sediments in southwestern New Brunswick,
Canada, studied by Mott (1975) were contaminated with old carbon shortly after
deglaciation. Initial sedimentation was mainly marl derived from carbonate-rich till
and carbonate bedrock, but as the area became vegetated and soil development
took place the sediments became more organic and less contaminated by “old car-
bon.” Dates on the deepest lake sediments are thus anomalously old and would ap-
pear to give a date of deglaciation inconsistent with the regional stratigraphy. This
points to the more general observation that the geochemical balance of lakes may
have changed through time and that the modern water chemistry may not reflect
former conditions. This is particularly likely in formerly glaciated areas where the
local environment immediately following deglaciation would have been quite dif-
ferent from that of today. One should thus interpret basal dates on lake sediments
or peat bogs with caution. Equally, dates on aquatic flora and fauna, in closed lake
basins which have undergone great size changes, must also be viewed in the light of
possible changes in the aqueous geochemistry of the site.

It is important to recognize that not all types of contamination are equally signif-
icant; contamination by modern carbon is far more important than that by old car-
bon because of its much higher activity (Olsson, 1974). Figures 3.4 and 3.5 show the
errors associated with different percentage levels of contamination by modern and old
material, respectively. It will be seen that a 5000-yr-old sample, 20% contaminated
with 16,000-yr-old carbon, would give a date in error by only ~1300 years. By con-
trast, a 15,000-yr-old sample contaminated with only 3% of modern carbon would
result in a dating error of about the same magnitude. Very careful sample selection is
therefore needed; dating errors are most commonly the result of inadequate sampling.

(b) Variations in '*C Content of the Oceanic Reservoir

In the preceding section, it was discussed that some freshwater aquatic plants
or molluscs may be contaminated by water containing low levels of *C. In the case
of marine organisms this problem is much more universal. First, when carbon diox-
ide is absorbed into the oceans a fractionation takes place that leads to an enrich-
ment of 15%. (equivalent to ~120 yr) in the *C activity of oceanic bicarbonate
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I FIGURE 3.4 Apparent ages as a function of sample age if there are different levels of contamination by
modern material in the sample. Thus a 20,000 yr-old sample contaminated with 10% of modern material would
appear to be ~15,000 yr old (from Olsson and Eriksson, 1972).

relative to that of the atmosphere. However, ocean surface waters are not in
isotopic equilibrium with the atmosphere because oceanic circulation brings
14C-depleted water to the surface to mix with “modern” water. Consequently, the
14C age of the surface water (the apparent age, or reservoir age) varies geographi-
cally (Fig. 3.6) (Bard, 1988). In the lower latitudes of all oceans, the mean reservoir
age of surface waters is ~400 yr, which means that 400 yr must be added to a *C
date on marine organic material from the mixed layer, in order to compare it with
terrestrial material. At higher latitudes, this correction can be much larger due to up-
welling of older water and the effect of sea ice, which limits the ocean-atmosphere
exchange of CO,. The modern North Atlantic is different from other high latitude
regions because of advection of warmer waters (relatively enriched in *C) from
lower latitudes, and strong convection (deepwater formation), which limits any up-
welling of *C-depleted water.

The extent to which such *C gradients have been constant over time is of great
significance for dating older events in the marine environment and comparing them
with terrestrial records. If North Atlantic deepwater formation ceased during the Last
Glacial (see Section 6.10) then it is likely that the surface water reservoir age would
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is contaminated by older material (having a lower '*C activity). Errors expressed as age differences (abscissa) be-
tween the sample and contaminant. For example, a 5000-yr old sample with 20% contamination by 16,000 yr-
old material (j.e., material 11,000 yr older than the true age — see star on figure) will yield a date in error (too
old) by 1300 yr (from Olsson, 1974).

be similar to other high latitude areas, as depicted by the dashed line in Fig. 3.6.
Hence, late Glacial planktonic samples from this area might require an age adjustment
of as much as 1000 yr, and if deepwater switched on and off rapidly, age corrections
would be equally volatile, possibly even leading to age inversions in otherwise strati-
graphically undisturbed sediments. The matter was addressed by Bard et al. (1994)
and Austin et al. (1995), who compared marine and terrestrial *C-dated samples as-
sociated with the Vedde volcanic ash. This ash layer originated from an explosive Ice-
landic eruption and was widely distributed across the North Atlantic and adjacent
land areas around 10,300 *C yr B.P., according to AMS dates on terrestrial samples
from the time of ash deposition. However, all marine samples associated with the ash
layer were dated ~11,000 *C yr B.P., indicating that the reservoir effect then was
~700 yr, vs ~400 yr today, probably as a result of reduced North Atlantic Deep Wa-
ter (NADW) formation, and/or increased sea-ice cover at that time.

So far, we have focused primarily on surface water, but the same issues arise in
deepwater changes. North Atlantic Deep Water and the Antarctic Bottom Water
may remain out of contact with the atmosphere for centuries because of the overly-
ing warmer water in mid and low latitudes. During this time, the 1*C content of the
deep water decreases so that deepwater samples commonly give “C ages more than
1000 yr older than surface water (Fig. 3.7). Indeed, the gradual decline in *C activ-
ity of oceanic water has been used to assess the former “ventilation rate” of the
ocean, by comparing the age of '*C-dated planktonic and benthic foraminifera
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(surface and deep-dwelling organisms, respectively) in marine sediments from the
same site. Then, by comparing modern (core-top) samples with those from earlier
periods, a record of changes in ventilation rate and ocean circulation can be estab-
lished (see Section 6.9). In this way, Duplessy et al. {1989) found that the ventila-
tion rate of the Pacific Ocean was less than today during the Last Glacial (resulting
in a 1500-2500 yr age difference, vs ~1300 yr today) but during the deglaciation
(15,000-10,000 4C yr B.P.) it was greater (200~1000 yr age difference) (Shackleton
et al., 1988). In the Atlantic Ocean, deepwater had a mean age of ~675 yr in the
Last Glacial versus ~350 yr today (Peng and Broecker, 1995).

Because there are still uncertainties about the timing and extent of past changes
in reservoir effects in both surface and deep waters, many investigators only make
“corrections for the observed modern oceanic reservoir effect, arguing that so far
there is an insufficient basis of knowledge to do anything else. Nevertheless, this can
lead to difficulties in trying to determine the sequence of terrestrial and marine
events, particularly at times of rapid environmental change, such as occurred at the
end of the Last Glacial and around the time of the Younger Dryas episode (Austin
et al., 1995). The problem is further compounded by the “plateau” found in 4C
ages around 10,000 *C yr B.P., which tends to make events that were in fact di-
achronous appear to be synchronous (see Section 3.2.1.5).

(c) Fractionation Effects

Basic to the principle of *C dating is the assumption that plants assimilate
radiocarbon and other carbon isotopes in the same proportion as they exist in the
atmosphere (i.e., the *C/12C ratio of plant tissue is the same as that in the atmo-
sphere). However, during photosynthesis, when CO, is converted to carbohydrates
in plant cells, an isotopic fractionation occurs such that 1*C is more readily “fixed”
than *C, resulting in a lower *C content in plants than that of the atmosphere
(Olsson, 1974). This *C “depletion” may be as much as 5% below atmospheric
levels but this is not consistent among all organisms. The magnitude of the fraction-
ation effect varies from one plant species to another by a factor of two to three and
depends on the particular biochemical pathways evolved by the plant for photosyn-
thesis (Lerman, 1972). This is discussed in further detail in Appendix A. Fortu-
nately, some assessment of the *C fractionation effect can be made relatively easily
by measuring the 3C content of a sample. The *C fractionation is very close to
twice that of 13C (Craig, 1953), a stable isotope which occurs in far greater quanti-
ties than *C and can hence be routinely measured by a mass spectrometer. The 13C
content is generally expressed as a departure from a Cretaceous limestone standard
(Peedee belemnite, see Appendix A):

31C = 28C = (PC/2Cluampie = (PC/Chop X 10%o
(5C/*Clrny

3.3

A change in 8!*C of only 1% (i.e., a change in 813C of 0.5%0) corresponds to an age
difference of ~8 yr. Consequently, if two contemporaneous samples differed in §'3C
by 25%., they would appear to have an age difference of ~400 years (Olsson and
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Osadebe, 1974). To avoid such confusion, it has been recommended that the 13C
value of all samples be normalized to ~25%., the average value for wood. By adopt-
ing this reference value, comparability of dates is possible. This is particularly im-
portant in the case of marine shell samples, which characteristically have §13C
values in the range +3 to —2%.. Standardization to 8'3C = —25%. thus involves an
age adjustment of as much as 450 yr (to be added to the uncorrected date).

This is further complicated because of the low 1#C content of the oceans, which
gives modern seawater an “apparent age” of 400-2500 yr (see Section 3.2.1.4b)
and results in a correction in the opposite direction from the correction for fraction-
ation effects (a value to be subtracted from the uncorrected age). For the North At-
lantic region, the apparent age of seawater is ~400 yr (Stuiver et al., 1986) so the
fractionation and oceanic effect more or less cancel out. In other areas, particularly
at high latitudes, the oceanic adjustment is >450 yr, so the adjusted date will be
lower (younger) than the original estimate, before correction for fractionation ef-
fects. Of course, for comparison of dates on similar materials within one area, these
adjustments are irrelevant. However, if one wishes to compare, for example, dates
on terrestrial peat with dates on marine shells, or to compare a shell date from high
latitudes with one from another area, care must be taken to ascertain what correc-
tions, if any, have been applied. Details of reservoir corrections for different loca-
tions can be found in Stuiver et al. (1986).

3.2.1.5 Long-term Changes in Atmospheric '*C Content

Fundamental to the principles of radiocarbon dating is the assumption that at-
mospheric 1*C levels have remained constant during the period useful for 1*C dat-
ing. However, even in the early days of radiocarbon dating, comparisons between
archeologically established Egyptian chronologies and *C dates suggested that the
assumption of temporal constancy in *C levels might not be correct. It is now
abundantly clear that *C levels have varied over time, though fortunately the mag-
nitude of these variations can be assessed, at least since the Late Glacial. Variations
in atmospheric *C concentration may result from a wide variety of factors, as indi-
cated in Table 3.2, and it is worth noting that many of these factors may themselves
be important influences on climate. It is a sobering thought that fluctuations in the
concentration of radiocarbon may help to explain the very paleoclimatic events to
which radiocarbon dating has been applied for so many years; there could be no
better illustration of the essential unity of science (Damon, 1970).

Early work on carefully dated tree rings indicated that !*C estimates showed
systematic, time-dependent variations (de Vries, 1958). Both European and North
American tree-ring samples spanning the last 400 yr showed departures from the
average of up to 2%, with 1*C maxima around A.D. 1500 and A.D. 1700 (Fig. 3.8).
These secular *C variations appear to be closely related to variations in solar activ-
ity, as discussed further in Section 3.2.1.6 (Suess, 1980). Also seen in Fig. 3.8 is the
marked decline in *C activity during the last 100 yr. This resulted primarily from
the combustion of fossil fuel during that period (Suess, 1965}, causing a rapid in-
crease in the abundance of “old” (essentially *C-free) carbon in the atmosphere
(the so-called “Suess effect”).
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Il TABLE 3.2 Possible Causes of Radiocarbon Fluctuations

I. Variations in the rate of radiocarbon production in the atmosphere

(1) Variations in the cosmic-ray flux throughout the solar system
(a) Cosmic-ray bursts from supernovae and other stellar phenomena
(b) Interstellar modulation of the cosmic-ray flux
(2) Modulation of the cosmic-ray flux by solar activity
(3) Modulation of the cosmic-ray flux by changes in the geomagnetic field
(4) Production by antimatter meteorite collisions with the Earth
)

(5) Production by nuclear weapons testing and nuclear technology

Il. Variations in the rate of exchange of radiocarbon between various geochemical reservoirs and
changes in the relative carbon dioxide content of the reservoirs

(1) Control of CO, solubility and dissolution as well as residence times by temperature variations
(2) Effect of sea-level variations on ocean circulation and capacity

{3) Assimilation of CO, by the terrestrial biosphere in proportion to biomass and CO, concentra-
tion, and dependence of CO, on temperature, humidity, and human activity

{(4) Dependence of CO, assimilation by the marine biosphere upon ocean temperature and salinity,
availability of nutrients, upwelling of CO,-rich deep water, and turbidity of the mixed layer of
the ocean

IIl. Variations in the total amount of carbon dioxide in the atmosphere, biosphere, and hydrosphere

(1) Changes in the rate of introduction of CO, into the atmosphere by volcanism and other
processes that result in CO, degassing of the lithosphere

(2) The various sedimentary reservoirs serving as a sink of CO, and *C. Tendency for changes in
the rate of sedimentation to cause changes in the total CO, content of the atmosphere

(3) Combustion of fossil fuels by human industrial and domestic activity

From Damon et al. (1978).

These studies generated further interest in testing the assumptions of radio-
carbon dating and led to hundreds of checks being made between 14C dates and cor-
responding wood samples, each carefully dated according to dendrochronological
principles (see Chapter 10). The longest tree-ring calibration set is the German oak
and pine chronology of >11,000 yr, made up of more than 5000 different overlap-
ping tree-ring sections from living trees, medieval housing timbers, and subfossil
wood excavated from river gravels (Becker, 1993). Similar chronologies have been
constructed from Irish oaks (to 5289 B.C.) and from Douglas fir and Bristlecone
pine in the U.S. Pacific Northwest and California (to >6000 B.C.) Other “floating
chronologies,” derived from radiocarbon-dated subfossil wood, have now been ac-
curately fixed in time by matching de Vries-type 1*C variations in the chronology
with those observed in the well-dated continuous tree-ring records (Kuniholm et 4.,
1996). By being able to precisely match such “wiggles,” recorded in wood from
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- FIGURE 3.8 Radiocarbon variations over the last 2000 yr expressed as departures from the long-term av-

erage.Trend due to geomagnetic field variation shown by curved line. Positive '*C anomalies around A.D. 1500
and A.D. 1700 correspond to periods of reduced solar activity (the Spérer and Maunder Minima, S and M, re-
spectively). At these times the increased cosmic ray flux produces more '*C in the upper atmosphere. Combus-
tion of fossil fuel has contaminated the atmosphere with '*C-free CO,, hence the large negative departures
shown since 1850 (from Eddy, 1977). Note that the ordinate is plotted with positive departures lowermost, cor-
responding to periods of reduced solar activity.

places thousands of kilometers apart, it is clear that the high-frequency variations
have real geophysical significance and are not simply the result of noise in the ra-
diocarbon chronology (de Jong et al., 1980).

By radiocarbon dating wood of known age from different regions of the world,
a very consistent picture of the relationship between *C age and calendar year age
has been built up for the last ~11,400 yr (Stuiver and Pearson, 1993; Pearson and
Stuiver, 1993; Pearson et al., 1993; Kromer and Becker, 1993). This calibration is
based on bi-decadal and decadal wood samples for most of the period, but for the
last ~500 yr a year-by-year analysis of wood has provided a very detailed compari-
son of calendar year and '*C ages (Stuiver, 1993). The *C age is very close to the
dendrochronological age (= 100 yr) for the last ~2500 yr, but before that there was
a systematic difference (1*C underestimating true age) increasing to ~1000 yr by
~10,000 calendar yr B.P. (Fig. 3.9).
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samples analyzed. An anomaly of +1%. corresponds to the radiocarbon age underestimating the dendrochrono-
logical age by 8 yr (right axis) (from Stuiver and Reimer, {993).

For the period before reliable dendrochronologically dated wood samples are
available, other types of record must be used to calibrate the radiocarbon record.
High precision uranium-series dates on Pacific and Atlantic corals, obtained by
thermal ionization mass spectrometry (TIMS) are equivalent to calendar years and
can be directly compared with *C dates on the same samples (Bard et al., 1990,
1993; Edwards et al., 1993). Such comparisons reveal that 1*C ages continue to be
systematically younger than “true” ages at least as far back as 30,000 calendar yr
B.P., with the deviation increasing to ~3500 years at that time (i.e., atmospheric
14C/12C was 400-500%0 above the modern reference level). Figure 3.10 shows the
14C anomaly from present (A'*C) for the combined coral and tree-ring calibration
series. It is clear that the coral and tree-ring data fit quite well in the period of over-
lap, though the coral data are limited. For the interval 9000 to 15,000 calendar yr
B.P., a Late Glacial/early Holocene varved (annually laminated) sediment record
from the Cariaco Basin off the coast of Venezuela provides a far more detailed
chronology, supported by dozens of AMS radiocarbon dates on forams extracted
from the varves (Hughen et al., 1996b, 1998). The floating varve chronology was
first fixed in time by finding the best fit between “wiggles” in the radiocarbon
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surface waters. The coral data are shown as circles with 2o error bars (from Stuiver and Braziunas, 1993).
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versus calendar year age record of the German oak/pine chronology, and the AMS-
dated varved sediments from the Cariaco Basin (Fig. 3.11). Once this section of the
varved record was firmly anchored to the tree-ring series, the older varves could
then be assigned calendar ages and compared to their radiocarbon age, derived
from the AMS dates on forams (Fig. 3.12). In this way, the varved sediment record
has been used to extend the radiocarbon calibration back to 15,000 (calendar) yr,
and with farther varve studies it should be possible to push this back even farther
in time. The results so far clearly support conclusions (based on the very sparse
coral data) that radiocarbon and calendar ages diverged in pre-Holocene time.
This evidence conflicts with several lake varve sediment studies suggesting that be-
fore ~12,000 calendar yr B.P., the 1“C ages and calendar ages may have converged
(Wohlfarth et al., 1995; Wohlfarth, 1996). However, in toto the lake varve studies
provide an inconsistent picture, possibly due to redeposition of older material
(which, when dated, makes the varve appear older than it is) or to errors in con-
structing the varve chronologies (Hajdas et al., 1995a, 1995b; Zolitschka, 1996b).
As independent studies of corals from Barbados, the South Pacific, and New
Guinea are all strongly supportive of systematically higher levels of atmospheric
14C in the period before 11,000 calendar yr B.P., this seems to fit well with the hy-
pothesis that past geomagnetic field variations imposed a first-order control on *C
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pines (open circles) has been used to place the “floating” chronology of annually laminated (varved) sediments
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those of the varve record, the varve sequence (which extends 3000 years further back in time) has been fixed
in time. As the varves can be counted, giving calendar year ages, and they also have been AMS dated (using
forams in the sediments), they can be used to further extend the calibration of the radiocarbon timescale. Tim-
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(from Hughen et al.,, 1998).

13,000 : ! ! —
] i E
- |
: + Tt
12,000 | o
oy E" i
@ 11,000 3 .
é .. b
& SLF
-]
S 10,000 v fﬁf’ -

9,000 1 g .
réﬁ? YD

8,000 i - -
9,000 10,000 11,000 12,000 13,000 14,000 15,000

Calendar age (yr B.P)

- FIGURE 3.12 Calendar age vs radiocarbon age for Cariaco Basin varved sediments (solid circles) com-
pared to uranium-series (TIMS) and radiocarbon ages of corals from the Atlantic and Pacific Oceans (open sym-
bols) (coral data from Bard et al, 1993, 1996; Edwards et al, 1993).The thin diagonal line shows the expected
relationship if no changes in atmospheric '*C occurred. The vertical shaded lines show the time (and duration
of each transition) at the start and end of the Younger Dryas episode, as recorded in the varves (from Hughen
et al, 1998).
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levels (Edwards et al., 1993). Indeed, models of past variations in the geomagnetic
field reproduce remarkably well the observed *C variations manifested in the
Cariaco varve sequence. This is discussed further in the next section.

A very significant feature of the radiocarbon-calendar year calibration is the
presence of prolonged 1#C age plateaus centered at ~11,700, ~11,400 and ~9,600
radiocarbon yr B.P. (and to a lesser extent at ~8750 and ~8250 '*C yr B.P.) (Becker
et al., 1991; Lotter, 1991; Kromer and Becker, 1993; Hughen et al., 1998). There is
also an interval from 10.6 to 10 ka *C B.P. when varve ages change by ~1600 yr
(Fig. 3.12). These *C age plateaus document periods of time when atmospheric 14C
concentrations temporarily increased, so that organisms acquired higher levels of
14C at those times. Consequently, they now appear to be the same age as organisms
that are, in fact, several hundred years younger. In effect, this means that two sam-
ples with 1*C ages of 10,000 and 9600 yr B.P., for example, could in reality differ
by as much as 860 years or as little as 90 years. The changes in atmospheric *C be-
ginning at ~10.6 ka (radiocarbon) B.P. (+40-70%. in <300 yr) correspond to the on-
set of the Younger Dryas cold episode (Goslar et al., 1995). A sudden reduction in
North Atlantic Deep Water (NADW) formation at that time (or more probably a
shift from deep water transport to intermediate water) would have changed the
equilibrium atmospheric *C concentration by reducing the ventilation rate of the
deep ocean (Hughen ez al., 1996b, 1998).

3.2.1.6 Causes of Temporal Radiocarbon Variations

Table 3.2 lists some of the possible causes of 1*C fluctuations, and these are dis-
cussed in some detail by Damon et al. (1978). In general terms they can be consid-
ered in two groups: factors internal to the earth-ocean-atmosphere system (Il and
IIT in Table 3.2) and extraterrestrial factors (group I in Table 3.2). Although it is
probable that all these different factors have played some part in influencing 14C
concentrations through time, it would appear that most of the variance in the
record, as it is currently known, can be accounted for by changes in the intensity of
the Earth’s magnetic field (dipole moment) (Mazaud et al., 1991; Tric et al., 1992)
and by changes in solar activity (Stuiver and Quay, 1980; Stuiver, 1994). The
former factor is primarily related to low-frequency (long-term) *C fluctuations, and
the latter factor to higher-frequency (de Vries-type) fluctuations in *C. Evidence
for changes in magnetic field intensity has come mainly from archeological sites
through studies of thermoremanent magnetism in the minerals of baked clay
(Bucha, 1970, Aitken, 1974). Although there are uncertainties in this chronology, it
appears that there is a strong inverse correlation between magnetic field variations
and 1*C concentration, such that as the magnetic field strength decreases (thereby
allowing more galactic cosmic rays to penetrate the upper atmosphere) *C concen-
tration increases (Stuiver et al., 1991; Sternberg, 1995).

On a shorter timescale, variations in solar activity also influence 1*C concen-
trations. This was well illustrated by Stuiver and Quay (1980), who used recorded
sunspot data to demonstrate a convincing relationship between periods of low so-
lar activity and high *C concentrations. Annual records of A*C (and °Be, an-
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other cosmogenic isotope) also show very strong periodicities related to the
sunspot cycle of solar activity (Stuiver, 1994; Beer et al., 1994). Solar magnetic ac-
tivity is reduced during periods of low sunspot number and this allows an increase
in the intensity of galactic cosmic rays incident on the Earth’s outer atmosphere,
thereby increasing the neutron flux and *C (and 1°Be) production (Fig. 3.13).
Thus, during the Maunder, Spérer, and Wolf periods of minimum solar activity
(A.D. 1654-1714, 14161534, and ~1280-1350, respectively) *C concentrations
were at their maximum levels for the past thousand years (Eddy, 1976; Stuiver
and Quay, 1980). By subtracting the low frequency geomagnetic signal from the
overall A™C record, a residual component is revealed that primarily reflects solar
(heliomagnetic) effects (Fig. 3.14). This shows a number of Maunder and Sporer-
type A*C maxima throughout the Holocene, each lasting 100-200 yr (Stuiver et
al., 1991).

Whatever the underlying reasons for the high frequency variations in AC, they
are extremely important for the interpretation of #C dates in terms of calendar
years. The 1#C variations or “wiggles” may not permit the assignment of a unique
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the upper atmosphere is reduced, causing '*C production to decrease. The broken line represents the long-
term change in '“C production during solar minima (Stuiver and Quay, 1980).
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noted by M or S (from Stuiver et al, 1991).

calendar age to a sample. This is illustrated in Fig. 3.15; a sample radiocarbon dated
at 220 = 50 yr B.P. cannot be assigned a single age range, within the probability
margin of one standard deviation. Because of 1*C fluctuations the actual calendar
age of the sample could be from 150 to 210 yr B.P.,, from 280 to 320 yr B.P., or even
from 410 to 420 yr B.P. (Porter, 1981a). In fact, only samples from a few decades
around 300 years B.P. are likely to yield a unique radiocarbon date. In all other
cases during the last 450 yr, multiple calendar dates, or a much broader spectrum
of calendar ages, are derived from a single radiocarbon date (Stuiver, 1978b). This
raises significant problems for studies attempting to resolve short-term environmen-
tal changes (such as glacier fluctuations; Porter, 1981a) and has important implica-
tions for the interpretation of radiocarbon dates at certain times in the Holocene
(McCormac and Baillie, 1993). To help in taking such variations into account when
calibrating *C ages in terms of calendar years, Stuiver and Reimer (1993) have pre-
pared a computer program that provides all possible calendar year ages for a par-
ticular 1*C date and associated margins of error (1 or 2 o). They stress that the
margin of error associated with a dated sample should not only be the analytical er-
ror term, but should also include an “error multiplier” factor that varies from 1 to
2, reflecting the reproducibility of results in each laboratory (Scott et al., 1990).
This factor is readily accommodated in the program to compute the appropriate
calendar year ages. Similar software has also been developed by Ramsey (1995).
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ing error in the measurements. For a radiocarbon date of 220 + 50 yr B.P. the actual calendar year represented
by the date and its counting error could be anywhere within the range of {50-210, 280-320, and 410420 cal-
endar years before 1950 (B.P) (from Porter, 19813; Stuiver, 1978b).

One consequence of the nonlinear calendar year —1*C age relationship is that a
series of equally probable calendar dates may produce a histogram of strongly clus-
tered 1*C dates (Fig. 3.16). Similarly, at certain times in the past, a histogram of 1*C
dates showing two pronounced “events” may, in fact, correspond to a normal dis-
tribution around a single event (Bartlein et al., 1995). This is not the case for the
entire period calibrated so far, because there are times when there is less (local) vari-
ability around the *C-calendar year relationship, but certain key intervals (such as
the Younger Dryas-Preboral transition) require very careful interpretation of radio-
carbon dates to avoid misinterpretation of the true sequence of events. Similar cau-
tion is appropriate in dealing with estimates of rates of change during the late
Glacial and early Holocene (Lotter et al., 1992). Indeed, as the calibration of radio-
carbon dates is extended back into the period before 11,400 yr ago, other periods
of near-constant radiocarbon age may yet become apparent.

3.2.1.7 Radiocarbon Variations and Climate

A number of authors have observed that periods of low solar activity, such as
the Maunder minimum, correspond to cooler periods in the past (Eddy, 1977;
Lean et al., 1995). As variations in radiocarbon production seem to be related to
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I FIGURE 3.16 Simulations of the effect of differences between radiocarbon age and calendar year age. The
top diagram shows a set of calendar years, and below are the equivalent '*C ages, derived from the CALIB (ver.
3.03) program of Stuiver and Reimer (1993). In case A, the set of uniformly distributed calendar years leads to a
set of clustered radiocarbon ages. In B, a cluster of dates around a mean of 11,000 calendar yr (and a standard
deviation of 500 yr) is compared to the equivalent radiocarbon distribution. A bimodal distribution apparent in
the '4C data does not reflect reality (from Bardein et al, 1995).

solar activity, it has also been argued that 1*C variations are inversely related to
worldwide temperature fluctuations (Wigley and Kelly, 1990). This implies that so-
lar activity, radiocarbon variations, and surface temperature are all related, perhaps
through fundamental variations in the solar constant (i.e., low solar activity = high
14C production rate = low temperature). If so, then the *C record itself, as a proxy
of solar activity, may provide important information on the causes of climatic
change. However, this is a controversial topic; several authors have shown that the
correlations between radiocarbon variations and paleotemperature records are very
poor when the records are examined in detail (Williams et al., 1981). This may be
because atmospheric 1*C is only a small part of the global *C inventory and
climate-related changes in ocean circulation and deep water formation may over-
whelm the effect of solar activity changes. In this regard, 1°Be may be a better proxy
of solar activity (Beer et al., 1994, 1996). On the other hand, high resolution data
from the Greenland ice sheet show a very strong 11-yr signal in $!80 and spectral
analysis reveals periodicities associated with those known from the spectra of ra-
diocarbon variations (Stuiver et al., 1995; Sonnett and Finney, 1990). Indeed the
amplitude of the 8'80 signal is so large (~1.5%o) that it is very hard to imagine how
such small irradiance changes (0.05%) could be amplified within the climate system
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to produce such a strong signal. There is some evidence from modeling experiments
that larger (0.25% or more) reductions in irradiance that seem possible for ex-
tended periods of reduced solar activity, like the Maunder Minimum, can influence
temperatures on a global scale (Rind and Overpeck, 1993; Lean, 1994). Still, it is
not yet clear that radiocarbon variations or 1°Be can be used as an index of irradi-
ance and at this stage, therefore, the evidence relating solar activity and radiocar-
bon variations to surface temperatures remains equivocal, an intriguing but so far
unproven possibility.

3.2.2 Potassium-Argon Dating (*°K/°Ar)

Compared to radiocarbon dating, potassium-argon dating is used far less in Qua-
ternary paleoclimatic studies. However, potassium-argon and argon-argon dating
have indirectly made major contributions to Quaternary studies. The techniques
have proved to be invaluable in dating sea-floor basalts and enabling the geomag-
netic polarity timescale to be accurately dated and correlated on a worldwide basis
(Harland et al., 1990; see also Section 4.1.4). Potassium-argon dating has also been
used to date lava flows which, in some areas of the world, may be juxtaposed with
glacial deposits. In this way, limiting dates on the age of the glacial event may be as-
signed (Loffler, 1976; Porter, 1979).

Potassium-argon dating is based on the decay of the radioisotope “’K to a daugh-
ter isotope “°Ar. Potassium is a common component of minerals and occurs in the
form of three isotopes, 3°K and “IK, both stable, and “°K, which is unstable. The 4°K
occurs in small amounts (0.012% of all potassium atoms) and decays to either *°Ca
or “Ar, with a half-life of 1.31 X 10? yr. Although the decay to *°Ca is more common,
the relative abundance of *°Ca in rocks precludes the use of this isotope for dating
purposes. Instead, the abundance of argon is measured and sample age is a function
of the 4°K/*°Ar ratio. Argon is a gas that can be driven out of a sample by heating.
Thus, the method is used for dating volcanic rocks that contain no argon after the
molten lava has cooled, thereby setting the isotopic “clock” to zero. With the passage
of time, *’Ar is produced and retained within the mineral crystals, until driven off by
heating in the laboratory during the dating process (Dalrymple and Lanphere, 1969).
Unlike conventional *C dating, °K/*0Ar dating relies on measurements of the decay
product “°Ar; the parent isotope content (*°K) is measured in the sample.

As the abundance ratios of the isotopes of potassium are known, the *°K con-
tent can be derived from a measurement of total potassium content, or by measure-
ment of another isotope 3°K. Because of the relatively long half-life of *°K, the
production of argon is extremely slow. Hence, it is very difficult to apply the tech-
nique to samples younger than ~100,000 years and its primary use has been in dat-
ing volcanic rocks formed over the last 30 million years (though, theoretically, rocks
as old as 10? years could be dated by this method). Dating is usually carried out on
minerals such as sanidine, plagioclase, biotite, hornblende, and olivine in volcanic
lavas and tuffs. It may also be useful in dating authigenic minerals (i.e., those
formed at the time of deposition) such as glauconite, feldspar, and sylvite in sedi-
mentary rocks (Dalrymple and Lanphere, 1969).
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3.2.2.1 Problems of “°K/*°Ar Dating

The fundamental assumptions in potassium-argon dating are that (a) no argon
was left in the volcanic material after formation, and (b) the system has remained
closed since the material was produced, so that no argon has either entered or left
the sample since formation. The former assumption may be invalid in the case of
some deep-sea basalts that retain previously formed argon during formation under
high hydrostatic pressure. Similarly, certain rocks may have incorporated older
“argon-rich” material during formation. Such factors result in the sample age being
overestimated (Fitch, 1972). Similar errors result from modern argon being ab-
sorbed onto the surface and interior of the sample, thereby invalidating the second
assumption. Fortunately, atmospheric argon contamination can be assessed by mea-
surement of the different isotopes of argon present. Atmospheric argon occurs as
three isotopes, 36Ar, 38Ar, and *0Ar. As the ratio of °Ar/6Ar in the atmosphere is
known, the specific concentrations of 36Ar and “°Ar in a sample can be used as a
measure of the degree of atmospheric contamination, and the apparent sample age
appropriately adjusted (Miller, 1972).

A more common problem in “°K/*°Ar dating is the (unknown) degree to which
argon has been lost from the system since the time of the geological event to be
dated. This may result from a number of factors, including diffusion, recrystalliza-
tion, solution, and chemical reactions as the rock weathers (Fitch, 1972). Obvi-
ously, any argon loss will result in 2 minimum age estimate only. Fortunately, some
assessment of these problems and their effect on dating may be possible.

3.2.2.2 “YAr/*Ar Dating

One important disadvantage of the conventional “°K/4°Ar dating technique is
that potassium and argon measurements have to be made on different parts of the
same sample; if the sample is not completely homogeneous, an erroneous age may
be assigned. This problem can be circumvented by 4°Ar/*°Ar dating, in which mea-
surements are made simultaneously, not only on the same sample, but on the same
precise location within the crystal lattice where the *°Ar is trapped. Instead of mea-
suring “0K directly, it is measured indirectly by irradiating the sample with neutrons
in a nuclear reactor. This causes the stable isotope 3K to transmute into 3°Ar; by
collecting both the *°Ar and 3°Ar, and knowing the ratio of %K to 3K (which is a
constant) the sample age can be calculated. Further details are given by Curtis
(1975), McDougall and Harrison {1988), and McDougall (1995).

Actually, “°Ar/3*Ar dating has no advantages over conventional ’K/*°Ar dating
for samples that have not been weathered, subjected to heating or metamorphism
of any kind since formation, or are free of inherited or extraneous argon. In such
cases, dates from *°K/*°Ar methods would be identical to those from 4CAr/3°Ar
methods. In practice, however, there is no way of knowing the extent to which a
sample has been modified or contaminated; hence the *°Ar/*?Ar method has signifi-
cant advantages over “°K/4%Ar because it is often possible to identify the degree to
which a sample has been altered or contaminated, and thus, to increase confidence
in the date assigned. Furthermore, several dates can be obtained from one sample
and the results treated statistically to yield a date of high precision (Curtis, 1975).
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The advantages stem from the fact that the 49K, which yields the “°Ar by decay,
occupies the same position in the crystal lattice of the mineral as the much more
abundant 3°K that produces the 3°Ar on irradiation. Heating of the sample thus
drives off the argon isotopes simultaneously. Any atmospheric argon contaminating
the sample occurs close to the surface of the mineral grains, so it is liberated at low
temperatures. Similarly, loss of radiogenic argon by weathering would be confined
mainly to the outer surface of a mineral. In such cases the “°Ar/3?Ar ratios on the
initial gas samples would indicate an age that is too young (Fig. 3.17b). At higher
temperatures, the deeper-seated argon from the unweathered, uncontaminated inte-
riors of the crystals will be driven off and can be measured repeatedly as the tem-
perature rises to fusion levels. If such gas increments indicate a stable and consistent
age, considerable confidence can be placed in the result. By contrast, conventional
40Ar/3Ar dating on a sample such as that shown in Fig. 3.17b would yield a mean-
ingless age, resulting from a mixture of the gases from different levels.

Plots of “apparent age” calculated from the ratios of “°Ar to 3°Ar at airrerent
temperatures can indicate much information about the past history of the sample,
including whether the sample has lost argon since formation or whether the rock
was contaminated by excess radiogenic argon at the time of formation. Such inter-
pretations are discussed further by Curtis (1975) and by Miller (1972). Thus
“0Ar/3°Ar dating possesses considerable advantages over conventional 9K/4°Ar dating
methods by providing more confidence in the resulting dates.

40Ar/3%Ar dating has been used to assess the age of the major geomagnetic
polarity reversal in the Quaternary — the Brunhes-Matuyama (B/M) boundary.
Early “OK/*°Ar studies had placed the age at ~730 ka B.P. but this was questioned
by Johnson (1982) and Shackleton et al. (1990), who found that a consequence of
tuning the marine oxygen isotope record to maximize coherence with Milankovitch
orbital frequencies was to push the B/M boundary back to ~780 ka B.P. They there-
fore argued rather boldly that the hitherto accepted age of 730 ka was probably in-
correct. Several subsequent studies deriving “°Ar/>?Ar dates from lava flows have
supported this assertion (Spell and McDougall, 1992; Baksi et al., 1992; Izett and
Obradovich, 1994) or at least demonstrated that the uncertainties in both ap-
proaches span the interval 730~780 ka B.P., making the two estimates statistically
indistinguishable (Tauxe et al., 1992).

(@) (b)

AGE —
AGE —»

TEMP — TEMP —>

- FIGURE 3.17 Schematic plots of “Ar/*?Ar data. Each point in (a) and (b) indicates the age obtained for
that increment of argon released as the temperature is increased in steps from 0 °C to the fusion point
(1000 °C). In (a) the data show uniform ages for all increments, the plateau indicating a precise age determina-
tion. In (b) the ages appear to be progressively older as the temperature rises, indicating loss of argon after
original crystallization of the sample so that a precise age cannot be determined; even the oldest age obtained is
probably too young (Curtis, 1975).
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3.2.3 Uranium-series Dating

Uranium-series dating is a term that encompasses a range of dating methods, all
based on various decay products of 238U or 23°U. Figure 3.18 illustrates the princi-
pal decay series nuclides and their respective half-lives; some intermediate products
with very short half-lives (in the order of seconds or minutes) have been omitted.
The main isotopes of significance for dating are 2*U and 23°U, 230Th (also known
as ionium) and 23!Pa. The ultimate product of the uranium decay series is stable
lead (296Pb or 207Pb).

In a system containing uranium, which is undisturbed for a long period of time
(~10° yr), a dynamic equilibrium will prevail in which each daughter product will
be present in such an amount that it is decaying at the same rate as it is formed by
its parent isotope (Broecker and Bender, 1972). The ratio of one isotope to another
will be essentially constant. However, if the system is disturbed, this balance of pro-
duction and loss will no longer prevail and the relative proportions of different iso-
topes will change. By measuring the degree to which a disturbed system of decay
products has returned to a new equilibrium, an assessment of the amount of time
elapsed since disturbance can be made (Ivanovich and Harmon 1982). Isotopic
decay is expressed in terms of the activity ratios® of different isotopes, such as

NUCLIDE HALF-LIFE NUCLIDE HALF-LIFE
uranium-238 451 x10° years  uranium-235 7.13 x 10% years
uranium-234 2.5 x 10° years protactinium-231  3.24 x 10° years
thorium-230 7.52 x 10* years thorium-227 18.6 days
(ionium) l

radium-226 1.62 x 10° years radium-223 11.1 days
radon-222 3.83 days lead-207 stable

lead-210 22 years

polonium-210 138 days

l

lead-206 stable
Il FIGURE 3.18 Decay series of uranium-238 and uranium-235.
& Concentrations of radioactive isotopes are reported in units of decays per minute per gram of

sample. In U-series dating, these rates are considered relative to each other and are referred to as activity
ratios.
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230Th/238U and 231Pa/?3U; for the former, the useful dating range is from a few years
to ~350,000 B.P., and for the latter 5000-150,000 B.P. (Fig. 3.19). Thermal ion-
ization mass spectrometry (TIMS) revolutionized uranium series dating in the
mid-1980s, making very precise analyses of small samples routine; subsequent re-
finements have made possible dates that are even more precise, enabling corals of
last interglacial age to be dated to within = 1 ka (2 o error) (Edwards et al., 1987b;
1993; Gallup et al., 1994). Furthermore, in view of the inconstancy of atmospheric
(and oceanic) radiocarbon content, ?3*Th dating of corals can provide results that
-exceed the accuracy of *C dates, and have comparable accuracy to the counting of
annual growth bands (Edwards et al., 1987a).

In natural systems, disturbance of the decay series is common because of the
different physical properties of the intermediate decay series products. Most impor-
tant of these is the fact that 23°Th and 23!Pa are virtually insoluble in water. In nat-
ural waters these isotopes are precipitated from solution as the uranium decays, and
collect in sedimentary deposits. As the isotope is buried beneath subsequent sedi-
mentary accumulations, it decays at a known rate, “unsupported” by further decay
of the parent isotopes (33*U and 235U, respectively) from which it has been sepa-
rated. This is known as the daughter excess or unsupported dating method (Black-
well and Schwarcz, 1995). In sediment that has been deposited at a uniform rate,
the 2°0Th and 23'Pa concentrations decrease exponentially with depth. Providing
that this initial concentration of the isotopes is known, the extent to which they
have decayed in sediment beneath the surface can be related to the amount of time
elapsed since the sediment was first deposited (Fig. 3.20).
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- FIGURE 3.19 Temporal changes in activity ratios of 23'Pa/2**J, 22¢Ra/230Th, 220Th/234, and 224U/238)
(Broecker and Bender, 1972).
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I FIGURE 3.20 (@) Excess 2°Th concentrations and (b) excess 2'Pa concentrations vs depth in Caribbean
coreV12-122. As the original amounts of **Th and 2*'Pa in freshly deposited sediment can be estimated, the
extent to which they have been reduced with depth gives a measure of time since the sediment was deposited.
Sedimentation rates are obtained from slopes of the best-fitting regression lines and a knowledge of the decay
rate of each isotope (Ku, 1976).

This procedure is an example of dating based on the physical separation of the
parent and daughter isotopes, with age calculated as a function of the decay rate of
the unsupported daughter isotope (Ku, 1976). Another method relies on the growth
of an isotope that is initially absent, towards equilibrium with its parent isotope;
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this is known as daugbhter deficiency dating (Blackwell and Schwarcz, 1995) and is
most commonly applied to carbonate materials (corals, molluscs, speleothems). It is
based on the fact that uranium is co-precipitated with calcite or aragonite from nat-
ural waters that are essentially free of thorium and protactinium. Initial values of
239Th and 23'Pa in the carbonates are thus negligible. Providing that the carbonate
remains a closed system, the amounts of 23°Th and 2*'Pa produced as the 234U and
235U decay will be a function of time, and of the initial uranium content of the sam-
ple. In the growth of corals, for example, uranium is co-precipitated from seawater
to form part of the coral structure, but thorium concentrations are essentially zero.
As the 234U/238U ratio in ocean water is constant at ~1,14 (and studies show it has
been almost constant over long periods of time) the build-up of 23%Th in the coral
as the uranium isotopes decay thus provides chronometric control on the time since
the coral formed. Providing the coral has not undergone recrystallization (thereby
incorporating anew more uranium) this approach can provide useful dating control
from a few years to ~350,000 yr B.P. with extremely high precision (Edwards et al.,
1987b). New Guinea (Huon peninsula) coral samples demonstrate 2o errors of only
30-80 yr on late Glacial/early Holocene materials, considerably smaller than the er-
rors associated with AMS 1#C dates on the same samples (Edwards et al., 1993). In-
deed, U-series dating has been used to calibrate the radiocarbon timescale back to
>25 ka B.P. (Bard et al., 1993; see Section 3.2.1.5). The method has been widely
used to date raised coral terraces and hence to provide a chronologically accurate
assessment of glacio-eustatic changes of sea level, with broad implications for paleo-
climatology (Bard et al., 1990; Edwards et al., 1993; Gallup et al., 1994).

Attempts have also been made to date molluscs in the same way as coral but the
results are generally inconsistent (Szabo, 1979a). The main problem is that molluscs
appear to freely exchange uranium post-depositionally (i.e., they do not constitute
a closed system) with the result that fossil molluscs commonly have higher uranium
concentrations than their modern counterparts. Hence, the resulting thorium and
protactinium concentrations are not simply a function of age (Kaufman et al.,
1971). 239Th/234U dates on bone have also been attempted (Szabo and Collins,
1975) but similar problems have been encountered. Repeated checks with different
dating methods suggest that accurate dates have been obtained on only 50% of
shell and bone samples to which 239Th/?3*U and 2*'Pa/?3*U dating methods have
been applied (Ku, 1976). “Open system” models have been developed to compen-
sate for post-depositional exchange problems (Szabo and Rosholt, 1969; Szabo,
1979b) but many assumptions are required that reduce confidence in the resultant
dates. Indeed, Broecker and Bender (1972) categorically rejected dates obtained on
any kind of molluscs and concluded that only corals can give reliable U-series dates.
However, other work has shown that U-series dates on Arctic marine molluscs can
provide valuable minimum age estimates when considered in relation to amino-acid
data on the same samples (Szabo et al., 1981).

Much more confidence can be placed in uranium-series dates obtained on car-
bonate samples from speleothems (stalactites and stalagmites). Such deposits are
dense and not subject to post-depositional leaching. Because 23Th is so insoluble,
the water from which the speleothem carbonate is precipitated can be considered to



80 3 DATING METHODS |

be essentially thorium-free. Hence, providing that the initial uranium concentration
is sufficient, measurement of the 23°Th/234U ratio will indicate the build-up of 2°Th
with the passage of time (Harmon et al., 1975). The main problem is to determine
reliably the initial 234U/?38U ratio, and to ensure that detrital 239Th has not contami-
nated the sample, thereby negating the assumption that the initial thorium content
is zero (see Section 7.6.2).

On a much shorter timescale, unsupported 21°Pb may also be used as a chrono-
logical aid. The 21°Pb is derived from the decay of 222Rn following the decay of
226Ra from 23°Th (see Fig. 3.18). Both 226Ra and 222Rn escape from the Earth’s sur-
face and enter the atmosphere, where the 21°Pb is eventually produced. The 21%Pb is
then washed out of the atmosphere by precipitation, or settles out as dry fallout,
where it accumulates in sedimentary deposits and decays (with a half-life of 22 yr)
to stable 2%¢Pb (Fig. 3.21). Assuming that the atmospheric flux of 21°Pb is constant,
the decay rate of 21%Pb to 2%Pb with depth can be used to date sediment accumula-
tion rates (Appleby and Oldfield, 1978, 1983). It is of value only in dating sedi-
ments over the last ~200 yr, but this may be of particular value in confirming that
laminated sediments are true varves (i.e., annual) or in confirming that core-tops are
undisturbed, enabling floral and faunal contents to be calibrated with instrumental
climatic data to derive accurate transfer functions for paleoclimatic reconstructions.
The 21°Pb has also proved useful in dating the upper sections of ice cores and hence
allowing estimates of long-term accumulation rates to be made, though nowadays
this is rarely carried out {Crozaz and Langway, 1966; Gaggeler et al., 1983).

3.2.3.1 Problems of U-series Dating

The major problems in U-series dating have already been alluded to briefly.
First, an assumption must be made as to the initial 230Th/234U, 234U/238U, and/or
231Pa/235U ratios in the sample. In the deep oceans this may not be a significant
problem, as modern oceanic ratios are known to have been relatively constant over
long periods of time, but in terrestrial environments such as closed inland lakes, this
assumption is far less robust. The second problem concerns the extent to which the
sample to be dated has remained a closed system through time. Recrystallization of
aragonitic carbonate to calcite may provide some guidance, but as discussed in Sec-
tion 3.2.1.4 this is not always reliable. At present only carbonate dates on coral
seem to be consistently reliable. Reliability can be checked by obtaining activity ra-
tios for different isotopes from the same sample. If the sample has remained
“closed” the dates should all cross-check and be internally consistent (see Fig. 3.19).

3.2.4 Luminescence Dating: Principles and Applications

Luminescence is the light emitted from a mineral crystal (mainly quartz and
feldspars) when subjected to heating or when exposed to light. Light emitted in re-
sponse to heating is referred to as thermoluminescence or TL, light emitted in re-
sponse to radiation in the visible or infrared parts of the spectrum is termed
optically stimulated luminescence (OSL), or infrared stimulated luminescence
(IRSL), respectively. In each case, the quantity of light emitted is related to the
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amount of ionizing radiation that the sample has been exposed to over time, from
surrounding sediments. The decay of radioisotopes in the surrounding matrix pro-
duces free electrons in the mineral grains, which become trapped at defects in the
crystal lattice; the longer the mineral has been exposed to radiation, the higher will
be its trapped electron population and the greater the resulting luminescence signal.
Luminescence is thus a measure of the accumulated dose of ionizing radiation (ex-
pressed in units of Grays, Gy) which is a function of sample exposure age. Age is
determined by exposing subsets of the sample to known doses of radiation and
measuring the resulting luminescence signal. The amount of radiation needed to
produce the same luminescence signal as that from the original sample is called the
equivalent dose (ED) (sometimes known as the paleodose; Duller, 1996). If the
amount of radiation a sample is exposed to each year (the dose rate) is known (by
direct measurement of the radioactive properties of the surrounding matrix) the
sample age can be calculated as:

_ Equivalent dose (ED) [Gy]

Age (a) Dose rate [Gy a]

The key constraint is that the sample to be dated must either have no residual lumi-
nescence signal from the period before the event being dated, or any residual signal
must be quantifiable. Because luminescence is released by either heating or optical
bleaching of the sample, the event to be dated must have involved one of these
processes that effectively set the “luminescence clock” to zero. Thus, TL dating has
been widely used in archeology to date pottery or baked clay samples as well as
baked flints from fire hearths attributable to early man (Wintle and Aitken, 1977).
And TL has also been used to date sediment baked by contact with molten lava
(Huxtable et al., 1978) and inclusions within lava (Gillot et al., 1979). By con-
trolled heating experiments in the laboratory, measurements of TL can indicate the
amount of time that has elapsed since the sample was last heated. The same princi-
ple applies to wind-blown and fluvially transported sediments. Exposure to sunlight
can also dislodge electrons, resetting the luminescence clock. As shown in Fig. 3.22,
the TL signal is reduced to an unbleachable residual signal, but the OSL signal is
reduced to zero on exposure to sunlight. The TL or OSL signal at any time after
deposition and burial will thus be a measure of the time that has elapsed since the
grains were transported to their depositional site (Huntley ez al., 1985; Duller,
1996). Luminescence dating is thus extremely useful in studies of mainly inorganic
sediments, such as loess and other aeolian deposits (Wintle, 1993; Zoller et al.,
1994) as well as water-lain sediments (Balescu and Lamothe, 1994). However, if ze-
roing of the sample luminescence is incomplete prior to burial, the age of the de-
posit will be overestimated. This is a common problem in fluvial or glacio-fluvial
sediments where exposure to sunlight may be limited (in duration and/or wave-
length) by turbid water (Forman et al., 1994).

The useful timescale for TL dating depends on the radiation dose to which the
sample has been exposed, and the capacity of the sample to continue to accumulate
electrons, before becoming saturated. Samples with high quantities of potassium
feldspars, for example, are potentially useful for dating older deposits, because such
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- FIGURE 3.22 Schematic illustration of changes in thermoluminescence (TL) and optically stimulated lumi-
nescence (OSL) signals with time (from Rendell, 1995).

minerals are less easily saturated. Most analysts are reluctant to place much faith in
TL age estimates of more than 200,000 yr, but ages of up to 800 ka B.P. have been re-
ported from areas where dose rates are extremely low and saturation levels are poten-
tially high; nevertheless, such dates are controversial (Berger et al., 1992). Accuracy
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of luminescence dates may approach +10% of the sample age, though comparison
with 0Ar/3°Ar dates suggests that TL dates on older samples are commonly
5-15% too young, perhaps due to saturation of the electron traps (see Section 3.2.4.2).

3.2.4.1 Thermoluminescence (TL) Dating

The thermoluminescence of a sample is a function of age. The older the sample,
the greater will be the TL intensity. This is assessed by means of a glow curve, a plot
of TL intensity vs temperature as the sample is heated (Fig. 3.23a). The TL emission
at lower temperatures is not a reliable age indicator; such emissions correspond to
shallow traps in the sample where electrons are not stable. The precise temperature
necessary to dislodge the deeper “stable” electrons will depend on individual sample
characteristics and is assessed by finding the point at which the ratio of natural TL
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- FIGURE 3.23 Schematic representation of Equivalent Dose (ED) determination by the additive dose
method for TL and OSL.The OSL is measured after the removal of an unstable component of the signal by

preheating or long-term storage of the samples (from Rendell, 1995).
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to artificially induced TL becomes approximately constant. Generally this is in the
range 300450 °C, so TL intensity at these temperatures is used for age assessment.

To determine the age of a sample it is necessary first to know how much TL re-
sults from a given radiation dose, as not all materials produce the same amount of
TL from a given radiation dose. In one approach (the additive dose method) sub-
sets of the sample are exposed to a known quantity of radiation. Then TL is mea-
sured in each sample; the initial paleodose can then be determined by extrapolation
to a laboratory-determined residual level (Fig. 3.23b). Another approach (the regen-
erative method) involves first bleaching subsamples of all their TL, then exposing
them to different levels of radiation, followed by measurement of the TL emitted,
corresponding to different levels of radiation exposure (Fig. 3.24). The TL in the
original sample is then measured and compared with the artificially radiated sam-
ples to assess the corresponding paleodose (ED) as accurately as possible. Sample
age can then be calculated simply by dividing the paleodose by the measured dose
rate at the sample site. The dose rate is assessed by measuring the quantity of radio-
active uranium, thorium, and potassium in the sample itself, and in the surrounding
matrix. Alternatively, radiation-sensitive phosphors (such as calcium fluoride) may
be buried at the sample site for a year or more to measure directly the environmen-
tal radiation dosage. A number of procedures have been devised to estimate the
long-term dose rate and reduce the inherent uncertainty (Aitken, 1985).

3.2.4.2 Problems of Thermoluminescence Dating

In the age equation given in the preceding section, it is assumed that there is a
linear relationship between radiation dose and the resulting TL. It is known, how-
ever, that this is not always the case at extremely low radiation dose levels, or at ex-
tremely high dose levels. The former problem (supralinearity) is most significant for
relatively young samples (<5000 yr old) as the rate at which a sample acquires TL
is reduced at relatively low radiation dose levels (or perhaps is nonexistent until a
certain radiation threshold is exceeded). At the other end of the scale, very long ex-
posures to radiation (high doses) may result in saturation of the available electron
traps so that further exposure will not appreciably increase the sample TL. When
this is likely to occur depends on sample age and mineral composition, but, in gen-
eral, very old ages indicated by TL dating (greater than several hundred thousand
years) are likely to be only minimum estimates.

A further difficulty in assessing the relationship between TL and radiation dose
occurs when irradiated samples “lose” TL after very short periods of time, perhaps
only a few weeks. This phenomenon is called anomalous fading (Wintle, 1973) and
is common among certain minerals, particularly feldspars of volcanic origin. Unless
corrected for, anomalous fading will result in underestimation of a sample age, but
it can be identified relatively easily by storing irradiated samples in the dark and re-
measuring TL periodically over a period of several months.

Perhaps the most significant problems in TL dating stem from variations in the
environmental dose rate. Of particular importance is the mean water content of the
sample and surrounding matrix during sample emplacement. Water greatly attenu-
ates radiation, so a saturated sample will receive considerably less radiation in a
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given time period than a similar sample in a dry site; as a result the TL intensity will
be much lower, giving an incorrect age indication. If the water content of the site
can be assessed, this problem can be taken into account in the age calculation. Bet-
ter still, if a radiation-sensitive phosphor can be placed in the environmental setting
of the sample for a period of time, the effect of groundwater on the radiation dose
may be assessed directly. However, there is always the problem of knowing how
groundwater content has varied in the past and this uncertainty is a major barrier
to more accurate TL dating. Groundwater may also leach away radioactive decay
products, so long-term changes in groundwater content may further complicate the
TL-dose relationship. Finally, it should be noted that one of the decay products of
uranium is an inert gas (radon-222) which has a half-life of 3.8 days, long enough
for it to escape from the sample site and effectively terminate the decay series (96%
of the U-series y-radiation energy is post-radon). Fortunately, laboratory studies
have shown that relatively few soils exhibit significant radon loss either in the labo-
ratory or in situ.

3.2.4.3 Optical and Infrared Stimulated Luminescence
(OSL and IRSL) Dating

Although the TL method has been widely used for dating of sediments since its
first application to deep sea sediments (Wintle and Huntley, 1979) it was always
known that it would be more appropriate to use light as the stimulation mechanism
rather than heat. This would allow measurement of the light-sensitive luminescence
signal, as distinct from the light-insensitive signal that remains in the sample at dep-
osition (Fig. 3.22). With TL dating, a relatively large light-insensitive TL signal
found in modern samples prevents the dating of sediments less than 1000-2000 yr
old. This problem was addressed by Huntley et al. (1985), who reported on the first
samples dated by measurement of an optically stimulated luminescence (OSL) sig-
nal. The OSL signal was shown to be zero for modern sediments, thus opening up
the possibility of dating sediments as young as a few decades in age. Subsequently,
Godfrey-Smith et al. (1988) measured the OSL (stimulated with green light from a
laser) from a number of quartz and feldspar samples extracted from sediments.
They showed that not only was there a negligible residual OSL signal after a pro-
longed sunlight bleach, but the initial rate of luminescence signal loss was several
orders of magnitude faster than that for the TL signal from the same samples.

The OSL signal is derived from electrons displaced from electron traps in the
crystal by photons, such as those from a 514-nm argon laser (Fig. 3.25b). An elec-
tron thus released is able to recombine at a luminescence center, a process that re-
sults in the emission of a photon with a wavelength characteristic of the center. The
ED is obtained by extrapolation as for TL (Fig. 3.24b). It is thus necessary to be able
to observe this luminescence while totally rejecting the light from the stimulating
light source. Fortunately, optical filters can be found which pass light from the
violet and near ultraviolet emission, characteristic of quartz and feldspars, but re-
ject the green laser light (Fig. 3.25b). Hutt ez al. (1988) discovered that they were
able to stimulate trapped electrons from feldspars (but not quartz) using near in-
frared radiation. This resulted in infrared stimulated luminescence (IRSL) signals
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FIGURE 3.24 Examples of (a) the additive dose and (b) the regenerative methods of estimating paleo-
dose in thermoluminescence dating. In the additive dose method, the samples are exposed to increasing levels
of radiation, and the associated TL is measured. Extrapolation back to zero reveals the paleodose of the sample
before it was exposed to further radiation exposure. In the regenerative method, subsamples are first bleached
then exposed to radiation and the TL is measured for each exposure level. The radiation exposure correspond-
ing to TL measured in the original sample is then readily obtained (Duller, 1996).

that could be observed in a wider wavelength range (blue and green) because an
optical filter could be chosen to reject the stimulation wavelength region, around
850-880 nm (Fig. 3.25¢).

The principal advantage of OSL and IRSL is that the laser-stimulated electron
traps are very sensitive to light, so that a relatively brief exposure to sunlight (on
the order of a few tens of seconds to a few minutes) is likely to have reduced the
sample luminescence to near zero. Such brief exposures would certainly not reduce
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- FIGURE 3.25 (a-c) Schematic representation of the principles of luminescence dating techniques (from
Wintle et al,, 1993).

to zero the luminescence signal measured in TL studies; thus, OSL and IRSL open
up the prospect of dating a wider variety of material, particularly quite young aeo-
lian sands and silts (loess) as well as fluvial and lacustrine sediments where expo-
sure to sunlight may have been brief (Wintle, 1993). For example, recent studies
have dated aeolian sands deposited only a few decades to a few centuries ago, using
IRSL techniques (Wintle et al., 1994; Clarke et al., 1996).

In TL studies, all of the luminescence in a sample is reduced to zero by heat-
ing, so repeat measurements are not possible. However, in OSL and IRSL dating,
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very brief exposures to the stimulation light source yield measurable signals that
do not significantly deplete the potential luminescence in the sample, so multiple
measurements can be made on the same sample (Duller, 1995). Indeed, multiple
analyses on individual grains are now routinely possible (for grains with a high
sensitivity), providing a set of results that helps to confirm whether the sample as a
whole was adequately zeroed, thereby enhancing confidence that the event in ques-
tion has been accurately dated (Lamothe et al., 1994). However, it must be borne
in mind that many of the problems facing TL dating described in the foregoing
(saturation of traps, anomalous fading, and especially estimation of the dose rate)
still apply to OSL and IRSL dating.

3.2.5 Fission-track Dating

As already discussed in Section 3.2.3, uranium isotopes decay slowly through a
complex decay series, ultimately resulting in stable atoms of lead. In addition to this
slow decay, via the emission of o and P particles, uranium atoms also undergo spon-
taneous fission, in which the nucleus splits into two fragments. The amount of en-
ergy released in this process is large, causing the two nuclear fragments to be ejected
into the surrounding material. The resulting damage paths are called fission tracks,
generally 10-20 pm in length. The number of fission tracks is simply a function of
the uranium content of the sample and time (Naeser and Naeser, 1988). Rates of
spontaneous fission are very low (for 238U, 10°16 a'!) but if there is enough uranium
in a rock sample a statistically significant number of tracks may occur over periods
useful for paleoclimatic research (Fleischer, 1975).

The value of fission-track counting as a dating technique stems from the fact
that certain crystalline or glassy materials may lose their fission-track records when
heated, through the process of annealing. Thus, igneous rocks and adjacent meta-
morphosed sediments contain fission tracks produced since the rock last cooled
down. Similarly, archeological sites may yield rocks that were heated in a fire
hearth, thereby annealing the samples and resetting the “geological” record of fis-
sion tracks to zero. In this respect, the environmental requirements of the sample
are similar to those necessary for *°K/*°Ar dating. Because different minerals anneal
at different temperatures, careful selection is necessary; minerals with a low anneal-
ing temperature threshold, such as apatite, will be the most sensitive indicator of
past thermal effects (Faul and Wagner, 1971).

Fission tracks can be counted under an optical microscope after polishing the
sample and etching the surface with a suitable solvent; the damaged areas are prefer-
entially attacked by solvents, revealing the fission tracks quite clearly (Fleischer and
Hart, 1972). After these have been counted, the sample is heated to remove the “fos-
sil” fission tracks and then irradiated by a slow neutron beam, which produces a new
set of fission tracks as a result of the fission of 23°U. The number of induced fission
tracks is proportional to the uranium content and this enables the 23¥U content of the
sample to be calculated. Sample age is then obtained from a knowledge of the spon-
taneous fission rate of 23¥U. For a much more detailed discussion of the technique,
and the problems of calibrating fission-track dates, see Hurford and Green {1982).
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Fission-track dating may be undertaken on a wide variety of minerals in differ-
ent rock types, though it has been most commonly carried out on apatite, micas,
sphene and zircons in volcanic ashes, basalts, granites, tuffs, and carbonatites. It has
also been widely used in dating amorphous (glassy) materials such as obsidian and
is therefore useful in tephro-chronological studies (see Section 4.2.3; Westgate and
Naeser, 1995). Its useful age range is large, from 103 to 108 years, but error margins
are very difficult to assess and are rarely given. Microvariations in crystal uranium
content may lead to large variations in the fission track count on different sections
of the same sample (Fleming, 1976). This potential source of error may be reduced
by repeated measurements, but for samples that are old and/or contain little ura-
nium, the labor involved in counting precludes such checks being made. Tracks may
also “fade” under the influence of mechanical deformation or in particular chemi-
cal environments and thus lead to underestimation of age (Fleischer, 1975). Fission-
track dating is rarely used in paleoclimatology but its use in archeology and in
tephrochronology is relatively common (Meyer et al., 1991). In most cases where
fission-track dating is used, “°Ar/3*°Ar dating would be preferable, but may not al-
ways be feasible.
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4.1 PALEOMAGNETISM

Variations in the Earth’s magnetic field, as recorded by magnetic particles in rocks
and sediments, may be used as a means of stratigraphic correlation. Major reversals
of the Earth’s magnetic field are now well known and have been independently
dated in many localities throughout the world. Consequently, the record of these re-
versals in sediments can be used as time markers or chronostratigraphic horizons.
In effect, the reversal is used to date the material by correlation with reversals dated
independently elsewhere. However, as all episodes of “normal polarity” have the
same magnetic signal, and all episodes of “reversed polarity” are similarly indistin-
guishable from just the polarity signal, it is necessary to know approximately the
age of the material under study to avoid miscorrelations.

In addition to aperiodic global-scale geomagnetic reversals, smaller amplitude,
quasi-periodic variations of the Earth’s magnetic field have also occurred. These sec-
ular variations were regional in scale (over distances of 1000-3000 km) and can be
used to correlate well-dated “master chronologies™ with undated records exhibiting
similar paleomagnetic variations.

91
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4.1.1 The Earth’s Magnetic Field

The magnetic field of the Earth is generated by electric currents within the Earth’s
molten core. The exact mechanism of its formation is not agreed upon, but for our
purposes it is sufficient to consider the field as if it were produced by a bar magnet
at the center of the Earth, inclined at ~11° to the axis of rotation (Fig. 4.1a). At the
Earth’s surface, we are familiar with this global field through magnetic compass
variations. If a magnetized needle is allowed to swing freely, it will not only rotate
laterally to point towards the magnetic pole, but also become inclined vertically,
from the horizontal plane. The angle the needle makes with the horizontal is called
the inclination (Fig. 4.1b). The inclination varies greatly, from near 0° at the Equa-
tor to 90° at the magnetic poles. If the needle is weighted, to maintain it in a hori-
zontal plane, it will remain pointing towards magnetic north, and the angle it makes
with true {geographical) north is called the declination (Fig. 4.1b).

The Earth’s magnetic field is considered to be made up of two components —a
primary and fairly stable component (the dipole field), which is represented by the
bar magnet model, and a much smaller residual or secondary component (the
non-dipole field), which is less stable and geographically more variable. Major
changes in the Earth’s magnetic field are the result of changes in the dipole field, but
minor variations may be due to non-dipole factors (see Section 4.1.5).
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FIGURE 4.1 (a) The Earth's magnetic field. The main part of the Earth’s magnetic field (the dipole field)
can be thought of hypothetically as a bar magnet centered at the Earth’s core. The lines of force represent, at
any point, the direction in which a small magnetized needle tries to point. The concentration of these lines is a
measure of the magnetic field strength. (b) Declination and inclination. Declination is a measure of the horizon-
tal departure of the field from true north;inclination is a measure of dip from the horizontal. The resultant force
is a vector representing declination, inclination, and field strength.
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Because of the nature of the (dipole) field and the way in which it is generated,
any change in its characteristics will affect all parts of the world. Records of signifi-
cant magnetic field variations in a stratigraphic column (magnetostratigraphy) can
thus be used directly to correlate sedimentary sequences in widely dispersed locations,
regardless of whether they have common fossils or even similar facies. The broader
significance of the magnetic characteristics of sediments, in a wide range of paleoen-
vironmental applications, is well documented by Thompson and Oldfield (1986).

4.1.2 Magnetization of Rocks and Sediments

So far we have referred to paleomagnetic variations and their usefulness without
considering how such variations are recorded. It has been known for over 50 years
that molten lava will acquire a magnetization parallel to the Earth’s magnetic field
at the time of its cooling. This is known as thermoremanent magnetization (TRM).
The same phenomenon has been observed in baked clays from archeological sites;
iron oxides in the clay, when heated above a certain temperature {the Curie point)
realign their magnetic fields to those at the time the clay was baked. In this way,
archeological sites of different ages have preserved a unique record of geomagnetic
field variations over the last several thousand years (Aitken, 1974; Tarling, 1975).

Igneous rocks are not the only recorders of paleomagnetic field information;
lake and ocean sediments may also register variations through the acquisition of de-
trital or depositional remanent magnetization (DRM). Magnetic particles become
aligned in the direction of the ambient magnetic field as they settle through a water
column. Providing that the sediment is not disturbed by currents, stumping, or bio-
turbation, the magnetic particles will provide a record of the magnetic field of the
Earth at the time of deposition. Verosub (1977) considers that the acquisition of
magnetization by sediments may occur after deposition due to the mobility of mag-
netic carriers within fluid-filled voids in the sediment. Once the water content of the
sediment drops below a critical level (depending on the sediment characteristics) the
magnetic particles can no longer rotate and magnetization becomes “locked in” to
the sediment. This post-depositional DRM provides a more accurate record of the
ambient magnetic field than simple depositional DRM, but in some circumstances
it may lead to distinct regional differences because some sediments became re-
aligned post-depositionally while others, perhaps more densely packed, did not
(Coe and Liddicoat, 1994).

Unlike thermoremanent magnetization, detrital remanent magnetization is not
an “instantaneous” event. Once the molten lava has cooled, perhaps in a matter of
minutes, the ambient field becomes a permanent fixed record. In sediments, the
record is subject to disturbance (e.g., by burrowing organisms) that may raise the
water content of the sediment enough for magnetic particles to rotate again, chang-
ing the magnetization until the sediment is sufficiently dewatered to fix the record
once more. Thus, the sedimentary record of the Earth’s magnetic field, although
continuous, should be considered as a smoothed or average record, unlikely to
record short-term variations except in unusual circumstances where sedimentation
rates are sufficiently high. Furthermore, it has been demonstrated by Verosub
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(1975) that sediment disturbance may result in apparent reversals that would be
hard, if not impossible, to detect in cores of non-laminated sediments (Fig. 4.2). This
may have contributed to erroneous reports of short-term variations of the Earth’s
magnetic field (excursions; see Section 4.1.5).

Finally, it is now also recognized that iron minerals in some sediments undergo
post-depositional chemical changes that result in a magnetization characteristic of
the Earth’s magnetic field long after initial deposition. This is known as chemical re-
manent magnetization (CRM); identification of the minerals typically affected in a
sample can provide a warning that errors may be expected.
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FIGURE 4.2 Problems of paleomagnetic stratigraphy illustrated by a varved sedimentary record. (a) A
folded varved sediment sequence; shaded layers represent winter (clay) sediments; and the unshaded layer the
summer (silt) deposits. (b) Paleomagnetic record obtained on a hypothetical core through the fold shown in
(a), intersecting points A, C,and D. Because of sediment deformation an apparent paleomagnetic excursion is
recorded. In uniform, fine-grained sediments such deformation would probably not be visible, so that the pres-
ence of an excursion might be erroneously reported (Verosub, 1975).
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4.1.3 The Paleomagnetic Timescale

Most of the early work on establishing a chronology or timescale of paleomagnetic
events was carried out on lava flows. It was demonstrated that at times in the past
the Earth’s magnetic field has been the reverse of today’s and that these periods of re-
versal (chrons) lasted hundreds of thousands of years. Potassium-argon dating meth-
ods enabled dates to be assigned to periods of “reversed” and “normal” fields so that
eventually a complete chronology spanning several million years was constructed
(Cox, 1969). Indeed the development of this chronology went hand-in-hand with the
theory of plate tectonics because new lavas, produced at the centers of spreading
(e.g., the Mid-Atlantic Ridge) were found to record identical paleomagnetic se-
quences on either side of the ridge (Opdyke and Channell, 1996). Careful study of
lava flows and sea-floor paleomagnetic anomaly patterns has so far enabled a fairly
accurate chronology of reversals to be constructed for the Cenozoic (Cande and
Kent, 1992, 1995) and less certain chronologies have been constructed for even
longer periods of time (Harland et al., 1990). Major periods of normal or reversed
polarity are termed polarity chrons or epochs, the most recent of which are named
after early workers in the field. Thus we are currently in the Brunhes chron of “nor-
mal” polarity, which began ~780,000 yr B.P. Prior to that the Earth experienced a
period of reversed polarity, the Matuyama chron, which began in late Pliocene times
(Fig. 4.3).

In addition to major polarity epochs in which reversals persist for periods of
~108 yrs or more, the igneous record has also shown that reversals have occurred
more frequently, but less persistently, for periods known as polarity events (or
subchrons). These are intervals of a single geomagnetic polarity generally lasting
104-10° yrs within a polarity chron. During the last 2 million yrs, several such
events are thought to have occurred, all within the Matuyama reversed polarity
chron. Thus the Jaramillo (0.99-1.07 Ma B.P.) and the Olduvai (1.77-1.95 Ma
B.P.) subchrons are periods of normal polarity, named after the locality of the lava
samples studied. The dating of these relatively brief events is subject to change as
new analyses are carried out (particularly by more accurate “°Ar/3*Ar dating of
samples). Figure 4.3 gives the current status of the polarity timescale.

All of the preceding discussion has referred to studies of polarity changes ob-
served in lavas, but the widest application of paleomagnetism to paleoclimatic studies
has been in the identification of reversals in sedimentary deposits, notably in marine
sediments and in loess deposits (Hilgen, 1991; Rutter et al., 1990). Studies of detri-
tal remanent magnetization in ocean sediments may, in favorable circumstances,
give a paleomagnetic record comparable even in detail with the terrestrial volcanic
record (Opdyke, 1972). It is common in studies of undated ocean cores to plot the
polarity sequence changes with depth and to assign an age of 0.78 Ma to the first ma-
jor reversal (the Brunhes/Matuyama boundary). Younger ages are then derived by
interpolation, assuming a zero age for the uppermost sediments and a constant sedi-
mentation rate. This provides a first-order time-frame within which far more detailed
radiometric or biostratigraphic checks and adjustments can be made (see Section
6.3.3). The Quaternary record of 8'%0 in marine sediments, and its relationship to
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- FIGURE 4.3 Paleomagnetic polarity timescale for the last 6 million years. Normal polarity periods in black.
Dates are based on K/Ar dates on lava flows (Cande and Kent, 1995; Berggren et al,, 1995).

orbital forcing is now so well-established that it has been used to refine age estimates
on the timing of paleomagnetic reversals (Shackleton et al., 1990; Bassinot et al.,
1994; Tauxe et al., 1996). Indeed, astrochronological estimates for the ages of mag-
netic reversals are now considered by some to provide the best framework for the late
Quaternary geomagnetic timescale (Renne et al., 1994; Cande and Kent, 1995;
Berggren et al., 1995).

4.1.4 Geomagnetic Excursions

In addition to polarity epochs and events (chrons and subchrons) there have been
many reports of short-term geomagnetic fluctuations known as polarity excursions
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(or “cryptochrons”; Cande and Kent, 1992). Excursions are considered to last for a
few thousand years (at most) and differ from events in that a fully reversed field is
generally not observed, perhaps because the partial reversal is due to variations in
the non-dipole component of the field. It is not yet clear whether excursions are
“abortive reversals” or whether they represent normal geomagnetic behavior dur-
ing a polarity epoch. In this regard it is interesting that Cox (1969) in a study of the
spectrum of known reversal frequency formulated a statistical model of geomag-
netic field behavior from which he inferred the existence of short events or excur-
sions during the last 10 million yr, which were at that time undiscovered.
Nevertheless, a great deal of controversy surrounds geomagnetic excursions and
their usefulness in paleoclimatic studies is quite limited. Because of their short dura-
tion, they are only likely to be recorded in areas with high sedimentation rates
and/or very frequent lava flows. Hence, it is often the case that an excursion appar-
ently found in one location may not be registered nearby, where sedimentation rates
at the critical time may not have been sufficient to record it. Such occurrences are
common and lead to skepticism about the reality and significance of reported excur-
sions (Verosub and Banerjee 1977; Lund and Banerjee, 1979). For an excursion to
warrant recognition it should be based on observations of synchronous changes in
both declination and inclination in several geographically separate cores, and the
analysis should be restricted to fine-grained, homogeneous sediment. However, even
if the individual excursions reported are correct, their absence from other sites in
the same region mean that they are rarely of value in constructing regional
chronologies or in magnetostratigraphic correlation.

In a recent review, Opdyke and Channell (1996) conclude that there were five
times in the late Quaternary when there is credible evidence for excursions. These are
named after the region where the record was first recognized: Mono Lake (27,000-
28,000 yr B.P.); Laschamp (~42,000 yr B.P.); Blake (108,000-112,000 yr B.P.);
Pringle Falls (218 £10 ka B.P.); and Big Lost (~565 ka B.P. ). Of these, the Blake ex-
cursion is the one most widely recorded, having been recognized in Chinese loess, as
well as in marine sediments from the Caribbean, Atlantic, and Mediterranean. The
Laschamp excursion has been recorded in Icelandic lava flows as well as in the Mas-
sif Central, France, where it was originally recognized (Condomes et al., 1982; Levi
et al., 1990). The other excursions are all from the western United States where they
have been seen in some (but not all!) lake sediments.

4.1.5 Secular Variations of the Earth’s Magnetic Field

A number of studies of well-dated lake sediments from different parts of the world
indicate that quasi-periodic changes in declination (and to a lesser extent inclina-
tion) have occurred during the Holocene (Mackereth, 1971; Verosub, 1988). These
changes are of a smaller magnitude than those described as excursions and appear
to be regional in extent (over distances of 1000-3000 km) presumably because they
result from changes in the non-dipole component of the Earth’s magnetic field.

If the changes observed can be accurately dated in one or more cores, it
should be possible to construct a “master chronology” that would enable peaks
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and troughs in the declination record to be used as a chronostratigraphic tem-
plate. Such a template would be valuable in estimating the age of highly inorganic
sediments, which do not yield enough carbon for conventional 1*C dating, but
which do contain a clear record of declination and inclination variations. How-
ever, it is first necessary to establish a reliable, well-dated magnetostratigraphic
record for a “type-section” and to determine over what area this record can be
considered to provide a master chronology. So far, this has been demonstrated for
western Europe (Thompson, 1977) and the western United States (Verosub, 1988;
Negrini and Davis, 1992). Secular paleomagnetic chronologies have also been
proposed for other areas (Gillen and Evans, 1989; Ridge et al., 1990). Undated
sediments should have approximately the same sedimentation rate as that of the
master chronology and not have experienced any significant disturbances, but
even these problems may not be critical. Figure 4.4 shows the master declination
and inclination chronology from Pleistocene Lake Russell (now Mono Lake, east-
central California) for the period 12.5-30 ka B.P. Of particular note is the large
excursion around 29-27 ka B.P. (named the Mono Lake geomagnetic excursion)
which has been seen in other records from the region (Levi and Karlin, 1989). The
chronology of the Lake Russell record was determined by 17 14C dates, but other
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- FIGURE 4.4 The master secular geomagnetic chronology from Pleistocene Lake Russell sediments (ex-

treme left and right columns) and the correlated geomagnetic record from Lake Chewaucan, Oregon. Apparent
episodes of nondeposition are shaded. The '“C-dated master chronology provides a chronological template
within which the undated sediments from Lake Chewaucan can be placed (Negrini and Davis, 1992).
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lakes in the region have far less organic material; by using the Lake Russell
secular geomagnetic record as a regional signal, other sedimentary records can
be dated by correlating sequences of characteristic features. In this way, the
secular paleomagnetic record from Pleistocene Lake Chewaucan (500 km north
of Lake Russell) was mapped onto the master chronology, to fix the sequence
in time (Fig. 4.4). In doing so, a number of periods of non-deposition were
assumed to have occurred (with good supporting sedimentological evidence
bracketing these apparent gaps). The chronological model for Lake Chewaucan,
so defined, can be tested further because tephras embedded within the sediments
have been found elsewhere in more organic-rich environments; preliminary results
from '*C dates associated with these tephras generally support the proposed ge-
omagnetic timescale applied to the Lake Chewaucan sediments (Negrini and
Davis, 1992).

Clearly, using secular variations from one record to date another can only be as
accurate as the initial chronological control on the master record. Providing corre-
lations between the master record and the undated target record are statistically
significant, and changes in both inclination and declination support the match,
it should be possible to build up regional templates that will be invaluable in many
areas.

4.2 DATING METHODS INVOLVING CHEMICAL CHANGES

Two general categories of dating methods are based on chemical changes within the
samples being studied since they were emplaced. The first involves amino-acid
analysis of organic samples, generally used to assess the age of associated inorganic
deposits. The method may also be used to estimate paleotemperatures from organic
samples of known age. The second category encompasses a number of methods that
assess the amount of weathering that an inorganic sample has experienced. They
are primarily used to assess the relative age of freshly exposed rock surfaces in
episodic deposits such as moraines or till sheets. There are a number of possible ap-
proaches (Colman and Dethier, 1986) but they must be calibrated by independ-
ent dating methods to convert the relative age to a numerical age estimate.
Nevertheless, even without such calibration, weathering studies have proven to be
useful in distinguishing and correlating glacial deposits in many alpine areas (e.g.,
Rodbell, 1993). One of the most widespread and well-tested methods is obsidian
hydration dating (Section 4.2.2) — an example of the general group of methods that
involve measurements of weathering rinds (Colman and Pierce, 1981; Chinn,
1981).

Another method involves the chemical “fingerprinting” of volcanic ashes that
often blanket wide areas after a major eruption (Section 4.2.3). Chemical analyses
of tephra deposits have proved to be successful in identifying unique geochemical
signatures in ashes of different ages. Where the age of a tephra layer has been inde-
pendently determined, the ash may be used as a chronostratigraphic marker to date
the associated deposits and to correlate events over wide areas.
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4.2.1 Amino-acid Dating

As all living organisms contain amino acids, a dating method based on amino acids
offers a tremendous range of possible applications. Since the first use of amino acids
in estimating the age of fossil mollusc shells (Hare and Mitterer, 1968), significant
advances in the use of amino acids as a geochronological tool have been made. Rel-
ative ages are generally obtained, but where an independent age calibration is possi-
ble, and the thermal history of the sample can be estimated, more quantitative age
estimates can be made. The method can be applied to material ranging in age from
a few thousand to a few million years old and is therefore useful in dating organic
material well beyond the range of radiocarbon dating.

Amino-acid analyses use very small samples (e.g., < 2 mg in the case of molluscs
and foraminifera). However, for reliable results multiple analyses on a suite of sam-
ples is recommended (Miller and Brigham-Grette, 1989). The application of amino-
acid dating is thus of particular significance in dating fragmentary hominid remains,
where, in many cases, a conventional radiocarbon analysis would require destruc-
tion of the entire fossil to obtain a date (Bada, 1985). Analyses have also been car-
ried out on samples of wood, speleothems, coral, foraminifera, and marine,
freshwater, and terrestrial molluscs (Schroeder and Bada, 1976; Lauritzen et al.,
1994). Because amino-acid changes are both temperature and time-dependent, it is
often difficult to be definitive in assigning an age to a sample. More often the
method enables relative chronologies to be established and stratigraphic sequences
to be checked (Miller et al., 1979; Oches and McCoy, 1995a). It is perhaps in this
application (aminostratigraphy) that amino-acid analysis offers the greatest poten-
tial (Miller and Hare, 1980).

4.2.1.1 Principles of Amino-acid Dating

Amino acids are so-called because they contain in their molecular structure an
amino group (-NH2) and a carboxylic acid group (-COOH). These are attached to
a central carbon atom, which is also linked to a hydrogen atom (-H)} and a hydro-
carbon group (-R) (Fig. 4.5a). If all atoms or groups of atoms attached to the cen-
tral carbon atom are different, the molecule is said to be chiral or asymmetric. The
significance of this is that chiral molecules can exist in two optically different forms
(stereoisomers), each being the mirror image of the other (Fig. 4.5b). These optical
isomers or enantiomers have the same physical properties and differ only in the way
in which they rotate plane-polarized light. The relative configuration of enantiomers
is designated, by convention, D or L (dextro [right] or levo {left]) and virtually all
chiral amino acids in living organisms occur in the L configuration. Interconversion
to the D configuration takes place by a process known as racemization. The extent
of the racemization (expressed by the enantiomeric ratio, D:L) increases with time
after the death of the organism. This can be measured by gas or liquid chromato-
graphic methods.

Not all amino acids have only one chiral carbon atom. Some amino acids (e.g.,
isoleucine) contain two chiral carbon atoms, which means that they can exist as
four stereoisomers — a set of mirror image isomers (enantiomers) and a set of non-
mirror image isomers {diastereomers) (Fig. 4.5b). Interconversion of L-isoleucine
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- FIGURE 4.5 (a) An example of enantiomers (D-aspartic acid and L-aspartic acid). (b) An example of di-
astereomers (L-isoleucine and D-alloisoleucine). (c) Relative rates of racemization depending on whether the
amino acid is internally bound, terminally bound, or free.

could thus theoretically produce all four stereoisomers. However, in diagenetic
processes only one of the two chiral atoms undergoes interconversion, thereby pro-
ducing only one other isomer (D-alloisoleucine, a diastereomer) by a process
known as epimerization’ (Schroeder and Bada, 1976; Rutter and Blackwell, 1995).

? For our purposes racemization and epimerization of amino acids can be considered as essentially
equivalent processes.
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The ratio of D-alloisoleucine to L-isoleucine {abbreviated as alle/lle, or D/L) in-
creases on the death of an organism from near zero to ~1.3 at equilibrium. The
time it takes to reach equilibrium varies with temperature (see in what follows) and
may range from 150-300 ka in the Tropics, to ~2 Ma at mid-latitudes to >10 Ma
in polar regions (Miller and Brigham-Grette, 1989). Diastereomers have physical
properties sufficiently different enough that they can be separated by ion-exchange
chromatography. Several different amino acids have been used to assess the age
of a sample, particularly aspartic acid, leucine, and isoleucine. Epimerization of
L-isoleucine to D-alloisoleucine is an order of magnitude slower than aspartic acid
racemization so it is potentially of more value in dating older samples or those
from warmer climates where epimerization and/or racemization rates are faster.
Conversely, aspartic acid can be used in resolving differences between Arctic mol-
luscs from the last glacial cycle, the temperature history of which is too low for
them to have undergone significant isoleucine epimerization (Goodfriend et al.,
1996). Aspartic acid racemization has also provided excellent results in dating re-
cent fossils, such as banded corals (Fig. 4.6) and land snails of Holocene age
(Goodfriend, 1991, 1992; Goodfriend et al., 1992).

Unlike radionuclide decay rates, racemization and epimerization rates are sen-
sitive to a number of environmental factors, particularly temperature. In addition,
racemization and epimerization rates vary depending on the type of matrix in which
the amino acids are found (shell, wood, bone, etc.). In carbonate fossils, rates vary
from one genus to another (Fig. 4.7) so it is important to compare amino-acid ra-
tios derived from analyses on similar genera (Miller and Hare, 1975; King and
Neville, 1977). Racemization rates also depend on how amino acids are bound to
each other, or if they are free (unbound). When an amino acid is bound together
with others, its position in the molecule may be internal or terminal (Fig. 4.5¢). If it
is terminally bound it may be attached to other amino acids by either a carbon or a
nitrogen atom. Racemization rates are fastest when the amino acid is terminally
bound and slowest when the individual amino acid is free, having been separated
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FIGURE 4.6 Racemization (D:L) values of total aspartic acid (hydrolyzed samples) in relation to the
counted age of annual bands in the coral Porites australiensis, from the Great Barrier Reef, Australia. The linear
regression for the period 1632-1985 is shown (Goodfriend et al., 1992).
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Bl FIGURE 4.7 Some fossil gastropods commonly found in European loess deposits, grouped according to
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from the rest of the molecule by hydrolysis. Racemization rates of internally bound
amino acids are intermediate between rates of terminally bound and free amino
acids (Fig. 4.5c). What this means is that, as the peptide is hydrolyzed, at some
point each amino acid will become terminally bound before being eventually split
off (free). In the terminally bound position, racemization rates are greatest, so the
probability is relatively high that the free amino acid, when released, will already be
in the D-form. Consequently the D:L ratios in the free fraction are higher than in
the bound fraction. It is thus important to note whether analyses reported in the lit-
erature are based on free fraction or the total acid hydrolysate (free and bound), as
the resulting ratios can vary by an order of magnitude (Table 4.1). Commonly, the
D:L ratios from the free fraction and the total acid hydrolysate will be plotted
against each other to help differentiate units of different age (Fig. 4.8). Recent stud-
ies have involved isolating the high molecular weight (HMW) polypeptides in a
sample, which are considered to be less contaminated (by post-depositional bacte-
rial degradation of the amino acids) (Kaufman and Sejrup, 1995). Analysis of the
HMW fraction produces more consistent results (i.e., a lower standard deviation)
and a much slower rate of racemization because of the presence of fewer terminally
bound amino acids. This approach could extend the potential range of dating

TABLE 4.1 Temperature Sensitivity of Amino-acid Reactions in Dated Early
Post-glacial Mollusc Samples ’

14C age Allo: Iso®

Location ( years) MAT (°C)*  Species® Total Free

Washington 13,010 +10 H.a. 0.078 0.27
Denmark 13,000 +7.7 H.a. 0.053 0.21
Maine 12,230 +7 H.a. 0.050 0.21
New Brunswick 12,500 +5 H.a. 0.043 0.18
Southeastern Alaska 10,640 H.a. 0.040 0.15
Anchorage 14,160 +2.1 M. 0.034 0.16
Southern Greenland 13,380 -1 H.a. 0.027 <0.09
Southern Baffin Island 10,740 -7 M.t 0.024 <0.1

Spitsbergen 11,000 -8 M.t 0.022 <0.1

Northern Baffin Island 10,095 -12 H.a. 0.020 ND
Somerset Island 9000 -16 H.a. 0.018 ND
Modern 0 H.a. 0.018 ND

From Miller and Hare (1980).

4 Mean annual temperature of the past one to five decades based on records of the nearest represen-
tative weather station.

b H.a. = Hiatella arctica; M.t. = Mya truncata. Hydrolysis rates in Mya are not directly comparable
with those in Hiatella. For most localities, three or more separate values were analyzed; ratios given here
are mean values.

¢ Ratio of D-alloisoleucine to L-isoleucine; ND = no detectable alloisoleucine.
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of subsample preparations are indicated (Oches and McCoy, [995b).

(which would be useful in some situations), but could be problematic in resolving
age differences between samples from colder regions.

By far the most significant factor affecting the rate of racemization is tempera-
ture, specifically the effective diagenetic temperature (EDT), which is an integrated
temperature of the sample since deposition. Racemization rates more or less double
for a 4-5 °C increase in temperature, so the thermal history of a sample becomes of
critical importance to the apparent age. An uncertainty of only =2 °C is equivalent
to an age uncertainty of +50%, so this is clearly a major source of error in assessing
the numerical age of a sample (McCoy, 1987a). Thermal histories are rarely known
to within =2 °C, even in isolated environments, such as in caves or in the deep
oceans. However, the temperature dependence of racemization rates may be put to
advantage if the sample age is known independently (e.g., by C dating). In such
cases, the relative amount of racemization can indicate the EDT of the sample since
deposition (Bada et al., 1973) or the extent of a step-change in temperature
(Schroeder and Bada, 1973; see Section 4.2.1.4). It is important to note that because
racemization rates increase exponentially with temperature, the amount of time a
sample experiences high temperatures is much more significant than the time spent
at low temperatures (Fig. 4.9). Thus EDT is not simply the long-term mean temper-
ature of the site, and it will always be higher than the actual long-term mean. This
means that at mid- to high-latitude sites, samples from the beginning or end of the
last glacial period may be indistinguishable in terms of their D:L ratios, but they
would be distinctly different from samples of the last interglacial, or preceding
glacial period (which had passed through the last interglacial). This strong tempera-
ture influence on racemization also imposes strict sampling criteria, as samples
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FIGURE 4.9 Schematic diagram illustrating the increase in D/L ratio in a fossil mollusc over the course of
the last glacial-interglacial cycle. Most of the change in D:L values occurs during the warm interglacial episodes
(Miller and Mangerud, 1985).

which have been close to the surface for a prolonged period (either the modern sur-
face or a paleosurface) may give erroneous results because they were exposed to
high temperatures, significantly raising their effective diagenetic temperature. Ex-
periments suggest that samples should be deeply buried (>2m) to avoid such prob-
lems (Miller and Brigham-Grette, 1989).

There are basically three approaches used in amino-acid geochronological
work. Two of these aim at producing an estimate of numerical age and the third
uses enantiomeric ratios as simply a stratigraphic tool, to establish the relative age
of two or more samples.

4.2.1.2 Numerical Age Estimates Based on Amino-acid Ratios

Numerical sample ages are estimated by either calibrated or uncalibrated methods
(Williams and Smith, 1977). The uncalibrated method is based on high-temperature
laboratory experiments, which attempt to simulate in a short period of time the
much slower processes that occur in samples at the lower temperatures typical in
nature. The general amino-acid racemization reaction is as follows:

L-amino acid k,/k,D-amino acid

where k; and k, are rate constants for the forward and reverse reactions. In the
high-temperature studies, racemization rates are determined by sealing in a tube a
sample of the same species as the fossil under investigation, and heating it for
known lengths of time in a constant temperature bath. Providing the initial ratio of
the sample is known, genus-specific rate constants for the amino acid in question
can be determined in this way, at different (elevated) temperatures. These are then
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plotted on an Arrhenius plot in which the log of the rate constant forms the ordinate
and the reciprocal of the absolute temperature the abscissa (Fig. 4.10). If the calcu-
lated rate constants fall on a straight line, extrapolation is made (beyond the exper-
imental results) to obtain the rate constants applicable at lower temperatures
(Miller and Hare, 1980). Providing that the EDT of the sample since its deposition
is known (or can be closely estimated), racemization rate constants can be obtained
for that temperature from the Arrhenius plot; sample age can then be calculated
from the measured D:L ratio (for the appropriate equations, see Williams and Smith,
1977, p. 102). One might question whether such high-temperature, short-term labora-
tory kinetic studies accurately reflect the low-temperature, long-term diagenetic
changes that occur in fossils. However, there is an increasing body of evidence that
this is not a problem and that the high-temperature results can be extrapolated to
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- FIGURE 4.10 Arrhenius plot of isoleucine epimerization in Hiatella arctica derived from heating experi-
ments at 75°, 110°, 152°, and 157°C, and '*C-dated early postglacial samples (Miller and Hare, |980).
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real-life situations (see Fig. 4.10; Goodfriend and Meyer, 1991). The real difficulty
concerns the problem of knowing accurately the thermal history of the sample, as
slight errors in this parameter lead to large errors in numerical age estimates (Mc-
Coy, 1987a). As a result, the ages derived by means of this uncalibrated method are
considered to be the least reliable.

A more fruitful approach, though not entirely free of the problems already dis-
cussed here, is to derive rate constants empirically by the measurement of D:L ra-
tios in situ, in fossil samples of known age (the calibrated method). Other samples
at the same site can'then be dated, if it is assumed that they have experienced essen-
tially the same EDT as the fossil used for calibration (Bada and Schroeder, 1975). A
Holocene fossil calibration sample is thus not suitable for assessing the age of older
“glacial age” samples because their thermal histories will be quite different. Because
of the reduction in racemization rate with sample age, and the sensitivity of the
process to temperature, resolution of age becomes increasingly more uncertain in
very old samples (Wehmiller, 1993). Miller and Brigham-Grette (1989) suggest that
age estimates that are independently calibrated and are within the early “linear”
stage of sample racemization (D:L < 0.3) should be reliable to = 15-20%, but this
is likely to increase to = 30-40% for older samples. However, further cross-checks
with independent age estimates can reduce such uncertainties.

Figure 4.11 illustrates the calibrated approach to estimating sample age. The
three lines are calculated alle/lIle ratios (based on a kinetic model, from heating ex-
periments) for EDTs of 8, 11, and 14 °C (Wehmiller, 1993). The Peruvian samples
are from a series of uplifted coastal terraces; sample Ila was independently dated at
100-130 ka B.P. (i.e., last interglacial, sensu lato) and thus provides an age calibra-
tion point. Assuming a long-term EDT of 14 °C for this area, the age of the older
samples (IIb-V) can be estimated. A similar approach is also shown for samples of
Mercenaria from the North Carolina and Virginia coastal plain, again using sam-
ples from the last interglacial as the single age calibration point. Greater confidence
in the ages of older samples would be achieved by having more than one calibration
point. Note that the estimation of EDT is critical for obtaining a “correct” age, and
that its importance increases with sample age. For example, an alle/lle value of 0.6
could indicate a sample age of 0.4 Ma with an EDT of 11 °C, or 0.8 Ma with an
EDT of 8 °C. Fortunately, since for most of the last million years the Earth was in a
glacial mode, the EDT is primarily controlled by the temperature during relatively
brief interglacial episodes; the long-term EDT is therefore assumed to be similar to
that experienced by a sample since the time of the last interglacial. Such an assump-
tion could be drastically in error if, for example, a sample that had been submerged
below sea level for a significant amount of time was compared to a sample that had
been subjected to air temperature changes. Table 4.2 illustrates this point; it shows
alle/lle ratios on marine molluscs (Hiatella arctica) from Svalbard, Norway. Shells
of the same *C age had significantly different values, depending on whether they
had been continuously submerged for the entire Holocene, or exposed to much
lower air temperatures (therefore reducing the racemization rate). Table 4.2 also
shows that shells dated >61 ka B.P. from the same area gave alle/Ile ratios identical
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I FIGURE 4.11 Isoleucine epimerization model curves for different EDTs, in relation to mean Alle/lle ratios
for samples from Peru (ovals) and from the U.S. Atlantic Coastal Plain (rectangles). The last interglacial samples
used for calibration are shown by arrows (Wehmiller, 1993).

to the continuously submerged early Holocene samples, illustrating the potential for
misinterpretation if the thermal history of a sample is not understood.

4.2.1.3 Relative Age Estimates Based on Amino-acid Ratios

In view of the numerous difficulties surrounding the assignment of numerical
ages to fossil samples many investigators have found it prudent to use amino-acid
ratios as relative age criteria only. By establishing a standard aminostratigraphic

Bl TABLE 4.2 The Effect of Contrasting Thermal Histories on '“C-dated Hiatella arctica
from Western Spitsbergen, Svalbard, Norway

Thermal History Current MAT (°C) D:L ratio 14C age
Continuously submerged +2.2 0.031 9900
Emerged shortly after deposition -6.0 0.018 9940
Emerged shortly after deposition -6.0 0.031 >61,000

From Miller and Brigham-Grette (1989).
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framework for deposits in a region (where it is reasonable to assume a similar EDT
history) other units can then be fitted into that relative age chronology (Wehmiller,
1993). For example, Oches and McCoy (1995a) showed that the conventional in-
terpretation of loess stratigraphy in Hungary was incorrect, based on D:L ratios in
fossil gastropod shells (snails) associated with each deposit. In some sections, units
of quite different age had been assumed to be correlative, but they were clearly di-
achronous according to the aminostratigraphy. This approach has.provided an in-
dependent means of testing the veracity of TL dates on loess across a wide swath of
central Europe, from Germany to the Ukraine (Zoller et al., 1994; Oches and Mc-
Coy, 1995b). Furthermore, by correlating the revised loess-paleosol sequences with
marine isotope stages, as first suggested by Kukla (1977), it is possible to assign ap-
proximate ages to the D:L ratios in the snails of each loess unit (Fig. 4.12). A simi-
lar approach was taken by Miller and Mangerud (1985), who used alle/lle ratios in
shallow water marine molluscs from European interglacial deposits to correlate de-
posits of similar age and thermal history, and to distinguish units of last interglacial
age from older deposits. The results were helpful in resolving previous uncertainties
in the age of many isolated and fragmentary stratigraphic sections. Bowen et al.
(1989) also found that aminostratigraphic studies of non-marine molluscs were ex-
tremely useful in reassessing the chronology of Pleistocene depositional units in
Great Britain; the revised stratigraphy could then be correlated with the SPECMAP
standard marine chronostratigraphy. These are all relatively simple applications,
using racemization of a single amino acid to solve a stratigraphic problem. More
rigorous differentiation seems possible using several enantiomeric ratios and multi-
variate statistical techniques such as discriminant analysis.

At the present time, using amino-acid racemization and epimerization processes
for establishing relative age seems to be the most practical application of the
method. There may still be problems of contamination, leaching, and possibly ther-
mal differences among sites, but these are relatively minor problems compared to
those associated with numerical age determinations.

4.2.1.4 Paleotemperature Estimates from Amino-acid Racemization
and Epimerization

Although amino-acid analyses are being increasingly used in stratigraphic stud-
ies, perhaps the most significant application of amino-acid ratios is in paleotemper-
ature reconstruction. As already noted, a major barrier to accurate age estimates
from amino-acid ratios is a knowledge of the integrated thermal history of the sam-
ple. However, the “age equation” (which includes the important thermal term) can
be solved for temperature if the sample age is known. In the resulting “temperature
equation,” the time value is of relatively minor significance; as a result, for samples
of known age, quite accurate estimates of the integrated thermal history of the de-
positional site can be achieved. Typically, for well-dated late Wisconsin or Holocene
age samples, an uncertainty of ~3 °C (~1% of the absolute temperature of the site)
can be expected in the paleotemperature estimates. However, if paleotemperatures
are calculated from two samples of differing age, the temperature difference be-
tween the two periods can be estimated with considerably more accuracy (typically
to within = 1 °C). This is because many of the factors causing the initial uncertainty
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in an individual paleotemperature estimate cancel out when temperature differences
are computed (McCoy, 1987a). Using this approach McCoy (1987b) cast new light
on the controversy of “cooler or wetter” conditions in the Great Basin during the
late Wisconsin. Mean annual temperatures from 16,000 to 11,000 yr B.P. were es-
timated to have been 9 °C or more below the post-11,000 yr B.P. averages. If cor-
rect, no increase in regional precipitation would be required to explain the high
levels of Lake Bonneville during the Late Glacial, with the maximum lake level
phase occurring during a relatively cold, dry climate compared to the present (see
Section 8.2.3). In another interesting application, Oches et al. (1996) used alle/lle
ratios in gastropods from Mississippi valley Peoria loess (dating from the last glacial
maximum) to estimate effective diagenetic temperature gradients from the Gulf of
Mexico (30° N) to inland sites at 43° N. Today, the gradient is 0.9 °C/degree of lat-
itude, whereas the amino-acid data point to gradients of only 0.3-0.6 °C/degree of
latitude, and overall temperatures at least 7-13 °C lower than today. This suggests
that SSTs in the Gulf of Mexico were significantly lower than today, otherwise the
temperature depression would have been less in the lower Mississippi valley, and
the overall temperature gradient would probably have been stronger, not weaker.

4.2.2 Obsidian Hydration Dating

Obsidian is one of the glassy products of volcanic activity, formed by the rapid cool-
ing of silica-rich lava. Although its precise chemical composition varies from one
extrusion to another, it always contains >70% silica by weight. Obsidian hydration
dating is based on the fact that a fresh surface of obsidian will react with water
from the air or surrounding soil, forming a hydration rind. The thickness of the hy-
dration rind can be identified in thin sections cut normal to the surface; a distinct
diffusion front can be recognized by an abrupt change in refractive index at the in-
ner edge of the hydration rind. Hydration begins after any event that exposes a
fresh surface (e.g., cracking of the lava flow on cooling, manufacture of an obsid-
ian artifact, or glacial abrasion of an obsidian pebble); thus, providing one can iden-
tify the type of surface or crack in the rock, it is possible to date the event in
question.

As one might expect, hydration rind thickness is a (non-linear) function of time;
hydration rate is primarily a function of temperature, though chemical composition
of the sample is also an important factor. For this reason, it is necessary to calibrate
the samples within a limited geographical area against a sample of known age and
similar chemical composition. These are difficult criteria to meet in a paleoclimatic
context but are somewhat easier in archeological studies, where obsidian hydration
dating has been most widely applied (Michels and Bebrich, 1971). Obsidian was
widely traded in prehistoric time and often the precise source of the material can be
identified and its diffusion throughout a geographical area can be traced. If samples
can be found in a *C-dated stratigraphic sequence, hydration rinds can be cali-
brated, providing an empirically derived hydration scale for the site. This can then
be used to clarify stratigraphy elsewhere, where radiocarbon-dated samples are un-
available. Alternatively, the hydration rate can be calibrated in the laboratory by
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heating experiments; if the effective hydration temperature of the sample can be es-
timated (i.e., its integrated temperature history), age can then be calculated (Lynch
and Stevenson, 1992).

Obsidian hydration may also be used to date glacial events if obsidian has been
fortuitously incorporated into the glacial deposits. Glacial abrasion of obsidian
fragments creates radial pressure cracks normal to the surface and shear cracks sub-
parallel to the surface. The formation of such “fresh” cracks allows new hydration
surfaces to develop, and these effectively “date” the time of glacial activity. Hydra-
tion rinds resulting from glacial abrasion can then be compared with rinds that have
developed on microfractures produced when the lava cooled initially. This event can
be dated by potassium-argon isotopic methods (see Section 3.2.2), providing inde-
pendent calibration for the primary hydration rind thicknesses. Pierce et al. (1976),
for example, analyzed obsidian pebbles in two major moraine systems in the moun-
tains of western Montana. Dates on two nearby lava flows indicated ages of
114,500 = 7300 and 179,000 = 3000 yr B.P. Hydration rinds on cracks produced
during the initial cooling of these flows averaged 12 and 16 pum, respectively. These
points enabled a graph of hydration thickness versus age to be plotted. It was then
possible to estimate, by interpolation, the age of hydration rinds produced on
glacially abraded cracks in the moraine samples. Two distinct clusters of hydration
rind thicknesses enabled glacial events to be distinguished, at 35,000-20,000 and
155,000-130,000 yr B.P. Although the dates are by no means precise, they do at
least indicate the important fact that the earlier glacial event predated the Sanga-
mon interglacial (~125,000 yr B.P.), a point of some controversy in the glacial his-
tory of the western United States.

Obsidian hydration dating methods are limited by the problems of independent
(radioisotopic) calibration, variations in sample composition, and temperature
over time. Temperature effects are particularly difficult to evaluate. It is really nec-
essary to produce a calibration curve for each area being studied, and this is not al-
ways possible. Nevertheless, where the right combination of conditions is found,
obsidian hydration methods can provide a useful time-frame for events that might
otherwise be impossible to date.

4.2.3 Tephrochronology

Tephra is a general term for airborne pyroclastic material ejected during the course
of a volcanic eruption (Thorarinsson, 1981). Extremely explosive eruptions may
produce a blanket of tephra covering vast areas, in a period which can be consid-
ered as instantaneous on a geological timescale. Tephra layers thus form regional
isochronous stratigraphic markers. Tephras themselves may be dated directly, by
potassium-argon or fission-track methods, or indirectly by closely bracketing radio-
carbon dates on organic material above and below the tephra layer (Naeser et al.,
1981). In favorable circumstances, organic material incorporated within the tephra
may provide quite precise time control on the eruption event (Lerbemko et al.,
1975; Blinman et al., 1979). Providing that the dated tephra layer can be uniquely
identified in different areas, it can be used as a chronostratigraphic marker horizon
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to provide limiting dates on the sediments with which it is associated. For example,
a tephra layer of known age provides a minimum date on the material over which it
lies and a maximum date on material superimposed on the tephra. If a deposit is
sandwiched between two identifiable tephra layers of known age, they provide
bracketing dates for the intervening deposit (Fig. 4.13). A prerequisite for such
tephrochronological applications is that each tephra layer be precisely identified.
This has been the subject of much study both in the field and in the laboratory. In
the field, stratigraphic position, thickness, color, degree of weathering, and grain
size are important distinguishing characteristics. In the laboratory, a combination
of petrographic studies and chemical analyses are generally used to identify a
unique tephra signature (Kittleman, 1979; Westgate and Gorton, 1981; Hunt and
Hill, 1993). Multivariate analysis is commonly employed on the various parameters
measured to provide optimum discrimination (or correlation) between the tephras
being studied (Beget et al., 1991; Shane and Froggatt, 1994).

In many volcanic regions of the world, tephrochronology is a very important
tool in paleoclimatic studies. In northwestern North America, explosive eruptions
have produced dozens of widely distributed tephra layers (Table 4.3). Some, such as
the Pearlette “O” ash, covered almost the entire western United States and proba-
bly had a significant impact on hemispheric albedo (Bray, 1979). Others were more
local in extent; around Mt. Rainier, for example, at least ten tephra layers have been
identified spanning the interval from 8000 to 2000 yr B.P. (Mullineaux, 1974). Be-
cause of the eruption frequency and widespread distribution of tephra in this area,
tephrochronological studies have proved to be invaluable in understanding its
glacial history (Porter, 1979).
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FIGURE 4.13 The use of tephra to date glacial deposits. If tephra age is known and tephra can be uniquely
identified, ages can be used to “bracket” timing of glacial advance (Porter, 1981a).
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I TABLE 43 Some Important Tephra Layers in North America

Tephra layer Source Approximate age
Katmai Mt Katmai, Alaska A.D. 1912

Mt St Helens, Set T Mt St Helens, Washington A.D. 1800

Mt St Helens, Set W Mt St Helens, Washington 450°

White River East Mt Bona, South-eastern Alaska 12502

White River North Mt Bona, South-eastern Alaska 18902

Bridge River Plinth-Meager Mt, British Columbia 26002

Mt St Helens, Set Y Mt St Helens, Washington 34002

Mazama Crater Lake, Oregon 6600*

Glacier Peak B Glacier Peak, Washington 11,2002

Glacier Peak G Glacier Peak, Washington 12,750-12,000°
Old Crow Alaska Peninsula 150,000

Pearlette O Yellowstone National Park 600,000 + 100,000
Bishop Long Valley, California 700,000 = 100,000
Pearlette S Yellowstone National Park 1,200,000 = 40,000
Pearlette B Yellowstone National Park 2,000,000 = 100,000

After Porter (1981b) and Westgate and Naeser (1995).
4 Age given in radiocarbon years.

Tephrochronology has provided valuable time control in many paleoclimatic
studies. For example, in the North Atlantic, the Icelandic Vedde ash has been iden-
tified in both lake and marine sediments (Mangerud et al., 1984) and has recently
been found in ice cores from Greenland (Gronvald et al., 1995). This provides a
very important chronostratigraphic marker (10,320 = 50 '*C yr B.P. or 11,980 =
80 [ice core counted] calendar years B.P.) at a critical time for correlating the rapid
environmental changes that were then taking place. Other important ash layers
found in both marine sediments and ice cores are the Saksunarvatn ash (~10,300
calendar yr [ice cores] or ~9000 #C years B.P.) and the Z2 ash zone, which is dated
in the GISP2 ice core at ~52,680 yr B.P. (Birks et al., 1996; Zielinski et al., 1997).
Tephras have also been isolated from Holocene peat deposits (Pilcher et al., 1995)
opening up the prospect of more widespread applications of tephrochronology in
paleoclimatic studies. It should also be noted that even when tephras are not pres-
ent, geochemical signals in ice cores (principally excess sulphate washed out of the
atmosphere following major explosive eruptions) are very important geochronolog-
ical markers for dating ice at depth and hence for correlating different records (see
Section 5.4.3.1).

Expanding our understanding of the frequency and extent of explosive erup-
tions in the past is extremely important (Beget et al., 1996). There is abundant evi-
dence to demonstrate that such eruptions lead to lower temperatures, at least for a
limited period (Bradley, 1988; Palais and Sigurdsson, 1989). Whether periods with
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a high frequency of explosive eruptions in the past experienced a persistent temper-
ature depression (possibly reinforced by additional positive feedbacks in the climate
system, due to persistence of high albedo snow cover, or more extensive sea ice) re-
mains controversial. However, there is persuasive circumstantial evidence that
episodes of explosive volcanism have been associated with periods of glacier ad-
vance in the past, including those of the most recent neoglacial episodes, collectively
known as the “Little Ice Age” (Bray, 1974; Porter, 1986; Grove, 1988). Numerous
other examples of the importance of tephrochronological studies in paleoclimatic
research are found in the two volumes edited by Sheets and Grayson (1979) and by
Self and Sparks (1981).

4.3 BIOLOGICAL DATING METHODS

Biological dating methods generally use the size of an individual species of plant as
an index of the age of the substrate on which it is growing. They may be used to pro-
vide minimum age estimates only, as there is inevitably a delay between the time a
substrate is exposed and the time it is colonized by plants, particularly if the surface
is unstable (e.g., in an ice-cored moraine). Fortunately this delay may be short and
not significant, particularly if the objective is simply establishing a relative age.

4.3.1 Lichenometry

Lichens are made up of algal and fungal communities living together symbiotically.
The algae provide carbohydrates via photosynthesis and the fungi provide a protec-
tive environment in which the algal cells can function. Morphologically, lichens
range from those with small bush-like thalli (foliose lichens) to flat disc-like forms,
which grow so close to a rock surface as to be inseparable from it. These crustose
lichens commonly increase in size radially as they grow and this is the basis of
lichenometry, the use of lichen size as an indicator of substrate age (Locke et al.,
1979). Lichenometry has been most widely used in dating glacial deposits in tundra
environments where lichens often form the major vegetation cover and other types
of dating methods are inapplicable (Beschel, 1961; Benedict, 1967). The technique
may also be used to date lake-level (and perhaps even sea-level) changes, glacial out-
wash, and trim-lines, rockfalls, talus stabilization, and the former extent of perma-
nent or very persistent Snow cover.

4.3.1.1 Principles of Lichenometry

Lichenometry is based on the assumption that the largest lichen growing on a
rock substrate is the oldest individual. If the growth rate of the particular species is
known, the maximum lichen size will give 2 minimum age for the substrate, be-
cause all other thalli must be either late colonizers or slower growing individuals
(i.e., those growing in less than optimum conditions). Lichen size dates the time at
which the freshly deposited rocks become stable, because an unstable substrate will
prevent uninterrupted lichen growth. Growth rates can be obtained by measuring
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maximum lichen sizes on substrates of known age, such as gravestones, historic or
prehistoric rock buildings, or moraines of known age (perhaps dated indepen-
dently by historical records or radiocarbon). It is also possible to measure growth
directly by photographing or tracing lichens of varying sizes every few years on
identifiable rock surfaces (Miller and Andrews, 1973; Ten Brink, 1973). Generally,
the maximum diameter of the lichen thallus is measured on individuals that have
shown fairly uniform radial growth.

Growth rates vary from one region to another so it is necessary to calibrate the
technique for each study site, but the general form of the growth curve is now fairly
well established. After initial colonization of the rock surface, growth is quite rapid
(known as the great period); growth then slows to a more or less constant rate (Fig.
4.14; Beschel, 1950). Different lichens grow at different rates and indeed some
species may approach senescence while other species are still in their great period of
growth. The black foliose lichen Alectoria minuscula, for example, rarely exceeds
160 mm in diameter on rock surfaces in Baffin Island; lichens of this size represent
a substrate age of ~500-600 yr B.P. By contrast, Rhizocarpon geographicum has
only just entered its period of linear growth by this time (at ~30 mm diameter) and
will continue to grow at a nearly constant rate for thousands of years after that. In
fact, it has been estimated that a 280 mm thallus of Rh. geographicum on eastern
Baffin Island dates its substrate at ~9500 = 1500 yr B.P. (Miller and Andrews,
1973). Similarly, a 480 mm Rb. alpicola thallus in the Sarek mountains of Swedish
Lapland is thought to have begun its growth following deglaciation of the region
~9000 yr B.P. (Denton and Karlen, 1973b). Different lichens may thus be selected
to provide optimum dating resolution over different timescales. However, in view
of its ubiquity, ease of recognition, and useful size variation over the last several
thousand years, the lichen Rh. geographicum has been most commonly used in
lichenometrical studies (Fig. 4.15; Locke et al., 1979). Once a growth curve for the
species in question has been established, measurements of maximum lichen sizes on

moraines and other geomorphological features can be used to estimate substrate age
(Fig. 4.16).

4.3.1.2 Problems of Lichenometry

There are three general areas of uncertainty in lichenometry, relating to biologi-
cal, environmental, and sampling factors {Jochimsen, 1973).

(a) Biological Factors

Lichens are exceedingly difficult to identify to species level in the field and most
users of lichenometry have no training in lichen taxonomy. Indeed, lichen taxonomy
is itself a contentious subject, which compounds the users’ difficulties. Rbhizocarpon
geographicum is exceedingly similar to Rb. superficiale and Rh. alpicola (King and
Lehmann, 1973) and doubtless many investigations have been based on a mixture of
observations (Denton and Karlen, 1973b). This presents no problem, of course, pro-
viding that the different species grow at similar rates, but generally such factors are
not well known. What evidence there is suggests that growth rates may vary between
species (Calkin and FEllis, 1980; Innes, 1982). Lichen dispersal and propagation rates
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I FIGURE 4.15 Rhizocarpon geographicum, a lichen that grows radially, efiables substrates to be dated if the
growth rate of the lichen is known.This specimen, growing on pyroxene-granulite gneiss in the glacier foreland
of Hogvaglbreen (Jotunheimen, southern Norway) is growing at >1.1 mm a*' (based on measurements from
1981-1996).The calipers are open at 10 cm {photograph kindly provided by J. Matthews, University of Wales,
Swansea).

are also inadequately understood. Many lichens propagate their algal and fungal
cells independently so that it may take some time for two individuals to find each
other and form a new symbiotic union. In other cases, lichens are propagated when
part of the parent breaks off the rock substrate and is blown or washed away to a
new site. In either case, there may be a significant delay between the exposure of a
fresh rock surface and colonization by lichens. Furthermore, even when lichen cells
become established, decades may elapse before the thallus becomes visible to the
naked eye. As time passes, rock surfaces may become virtually covered in lichens and
inevitably this results in competition between individuals; indeed some lichens ap-
pear to secrete a chemical that inhibits growth in their immediate vicinity (Ten Brink,
1973). Such factors seem likely to reduce growth rates as rocks become heavily
lichen-covered and this may give the erroneous impression of a relatively young age
for the substrate.

Finally, as lichens become very old, growth rates may decline. Little informa-
tion is available on senescence in lichens and unfortunately this corresponds to the
part of the growth curve where there is the least dating control. Often growth rates
beyond a certain age (i.e., the final dated control point) are assumed to continue at
a constant rate, whereas in all probability the rate declines with increasing lichen
age. This will lead to (possibly large) underestimates of substrate age; such errors
can be avoided if extrapolation of growth rates is not attempted.
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(b) Environmental Factors

Lichen growth is dependent on substrate type (particularly surface texture) and
chemical composition (Porter, 1981c). Rocks that weather easily, or are friable, may
not remain stable long enough for a slow-growing lichen to reach maturity. Con-
versely, extremely smooth rock surfaces may preclude lichen colonization for cen-
turies and possibly many never support lichens. Extremely calcareous rocks may
also inhibit growth of certain lichens. Measurements should thus be restricted to
lichens growing on similar lithologies whenever possible.

Climate is a major factor affecting lichen growth rates; comparison of growth
rates from different areas suggests that slower growth rates are found in areas of
low temperature, short growing seasons, and low precipitation (Fig. 4.16). How-
ever, both macro- and microclimatic factors are of significance. In particular,
lichens require moisture for growth and the frequency of small precipitation
amounts, even from fog and dew, may be of more significance than annual pre-
cipitation totals. Radiation receipts are also important because they largely deter-
mine rock temperatures. Generally it is impossible to equate such factors on those
rocks used to calibrate the lichen growth curve with rocks that are eventually to
be dated. Commonly, calibration will be carried out on buildings or gravestones
in a valley bottom, whereas the features to be dated are hundreds of meters higher
than the calibration site. Similar problems may be encountered along extensive
fjord systems where conditions at the fjord mouth are less continental than at the
fjord head. Lichen growth is far slower in the more continental locations, even
over distances as short as 50 km, probably due to the lower frequency of coastal
fogs and generally drier climates inland. Increasing elevation also appears to be
significant in reducing growth rates, even though moisture availability might be
expected to increase (Miller, 1973; Porter, 1981c¢). Presumably, this is offset by
longer-lying snow and a reduced growing season due to lower temperatures
(Flock, 1978). All these factors may complicate the construction of a simple
growth curve for a limited geographical area. Further problems arise due to the
possible influence of long-term climatic fluctuations. Apart from the general ef-
fect of lower temperatures in the past, it is quite probable that in the high eleva-
tion and/or high latitude sites where lichenometry is most widely used, periods of
cooler climate resulted in the persistence of snow banks, which would have re-
duced lichen growth rates (Koerner, 1980; Benedict, 1993). Growth curves may
thus not be linear, but rather made up of periods of reduced growth separated by
periods of more rapid growth (Curry, 1969). Lack of resolution in calibration
curves may obliterate such variations, but this could account for apparent “scat-
ter” in some attempts at calibration. There is evidence that such factors have been
of significance in some regions; on upland areas of Baffin Island, for example,
persistence of snow cover during the Little Ice Age is thought to have resulted in
“lichen-free zones,” where lichen growth was either prevented altogether or se-
verely reduced (Locke and Locke, 1977). These zones can be recognized today,
even on satellite photographs, by the reduced lichen cover of the rocky substrate
compared to lower elevations where snow cover was only seasonal (Andrews et
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al., 1976). Similarly, attempts to date moraines that have periodically been cov-
ered by snow for long intervals would give erroneously young ages for the de-
posits (Karlén, 1979).

(c) Sampling Factors

It is of fundamental importance in lichenometric studies that the investigator
locates the largest lichen on the substrate in question, but this is not always some-
thing one can be certain of doing (Locke et al., 1979). Furthermore, very large
lichens are often not circular and may sometimes be mistaken for two individuals
that have grown together into one seemingly large and old thallus. It is also possi-
ble that a newly formed moraine may incorporate debris from rockfalls or from
older glacial deposits; if such debris already supports lichens, and if they survive the
disturbance, the deposit would appear to be older than it actually is (Jochimsen,
1973). A number of innovative methods to improve the reliability of lichenometry
have been proposed (McCarroll, 1994) and these generally provide a firmer statisti-
cal basis for the sampling procedure.

Finally, in establishing a calibrated growth curve for lichens, reference points at
the “older” end of the scale are often obtained from a radiocarbon date on organic
material overridden by a moraine. This date is then equated with the maximum-
sized lichen growing on the moraine today. Such an approach can lead to consider-
able uncertainty in the growth curve. First, dates on organic material in soils
overridden by ice may be very difficult to interpret (Matthews, 1980). Secondly,
there may be a gap of several hundred years between the time organic material is
overridden by a glacial advance and the time the morainic debris becomes suffi-
ciently stable for lichen growth to take place. This would lead to overestimation of
lichen age in a calibration curve. Thirdly, **C dates must be converted to calendar
years, which often results in very large margins of error, especially for the most re-
cent Little Ice Age period, because of the nonlinearity between *C and calendar
ages in this interval. This only amplifies the uncertainties associated with lichen
growth curves such as those shown in Fig. 4.14. In reality, each curve should proba-
bly have an error bar of around 15-20%, perhaps even more for growth curves that
are extrapolated beyond a dated control point (Bickerton and Mathews, 1992;
Beget, 1994).

A consideration of all these factors indicates that caution is needed in using
lichenometry as a dating method, even for establishing relative age. Nevertheless, if
consideration is given to the possible pitfalls, it can provide useful age estimates.
Most problems would result in only minimum-age estimates on substrate stability,
but in some cases, overestimation of age could result. Although it is worth being
aware of the potential difficulties of the method, it is unreasonable to expect that
all of the problems, discussed already, would subvert the basic assumptions of the
method all of the time, and often the potential errors can be eliminated in various
ways. Lichenometry is thus likely to continue to play a role in dating rocky deposits
in arctic and alpine areas, and hence make an important contribution to paleocli-
matic studies in these regions.
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4.3.2 Dendrochronology

Although not a widely used dating technique in paleoclimatology, the use of tree
rings for dating environmental changes has proved useful in some cases (Luck-
man, 1994). The concepts and methods used in dendrochronological studies are
discussed in more detail in Chapter 10 and need not be repeated here. Basically, den-
drochronological studies are used in three ways: (a) to provide a minimum date for
the substrate on which the tree is growing (e.g., an avalanche track or deglaciated
surface); (b) to date an event that disrupted tree growth but did not terminate it; and
(c) to date the time of tree growth, which was terminated by a glacier advance, or a
climatic deterioration associated with a glacier advance (Luckman, 1988, 1995).

The first application is straightforward but to obtain a close minimum date as-
sumes that the “new” surface is colonized very rapidly. This is highly probable in
the case of avalanche zones (indeed, young saplings may survive the event) but in
deglaciated areas surface instability due to subsurface ice melting and inadequate
soil structure may delay colonization for several decades. Different approaches to-
wards estimating the time delay before colonization of recently deglacierized ter-
rain are described by Sigafoos and Hendricks (1961) and McCarthy and Luckman
(1993). Unlike lichens, which may live for thousands of years, trees found on
moraines are rarely more than a few hundred years old. Even when very old trees
are located and dated, it cannot be assumed that they represent first generation
growth. For example, Burbank (1981) found that a moraine on which the oldest
tree was ~750 yr old (dated by dendrochronological methods) was in fact older
than 2500 yr B.P. according to the local tephrochronology.

A more widespread application of dendrochronology involves the study of
growth disturbance in trees. When trees are tilted during their development they re-
spond by producing compression or reaction wood on the lower side of the tree in
order to restore their natural stance. This causes rings to form eccentrically after the
event that tilted the tree; the event can be accurately dated by identifying the year
when growth changes from concentric to eccentric (Burrows and Burrows, 1976).
Such techniques have been used in dating the former occurrence of avalanches (Pot-
ter, 1969; Carrara, 1979) and hurricanes (Pillow, 1931) and the timing of glacier re-
cession {Lawrence, 1950). They have also been successfully applied in more strictly
geomorphological applications, in studying stream erosion rates and soil move-
ments on permafrost (Shroder, 1980).

Valuable insights into the history of glacier advances in the Canadian Rockies
have been obtained by Luckman (1996) using tree snags (partially eroded or dam-
aged trees) or tree stumps, from areas exposed by receding glaciers. By cross-dating
these samples, evidence of formerly more extensive forest in areas only recently
deglacierized has been documented, and the timing of climatic deterioration and
glacier advance has been clearly revealed (Fig. 4.17).
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5.1 INTRODUCTION

The accumulation of past snowfall in the polar ice caps and ice sheets of the world
provides an extraordinarily valuable record of paleoclimatic and paleo-environmental
conditions. These conditions are studied by detailed physical and chemical analyses
of ice and firn (snow that has survived the summer ablation season!®) in cores recov-
ered from very high elevations on the ice surface. In such locations (known as the dry
snow zone; Benson, 1961) snow melt and sublimation are extremely low so that snow
accumulation has been continuous, in some areas for as much as several hundred
thousand years (Dansgaard ez al., 1973). The snowfall provides a unique record, not

10 The metamorphism of snow crystals to firn, and eventually to ice, occurs as the weight of overly-
ing material causes crystals to settle, deform, and recrystallize, leading to an overall increase in unit den-
sity. When firn is buried beneath subsequent snow accumulations, density increases as air spaces between
the crystals are reduced by mechanical packing and plastic deformation until, at a unit density of about
830 kg m~3, interconnected air passages between grains are sealed off into individual air bubbles (Herron
and Langway, 1980). At this point, the resulting material is considered to be ice. The depth of this
transition varies considerably from one ice body to another, depending on surface temperature and accu-
mulation rate; for example, it does not occur until about 68m depth at Camp Century, Greenland, and
~100 m at Vostok, Antarctica; thus “ice cores” sensu stricto are actually firn cores near the surface (see
Table 2.2 in Paterson, 1994). This distinction is not very important except in the reconstruction of past
atmospheric composition (see Section 5.4.3) and the term ice core will henceforth be used to refer to
both ice and firn core sections.

125
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- TABLE 5.1 Principal Sources of Paleoclimatic Information from Ice Cores

Parameter Analysis

Paleotemperatures

Summer Melt layers
Annual? Days with snowfall? 8D, 8130
Humidity Deuterium excess (d)
Paleo-accumulation (net) Seasonal signals, 1°Be
Volcanic activity Conductivity, nss. SO,
Tropospheric turbidity ECM, microparticle content, trace elements
Wind speed Particle size, concentration
Atmospheric composition: long-term CO,, CH,, N,O content, glaciochemistry
and man-made changes
Atmospheric circulation Glaciochemistry (major ions)
Solar activity 10ge

only of precipitation amounts per se, but also of air temperature, atmospheric
composition (including gaseous composition and soluble and insoluble particu-
lates), the occurrence of explosive volcanic eruptions, and even of past variations
in solar activity (Table 5.1). At present, several dozen cores spanning more than
1000 yr of record have been recovered from ice sheets, ice shelves, and glaciers in
both hemispheres (Figs. 5.1 and 5.2). In a number of these cases, cores extend to
bedrock and contain debris from the ice/sub-ice interface (Herron and Langway,
1979; Koerner and Fisher, 1979; Gow et al., 1979, 1997). About 15 cores extend
back into the last glaciation (Table 5.2) and several of these reached the penulti-
mate glaciation.

Paleoclimatic information has been obtained from ice cores by four main ap-
proaches. These involve the analysis of (a) stable isotopes of water and of atmos-
pheric O,; (b) other gases from air bubbles in the ice; (c) dissolved and particulate
matter in firn and ice; and (d) the physical characteristics of the firn and ice
{Oeschger and Langway, 1989; Lorius, 1991; Delmas, 1992; Raynaud et al., 1993).
Each approach has also provided a means of estimating the age of ice at depth in
ice cores (Section 5.3).

5.2 STABLE ISOTOPE ANALYSIS

~ The study of stable isotopes (primarily deuterium and '#0) is a major focus of paleo-
climatic research. Most work has been on stable isotope variations in ice and firn,
and in the tests of marine fauna recovered from ocean cores. However, increasing
attention is being placed on other natural isotope recorders, such as speleothems
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L TABLE 5.2 Locations of Ice Cores with Records Going Back into the Last Glaciation®

Drill Site Location® Max. Depth (m)
Camp Century N.W. Greenland 1387
GISP2 (Summit) C. Greenland 3053
GRIP C. Greenland 3029
Dye-3 S. Greenland 2037
Renland E. Greenland 324
Agassiz N. Ellesmere Island 338
Devon Devon Island 299
Barnes Baffin Island

Penny Baffin Island 334
Byrd West Antarctica 2164
J9 (Ross ice shelf) West Antarctica

Dome C East Antarctica 905
Vostok East Antarctica 3350
Law Dome East Antarctica 1203
Taylor Dome East Antarctica 375
Dome Fuji East Antarctica 2500
Dunde Western China 140
Guliya Western China 309
Huascarin Peru 166
Sajama Bolivia 133
Dasuopu Western China 168

2 Other short cores (<100 m) and surface samples from ice sheet margins in Greenland and Antarc-
tica have also recovered ice from the last glacial period.
b See Figures 5.1 and 5.2 for locations.
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(stalactites and stalagmites), tree rings, ostracods, and peat (Swart ef al., 1993). In
this section a brief introduction to the theory behind stable isotope work is
provided and applications to ice-core analysis are discussed. The importance of sta-
ble isotopes in other branches of paleoclimatic research are dealt with in Chapters
6, 7, and 10.

Water is the most abundant compound on Earth. The primary compound in all
forms of life, it is perhaps the most important agent in weathering, erosion, and
geological recycling of materials, and, of course, plays a crucial role in the global en-
ergy balance. The study of “fossil water,” either directly in the form of firn and ice,
or indirectly through materials deposited from solution in “fossil water” (e.g., speleo-
thems) thus has important implications in many aspects of paleo-environmental
reconstruction. )

In common with most other naturally occurring elements, the constituents of
water, oxygen, and hydrogen may exist in the form of different isotopes. Isotopes
result from variations in mass of the atom in each element. Every atomic nucleus is
made up of protons and neutrons. The number of protons in the nucleus of an ele-
ment (the atomic number) is always the same, but the number of neutrons may
vary, resulting in different isotopes of the same element. Thus, oxygen atoms
(which always have 8 protons) may have 8, 9, or 10 neutrons, resulting in three
isotopes with atomic mass numbers of 16, 17, and 18, respectively (16O, 70, and
180). In nature these three stable isotopes occur in relative proportions of 99.76%
(1%0), 0.04% (170), and 0.2% (180). Hydrogen has two stable isotopes, 'H and 2H
(deuterium) with relative proportions of 99.984% and 0.016%, respectively. Con-
sequently, water molecules may exist as any one of nine possible isotopic combina-
tions with mass numbers ranging from 18 ('H, °O) to 22 (°H, '0). However, as
water with more than one “heavy” isotope is very rare, generally only four major
isotopic combinations are common, and only two are important in paleoclimatic
research (HZH!®O, generally written as HDO, and H,!30).

The basis for paleoclimatic interpretations of variations in the stable isotope
content of water molecules is that the vapor pressure of H,'¢O is higher than that
of HD'O and H,'80 (10% higher than HDO, 1% higher than H,'®0O). Evapora-
tion from a water body thus results in a vapor that is poorer in deuterium and 30
than the initial water; conversely, the remaining water is (relatively speaking) en-
riched in deuterium and 30. At equilibrium, for example, atmospheric water vapor
contains 10 %o (parts per thousand or per mil) less 'O and 100 %o less deuterium
than mean ocean water. When condensation occurs, the lower vapor pressure of
HDO and H,'80 results in these two compounds passing from the vapor to the lig-
uid state more readily than water made up of lighter isotopes. Hence, compared to
the vapor, the condensation will be enriched in the heavy isotopes (Dansgaard,
1961). Further condensation of the vapor will continue this preferential removal of
the heavier isotopes, leaving the vapor more and more depleted in HDO and H,'#0
(Fig. 5.3). As a result, continued cooling will give rise to condensate with increas-
ingly lower HDO and H, 80O concentrations than when the condensation process
first began. The greater the fall in temperature, the more condensation will occur
and the lower will be the heavy isotope concentration, relative to the original water
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source (Fig. 5.4). Isotopic concentration in the condensate can thus be considered
as a primary function of the temperature at which condensation occurs (subject to
certain reservations to be noted in Section 5.2.2).

5.2.1 Stable Isotopes in Water: Measurement and Standardization

In the majority of paleoclimatic studies using stable isotopes, oxygen is generally
the element of primary interest, though deuterium is important in ice core research.

In oxygen isotope work, the water sample is isotopically exchanged with carbon
dioxide of known isotopic composition:

1H,180 + 12C160, = 1H,160 + 12C160180

The relative proportions of 1*O and 80 in carbon dioxide from the sample are then
compared with the isotopic composition of a water standard (Standard Mean
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- FIGURE 5.4 Schematic diagram to illustrate isotopic depletion of water vapor en route to the Antarctic
ice sheet. As an air mass cools, precipitation produced is preferentially enriched in '80, leaving the remaining va-
por relatively depleted. Consequently, with further condensation, the precipitation contains less and less 2O
(i.e., lower 3'30 values). This isobaric effect is accentuated by uplift (adiabatic) effects over the ice sheet itself,
so that the lowest delta 80O values are found in the ice-sheet interior (Dansgaard et al, 1971; Robin, 1977).

Ocean Water or SMOW 1) and the results expressed as a departure (8'30) from this
standard, thus
3180 = (180 /*O)sample — (¥0/'*0)SMOW
(**0/1%0)SMOW

X 10° %o

1 In order that isotopic analyses in different laboratories be comparable, a universally accepted stan-
dard is used, known as SMOW (Standard Mean Ocean Water; Craig, 1961b). This is not an actual oceanic
water sample, but is based on a US National Institute of Standards and Technology distilled water sample
(NIST-1). However, the zero point on the SMOW scale has been adjusted so that it is more or less equiva-
lent (—0.1%o) to the isotopic composition of real ocean water (measured in samples from depths of 200-
500 m in the Atlantic, Pacific, and Indian Oceans; Epstein and Mayeda, 1953). Isotopic studies based on
carbonate fossils use as a standard a Cretaceous belemnite from the Peedee Formation of North Carolina
(PDB-1). Carbon dioxide released from PDB-1 = + 0.2%o relative to CO, equilibrated with SMOW (Craig,
1961b). Recent updates to international reference standards are described by Coplen (1996).
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All measurements are made using a mass spectrometer and reproducibility of results
within = 0.1%o is generally possible.

A 330 value of -10 therefore indicates a sample with an 180/160 ratio 1% or
10%o less than SMOW. Under our present climate, the lowest 8180 value recorded
in natural waters is ~—58%o (—~454%o in 8D) in snow from the highest and most re-
mote parts of Antarctica (Qin et al., 1994).

5.2.2 Oxygen-18 Concentration in Atmospheric Precipitation'?

In Section 5.2.1, and Fig. 5.3, the isotopic composition of water in equilibrium with
water vapor was considered. In reality, we cannot consider the process to be always
at equilibrium between vapor and condensate, nor can the process be considered to
occur in isolation. Exchanges between atmospheric water vapor, water droplets in
the air, and water at the surface (which may be isotopically “light”) do occur con-
tinuously, so this complicates any simple temperature-isotope effect that we might
expect to find (Koerner and Russell, 1979). There are also kinetic effects on frac-
tionation that occur during evaporation and condensation, and the latter can be es-
pecially important at very low temperatures (see Section 5.2.5). Overall, the 130
content of precipitation depends on

(a) the 180 content of the water vapor at the start of condensation (this could
be very low if evaporation occurred over an inland lake or ice body where
13 concentrations are less than mean ocean water);

(b) the amount of moisture in the air compared to its initial moisture content;

{c) the degree to which water droplets undergo evaporation en route to the
ground and whether any of this re-evaporated vapor re-enters the precipi-
tating air mass (Ambach et al, 1968);

(d) the temperature at which the evaporation and condensation processes take
place; and

(e) the extent to which clouds become supersaturated, with respect to ice, at
very low temperatures.

In spite of these complications, empirical studies have demonstrated that geo-
graphical and temporal variations in isotopes do occur, reflecting temperature ef-
fects due to changing latitude, altitude, distance from moisture source, season, and
long-term climatic fluctuations (Dansgaard et al., 1973; Koerner and Russell, 1979;
Petit et al., 1991). As any interpretation of ice-core isotopic records is rooted in an
evaluation of these factors, it is important to consider them in more detail.

5.2.3 Geographical Factors Affecting Stable Isotope Concentrations

For the last 30 years or so, precipitation samples from many locations throughout the
world have been analyzed for their $'80 content (Rozanski et al., 1992, 1993). Fig-
ure 5.5 shows that 8'%0 values of January and July precipitation generally reflect the
distribution of temperature, decreasing at higher latitudes and at higher elevations

12 In this section, 8130 is generally referred to, but the same principles apply to variations in 3D.
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(e.g., in the high interior parts of Greenland and in the Andes). The influence of the
Gulf Stream is also apparent on the January map (Lawrence and White, 1991).
Changes in temperature from winter to summer are also reflected in 3'80, and this
leads to an annual cycle in 8'80 of snowfall that can be used to count annual accu-
mulation layers in ice cores (see Section 5.3.2).

Figure 5.5 indicates a strong latitudinal influence on 5!0. Lower 830 values are
found at higher latitudes as a result of the loss of heavy isotopes in water condensed
en route to those regions. This is sometimes referred to as an isobaric effect, implying
a systematic change brought about by overall cooling at a particular level in the at-
mosphere, rather than cooling brought about by a change in elevation (adiabatic
cooling). With increasing elevation, adiabatic cooling of the precipitating air mass
leads to precipitation that is more and more depleted in 180 due to preferential re-
moval of the heavier isotope in the condensation process. For example, the Quelccaya
Ice Cap in Peru receives moisture that has undergone adiabatic cooling as the air rises
over the Andes from the Amazon Basin. This uplift reduces 3'%0 in precipitation by
~11%o (Grootes et al., 1989). On large ice sheets, the adiabatic effect is superimposed
on a “distance from moisture source” factor that results in lower 3130 concentrations
as the distance from oceanic moisture sources increases (Koerner, 1979). Hence, at
high elevations in central Antarctica, thousands of kilometers from the southern
oceans, atmospheric precipitation has the lowest heavy isotope concentrations of any
natural water occurring today (Morgan, 1982; Qin et al., 1994).

These different influences on 880 in precipitation lead to the geographical pat-
terns seen in Fig. 5.5. There is a very strong correspondence between temperature
and 8180 in extra-tropical regions (Fig. 5.6). The overall 3!30-surface temperature
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- FIGURE 5.6 Annual 8'%0 in precipitation in relation to mean annual temperature at the same site, based

on data from the International Atomic Energy Authority (Jouzel et al, 1994).
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relationship for locations in the extra-tropics (regions with mean annual tempera-
tures <15 °C) is

3180 = 0.64T —12.8

but this varies geographically (Jouzel ez al., 1987b; 1994). In the colder regions of
Antarctica, the slope of this relationship is greater (~0.8, on average). At low lati-
tudes, 880 is not related to temperature, but is more a function of precipitation
amount (Dansgaard, 1964; Rozanski ez al., 1993). Significant departures from the re-
gression may be expected in certain circumstances (Hage et al., 1975): (a) if precipita-
tion occurs in an area where very stable (i.e., inversion) conditions are common,
surface temperatures will be lower than expected from the regression (and conversely,
3180 values will appear anomalously high); and (b) if local precipitation is derived
from water that was re-evaporated from a source with an already low 8'%0 content
(e.g. freshwater lake or snow cover) the mean annual $'80 value may fall below the
regression line, perhaps by as much as 10%. for complete re-evaporation of precipi-
tated water) (Koerner and Russell, 1979).

5.2.4 Calibrating 5'30 for Paleotemperature Reconstruction

A number of studies in Antarctica have shown that there is a strong relationship
between 3180 of snowfall and temperature on a daily (storm event) basis. How-
ever, strong surface-based temperature inversions essentially decouple the surface
from the atmospheric circulation above the ice cap; temperatures are often much
lower at the surface (®,) than at the top of the inversion (®,) and on average, @, =
0.67®_ - 1.2 (Jouzel and Merlivat, 1984). Hence, there is a much stronger rela-
tionship between @, (or cloud temperatures above the inversion) and 8'%0, than
between surface temperature and the isotopic content of snowfall. This was first
demonstrated by Picciotto et al. (1960), who found a relationship between the
mean temperature within precipitating clouds at King Baudouin Station, Antarctica
(Fig. 5.7) and the isotopic composition of snowfall at the surface (380 = 0.9T + 6.4,
where T is in the range +5 °C to =30 °C). Subsequently, Aldaz and Deutsch (1967)
conducted a similar study at the South Pole, in which isotopes in snow samples col-
lected during the course of a year were compared with temperatures at the surface
and up to 500 mb. They found a relationship between 8'80 values and condensa-
tion level temperatures (¢) such that 80 = 1.4z + 4.0 (where ¢ is in the range =25 to
-50 °C). These results were confirmed by Jouzel et al. (1983), who found that cor-
relations between mean annual 8D and surface temperature at the South Pole were
not as good as with temperatures just above the inversion layer.

These process-based studies are important in testing the statistically based rela-
tionships evident in long-term measurements from around the globe (see Fig. 5.6)
with data from the polar ice sheets. However, with few exceptions (Steffensen,
1985) studies of 8'%0 in polar regions rely on the spatial relationship, which has
been observed between 8130 in surface snowfall and mean annual temperature de-
rived from 10-m depths (where the annual temperature cycle has been damped to
near zero). Such data are derived from a geographically extensive network of ice
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FIGURE 5.7 Isotopic composition (3'%0) in snowfall compared to the corresponding temperature in the
precipitation cloud (Picciotto et al, 1960).

cap sites. In looking at mean annual or mean monthly temperatures and corre-
sponding 'O values, the difficult problems associated with the development of
precipitation and the processes occurring in clouds on a storm-to-storm basis are
avoided. In effect, it is assumed that mean condensation temperature and mean an-
nual temperature vary in parallel. Why this should be so is hard to understand;
most snowfall on polar ice sheets results from a small number of synoptic events oc-
curring on only a fraction of days per year (generally <50%) so mean annual tem-
perature, which is greatly influenced by strong surface inversions in dry winter
months, should have little in common with 8180 values in the ice cores (Peel et al.,
1988). Nevertheless, empirical observations do show that mean annual 3'%0 values
and mean annual temperature are strongly correlated in the spatial domain, as
shown in Fig. 5.6. Whether this relationship can be applied to the temporal
domain, to convert variations in 330 or 3D over time to changes in mean annual
temperature, is an important issue (and one that also applies to many other paleo-
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climate proxies). Cuffey ez al. (1994, 1995) used borehole temperatures at GISP2 to
examine this question. The down-hole temperature profile represents the thermal
history of the site that is, in a sense, buried with the accumulating snow. The down-
core 3180 record represents another measure of that thermal history. By developing
a model that optimizes the fit between these two records, Cuffey et al. were able to
resolve the long-term relationship (over the past 600 yr) between 880 and temper-
ature (380 = 0.53T — 18.2%o). However, longer-term changes (over the last glacial-
interglacial cycle) using a deeper borehole record produced a solution of 820 =
0.33T - 24.8%o. These differences must be considered in terms of the temporal
scale, or frequency domain of interest. The large range in estimates of the slope (a)
of the 3!80-temperature relationship may be related to the various timescales being
considered. On the timescale of individual storm events a = 21; for monthly to an-
nual values, a = ~0.65, and even lower values of a seem to be appropriate when
considering changes over longer timescales. Thus, in comparing changes averaged
over decades to millennia, 8130 = 0.5T and over even longer periods of time (sev-
eral to tens of millennia) 330 =~ 0.35T (Boyle, 1997). On this basis, Cuffey et al.
(1995) interpreted the overall glacial to interglacial temperature change at GISP2 as
+14-16 °C, considerably greater than previous estimates (which had relied on 3130
= 0.65T). For short-term (abrupt) changes in 8120, higher values of a are probably
more appropriate; thus Dansgaard et al. (1989) used a = 0.65 when interpreting
abrupt changes in 8'80, giving mean annual temperature changes of ~7 °C within
50 yr. Such an interpretation implicitly assumes that the factors that influence mod-
ern patterns operated essentially unchanged (or at least with the same overall gradi-
ents) as they do today; changes in moisture source, or in the seasonal distribution
of precipitation are not considered to be important. However, a change in the tim-
ing of precipitation could be particularly important, as mean temperatures change
in the Spring and Fall by several degrees Celsius per week; a shift in precipitation
events by only a few weeks could result in large changes in 880 without any real
change in mean annual temperature (Steig et al., 1994). Similarly, changing source
regions for precipitation could also account for the abrupt isotopic shifts (Charles
et al., 1994; Kapsner et al., 1995). Indeed, the rapid changes seen in Greenland ice
cores during the last glaciation are associated with changes in other parameters
{e.g., dust and Ca** levels), which suggests that the precipitation source regions did
vary.

Many other factors affecting 8'%O at a location today have not been constant
over time. During glacial periods, ice thicknesses gradually increased on many ice
sheets, resulting in lower 8'80 values at the surface because of the increase in eleva-
tion, However, this may not have been the case everywhere; there is evidence that
both the GISP2 and Vostok sites were lower in the LGM (due to lower accumula-
tion rates during colder times) so this could have led to less adiabatic cooling and
higher 8'30 levels (Lorius et al., 1984; Cuffey and Clow, 1997). More extensive sea
ice during glacial periods would effectively have increased distance to moisture
sources, leading to lower 8180 values in isolated continental interiors (Kato, 1978;
Bromwich and Weaver, 1983). Furthermore, during glacial periods the isotopic
composition of ocean water itself changed (a 8130 value of ~1.1%o. higher than
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today) due to the storage of water depleted in 'O in large ice sheets (Labeyrie et al.,
1987; Shackleton, 1987). Finally, as temperatures fell to very low levels in some re-
gions, 880 would decrease more rapidly for a given drop in temperature, because
of the curvilinear nature of the 880-temperature relationship (Fig. 5.8). Any inter-
pretation of isotopic values in ice cores must consider all these factors, which
undoubtedly have had an effect on the isotopic composition of high-latitude precip-
itation over time.

One approach to understanding how these various factors have interacted to
influence the isotopic content of precipitation in the past is to use general circula-
tion models (GCMs) with isotopic tracers in the hydrological cycle (Joussaume
et al., 1984). Results from simulations with modern boundary conditions compare
very well with observations (Jouzel et al., 1987b, 1991). Running the models with
glacial age boundary conditions suggests that there was little change in 8180 equa-
torward of 40° N or 50° S at the last glacial maximum (LGM) but that there were
large decreases in 8180 at higher latitudes (Fig. 5.9) (Joussaume and Jouzel, 1993;
Jouzel et al., 1994; Charles et al., 1994).

-zoL

=
(@)
=
S
& -30fF
@K

-40f

_50-—

-6 L/ I o 1

S —T) =) 20 =10 9 6

7 (°C)

- FIGURE 5.8 Relationship between oxygen isotope ratio (8'®0) and temperature of condensation level in

samples of Antarctic precipitation. Curves A and B are based on empirical observations at King Baudoin base
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I FIGURE 5.9 Differences between modern observed 8'°0 in annual precipitation (using the same data as
in Figs. 5.5 and 5.6) and simulated values for the last glacial maximum (LGM). Largest differences are associated
with the polar ice sheets; in the intertropical zone, LGM values are actually higher than modern values, possibly
reflecting a direct effect of higher 8'80 values in the ocean at that time. However, the tropical values are incon-
sistent with 8'80 in LGM groundwater in North Africa. Further data are needed to resolve this discrepancy
(Jouzel et al, 1994).

5.2.5 Deuterium Excess

On a global scale, fractionation of oxygen and hydrogen during evaporation and
precipitation processes approximates a well-defined relationship, whereby 8D =
83180 +10. This defines what is termed the meteoric water line (Craig, 1961c),
which in effect characterizes the “normal” equilibrium conditions that exist between
8180 and 8D. The offset value (10 in this case) is termed the deuterium excess (d,
where d = 3D - 88'80). However, deuterium excess varies under non-equilibrium
conditions, providing information not available from 80 and 3D alone.

Values of d vary because of kinetic effects occurring at both the evaporation
and condensation stages of the water cycle. During evaporation, higher rates of dif-
fusion to the water surface of molecules containing light isotopes leads to an in-
crease in the light isotope content of water vapor, relative to the water source. This
effect is in addition to the fractionation effect caused by the lower vapor pressure of
water containing heavier isotopes (discussed in the preceding section). However,
because of the different masses of HDO and H,'#0, the kinetic effect is slightly
greater for H,'30 than for HDO, resulting in changes of d when conditions deviate
from equilibrium. Thus, when there is strong mixing of the surface waters (by higher
wind speeds) or when relative humidities increase (reducing evaporation rates)
or when water temperatures decrease (also reducing evaporation rates) the kinetic
effect is reduced and values of d in precipitation will be lower. Thus, Jouzel et al.
(1982) interpreted low values of deuterium excess (d = 4%o) in the pre-Holocene
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section of an ice core from Dome C, Antarctica, as indicative of higher relative hu-
midities and/or higher wind speeds in the water vapor source regions than during
the Holocene (when d = 8%o). Increased levels of Na* (from sea salt) and aeolian
dust confirmed that wind speeds and humidities were probably higher in glacial
time than in the Holocene.

A model of the isotopic fractionation of precipitation, based on the Rayleigh dis-
tillation process described earlier, works well at temperatures above ~ =10 °C, but
under the colder conditions common in Greenland and Antarctica, the simple model
cannot explain the observed 8D ~ 8130 relationship, or the isotope-temperature
gradients. At such low temperatures, clouds become supersaturated with respect to
ice and the transition from water vapor in clouds directly to ice crystals is the princi-
pal mode of precipitation formation. However, the lower molecular diffusivity of
water molecules containing heavier isotopes (HDO, H,'80) leads to the preferential
condensation of isotopically light water molecules on the ice crystals. This is analo-
gous to the kinetic fractionation effect that occurs at the ocean surface during
the process of evaporation. By taking this additional kinetic effect into account, a
much better fit between modeled and observed deuterium excess values, and a real-
istic isotopic-temperature relationship is obtained for snow forming at very low
temperatures (Jouzel and Merlivat, 1984). Unfortunately, snowfall deposited on
polar ice sheets has generally undergone a complex history; the transition temper-
ature at which clouds become primarily made up of ice crystals rather than water
vapor is not well known, yet this significantly influences the value of d (Fisher
1991, 1992).

Models of isotopic fractionation taking into account kinetic effects during
evaporation and snow formation can be used to constrain the uncertainties inher-
ent in these processes, providing good simulations of observed variations (Jouzel
and Merlivat, 1984; Petit et al., 1991; Fisher, 1992). Petit et al. (1991), for example,
show that the observed relationship between d and 8D in East Antarctica could only
be accounted for if initial sea surface temperature at the air mass source region was
between 15 and 22 °C, corresponding to latitudes 30-40° S (Fig. 5.10). Changes in
humidity in the source region are of secondary importance, but are of more signifi-
cance at higher values of 8D (warmer, lower elevation sites in Antarctica). Of
course, it is unrealistic to expect that the moisture source for Antarctic snow is con-
fined to only one latitudinal band, and this factor has also been modeled. Simula-
tions in which moisture was added to the air mass as it passed from 30-40° S to
Antarctica give results that are consistent with observations, suggesting that up to
30% of moisture originates from areas with SSTs <10 °C (Petit et al., 1991). This
model thus provides strong support that mid-latitudes are the primary moisture
source for at least the interior of Antarctica, with smaller contributions from re-
gions at higher latitudes. '

On the other hand, experiments with the NASA/GISS general circulation model
incorporating deuterium (which can be traced back to each ocean basin) suggest
that the average source region SST for Antarctic mid-winter precipitation is consid-
erably lower, in the range 9-14 °C (Koster et al., 1992). Further experiments on to-
tal annual precipitation may help to resolve these differences. Whatever the solution
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30-40° S correspond to SSTs of ~15-21° S (Petit et al,, 1991).

is, small seasonal variations in d (+ 5%.) in snowfall at the South Pole seem to indi-
cate that the process of delivering snow to this location involves fairly consistent
pathways from the moisture source, year-round. Similar conclusions were reached
by Johnsen et al. (1989) for the higher elevations of Greenland, though Fisher
(1992) found that the isotopic content of snow at the summit region of the ice sheet
(Créte) was not compatible with a single moisture source, and that a mixture of
moisture from the east (2/3) and west (1/3) seemed probable. This conclusion is
similar to that reached by Charles et al. (1994} using a GCM with isotopic tracers
in the model’s hydrological cycle. When glacial age boundary conditions were im-
posed on the model, source regions changed; the southern part of the ice sheet was
dominated by North Atlantic moisture sources, and the northern part by North Pa-
cific moisture. With the incorporation of isotopic tracers into other general circula-
tion models, it should be possible to gain further insights into fractionation
processes occurring today, providing greater confidence in the interpretation of past
changes observed in ice core records (Jouzel et al., 1993a).

Variations in deuterium excess in relation to 8'%0 and 8D also shed light on the
abrupt changes observed in Greenland ice cores during the LGM. Unlike the situa-
tion in the Antarctic Dome C record, during the coldest episodes of the LGM, d was
no lower than in the Holocene (d = 8%o), suggesting that conditions in the moisture
source were no different than today, with most of the moisture originating in the
subtropical Atlantic. However, when there were abrupt shifts to warmer conditions
(higher values of 8!130) d became lower (by 4-5%0). Temperatures in the moisture
source region must therefore have been lower in the milder episodes (and/or
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humidities and/or wind speeds were higher). Johnsen et al. (1989) explain this counter-
intuitive conclusion by suggesting that the milder periods of the LGM were asso-
ciated with an abrupt shift in oceanic conditions in which the sea ice boundary
rapidly retreated northward, revealing colder waters that acted as a local moisture
source near to the ice sheet. Subsequently, as water temperatures increased, deu-
terium excess values became higher.

Variations in d will be better understood when a transect or network of ice
cores across the major ice sheets becomes available, because unique explanations
are generally not possible with only one record. Nevertheless, it is clear that a con-
sideration of deuterium excess together with 8D and 8180 will provide new insights
into paleoclimatic conditions which cannot be obtained from dD or 8'%0 alone.

5.3 DATING ICE CORES

One of the most important problems in any ice-core study is determining the age-
depth relationship. Many different approaches have been used and it is now clear
that very accurate timescales can generally be developed for at least the last 10,000~
12,000 yr if accumulation rates are high enough. Prior to that, there is increasing
uncertainty about the age of ice, but new approaches are constantly improving age
estimates, allowing comparisons with other proxy records to be made with more
confidence (see Section 5.4.5). Furthermore, many of the methods that have been
investigated in order to improve the dating of ice cores have themselves produced
important paleoclimatic information. Some of the principal methods used and their
paleoclimatic implications are now reviewed.

5.3.1 Radioisotopic Methods

Several different radioactive isotopes have been analyzed in ice cores in an attempt
to provide quantitative chronological methods for dating ice. These include: 1°Be,
14C, 36Cl, ¥Ar, 3'Kr, and 219Pb (Stauffer, 1989). At present, however, apart from
210Ph and 'C analysis, radioisotopic dating of ice and firn is not a routine opera-
tion and other stratigraphic techniques are generally preferred.

The 21°Pb (half-life: 22.3 yr) is washed out from the atmosphere as a decay
product of 222Rn (see Fig. 3.21). It has been used successfully in studies of snow ac-
cumulation over the last 100~-200 yr, providing an important perspective on the
very short accumulation records otherwise available in remote parts of Antarctica
and Greenland (Crozaz et al., 1964; Dibb and Clausen, 1997). The AMS C dates
on CO, enclosed in air bubbles in ice can be obtained from ice samples as small as
10 kg (equivalent to a conventional ice core ~1.5 m in length) though precision is
improved with larger samples (Andrée et al., 1986). Unfortunately, the dates on
CO, obtained may differ from the age of the enclosing ice by hundreds, or thou-
sands, of years because of the time delay before gas bubbles become entirely sealed
from the atmosphere (see Section 5.4.3). This problem limits the value of *C dates
on ice core samples.
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5.3.2 Seasonal Variations

Certain components of ice cores show quite distinct seasonal variations, which en-
able annual layers to be detected. These can then be counted to provide an ex-
tremely accurate timescale for as far back in time as these layers can be detected.
Where uncertainties exist in one seasonal chronology, a comparison with other pa-
rameters enables accurate cross-checking to be accomplished, thereby reinforcing
confidence in the timescale produced (Hammer et al., 1978). For example, annual
layer counts (back to 17,400 yr ago) have been carried out on the GISP2 ice core
from Summit, Greenland, using a combination of, inter alia, visual stratigraphy,
electrical conductivity measurements (ECM), laser light scattering (from dust) oxy-
gen isotopes, and chemical variations in the ice (Meese et al., 1995, 1997). When
compared to the independently derived chronology from the nearby GRIP ice core,
the two records match to within 200 yr back to 15,000 calendar yr B.P. (Taylor et
al., 1993a).!3 However, at greater depths the counts diverge significantly as the dif-
ficulty of unequivocally identifying annual layers increases. In this section, the
different types of information used in layer counting are discussed.

Visual stratigraphy: visual stratigraphy provides a “first cut” at identifying an-
nual increments in an ice core. Cores are examined on a light table to identify
changes in crystal structure and the presence of dust layers. In the GISP2 ice cores,
a distinctive coarse-grained depth hoar layer, characteristic of each summer, can be
seen (Alley et al., 1997a). In cores from the Quelccaya ice cap, Peru, a pronounced
dust layer, which is diagnostic of conditions from May—August, permits the count-
ing of annual layers (Thompson et al., 1985).

8180: Because of the greater cooling that occurs in winter months, much lower
3180 concentrations are found in winter snow than in summer snow. This results in
a very strong seasonal signal that can be used as a chronological tool, providing ac-
cumulation rates are reasonably high (25 c¢m water equivalent per year), wind
scouring of snow is not severe, and no melting and refreezing of snow and firn has
occurred. In effect, the annual layer thickness can be identified by counting each
couplet of high and low 380 values from the top of the core downward (Fig. 5.11).
Unfortunately, at increasing depths in polar ice sheets the amplitude of the seasonal
signal is reduced until it is eventually obliterated. In the upper layers, where density
is <0.55 g cm™, this results from isotopic exchange between water vapor and firn.
In lower, denser layers, where air channels are closed off, obliteration results from
diffusion of water molecules within the ice. This process is accelerated due to thin-
ning by plastic deformation as the annual layers approach bedrock; thinning in-
creases isotopic gradients in the ice, making molecular diffusion more effective in
obliterating the seasonal variations (see Fig. 5.11).

In cores where seasonal isotopic differences are still preserved down to dense
firn and ice layers, further smoothing due to molecular diffusion is so slow that the
signal may then be preserved for thousands of years. This does not occur in most of

13 For the GISP2 ice core, multi-parameter dating cross-checked with various independent reference
horizons, suggests that the age of the ice is known to within <1% for the last 2000 yr, increasing to 2%
by ~40,000 yr B.P., to 10% by 57,000 yr B.P. and up to 20% by ~110,000 yr B.P. (Meese et al., 1997).
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Antarctica, though, because of low accumulation rates (generally <25 cm water
equivalent per year), which result in the seasonal signal being “lost” at relatively
shallow depths. In many cases, removal of seasonal (or indeed annual) accumula-
tion by wind scouring may occur, destroying any seasonal signal entirely. On tem-
perate glaciers and ice caps, where snowmelt and percolation of meltwater takes
place, it is also impossible to detect a reliable seasonal isotopic signal. In these con-
ditions, seasonal differences in both 8D and 830 are rapidly smoothed out (within
a few meters of the surface) due to isotopic exchange as the ice recrystallizes (Arna-
son, 1969).

Microparticles and glaciochemistry: Detailed studies of microparticulate matter
and ice chemistry (major ions and trace elements) in ice cores from Antarctica and
Greenland reveal pronounced seasonal variations (Fig. 5.12). In Greenland,
microparticles increase to a maximum in late winter-early spring, presumably as a
result of a more vigorous atmospheric circulation at this time of year. Conversely,
microparticle frequency minima are generally observed in autumn. There are simi-
lar seasonal variations in various cations and anions (e.g., sodium, calcium, nitrate,
chloride) with spring concentrations of these ions commonly greater than at other
times of the year (Hammer, 1989).

Compared to the diffusion rate of water molecules, which leads to obliteration
of the seasonal 8!80 record at depth, diffusion of microparticles and metallic ions is
essentially zero. Hence the counting of seasonal variations may allow dating of ice
back to late Wisconsin time, or perhaps even earlier. This approach is particularly
useful in areas where accumulation rates are so low that seasonal isotopic differ-
ences are rapidly lost at depth. For example, in parts of Antarctica, the concentra-
tion of sodium ions (Na*) varies markedly, due to pronounced seasonal changes in
the influx of marine aerosols (Herron and Langway, 1979; Warburton and Young,
1981). At Vostok, in eastern Antarctica, Na* concentrations reach a maximum in
summer layers, due to sublimation of snow, leaving higher residual ionic concentra-
tions (Wilson and Hendy, 1981). These variations are visible far below the level at
which seasonal 8180 variations become obliterated, and can even be detected at
~950 m depth in the Vostok ice core.

One difficulty in microparticle and trace element analysis is to ensure that the
sample size selected is small enough to detect intra-annual changes. Near the sur-
face, this is not a big problem, but in ice from very deep ice cores (where the actual
thickness of an annual layer is not accurately known) intense lateral and vertical
compressive strain may result in dust layers being merged together so that they can-
not be adequately distinguished. This is particularly true if the strain rates of dirty
ice and of clean ice are very different, as suggested by Koerner and Fisher (1979).
Non-destructive laser light scattering can be used to produce a continuous record of
dust variations in an ice core (Ram and Illing, 1995) but the problem of identifying
each annual layer remains. This can lead to an underestimation of ice age at depth
if the microparticle variations observed represent several years rather than seasonal
variations. Fortunately, independent corroboration of age estimates can generally
be achieved using multiple indicators, though difficulties increase greatly at depth.
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- FIGURE 5.12 A section of an ice core from Site A, central Greenland, showing interannual variations in

some parameters commonly used in dating. Seasonal peaks are seen in most records, though occasional uncer-
tainties are apparent. Usually such uncertainties can be resolved by cross-referencing the records. In this way
seasonal counting can be used to date the upper sections of ice cores (Steffensen, 1988).
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Electrical conductivity measurements (ECM): ECM provides a continuous
record of ice acidity by recording the ability of ice to conduct an electrical current.
A current with a large potential difference is passed between two electrodes in con-
tact with the surface of the ice core (1250 V was used on the GRIP and 2100 V on
the GISP2 ice cores). When the ice contains strong acids from volcanic eruptions,
ECM is high; layers containing alkaline continental dust, or ammonia {e.g., from
biomass burning) have low ECM (Taylor et al., 1993a, b). Changes in deposition of
CaCOjy dust are associated with large changes in ECM, reflecting changes in the
source region and/or transport and deposition processes. Pronounced changes in
ECM characterize the transitions from cold, glacial periods to warmer interstadials
in the GISP2 ice core (see Figs. 5.26a and b). Figure 5.13 shows in detail the ECM
record at the transitions marking the beginning and end of the Younger Dryas pe-
riod (~12,850 and 11,670 calendar yr before present in this record).

5.3.3 Reference Horizons

ECM current (nA)

ECM current (nA)

Where characteristic layers of known age can be detected, these provide valuable
chronostratigraphic markers against which other dating methods can be checked.
On the short timescale, radioactive fallout from atmospheric nuclear bomb tests in
the 1950s and 1960s can be detected in firn by measuring the tritium content (or
gross B activity). As the timing of the first occurrence of these layers is fairly well
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- FIGURE 5.13 Electrical conductivity measurements (ECM) in the GISP2 ice core from Summit, Greenland,
at the transitions to (below) and from (above) the Younger Dryas cold episode. Annual layer thickness varies
from ~6 cm yr'lin warmer intervals (high ECM) to ~3 cm yr”' in colder intervals (low ECM). Counting of annual
layers is not based on ECM alone, but involves multiple parameters (Taylor et al, 1993b).
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known (spring 1953 in Greenland and February 1955 over much of Antarctica,
reaching maximum levels in 1963) they can be used as marker horizons for snow
accumulation studies, facilitating regional surveys of net balance over the last few
decades (Crozaz et al., 1966; Picciotto et al., 1971; Koerner and Taniguchi, 1976;
Koide and Goldberg, 1985).

On a much longer timescale, other reference horizons have resulted from major
explosive volcanic eruptions. Violent eruptions may inject large quantities of dust
and gases (most importantly hydrogen sulfide and sulfur dioxide) into the strato-
sphere where they are rapidly dispersed around the hemisphere. The gases are oxi-
dized photochemically and dissolve in water droplets to form sulfuric acid, which is
eventually washed out in precipitation. Hence, after major explosive volcanic erup-
tions, the acidity of snowfall increases to levels significantly above background val-
ues (Hammer, 1977). By identifying highly acidic layers resulting from eruptions of
known age, an excellent means of checking seasonally based chronologies is avail-
able (Fig. 5.14). For example, variations in electrical conductivity (a measure of
acidity) along a 404 m core from Créte, Central Greenland, reveal a record that
closely matches eruptions of known age (Hammer et al., 1978, 1980). The core was
originally dated by a combination of methods, primarily seasonal counting (Ham-
mer et al., 1978). This enabled the acidity record to be checked against historical
evidence of major eruptions during the last 1000 yr (Lamb, 1970) confirming that
the timescale developed was extremely accurate. Once major acidity peaks have
been identified they can be used as critical reference levels over the entire ice sheet.
For example, the highest acidity levels in the last 1000 yr in Greenland ice resulted
from the eruption of Laki, Iceland, in 1783. At Créte, the only acidity peak of
greater magnitude in the last 2000 yr resulted from another Icelandic eruption
(Eldgja) at A.D. 934 =+ 2, providing two very distinct reference layers (Hammer,
1980). Similarly, a major eruption of Huaynaputina (Peru) in February A.D. 1600
provides a diagnostic reference horizon in conductivity records from the Quelccaya
and Huascaran (Peru) ice cores, as well as in Antarctica (Delmas et al., 1992; Cole-
Dai et al., 1995) (see Fig. 5.38). Further discussion of the volcanic record in ice
cores can be found in Section 5.4.4.

Volcanic dust (tephra) from large eruptions may also provide chronostrati-
graphic horizons if the chemical “fingerprint” of the layer can be correlated be-
tween the different sites. In the GISP2 (Greenland) ice core, for example, volcanic
particles from an Icelandic eruption 52,680 = 5000 yr ago can be matched with the
Z2 tephra found in many marine sediment records from the North Atlantic (Ruddi-
man and Glover, 1972; Kvamme et al., 1989; Zielinski et al., 1997). Similarly, vol-
canic particles in the Younger Dryas section of the Dye-3 and GISP2 ice cores have
the same geochemical signature as the Vedda ash (1*C-dated at 10,320 yr B.P.),
which is widely distributed in northwest Europe and the North Atlantic (Mangerud
et al., 1984; Johnsen and Dansgaard, 1992; Birks et al., 1996; Zielinski et al., 1997).

Another important reference horizon is provided by “spikes” in the 1°Be record
found in some polar ice cores. The 1°Be is a cosmogenic isotope, produced in the
upper atmosphere, which eventually settles, or is washed out, to the earth’s surface
(see Section 5.4.1). Two large increases in 1°Be, far above background levels, are
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B FIGURE 5.14 Mean acidity of annual layers from A.D. 553 to A.D. 1972 in the ice core from Créte, central
Greenland. Acidities above the background (1.2 pequiv. H* per kg of ice) are due to fallout of acids, mainly
H,SO,, from volcanic eruptions north of 20°S.The ice core is dated with an uncertainty of £ | yr in the past
900 yr, increasing to + 3 yr at A.D. 553, which makes possible the identification of several large eruptions known
from historical sources (e.g., Laki, Iceland, 1783;Tambora, Indonesia, 1815; Hekla, Iceland, | 104).Also seen is the
signal from the Icelandic volcano Eldgja, which was known to have erupted shortly after A.D. 930. Note the low
level of volcanic activity recorded from A.D. | 100 to A.D. 1250 and from A.D. 1920 to A.D. 1960. Considerably
higher levels of volcanic activity occurred from A.D. 550 to A.D. 850 and from A.D. 1250 to A.D. | 750 (Hammer

et al, 1980).
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seen in the Vostok ice core around 35,000 and 60,000 yr B.P. (Raisbeck et al.,
1987). The reason for these peaks is not clear; they may have resulted from a change
in primary cosmic ray flux, or a reduction in solar or geomagnetic modulation of cos-
mic rays penetrating the atmosphere (Baumgartner et al., 1998), or even from a
super nova. Whatever the cause, these anomalies can be seen in many ice cores and
can be used as chronostratigraphic markers. For example, the 35 ka B.P. 1°Be spike
is found in ice cores from Vostok, Dome C, and Byrd (Antarctica), enabling these
records to be properly aligned (Figure 5.19). There is also a °Be peak in the Camp
Century ice core from Greenland and a spike of 3Cl (also a cosmogenic isotope) in
the Guliya (western China) ice core at about the 35 ka level, confirming the age
models applied to these records and allowing them to be aligned with those from
Antarctica (Reeh, 1991; Beer et al., 1992; Thompson et al., 1997). However, the 60
ka 1%Be anomaly is less pronounced and has not been as useful a marker. Interest-
ingly, a second 1°Be spike seen in the Camp Century ice core, if ascribed to the 60
ka event, would force a major revision in the chronology of this record, and of the
Dye-3 record (in southern Greenland) with which it was correlated, making both
series much shorter than envisioned by Dansgaard et al. (1982). Reeh (1991) argues
that this is in fact the case, because the ice sheet was considerably smaller in the last
interglacial, so that higher 8'80 values prior to 70 ka B.P. (in his revised chronol-
ogy) were due to a smaller, lower ice sheet. This argument is supported by the stud-
ies of Koerner (1989) and Letréguilly et al. (1991). The counterargument is that the
“60 ka” B.P. spike in Camp Century is not reliable (based on only a single high
value) and that the chronology of Dansgaard et al. (1982) in fact fits much better
with other proxy records and with reasonable flow model assumptions, which place
the “60 ka” horizon closer to 95 ka B.P. (Beer et al., 1992; Johnsen and Dansgaard,
1992; Reeh, 1991). This controversy nicely illustrates the difficulties of dating ice at
depth, particularly in Greenland where there may have been dramatic changes in
the ice sheet configuration over the last 150,000 yr. Clearly, having unequivocal
stratigraphic markers would be extremely helpful in resolving such controversies.
Other approaches, using gases in ice cores, are discussed further in Section §.4.5.
As noted earlier, the best approach to identifying annual layers is a composite
one, using 3!30 profiles, microparticles, variations in conductivity, and reference
horizons. In this way, questionable sections of one record may be resolved by refer-
ence to the others. This multiparameter approach was adopted by Meese et al.
(1995, 1997) in dating the upper section of the GISP2 ice core. Having established
the annual chronology, it was then possible to calculate accumulation rate changes
over time, given certain assumptions about vertical strain since deposition and den-
sity variations down core (Meese et al., 1994). Figure 5.15 shows the accumulation
record from Summit, Greenland, derived in this way for the last 11,500 yr. Accu-
mulation was considerably lower in the last glacial period, increasing by >30%
from ~12 ka to 9 ka B.P. Thereafter, the record (subjected here to 100 yr smooth-
ing) reveals only minor changes (+ 5% on this timescale). Interestingly, a drop in ac-
cumulation at ~8200 B.P. corresponds to very low 8'%0 values in many ice cores, as
well as a sharp reduction in CH, (see Fig. 5.33), indicating that a significant and
abrupt, large-scale climatic change occurred at this time (Alley et al., 1997¢).
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Il FIGURE 5.15 Accumulation at Summit, Greenland (I00-yr running mean). Following an increase in accu-
mulation from the LGM to the early Holocene, conditions became relatively stable, averaging 0.24 m +5% on
this timescale for the last ~9000 yr (see Fig. 5.33) (Meese et al, 1994).

A more detailed examination of the last 200 yr reveals considerable variability,
but no overall trend in accumulation. One problem with accumulation is that it is
far less spatially coherent than temperature, making it difficult to correlate with
other records. Hence it is perhaps not surprising that the GISP2 record shows few
similarities with earlier studies of accumulation changes over the last 800-1500 yr
at Dye-3, Milcent, or even Créte (Reeh et al., 1978). Nevertheless, all studies seem
to support the conclusion that there has not been any significant long-term change
in accumulation over much of the Greenland Ice Sheet over (at least) the last 1400
yr. This is similar to the conclusion reached by Koerner (1977) for the Devon
Island Ice Cap.

5.3.4 Theoretical Models

Dating ice at great depth poses severe problems which cannot be easily resolved by
the methods previously described. At present, the method most widely used to date
pre-Holocene ice is to calculate ice age at depth by means of a theoretical ice-flow
model {Dansgaard and Johnsen, 1969; Reeh, 1989; Johnsen and Dansgaard, 1992).
Such models describe mathematically the processes by which ice migrates through
an ice sheet. Snow accumulating on an ice sheet is slowly transformed into ice dur-
ing densification of the firn. As more snow accumulates the ice is subjected to verti-
cal compressive strain in which each layer is forced to thin, and is advected laterally
towards the margins of the ice sheet (Fig. 5.16). Hence, a core from any site, apart
from the ice divide, will contain ice deposited up-slope, with the oldest and deepest
ice originating at the summit. Because summit temperatures are cooler, if the core is
not recovered from the highest part of the ice sheet, 880 values at depth must be
corrected for this altitude effect, which will be present regardless of whether any
long-term climatic fluctuation has occurred. Because of the nature of ice flow and
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FIGURE 5.16 Schematic cross section to show flow in an ice sheet. Snow deposited on the surface is trans-
formed to ice and follows the flowlines indicated. Ice thins by plastic deformation under compression by the over-
lying ice. Hence an ice core from site X will contain a record of ice originating upstream, requiring adjustment for
the colder conditions in that region. An ice core from the summit will have fewer problems, providing the ice
divide has not varied over time. Samples recovered at the surface in ice-sheet margins may represent the same
paleo-environmental record as that from an ice core through the ice sheet (modified, Reeh, 1991).

deformation, most of the time period recorded in an ice core is found in the lowest
5-10% of the record. This means that even small differences in an age-depth model
can result in large discrepancies in age estimates for the lowest part of deep ice cores
(see e.g., revisions made in the Dye-3 chronology by Dansgaard et al., 1982 and the
discussion of age uncertainties in Reeh, 1991).

Simple models can provide a rough estimate of ice age at depth, but for more
accurate age estimates, some knowledge of past changes in ice thickness and tem-
perature, accumulation rates, flow patterns, and ice rheology (which changes with
dust content) is required (Paterson, 1994). Many of these problems are minimized
in the case of ice cores from ice divides (e.g., the GRIP core at Summit, Greenland)
or in cores that penetrate very thick ice sheets to depths well above the bed (e.g.,
Vostok, Antarctica). Nevertheless, even in these cases, uncertainties related to past
ice sheet dimensions and the stability of ice divides, changes in ice sheet thickness
and especially changes in accumulation rate, can change age-depth relationships
very significantly in the deepest sections of a core. On the other hand, if ice can
be dated independently by some other means (see Sections 5.4.4 and 5.4.5), flow
models can then be constrained and used to estimate changes in those parameters,
such as accumulation rate, which would otherwise be problematical (Dahl-Jensen
et al., 1993). In this way, iterative changes in models, using best estimates of
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various parameters and how they might realistically have varied in the past, to-
gether with the ages of certain fixed points (such as tephras of known age, or the
~35,000 yr B.P. 19Be anomaly) can be used to refine and improve an ice core
chronology.

5.3.5 Stratigraphic Correlations

In addition to the methods described already, attempts have been made to correlate
certain stratigraphic features in ice cores with other proxy paleoclimatic records
that may have better chronological control. For example, a revised timescale for the
Camp Century ice core was proposed by Dansgaard et al. (1982), who matched ma-
jor (low-frequency) changes in the ice-core record with 8180 changes in benthic
foraminifera from the oceans. They assumed that a lowering of 8130 values in the
ice core indicates cooling and/or an increase in ice thickness, which corresponds to
higher 880 values in the foraminifera due to reduced ocean volume as the ice sheets
on land expanded (see Section 6.3.1). On this basis, they reinterpreted their original
timescale (Dansgaard et al., 1969), changing the estimated ~60 ka B.P. horizon to
~115 ka B.P. Interestingly, differences between their revised timescale and that orig-
inally predicted by a theoretical flow model imply that the accumulation rate was
higher in the intervals 125,000-115,000, 80,000-60,000, and 40,000-30,000 yr
B.P., all times when the oceanic 8180 record indicates periods of major global ice
volume increase.

One danger in the correlation approach is that certain “events” (e.g., the onset
of colder conditions, broadly characterized as the Younger Dryas interval) may be
used to align records from different regions. However, the “Younger Dryas transi-
tion” may not be synchronous and overly simplistic correlations may obscure po-
tentially important leads and lags in the climate system, whereby changes in one
area ultimately trigger a delayed response elsewhere. Thus, it has yet to be demon-
strated that the “Younger Dryas” oscillation in Greenland ice cores is precisely syn-
chronous with a similar oscillation seen in Antarctic ice (Jouzel et al., 1987a). This
has important implications for understanding the cause of this event and the mech-
anisms involved in its propagation.

Other approaches to stratigraphic correlations between ice cores in Antarctica
and Greenland, and between ice cores and marine sediments, are discussed in Sec-

tions 5.4.4 and 5.4.5.

5.4 PALEOCLIMATIC RECONSTRUCTION FROM ICE CORES

Ice cores have revolutionized our understanding of Quaternary paleoclimatology by
providing high resolution records of many different parameters, recorded simulta-
neously at each location. Here, we highlight the main results from the northern and
southern hemispheres and show how these records are related to each other, and to
changes in forcing.
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5.4.1 lce-core Records from Antarctica

A number of long ice-core records are available from Antarctica but the “crown
jewel” of Antarctic ice cores is the record from Vostok on the East Antarctic ice
plateau (78°28' S, 106°48' E, 3488 m above sea level). This is an important record,
not only because it spans a very long interval of time (3350 m, ~426 ka) but because
it has been recovered from an area where the ice is extremely thick (>3.5 km) and
complications due to ice flow and disturbance at the bed are minimal. Furthermore,
the relationship between isotopic fractionation and temperature is clear in this re-
gion, making a climatic interpretation of the isotopic record fairly straightforward.
Thus, Vostok provides the longest well-resolved ice-core record on earth and a
yardstick for comparison with other paleoclimatic records (Petit et al., 1997).
Figure 5.17 shows the 3!80 record from Vostok over the uppermost 2083 m of
the core (Lorius, et al., 1985). Stages A to H designate the major features of the
record, with stage A being the Holocene and Stage G being the last interglacial pe-
riod. Four major cold periods (B, D, F, and H), each with 3'30 of around —62%o, are
clearly recognizable. Establishing a precise chronology for this record is a funda-
mental problem (as with all ice cores) and requires several assumptions, including
the original source of the snow (the local ice flow regime) and the accumulation
rate. At Vostok sub-ice topographic effects are minor and the most significant fac-
tor is the change in accumulation rate over time. Today, accumulation is very low
(~2.2 g cm™ a1, compared to >50 g at Dye-3 in Greenland) but it was probably
even lower during glacial times, as precipitation in Antarctica is closely related to
temperature. This relationship has been used to assess precipitation changes by as-
suming that precipitation is a function of the ratio of the derivative of the satura-
tion vapor pressure (s.v.p.) of water at time Z to the same parameter today. As the
slope of the s.v.p. increases exponentially with temperature, so precipitation will
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- FIGURE 5.17 3'80 vs depth in the Vostok ice core; climatic stages and their temporal limits are indicated.
These are not directly comparable with the marine isotope stages (MIS) 1-6, though stages A~D approximate
MIS 1-4, and H approximates MIS 6.Thick line is from continuous sampling, thin line from less detailed analysis
(Lorius et al,, 1985). Stages A and G are interglacials.
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change as a non-linear function of temperature. Temperature changes are in turn es-
timated from 880 (or 8D) using empirical relationships observed in studies of con-
temporary snowfall (Jouzel et al., 1983). Using this approach, precipitation rates
at Vostok are estimated to have been 50-55% of modern values during glacial
times, and, with this estimate, the chronology shown in Fig. 5.17 was established.
It should be noted that even small differences in estimates of the “modern” accu-
mulation rate at Vostok are amplified at depth; for example, a 10% difference at
the surface produces an uncertainty of 10,000 yr in the chronology at 2000 m.
Nevertheless, the proposed time-scale is supported by 1°Be data from the same core.
The 1%Be is a cosmogenic isotope produced by cosmic-ray bombardment of the up-
per atmosphere. Assuming a constant production rate, any changes in '°Be concen-
tration in snowfall at Vostok would be due to changes in the accumulation rate
{Yiou et al., 1985). On this basis, precipitation at the last glacial maximum was
~50% of modern values (i.e., only ~1.1 g cm2 a'!). Both of these approaches to esti-
mating paleo-precipitation rates yield surprisingly similar results (Fig. 5.18). Fur-
thermore, using the s.v.p./precipitation rate relationship as the basis for calculating
independent chronologies at Vostok and Dome C, a 1°Be “spike” is found to coin-
cide (almost) in both cores at around 35,000 yr B.P. (a 3% correction is required in
the Dome C s.v.p.-derived chronology), providing confidence that this approach to
dating the record has validity (Raisbeck et al., 1987). Additional support comes
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- FIGURE 5.18 Normalized precipitation at Vostok, Antarctica with respect to the Holocene mean value
(which is 1). Upper record is based on the assumption that '°Be concentration in snowfall is a function only of
changing accumulation rate (thick line not taking '°Be peaks at ~35,000 and 60,000 B.P. into account). Lower
record is based on the saturation vapor pressure (s.v.p)-temperature relationship, using 8D to estimate changes
in temperature, and assuming precipitation is directly related to s.v.p. (Jouzel et al,, 1989a).
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from the Byrd ice core where accumulation changes can be estimated down-core by
continuous acidity measurements (which enable seasonal cycles to be observed)
(Jouzel et al., 1989a). These show that accumulation during glacial time was 50%
of Holocene levels (as at Dome C and Vostok) and with this taken into account, a
10Be spike is also observed at ~35,000 yr B.P. in the Byrd record (Fig. 5.19) (Beer
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- FIGURE 5.19 The '°Be concentration “spike” observed in Vostok and Byrd ice cores at ~35,000 B.P, as-
suming precipitation was ~50% of Holocene levels at LGM (Raisbeck et al, 1992, and Beer et al,, 1992).
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et al., 1992). Hence through a series of procedures, each based on a somewhat ar-
guable premise, there emerges strong support for the notion that precipitation
amount (at least in East Antarctica) is directly related to temperature (as repre-
sented by isotopic changes) and that precipitation was much lower in glacial times
than in warmer periods. This provides considerable confidence that the chronol-
ogy shown in Figs. 5.17 and 5.18 is likely to be approximately correct; Lorius et
al. (1988) suggest an uncertainty of 10,000-15,000 yr at around 160,000 yr in
this chronology.

More recent studies of the Vostok record, including an extension of the record
to >400,000 yr B.P., have focused on continuous measurement of 3D (82H) rather
than 8180 (Jouzel et al., 1987b, 1989a, 1989b, 1993a). The 8D changes by 6%o per
°C (at the ice surface) in East Antarctica, according to empirical observations and
model-derived estimates (Jouzel et al., 1983; Jouzel and Merlivat, 1984). This was
discussed in more detail in Section 5.2.3. After correcting for higher 8D levels in wa-
ter vapor during glacial times (because of isotopic enrichment of the ocean by the
heavier isotope of hydrogen) the 8D change from the last glacial to the Holocene
represents an increase in surface temperature of ~9°C at Vostok (Jouzel, et al.,
1987a). This compares with an independent estimate based on ice crystal growth
rate changes with depth, of ~11 °C (Petit et al., 1987) (though this approach is dis-
puted by Alley et al., 1988). The isotopic estimates assume no change in ice sheet
thickness, though the lower accumulation rates of the last glacial period suggest
that the ice sheet elevation may have been lower during stage B than Stage A (Jouzel
et al., 1989a). This would make the glacial-Holocene temperature estimate from
3180 or 3D a minimum estimate.

The 3D values for the last interglacial (Stage G) indicate a period warmer than
the Holocene by ~2 °C; interstadial Stages C and E were 4-6 °C warmer than the
glacial maximum (Stage B). Of particular interest is the “two-step” change in tem-
perature during the last deglaciation, when rapidly rising temperatures were inter-
rupted by a cooling episode lasting ~1500 yr. It is estimated that surface
temperatures fell by ~3—-4 °C at Vostok during this “Antarctic Cold Reversal”
(based on a peak-to-peak change in 8D of 20%., for ~25-yr means; Fig. 5.20)
(Jouzel et al., 1992; Mayewski et al., 1996). Detailed analysis of the ice from
Dome C indicate this cold episode lasted from ~13,500 to 11,700 (calendar) yr B.P.
and seems to be related in some way to the Younger Dryas oscillation seen in many
records from around the world (Wright, 1989; W. Berger, 1990; Peteet, 1992). Un-
like the records from Greenland ice cores, this “reversal” is not associated with an
increase in continental dust, or with a drop in CH, or CO, levels; CO, levels ap-
pear to have leveled off at this time, and CH, levels declined slightly later in the
cold episode, possibly reflecting tropical aridification and/or cooling (or even freez-
ing) of high latitude peatland (Jouzel et al., 1992). However, levels of chloride at
Taylor Dome during this cold episode indicate an increase in the flux of marine
salts due to higher wind speeds at that time (Mayewski et al., 1996). Temperatures
at Vostok and other locations gradually declined during the Holocene, by ~I °C at
the surface (Cialis et al., 1992) a pattern also seen in the Arctic (Koerner and Fisher,
1990; Bradley, 1990).
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- FIGURE 5.20 The 8'®0 record (and interpreted changes in atmospheric temperature, above the surface
inversion) at four Antarctic sites during the last deglaciation, showing a hiatus or reversal in the 8'%0 increase,
from ~13,500 to ~11,700 (calendar) yr B.P. Note that here the absolute chronology of each core is not well
known; they are “matched” based on an optimum fit, relative to the Dome C record (Jouzel et al,, 1992). Recent
work has fixed the Dome C chronology with respect to GISP2 (Mayewski et al, 1996).

Further drilling at Vostok has yielded additional ice down to 3350 m. Com-
parison with the SPECMAP marine isotope record (see Section 6.3.3) strongly sug-
gests that the ice core record extends to ~426,000 and thus spans the last four
interglacial-glacial cycles (Fig. 5.21). Of particular note is the long cold episode
from ~180-140 ka B.P. when 3D values remained at levels comparable to the Last
Glacial Maximum (Petit et al., 1997).

5.4.2 Ice-core Records from Greenland

Four ice cores to bedrock have now been recovered from the Greenland ice sheet:
from Camp Century, Dye-3, and two from Summit, the so-called GISP2 (Greenland
Ice Sheet Project 2) and GRIP (Greenland Ice Core Project) cores. Three other long
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- FIGURE 5.21 Deuterium record from Vostok, Antarctica, plotted with the SPECMAP §'20 record of con-
tinental ice volume changes (above) (Petit et al,, 1997).

records have been obtained from the ice sheet margin (Reeh et al., 1987, 1991,
1993; Johnsen and Dansgaard, 1992). The GISP2 and GRIP cores, in particular,
have provided an enormous amount of information about the climatic history of
Greenland and of processes that must have operated over a large area of the North
Atlantic region, with effects of hemispheric or even global significance. Here, we
discuss the long paleoclimatic series from these sites and examine their relationship
to other records in the area.

Figure 5.22 shows the 8180 record from the GRIP ice cores (Dansgaard et al.,
1993). The GISP2 and GRIP records are highly correlated down to ~2750 m (esti-
mated in the GRIP core to be ~103,000 yr ago by means of a flow model) (Grootes
et al., 1993). A number of important characteristics of the 8180 series can be clearly
seen. First, the Holocene record was a period of relative stability with a mean 880
value of -34.9%. at GRIP and —34.7%. at GISP2. Fluctuations are small — on the
order of +1-2%. — and show little correlation in detail between sites, probably due
to local differences in accumulation and wind drifting of snow. A slight decline in
3180 over the course of the Holocene is apparent in both records. Around 8250 yr
ago (calendar years) a pronounced episode of low 880 values is observed (Fig.
5.22) and this has been seen at several other sites, including ice cores from the
Canadian Arctic (Fisher et al., 1995); it also corresponds to an abrupt drop in at-
mospheric methane levels (Blunier et al., 1995; Alley et al., 1997¢).
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- FIGURE 5.22 The GRIP 3'30 record from Summit, Greenland, plotted linearly with respect to depth. Sec-

tion A (left) is the Holocene section, showing only minor changes; section B (right) shows the preceding 250
kyr record at the same 3'80 scale. Note the very large and rapid oscillations throughout the pre-Holocene
record. Proposed interstadial isotope stages (IS) 1-24 are indicated, together with comparable European pollen
stages. Dating was by annual layer counting to 14.5 kyr B.P. and beyond that by an ice-flow model (Dansgaard
etal, 1993).

All Greenland ice cores show that dramatically different climatic conditions
prevailed in the late Pleistocene, compared to the last 10,000 yr (Dansgaard et al.,
1984; Johnsen et al., 1992; Grootes et al., 1993). In contrast to the relative stability
of Holocene climate, the preceding ~100,000 yr were characterized by rapid
changes between two (or more) modes. Dansgaard ez al. (1993) recognize 24 inter-
stadial episodes between 12,000 and 110,000 yr B.P. when isotopic values were as
high as —~37%o at the GRIP site, separated by stadials, with values dropping precipi-
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tously to as low as =42 %o (see Fig. 5.22). These abrupt changes can be correlated
between cores as far apart as Dye-3 (southern Greenland), Camp Century (north-
west Greenland), and Renland (east-central Greenland) so, whatever their cause, the
changes were geographically extensive (Fig. 5.23) (Johnsen and Dansgaard, 1992;
Johnsen et al., 1992). Indeed, they are well correlated to changes seen in North At-
lantic marine sediments (Bond et al., 1992, 1993) that represent large-scale shifts in
water masses in that region. This is discussed in more detail in Section 6.10.

Figure 5.22 shows that the changes from low to high 8180 were rapid, followed
by a slower decline to low values once again (Dansgaard et al., 1993). This “saw-
tooth” characteristic (Dansgaard et al., 1984) is seen most clearly in the detailed
studies that have been carried out on the most recent sequence of changes. The 330
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rose very abruptly (over ~10 yr) from the Older Dryas (cold) phase to the
Bolling/Allerad warm period, then fell slowly over the next 1700 yr to the very cold
Younger Dryas episode (Dansgaard et al., 1989) (Fig. 5.24). This lasted for 1250 = 70
yr then ended very abruptly again (within a decade, around 11,640 = 250 yr ago).
The transition marked the beginning of Pre-Boreal conditions, which slowly led to
higher Holocene 8'%0 values. Dansgaard et al. (1989) argue that the Younger
Dryas/Pre-Boreal shift in 8180 of 5 %o at Dye-3 can be interpreted as an increase in
mean annual surface temperature of 7 °C, more than half of the total Pleistocene/
Holocene change (estimated as at least ~12 °C in southern Greenland). Deuterium
excess (d) also increased at the Younger Dryas/Pre-Boreal transition, suggesting the
source area of moisture shifted rapidly northward at that time. The exposure of rel-
atively cold seawater closer to the Summit site would provide both a moisture
source (for the heavier accumulation of the Pre-Boreal period) and a lower evap-
oration temperature in the moisture source region, leading to lower d values in
snowfall at Summit. Later, as the North Atlantic became warmer, d values slowly
increased (Dansgaard et al., 1989).

Pronounced isotopic changes were accompanied by equally dramatic changes
in accumulation (Fig. 5.25). Accumulation more than doubled at the transition
from the Older Dryas to the Bolling/Allerad, then declined to low values in the
Younger Dryas, before doubling within only a few years at the start of the Pre-
Boreal period (Alley et al., 1993). This increase in accumulation must have been as-
sociated with an increase in temperature, because precipitation amount, 'O, and
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- FIGURE 5.24 The Dye-3, Greenland record at the time of the Younger Dryas episode. Right side of dia-

gram shows in detail the changes-at the end of this episode, around 10,700 (calendar yr) B.P. 3'%O increased by
~6%e within 50 yr, accompanied by an even more rapid decline in deuterium excess and in dust levels (Dans-
gaard et al, 1989).
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in detail in the bottom half of the figure. Colder stages were associated with much lower levels of accumulation
(Alley et al., 1993).

temperature are all positively correlated (Clausen et al., 1988; Dahl-Jensen et al.,
1993). On this basis, Alley ez al. (1993) also estimate that temperature changed by
up to 7 °C from the Younger Dryas to the Pre-Boreal period.

Changes in atmospheric dust also occurred, with the colder periods being times
when relatively alkaline (Ca** rich) continental dust accumulated on the ice cap
(Mayewski et al., 1993, 1994). This is most clearly seen in the electrical conductiv-
ity (ECM) of the ice (Fig. 5.26a) where the cold dry periods are seen as having lower
ECM values than the wetter interstadials (Taylor et al., 1993). This is true for the
Bolling/Allerad/Younger Dryas episodes as well as earlier stadial/interstadial events
{(Fig. 5.26b) and provides a vivid picture of how climatic conditions oscillated be-
tween different states before 27,000 yr ago, and again in late glacial time. The ECM
in the Vostok ice core provides a similar indication of dust levels associated with a
changing climate.

The deepest ~300 m of both GRIP and GISP2 ice cores poses a dilemma as
there is very little correspondence between them (Taylor er al., 1993a; Johnsen et
al., 1995). This is surprising in view of the excellent agreement between the two
cores (and with other cores) above these levels. The differences appear to be related
to disturbances in the ice (at one, or both, core sites) due to deformation at depth.
The GRIP site is at the present day ice divide and, therefore, simple vertical strain is
the primary factor in thinning each annual layer that accumulated, unless a shift in
the position of the ice divide occurred. The GISP2 site is off to the side of the divide
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and so the ice is more likely to have been subjected to shear (Alley et al., 1995). At
both locations it is possible that “boudinage effects” (Staffelbach et al., 1988; Cun-
ningham and Waddington, 1990) have caused some layers to be differentially
thinned at great depths. Boudins are “pinch and swell” structures (Fig. 5.27) that
can develop in materials where viscous layers are sandwiched between less viscous
material. In such conditions, initially small surface irregularities in individual lay-
ers can become amplified as the layers thin. Because ice from the last interglacial pe-
riod is relatively clean (like Holocene ice, it contains little wind-blown dust;
Mayewski et al., 1993) whereas glacial age ice is quite dust-laden (and therefore less
viscous than the interglacial ice), conditions appear to be favorable for flow boudi-
nage, leading to “swelling” of layers in some locations relative to others; indeed
some parts of a particular layer may have been pinched out altogether. Obviously in
the narrow diameter of an ice core only a tiny sample of any layer is obtained and it
is impossible to tell if a “pinch” or “swell” is being sampled. However, theoretically
such flow boudinage could lead to sharp discontinuities in the 880 record.

As the two Summit cores correlate well with each other down to ~2700 m, and
with ice cores from Dye-3 and Camp Century, the abrupt changes in the last glacial
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- FIGURE 5.27 Schematic diagram to illustrate the potential problems caused by flow boudinage on the
interpretation of two adjacent ice cores due to the “pinching out” of layers.

period certainly represent some sort of large-scale climatic process, but the differ-
ences between GRIP and GISP2 cores at greater depth point to possible distur-
bances in one or both of the cores. One way to resolve the problem is to look for
evidence of inclined or disturbed layering in the core stratigraphy at depth (Meese
et al., 1997; Alley et al., 1997b). In the GRIP core, such layering is seen at 2847 m
but in the GISP2 site it starts around 2678 m (Grootes et al., 1993). In the GRIP
core there is no strong evidence of overturned folding of the ice, though there is a
section (from 2900-2954 m) that is quite disturbed; above and below that, how-
ever, there appears to be a relatively undisturbed sequence (Johnsen et al., 1995).
This suggests that, overall, there may be a longer climatic record at the GRIP site,
but the (undisturbed) record may be separated by sections that are uninterpretable.
Chappellaz et al. (1997) examined this possibility by comparing CH, in the lower
GRIP and GISP2 ice cores to the Vostok CH, record, which is undisturbed. This re-
vealed that sections of both cores are very probably undisturbed and of interglacial
age, whereas other sections are made up of either older or younger ice. Hence, the
seemingly abrupt changes in 3!80 should not be interpreted as representing rapid
changes in climate during the Eemian.

One final point worthy of note concerning ice core records from Greenland:
remarkable records have been recovered by sampling surface ice along the ice sheet
margin, from the equilibrium line to the ice edge (Reeh et al., 1991). The 830 from
these “horizontal ice cores™ is highly correlated with that in deep ice cores (Fig. 5.28)
because ice flow has advected ice originally deposited in the accumulation area to the
ice sheet margin (see Fig. 5.16). The significance of this is that, potentially, large sam-
ples of quite old ice could be obtained by literally mining the ice margin, rather than
coring the base of the ice sheet to obtain very small samples (Reeh et al., 1987). Reeh
et al. (1993) note that Summit cores yield less than 10 kg of ice per century for stud-
ies of ice older than 40,000 yr B.P., and less than 5 kg for ice of interglacial age.
Larger samples from the ice margin might permit detailed investigations of, say, dust
or pollen content in the distant past.
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5.4.3 Past Atmospheric Composition from Polar Ice Cores

Ice cores are extremely important archives of past atmospheric composition. In par-
ticular, they contain records of how radiatively important trace gases —carbon
dioxide, methane, and nitrous oxide — have varied both in the recent past, and over
longer periods of time (Raynaud et 4l., 1993). In addition, ice cores provide records
of air mass characteristics (seen in total ion glaciochemistry) as well as the history
of explosive volcanic eruptions and changes in atmospheric dust content that may
have had significant effects on the global energy balance.

Instrumental measurements of radiatively important trace gases (“greenhouse
gases”) have a relatively brief history, generally providing a perspective on current
gas concentrations of less than 40 yr. These measurements reveal dramatic increases
in CH,, CO,, N,O, and industrial chlorofluorocarbons. Over the same period, lev-
els of heavy metals such as lead and vanadium, as well as anthropogenic sulfate and
nitrate have also increased dramatically (Oeschger and Siegenthaler, 1988; Ehhalt,
1988; Stauffer and Neftel, 1988; Mayewski et al., 1992). Ice cores enable the short
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instrumental records of these contaminants to be placed in a longer-term perspec-
tive, providing some measure of the background, preindustrial levels that prevailed
before global-scale anthropogenic effects became important (Etheridge et al., 1996).
Fig. 5.29 shows the concentration of CO, and CH, in Antarctic ice cores over the
last 150-250 yr; in 1995, CH, concentration reached 220% of its eighteenth
century values whereas CO, was at 130% of its preindustrial level. The N, O levels
were 110% of what they were 250 yr ago. Collectively, these data unequivocally
document the dramatic increases in greenhouse gases over the last 200-300 yr, to
levels far higher than anything seen in records spanning the last 220,000 yr
(although older records cannot provide the same time resolution of more recent ice
cores). The extent to which these changes are responsible for recent changes in
global temperature remains controversial (Lindzen, 1993; Karl 1993; Mann et al.,
1998) but there is little doubt that if current trends continue, significant changes in
global climate will occur.

One of the more important results from the Vostok ice core is the evidence that
atmospheric composition has not remained constant over glacial-interglacial cycles.
In particular, the concentration of radiatively important trace gases — carbon diox-
ide, methane, and nitrous oxide — have all changed significantly. There is also evi-
dence that aerosol concentrations changed dramatically and that changes in the
global sulphur cycle may have had important consequences for global cloudiness
and hence the earth’s energy balance. These changes can also be used to link the
chronologies of ice core records in both hemispheres because the mixing times of
the important trace gases are short (1-2 yr), so that changes observed in one record
should be essentially synchronous in both hemispheres. In this section, these issues
are examined in more detail.

A fundamental problem in constructing a paleo-record of trace gas concentrations
from ice cores is the fact that the air in ice bubbles is always younger than the age of
the surrounding ice (Schwander and Stauffer, 1984). This is because as snow is buried
by later snowfalls and slowly becomes transformed to firn and ice, the air between the
snow crystals remains in contact with the atmosphere until the bubbles or pores of air
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become sealed at the firn/ice transition (when density increases to 0.8-0.83 g cm3).
The sealed bubbles thus contain air that is representative of atmospheric conditions
long after the time of deposition of the surrounding snow (Fig. 5.30). “Pore close-off”
varies with accumulation rate, ranging from ~100 yr at high accumulation sites like
Dye-3 in Greenland or Siple Station in Antarctica, to as much as 2600 yr at very low
accumulation sites in central East Antarctica. Furthermore, this value will have
changed over time because accumulation rates were much lower in glacial times and
thus the density-depth profile (or time to “pore close-off”) will have been considerably
longer. At Vostok, the change in accumulation rate from interglacial to glacial time
changed the air-ice age difference from ~2500 yr to ~6000 yr or more (Barnola et al.,
1991; Sowers et al., 1992) (Fig. 5.31). Another consideration is that not all pores in a
given stratum become sealed at the same time (perhaps closing over a period of ~50 yr
at Dye-3, but ~500 years at Vostok, for example) so the air bubble gas record should
be considered a “low pass” filtered record, with each sample of analyzed crushed ice,
being representative of gas concentrations over several tens to several hundreds of
years. The highest resolution records should therefore be found in high accumulation
rate areas where snow is buried quickly and pore close-off is rapid. Such conditions
tend to be found in warmer polar environments such as southern Greenland or in the
more maritime sections of Antarctica. Unfortunately, this can create an additional
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- FIGURE 5.31 Difference in age (AT) between the ice and air which it encloses, at Vostok, Antarctica, based

on a model of the air trapping process. Changes in accumulation rate over time result in variations in AT
(Barnola et al, 1991).

problem with some trace gas records if surface melting and refreezing has occurred.
This can seriously affect CO, levels in the ice, as appears to have happened in ice cores
from Dye-3, southern Greenland; earlier records from that site are now considered to
be suspect (Jouzel et al., 1992; Sowers and Bender, 1995).

Figure 5.32 shows the CO, and CH, records over the last 220,000 yr from Vos-
tok, in comparison with the estimated temperature change in the atmosphere (above
the surface inversion) derived from 3D, taking into account the air-ice age difference
and its changes with depth (Jouzel, et al., 1993b). It is clear that there is a very high
correlation between AT and ACH, (r*£~0.8). During glacial times CO, levels were
around 180-190 parts per million by volume (p.p.m.v.) compared to interglacial lev-
els of 270-280 p.p.m.v. Similarly, CH, levels were around 350—400 parts per billion
by volume (p.p.b.v.) in glacial times, versus ~650 p.p.b.v. in interglacials. Of partic-
ular significance is the phase relationship between CO, levels and AT during the
transition from glacial to interglacial climate and back again to glacial times. At the
change from Stage H to Stage G (penultimate glacial stage to last interglacial), CO,
was essentially in phase with AT, as far as can be determined, given the uncertainty
in ice-air age difference as discussed already. Similar in-phase relationships are seen
in the Byrd and Dome C records {Raynaud and Barnola, 1985; Neftel et al., 1988).
However, in the subsequent shift towards colder conditions (from ~130 ka to 115
ka B.P.) CO, levels remained high while AT dropped by an estimated 7 °C (Barnola
et al., 1987). This change in temperature occurred before continental ice growth in
the northern hemisphere started to influence oceanic 880 and sea level (Chappell
and Shackleton, 1987). The most rapid decline in CO, occurred from ~115-105 ka
B.P., when levels fell from ~265 to 230 p.p.m.v. This points to some mechanism first
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FIGURE 5.32 The Vostok record of changes in the concentration of carbon dioxide (top) and methane (bot-
tom) with temperature above the surface inversion expressed as differences from present. Temperatures are esti-
mated from changes in 8D. The difference in age between the air and the enclosing ice has been taken into
consideration, as have changes in this value, with variations in accumulation rate over time (Jouzel et al, 1993b).

initiating a change in climate and subsequently leading to a situation in which at-
mospheric CO, levels were drawn down. The most probable mechanism for such a
scenario is orbitally driven radiation changes, which brought about changes in the
deep ocean circulation. This may have resulted in increased biological activity in ar-
eas of upwelling, which then brought about a reduction in atmospheric CO, levels.
The radiative consequences of such a reduction would have reinforced any orbitally
induced cooling, eventually leading to full glacial conditions. At a later stage, the
rapid CO, increase at glacial-interglacial transitions may have been more related to
changes in the surface ocean circulation (Barnola et al., 1987).

The long-term record of CH, is broadly similar to that of CO, in the sense of
large glacial-interglacial changes, but some important differences are nevertheless ap-
parent (Fig. 5.32). Whereas CO, levels declined slowly from the last interglacial
(Stage G) to Stage B, methane levels following Stage G remained generally low, punc-
tuated by higher levels during interstadial times (Chappellaz et al., 1990; Brook et al.,
1996). This difference in the CO, and CH, records reflects the fact that the primary
driving forces for CO, and CH, are different. Atmospheric CO, levels are largely the
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result of oceanic changes, whereas there is relatively little CH, dissolved in the ocean
and atmospheric levels are driven by changes in source areas on the continents. In
particular, the extent of wetlands in the tropics (but also at high latitudes of the
northern hemisphere) is of critical importance to CH, levels in the atmosphere. This
points to the significance of monsoon circulations and their influence on the extent of
low latitude wetland areas over glacial-interglacial cycles (Petit-Maire et al., 1991).
Considering that CH, is removed from the atmosphere largely by hydroxyl ion (OH-)
oxidation in the atmosphere, and that it is likely such a sink was more effective (with
more abundant water vapor in the atmosphere) during warmer interglacial times,
Raynaud et al. (1988) estimate that the global emissions of CH, increased by a factor
of 2.3 from glacial to interglacial times. This compares with an observed increase
(in the ice core record) of 1.8. Such an increase probably resulted from more exten-
sive tropical wetlands and attendant anaerobic bacterial methanogenesis, and from
higher rates of bacterial activity in high latitude peatlands during interglacials. Sup-
port for this hypothesis comes from detailed CH, measurements spanning the
Holocene period in the GRIP (Summit) ice core from Greenland (Blunier et al.,
199S). Methane levels reached a minimum of ~590 p.p.b.v. at 5200 years B.P. com-
pared to early and late Holocene levels around 730 p.p.b.v. (Fig. 5.33). This decline
in CH, levels from the early to mid-Holocene corresponds to the well-recognized
reduction in area of tropical wetlands over this interval with maximum aridity
around 5000-6000 yr B.P. (Street-Perrott, 1993). The subsequent rise in CH, levels is
thought to be due to growth of high latitude peatlands, since tropical regions in gen-
eral remained relatively dry in the late Holocene.
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- FIGURE 5.33 Methane levels in the GRIP ice core (Summit, Greenland) during the last 12,000 yr. A pro-
nounced drop in 380 at ~8250 (calendar years) B.P. corresponds to a sudden reduction in CH,. The decline in
CH, to ~5200 B.P.is related to a reduction in tropical wetlands. The subsequent CH, increase is ascribed to
high-latitude peatland expansion (Blunier et al, 1995).
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As noted earlier, the large difference in age between gas content and the age of
the enclosing ice in areas of low accumulation like Vostok makes it difficult to com-
pare directly the isotopic and gas records. This problem is minimized at Summit,
Greenland where the CH, and 880 records over the period from 8000 to 40,000
yr B.P. provide clear evidence that large CH, and isotopic shifts have occurred es-
sentially simultaneously (Chappellaz et al., 1993; Brook et al., 1996) (Fig. 5.34).
Such rapid changes in the isotopic content of Greenland snow are considered to be
linked to changes in North Atlantic themohaline circulation (deepwater produc-
tion), which may thus provide the connection between tropical wetland extent and
high latitude temperature. Alternatively, the higher CH, levels may reflect de-
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- FIGURE 5.34 The record of CH, in air bubbles, and 3'80 of ice from Summit, Greenland (based on the
GRIP ice core). The solid line in the upper figure is the mean concentration and the thin lines represent measure-
ment uncertainty (20). Higher CH, levels are associated with higher 3'%0 levels (Chappellaz et . 1993).
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gassing of northern peatlands, in unglaciated areas (such as northern Eurasia and
Alaska) during the warmer “interstadial” episodes seen in Fig. 5.34. Whatever the
cause of these rapid oscillations, they will eventually provide a valuable chronologi-
cal tool for matching the Antarctic and Greenland ice core records, at least in those
areas of high accumulation where high-resolution trace gas data can be obtained.
Long-term changes in nitrous oxide (N,O), another greenhouse gas, have also
been determined from air bubbles in Antarctic ice — in this case from the Byrd ice
core (Leuenberger and Siegenthaler, 1992). As with CO, and CH,, N,O levels were
also much lower in glacial times, 30% lower than levels in the Holocene (~190
p.p-b.v. vs ~265 p.p.b.v.) (Fig. 5.35). Lower atmospheric N,O concentration proba-
bly resulted from a reduction in the production rate in soils during glaciations,
when the global terrestrial biomass was significantly reduced (estimated reductions
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range from 22-57% of preindustrial conditions). Interestingly, the main sink for
N,O is in the stratosphere, where it reacts with ozone. Hence, stratospheric ozone
levels may have been higher during the LGM, leading to lower ultraviolet (UV) ra-
diation levels in the troposphere.

Spectral analysis of the CO, and CH, records in Vostok ice reveals periodicities
that appear to be related to orbital forcing, though the signal is not simple. In the
original 160 ka chronology of CO,, for example, the strongest periodicity was in
the precessional frequency band (~20 ka) but in the extended 220 ka record a
strong obliquity (~41 ka) periodicity is apparent, as in the 8D series. The CH,
shows a strong precessional cycle over the last 160 ka but as can be seen in Figure
5.32 this is less significant over the last 220 ka. For reasons as yet unknown, CH,
does not undergo strong variations in the penultimate glacial period and, indeed,
there is no evidence of a lag between CO, and AT going from warm conditions
around 220 ka to 160 ka B.P., like that observed in the subsequent glacial cycle.

If the 3D or 880 record from Vostok is considered to be the “product” of vari-
ous forcing factors, multivariate analysis can be used to try to identify the most im-
portant of these “independent” variables (Genthon et al., 1987). Such an analysis
reveals that changes in greenhouse gases are of primary importance in explaining
the variance of temperature changes in Antarctica over the last glacial-interglacial
cycle, though it is certainly likely that orbitally induced changes in solar radiation
distribution in some way modulate changes in greenhouse gases such as CO,, CH,
and N, O. These considerations led Genthon ez al. (1987) to conclude that “climatic
changes [are] triggered by insolation changes, with the relatively weak orbital forc-
ing being strongly amplified by possibly orbitally induced CO, changes.” To this we
could certainly add CH,, N,O and other atmospheric constituents (aerosols, DMS,
etc.). This is of particular significance in understanding the synchronism of major
glaciations in the northern and southern hemispheres, which are difficult to explain
from orbital theory alone.

Although the radiative effects of greenhouse gases {and their associated feed-
backs) are clearly important for the earth’s energy balance, biogenic sulphur pro-
duction (dimethyl sulphide, DMS, which oxidizes to sulphate in the atmosphere)
also plays an important role (Charlson et al., 1987). With higher levels of DMS pro-
duction, the number of cloud condensation nuclei increase, leading to more exten-
sive stratiform clouds, a higher planetary albedo, and hence (perhaps) lower
temperatures (Legrand ef al., 1988). Measurements of methane sulphonic acid (an
oxidation product of DMS) in Dome C and less specific measurements of non-sea
salt sulphate (nss SO,”) in Vostok ice reveal important increases during cold peri-
ods (even after taking into account changes in accumulation rate and possible en-
hanced transportation of nss SO,” to Antarctica at those times) (Saigne and
Legrand, 1987; Legrand et al., 1987, 1991). At Vostok, for example, in Stages B, C,
and D, nss SO, levels were 27-70% higher than in interglacial Stages A and H,
suggesting greatly enhanced productivity of the oceanic biota that produce DMS
during the period from ~70-18 ka B.P. (Legrand et al., 1991). This probably reflects
higher biological activity in upwelling areas of the ocean during colder intervals
(Sarnthein et al., 1987).
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It is possible to estimate the direct radiative effects of the glacial-interglacial
changes in greenhouse gases on global temperature change from radiative-convective
models; for CO, this is around 0.5 °C; for CH, 0.08 °C; and for N,0, 0.12 °C
(Leuenberger and Siegenthaler, 1992). However, the more important issue con-
cerns the associated feedbacks, involving clouds, snow cover, sea ice, etc., which
may have resulted from (and amplified) these changes. The overall (equilibrium)
temperature change due to doubling of CO,, including radiative effects and feed-
backs, is referred to as the climate sensitivity and the amplification effect as the
net feedback factor (f). General circulation model experiments lead to estimates
of f in the range of 1-4 so that the direct radiative effects of a doubling of CO,
levels will be increased by a factor of 1 to 4. Using the observed changes in green-
house gases, dust, non-sea salt sulphate and global ice volume, together with cal-
culated orbitally induced changes in radiation, Lorius et al. (1990) attempted
to account for the overall variance in Vostok temperature over the last glacial-
interglacial cycle. Their analysis revealed that 50 = 10% of the variance of the
temperature record (~6 °C in the atmosphere above Vostok) is accounted for by
greenhouse gas changes. If this figure can be applied to global glacial-interglacial
temperature changes (estimated as ~4-5 °C; Rind and Peteet, 1985) then it sug-
gests that changes in greenhouse gases were responsible for ~2 °C of the global
temperature change over the last climatic cycle. Comparing this figure with the
calculated direct radiative effect (0.7 °C) suggests a net feedback amplification
value (f) of ~3. This is in line with model estimates, though at the high end of the
general range. Possibly this reflects a higher climate sensitivity in glacial times,
when “slow feedbacks” associated with ice extent on land, and semi-permanent
sea ice and ice shelves, may have played a stronger role in amplifying the radia-
tive forcing than they do at the present time.

One of the more remarkable features of ice cores from both hemispheres is the
dramatic increase in aerosol concentration during the last glacial period. At Vostok,
there were three main episodes of increased aluminum concentrations (an index of
continental dust, which is primarily made up of aluminosilicates); these peaks are
centered on 160 ka, 60 ka, and 20 ka B.P. (i.e., cold Stages H, D, and B) (De Ange-
lis et al., 1987; Petit et al., 1990). Taking into account changes in accumulation
rates over time, annual dust fluxes have been calculated (Fig. 5.36). These show that
dust flux was 15 times higher in Stage B than during the Holocene. This is related
to both an increase in mean wind speed (also leading to higher sea salt sodium lev-
els in glacial times; De Angelis et al., 1987) as well as drier conditions in many arid
and semiarid areas of the world. Sources of dust in the southern hemisphere are the
semiarid areas of Patagonia, and the extensive continental shelves that were ex-
posed during glacial times. Isotopic studies on dust from the LGM in Dome C
clearly point to Patagonia as the primary source region (Grousset et al., 1992). Sim-
ilarly, geochemical analysis of dust in Byrd, Vostock, and Dome C ice cores indicates
a mixture of both marine carbonates and clays (mainly illite) from the Patagonia
desert areas (Briat et al., 1982; Delmas and Petit, 1994). Studies of the optical prop-
erties of LGM dust from Dome C suggest that there may have been important
radiative effects on surface temperature due to the increased aerosol load (Royer et
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FIGURE 5.36 Dust flux at Vostok (X 10%m yr') in relation to the estimated surface temperature change
from the present, derived from changes in 8D. Both records have been mathematically smoothed (see Fig. 5.32)
(Petit et al, 1990).

al., 1983). Although subject to considerable uncertainty, they estimate that the tem-
perature effect resulted in a warming of ~2 °C over Antarctica, which would com-
pensate somewhat for the lower levels of atmospheric greenhouse gases at that time
(Overpeck et al., 1996).

Glaciochemical analysis of ice cores from Greenland and Antarctica provides a
comprehensive perspective on air mass characteristics that can be characterized in
terms of the total chemistry in the ice. Thus, Mayewski et al. (1997) recognize that
in the GISP2 ice core two major circulation regimes prevailed during the last glacial
interglacial cycle. One regime is dominated by a polar/high-latitude air mass (with
higher levels of continental dust and marine-derived ions) and a second mid-, low-
latitude air mass (with high levels of biogenic nitrate and ammonium ions). Figure
5.37 shows the variations of these two regimes over the last 110,000 yr. As one
might expect, this reveals that the abrupt changes in 880 during the last glacial
(Dansgaard-Oeschger oscillations) were associated with pronounced shifts in circu-
lation regimes. During cold events (low 8!120) a polar/high latitude circulation pre-
vailed whereas during the Holocene and mild interstadials, the mid-, low-latitude
circulation pattern was more prevalent (Mayewski et al., 1994). The changes in
dominance of circulation regimes seen so prominently during the last glacial period
are also identifiable (albeit more subtly) during the Holocene, enabling the princi-
pal circulation changes during recent millennia to be identified (O’Brien et al.,
1995). Although such changes are defined by the ice-core geochemistry in a remote
part of Greenland, there is evidence that they may have significance far beyond this
region because of teleconnections linking the atmospheric circulation over long dis-
tances (Stager and Mayewski, 1997).
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I F!IGURE 5.37 Variations in the two main principal components of the glaciochemistry of the GISP2 ice
core over the last 110,000 yr (based on covariations in sodium, potassium, ammonium, calcium, magnesium, sul-
fate, nitrate, and chloride ions). The lower line is interpreted as changes in the relative importance of polarfhigh
latitude circulation regimes and associated air masses, and the upper line as changes in mid-, low-latitude circu-
lation regimes (Mayewski et al,, 1997).

5.4.4 Volcanic Eruptions Recorded in Ice Cores

Explosive volcanic eruptions may produce large quantities of sulfur and chlorine
gases, which are converted to acids in the atmosphere and may be carried long dis-
tances from the eruption site (Devine et al., 1984; Rampino and Self, 1984). When
these acids are washed out at high latitudes, the resulting acidic snowfall (and dry de-
position of acidic particles directly on the ice sheets) produces high levels of electrical
conductivity, which appear as “spikes” above natural background levels in ice cores
(Hammer, 1977; Hammer et al., 1980). In most cases these acidity spikes result from
excess sulfuric acid events (Figs. 5.14 and 5.38). Hammer’s original studies showed a
remarkable similarity between electrolytic conductivity in the Greenland Créte ice
core and Lamb’s Dust Veil Index (Lamb, 1970, 1983), indicating that the elevated
acidity (above background levels) could be used as an index of volcanic explosivity.
Large explosive eruptions are commonly associated with lower temperatures on a
hemispheric (or sometimes even global) scale (Bradley, 1988) although circulation
anomalies can lead to warmer conditions in some regions (Robock and Mao, 1995).
Volcanically induced conductivity variations have now been extensively investi-
gated in other cores from Greenland, Antarctica and elsewhere, often with ionic
analysis to determine the precise chemistry of the acidity spikes {(Holdsworth and
Peake, 1985; Mayewski et al., 1986; Legrand and Delmas, 1987; Lyons et al., 1990;
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FIGURE 5.38 Sulfuric acid profile from Dome C, Antarctica over the last ~200~250 yr, compared to
Lamb’s Dust Veil Index (DVI: Lamb, 1970) and the volcanic explosivity index (VEI) of Newhall and Self (1982).The
total sulfate deposition at Dome C (in kg km2) for major volcanic eruptions is shown by the underlined values
(Legrand and Delmas, 1987). Note the two major eruptions in the early nineteenth century, the earlier of which
is not seen in the northern hemisphere ice cores (see Fig.5.14).

Moore et al., 1991; Delmas et al., 1992; Zielinski et al., 1994). Chemical analysis
enables more precise “fingerprinting” of individual eruptions, some of which pro-
duce large amounts of HCI or HF, for example, rather than H,SO, (Symonds et al.,
1988; Hammer et al., 1997).

The longest record of SO% concentration in an ice core comes from the GISP2
site in Greenland and spans the last ~110,000 yr (Zielinski et al., 1996). This pro-
vides a unique record of the volcanic aerosol, which is of most importance climati-
cally. Temporal resolution of the analyses is ~2 yr for the last 11,700 yr, but then
declines back in time (3-5 yr-samples back to ~14,800, 8-10 to ~18,200, 10-15 to
~50,000, and up to 50 yr per sample towards the oldest section of the core). This
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makes it difficult to compare these short-lived events directly because a single acid-
ity spike readily seen in the Holocene would be effectively diluted over the longer
periods represented by deeper samples. Nevertheless, there are many episodes when
SO, concentrations exceeded those levels observed after recent major eruptions,
suggesting that SO, levels may have been extraordinarily high at times in the past,
and/or maintained for up to several decades at climatically significant levels. Thus
the SO, record from GISP2 provides a very important perspective on volcanic
events on the decade to millennial timescale (Zielinski et al., 1996). Several periods
stand out as having been particularly active, especially 8-15 ka and 22-35 ka B.P.
(Fig. 5.39). It is interesting that these times correspond to the times of major ice
growth and decay. This suggests that the greater frequency of eruptions may be a
direct consequence of increased crustal stresses associated with glacial loading and
unloading, and/or changes in water loading of ocean basins, especially in areas with
a thin lithosphere (such as the volcanically active island arcs of the Pacific Rim
(Zielinski et al., 1996). Thus, there may be a direct feedback between continental
ice growth and explosive volcanism, with orbitally driven ice volume changes
driving shorter-term climatic changes associated with the eruptions.

The five largest sulfate anomalies at GISP2 over the last 2000 yr were in 1831
(Babuyan, Philippines), 1815 (Tambora, Indonesia), 1640 (Komataga-Take, Japan),
1600 (Huaynaputina, Peru), and 1259 (possibly El Chichén, Mexico or a near-
equatorial source) (Zielinski et al., 1994). Several major eruptions were recorded in
cores from Antarctica as well as Greenland, indicating near-equatorial events from
which dust and gases spread into both hemispheres (Langway et al., 1988; Palais
et al., 1992; Delmas et al., 1992). This points to a difficult problem in assessing the
overall eruption size from measurements in an individual ice core. Ice cores from
Greenland, for example, are likely to record Icelandic and Alaskan eruptions as
larger than equivalent-sized eruptions at lower latitudes, simply because Greenland
is located closer to the high latitude source regions (Hammer, 1984). However, even
deposition from nearby eruptions will not be dispersed uniformly over the ice sheets,
so estimates based on single (~10-15c¢cm diameter!) ice-core samples may be mislead-
ing (Clausen and Hammer, 1988). Indeed, some major eruptions were not registered
at all in some ice cores (Delmas ez al., 1985). Ideally, a suite of cores extending lon-
gitudinally along the major mountain ranges of the world is needed to get a more
global picture of volcanic aerosol dispersal. However, in many high altitude, low lat-
itude ice cores, deposition of alkaline aerosols neutralizes the volcanic acids and
hence eliminates the eruption signal (also a problem during glacial times, when at-
mospheric dust levels were much higher than in the Holocene). Nevertheless, the col-
lection of many short cores from a wide area of the larger ice sheets, and along
polar/alpine transects (e.g., from the South Pole to Ecuador) will eventually enable a
better assessment of the spatial pattern of acid deposition to be made, leading to a
more reliable record of past explosive volcanism in both the northern and southern
hemispheres (Clausen and Hammer, 1988; Mulvaney and Peel, 1987). Cores from
Antarctica reveal major eruptions affecting the southern hemisphere that were not
recorded in the northern hemisphere, including a second major event shortly before
Tambora (possibly around 1809) (Delmas et al., 1992; Cole-Dai et al., 1995).
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FIGURE 5.39 The GISP2 (Greenland) record of sulfate from volcanic eruptions with the terrestrial dust
record, represented by Ca?*(upper diagram). Time is in years before A.D. 2000. The eruptions of Toba, Indonesia
(~71,000 yr B.P), the Icelandic Z2 ash zone (~53,680 years B.P), and the Phlegraean Fields eruption/Campanian
ignimbrite (~34,500 yr B.P) are indicated. The lower diagram shows the number of eruptions per millennium
exceeding an SO, concentration of 74 p.p.b. (dashed line); this is approximately the magnitude of the largest his-
torical eruption (Tambora) recorded at GISP2. Because of the decrease in temporal resolution with depth, the
number of individual eruptions is underestimated back in time.The solid line is an estimate of the number of
eruptions that may have occurred, if the sampling resolution was the same as in the Holocene throughout the
record; thus the fines are coincident for the last ~12,000 yr (Zielinski et al,, 1997).
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One approach that can be used to “scale” the ice-core sulfate (or acidity) record
to compensate for long-distance dispersal of volcanic aerosols is to use the concen-
tration of atomic bomb fallout on the Greenland Ice Sheet (from both high and low
latitude sources) as a guide to how aerosols, dispersed via the stratosphere, are de-
pleted en route from the source area (Clausen and Hammer, 1988). Using this idea,
Zielinski (1995) estimated atmospheric optical depth changes resulting from major
explosive eruptions of the last 2100 years. His analysis indicates that the overall im-
pact of volcanic eruptions on atmospheric turbidity was significantly greater in the
last 500 years than in the preceding 1600 years. In particular, multiple large erup-
tions in the interval A.D. 1588-1646 and 1784-1835 probably had a significant cu-
mulative impact on atmospheric optical depth, leading to cooler conditions at those
times (Bradley and Jones, 1995).

5.4.5 Correlation of Ice-core Records from Greenland and Antarctica

Because it is not yet possible to date deep ice cores directly by radiometric means
(at least not beyond the radiocarbon timescale), establishing a precise chronology
for long ice-core records relies on flow models, which are very sensitive to assump-
tions about past accumulation history and ice dynamics. Thus absolute chronolo-
gies are quite uncertain, making comparison of paleoclimatic records from one
region to another quite difficult (Reeh, 1991). One means of correlating ice core
records over long distances, at least in a relative sense, is to compare those con-
stituents that vary on a global scale and are thus likely to have fluctuations that are
essentially simultaneous. One such parameter has already been mentioned: 1°Be
“spikes,” resulting from some short-term increase in production rate (the cause of
which is, as yet, unknown) can be seen in ice cores from Byrd, Vostok, and Dome C,
Antarctica, and Camp Century, Greenland, providing chronostratigraphic horizons
that can be used to correlate these records directly (Raisbeck et al., 1987; Beer
et al., 1992). Another approach relies on changes in atmospheric gas composition.
As the mixing time of the atmosphere is short (on the order of 1-2 yr), changes in
gas content should be essentially synchronous from the Arctic to Antarctica, so the
temporal record of gases should be in parallel. Bender et al (1994) have used this
fact to good advantage in linking the chronologies of the Vostok and GISP2 ice
cores. They use variations of 8’0 in gas bubbles in the ice as the common thread
that ties the two records together. The 5!80,.,, in the atmosphere today is +23.5%o
(relative to SMOW), a result of the balance between the fractionation that occurs
during photosynthesis and that which occurs during respiration (the “Dole effect”).
The 8180y, in the ocean has changed over time due to removal of water relatively
enriched in 1*O during times of continental ice build-up on the continents. Such
changes are recorded in the CaCO; of benthic forams (see Chapter 6). However, if
the isotopic content of the ocean changes, the atmospheric oxygen isotope content
will undergo parallel changes, because all photosynthetically derived oxygen is af-
fected, directly or indirectly, by the oceanic isotopic composition (i.e., directly, if the
O, is produced by marine biota; indirectly, if O, is produced by terrestrial biota that
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are affected by isotopic changes in the hydrological cycle). By extracting O, from
bubbles in the ice, a direct measure of these changes can be obtained (Bender et al.,
1985; Sowers et al., 1991, 1993). After taking into account the air-ice age differ-
ence at each site, the very similar variations in 880, at Vostok and Summit,
Greenland provide a compelling argument for aligning the two records relative to
one another, though the absolute chronology remains imprecise (Fig. 5.40). The rel-
atively low frequency changes in 8130 1, (reflecting slow changes in oceanic iso-
tope composition) contrast with the higher frequency changes in 3180, which
reflect changes in fractionation processes during the formation and delivery of pre-
cipitation to each site. During the last glacial period at Summit, very abrupt, large
amplitude changes in 8'80, are characteristic of the record. Of the 22 “interstadi-
als” recorded in the GISP2 ice core in the interval from 22-105 ka B.P., 8 are also
identifiable in the Vostok 8D record. It appears that only the longer episodes (those
lasting >2ka in Greenland) are also seen in Antarctica, associated with increases in
3D of >15%.. Because the isotopic changes in Greenland are more frequent and
more rapid, Bender et al. (1994) argue that the warming events began in the north-
ern hemisphere and eventually extended to Antarctica if they persisted for a long
enough period of time. The most probable mechanism for such a linkage involves
changes in heat flux brought about by oceanic circulation changes.
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FIGURE 5.40 The 3'%0,, record in the GISP2 and Vostok ice cores (top) derived from gas bubbles in
each core.The strong correlation has enabled the 8D and 8'%0 records in the ice (lower two series) to be
aligned chronologically, though the absolute timescale remains uncertain.The two records show that interstadi-
als in the Greenland record can also be identified in Antarctica if they lasted more than ~2 kyr (Bender et dl,
1994).




5.4 PALEOCLIMATIC RECONSTRUCTION FROM ICE CORES 183

=

Q

n

& a
[=]

O B0«
o

S 5
2

= E

E (=1

g 8

S 3

U -

Q

$ )

@ —~

b 2=

= (&

Calendar age (ka)

- FIGURE 5.41 Isotopic and gas records from Byrd and Vostok (Antarctica) and Summit, Greenland
(GISPIl and GRIP). The records have been aligned by finding the optimum fit between §'%0 in gas bubbles in
the ice (taking into account the time-varying age of gases trapped in the ice). With the chronologies phase-
locked in this way, it is apparent that CO, increased just as 3'%0 in ice at Byrd increased, whereas 3'20 in
Greenland ice did not increase until ~3300 yr later. The methane record has more in common with the
Greenland record, as it is largely controlled by northern hemisphere continental sources (Sowers and
Bender, 1995).

An important by-product of being able to align the Antarctic and Greenland
ice-core records together in time, using their respective 8!%0 1, content, is the abil-
ity to then directly compare changes in other parameters such as CO, and CH, with
temperature changes, as recorded by 880, (Fig. 5.41). By forcing the records of
GISP2, Greenland and Byrd, Antarctica to match, Sowers and Bender (1995)
showed that CO, levels began to increase by ~17 ka B.P., well before there were
large increases in 8'80,; in the Greenland record. This rise in CO, is more or less
synchronous with an increase in 8!80,; at Byrd, as well as with an increase in SSTs
in the Southern Ocean and tropical Atlantic, and with eustatic sea-level rise. By con-
trast, Greenland 8'80, ., shows no comparable changes, with a rapid shift from late
glacial conditions delayed until ~14.7 ka B.P. Hence, it appears that warming in
Greenland and the North Atlantic was delayed until long after the southern hemi-
sphere and the Tropics had begun to emerge from the last glacial period. A possible
explanation is that the North Atlantic polar front was locked in position around
~45° N by the atmospheric circulation around the Laurentide Ice Sheet; only when
the Laurentide was reduced in size to the point that it no longer had a major influ-
ence on circulation could the polar front and associated air masses shift northward
(Keigwin et al., 1991). This shift is documented by the pronounced increase in
8180, at GISP2 around 14.7 ka B.P.



184 ' 5 ICE CORES

5.4.6 Correlation Between Ice Cores and Marine Sediments

Because changes in the isotopic content of the ocean due to continental ice sheet
growth affect atmospheric 880 ,,,, variations in 180 in both marine sediments and
ice cores represent a common denominator that can be used to link both types of
record. There are several complicating factors that arise in such a comparison. Just
as the time to pore close-off in ice cores acts as a time-varying lowpass filter on the
ice bubble gas record, so bioturbation in marine sediments acts to smooth the
changes that occurred in oceanic isotopic composition. Also, bottom water temper-
atures have changed over glacial-interglacial time, and such changes also influence
the isotopic composition of benthic forams, requiring adjustments to be made to
obtain an unbiased time series of 8130y, The overall residence time of O,, with re-
spect to processes of photosynthesis and respiration, is around 2-3 ka, so that
changes in 81801, will lag those in the ocean by that amount of time. Finally, there
are no compelling reasons to suppose that the “Dole effect” has remained constant
over time; indeed it is likely that 8’80, has not simply followed 3'8Qyy, variations
in the same way at all times; changes in the relative primary productivity of the ter-
restrial biosphere versus the marine biosphere, changes in continental hydrology,
etc. may have affected the 38!0, ~8180,, relationship over time. Nevertheless, in
spite of these uncertainties, it is possible to make reasonable assumptions about
each of these complications and then to correlate marine and ice core records over
the last ~130,000 yr. Figure 5.42 shows such a comparison, using the SPECMAP
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B FIGURE 5.42 The 380,y (from air bubbles in Vostok ice) compared to 8'°0y, (from benthic
foraminifera) plotted on the SPECMAP timescale (Martinson, et al, 1987) (see Section 6.3.3). The 8'%0,,,
record has been forced to match the marine §'80 record (Sowers et al, 1993).The upper timescale is the ice
core chronology estimated by Lorius et al. (1985).
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timescale for the marine 88Oy, record, and optimizing the correlation with the ice
core 8180, .. Note that this comparison is between the age of the gas bubbles in
the ice and the marine record; the age of the enclosing ice is older, the age difference
being larger during low accumulation glacial periods than warmer interglacials, The
overall correlation between these two records is excellent, though the fit is better at
some times than at others, probably reflecting the fact that the Dole effect has not
been constant over time. There is also very good agreement with the original Lorius
et al. (1985) time-scale, which was based on fairly simple assumptions about past
changes in accumulation rate at Vostok. However, the comparison suggests that the
original ice-core chronology is “too old” at the penultimate glacial-interglacial tran-
sition (Termination 2} by 5-6 ka relative to the estimated chronology of the marine
record. This argument has also been made by several other investigators who have
compared marine records with the Vostok chronology (Pichon et al., 1992; Shack-
leton et al., 1992). This does not resolve the question of whether the absolute
chronology is correct and it is conceivable that both records are still incorrect in ab-
solute terms. Nevertheless, the alignment of the ice core and marine records is ex-
tremely valuable because it then enables other records to be compared, providing
insight into how different parts of the climate system are related in time. Figure 5.43
shows such a comparison between the Vostok 8D record and SSTs from a sub-
Antarctic oceanic site (46° S). The 8D at Vostok is a function of temperatures in the
air above the surface inversion and can be expected to vary with air mass tempera-
tures over the surrounding oceans. Clearly, when aligned on a common temporal
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- FIGURE 5.43 Temperature above the inversion layer at Vostok (relative to present, derived from 3D) and
SSTs at a sub-Antarctic site (46.5°S) plotted on the SPECMAP timescale after the Vostok 880, record was
adjusted to produce an optimum fit with the SPECMAP 3'80_, record (see Fig. 5.42) (Sowers et al, 1993).The
upper timescale is the ice-core chronology estimated by Lorius et al. (1985).
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basis, there is a strong correlation between these series, providing support for the
many assumptions made in using the §'%0,, —8!8Qy,, relationship to relate the two
records (Sowers et al., 1993).

5.4.7 Ice-core Records from Low Latitudes

Ice caps are not confined to polar regions; they also occur at very high elevations in
many mountainous regions, even near the Equator (Thompson et al., 1985b). High
elevation ice cores provide invaluable paleoenvironmental information to supple-
ment and expand upon that obtained from polar regions. By 1998 six high altitude
sites had yielded ice cores to bedrock -—— Quelccaya and Huascaran in Peru, Sajama
in Bolivia, and Dunde, Guliya, and Dasuopu Ice Caps in western China (see Fig. 5.1).
In the Dunde and Huascardn ice cores the glacial stage ice is thin and close to the
base, making a detailed interpretation very difficult (Thompson et al., 1988b, 1989,
1990, 1995). Nevertheless, even these short glacial sections can yield important in-
formation. For example, in ice cores from the col of Huascaran, Peru (6048 m) the
lowest few meters contain ice from the last glacial maximum, with 8130 ~8%. lower
than Holocene levels, and a much higher dust content (Thompson et al., 1995). The
lower 8180 suggests that tropical temperatures were significantly reduced in the
LGM (by ~8-12 °C), which supports arguments that changes in tropical SSTs were
much lower than those indicated by the reconstructions of CLIMAP (1981), which
have guided thinking on this matter for many years (see Section 6.6).

In the Guliya ice core, from the western Qinghai-Tibetan plateau, much of the
ice appears to date from the last glaciation,!4 so details of conditions in this area
at that time can be resolved in considerable detail (Thompson et al., 1997). The
long-term record reveals several stadial-interstadial oscillations since the last in-
terglacial (Fig. 5.44) with 8'80 values in the “interstadials” reaching Holocene

5"°0 (%o)

21 Guliya

T
0 25 50 75 100 125
Age (ka)

IR FIGURE 5.44 The 5'°0 in an ice core from Guliya Ice Cap, western Tibet (~35°N, 81°E). The 308 m
record was dated by correlating the CH, record from Yostok and GISP2 with the oscillations of 880, This as-
sumes that the factors causing changes in 8'80 at Guliya would increase and decrease in phase with CH, (which
is likely to be driven by low-latitude climatic changes) (Thompson et al,, 1997).

14 3¢Cl in the core indicates that the very oldest section of the record (below 300 m) may be
>500,000 yr old, making it the oldest ice ever recovered (Thompson et al., 1997).
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- FIGURE 5.45 A detailed section of the Guliya ice core, centered around 25,000 yr B.P, showing large ampli-
tude, rapid changes in 3'80, with a period averaging ~200 yr in length. For the central section, details of variations
in 8'®0, microparticles, NH,, and NO, are shown; high values of 8'30 are associated with an increase in the per-
centage of dust particles >| wm, and higher levels of ammonium and nitrate ions (Thompson et al,, 1997).

levels, around -13%.. Abrupt, high amplitude changes in 880 occurred from
~15-33 ka B.P., with an average length of ~200 yr (Fig. 5.45). These oscillations
are much shorter than the Dansgaard-Oeschger oscillations seen in GISP2 and are
associated with higher levels of dust, NH,, and nitrate during warm (higher 3'%0)
episodes (the opposite of what is seen in Greenland). This may indicate that
warmer episodes occurred throughout the glacial stade, associated with less snow
cover and more vegetation on the plateau. Whether the apparent periodicity is re-
lated to that seen in proxies of solar activity {~210 yr; Stuiver and Braziunas,
1992) remains to be seen.

Because of the high accumulation rates on mountain ice caps, high elevation ice
cores can provide a high resolution record of the recent past, with considerable de-
tail on how climate has varied over the last 1000-2000 yr, in particular (Thompson,
1991, 1992). The Quelccaya ice cores have been studied in most detail over this in-
terval (Thompson et al., 1985, 1986; Thompson and Mosley-Thompson, 1987).
Two cores extend back ~1500 yr (though only one can be reliably interpreted be-
fore ~A.D. 1200). These reveal a fairly consistent seasonal cycle of microparticles,
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conductivity and 8130, which (collectively) have been used to identify and date each
annual layer. Dust levels increase in the dry season (June-September) when 8130
values and conductivity levels are highest, providing a strong annual signal. A
prominent conductivity peak in A.D. 1600 (associated with a major eruption of the
Peruvian volcano Huaynaputina in February—March, 1600) provides an excellent
chronostratigraphic check on the annual layer counts.

Over the last 1000 yr 8'80 shows distinct variations in the Quelccaya core,
with the lowest values from 1530-1900 (Fig. 5.46). This corresponds to the
so-called “Little Ice Age” observed in many other parts of the world. The longer
record from nearby Huascaran (9°S) provides a longer perspective on this episode;
it had the lowest 8'80 values of the entire Holocene (Thompson et al., 1995b). Ac-
cumulation was well above average for part of this time (1530-1700) but then fell
to levels more typical of the preceding 500 yr (Fig. 5.47). Accumulation was also
higher from A.D. ~600 to 1000. Archeological evidence shows that there was an ex-
pansion of highland cultural groups at that time. By contrast, during the subsequent
dry episode in the mountains (A.D. ~1040-1490) highland groups declined while
cultural groups in coastal Peru and Ecuador expanded {Thompson et al., 1988a).
This may reflect longer-term evidence for conditions that are common in El Nifio
years, when coastal areas are wet at the same time as the highlands of southern Peru
are dry. Indeed, the Quelccaya record shows that El Nifos are generally associated
with low accumulation years, though there is no unique set of conditions observed
in the ice core that permits unequivocal identification of an ENSO event (Thomp-
son et al., 1984a). Nevertheless, by incorporating ice-core data with other types of
proxy record it may be possible to constrain long-term reconstructions of ENSO
events (Baumgartner et al., 1989).

High-altitude ice cores have experienced significant increases in temperature
over the last few decades, resulting in glaciers and ice caps disappearing alto-
gether in some places (Schubert, 1992). This is quite different from polar regions
where temperatures have declined in many regions during the same period. At
Quelccaya, temperatures in the last 20 yr have increased to the point that by the
early 1990s melting had reached the Summit core site (5670 m), obscuring the de-
tailed 8'80 profile that was clearly visible in cores recovered in 1976 and 1983
(Thompson et al., 1993). In the entire 1500-yr record from Quelccaya, there is no
comparable evidence for such melting at the Summit site. Similarly, at Huascardn,
in northern Peru, 830 values increased markedly, from a “Little Ice Age” mini-
mum in the seventeenth and eighteenth centuries, reaching a level for the last cen-
tury that was higher than at any time in the last 3000 yr (Thompson et al.,
1995Db). Ice cores from the Gregoriev Ice Cap (in the Pamirs) Guliya and Dunde,
China also show evidence of recent warming (Lin et al., 1995; Yao et al., 1995);

ent, from ~A.D. 1490 to A.D. 1880. Accumulation in this period was initially high (to ~1700) then fell to low lev-
els. A large peak in conductivity in A.D. 1600 was the result of the eruption of nearby Huaynaputina. The histor-
ical record of El Nifios is also shown, based on Quinn et al. (1987). 3'%0 is in %o relative to SMOW;
accumulation is in units of the standard deviation over the last 500 yr (I = 34 cm of accumulation); total par-
ticulates are x10° ml~'; conductivity is in microSiemens cm™~' (Thompson, 1992).
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I FIGURE 5.47 Decadal averages of net accumulation on the Quelccaya Ice Cap (Peru) and the Guliya Ice
Cap (western Tibet) over the past 1000 yr. Broadly similar trends are seen in both areas, though the reasons are
not clear. These two regions are linked by teleconnections on the timescale of ENSO events (3—7 yr) and there
may be similar teleconnections at lower frequencies linking monsoon precipitation at Guliya with snowfall
amounts in the mountains of Peru (Thompson et al, 1995a).

at Dunde, 8180 values were higher in the last 50 years than in any other 50-yr pe-
riod over the last 12,000 yr (though the record decreases in resolution with time).
These records, plus evidence from other short ice cores from high altitudes (Has-
tenrath and Kruss, 1992) point to a dramatic climatic change in recent decades,
prompting concern over the possible loss of these unique archives of paleoenvi-
ronmental history (Thompson et al., 1993). The cause of the recent warming re-
mains controversial.
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6.1 INTRODUCTION

Occupying more than 70% of the Earth’s surface, the oceans are a very important
source of paleoclimatic information. Between 6 and 11 billion metric tons of sedi-
ment accumulate in the ocean basins annually, and this provides an archive of cli-
matic conditions near the ocean surface or on the adjacent continents. Sediments
are composed of both biogenic and terrigenous materials (Fig. 6.1). The biogenic
component includes the remains of planktic (near surface-dwelling) and benthic
(bottom-dwelling) organisms, which provide a record of past climate and oceanic
circulation (in terms of surface water temperature and salinity, dissolved oxygen in
deep water, nutrient or trace element concentrations, etc.). By contrast, the nature
and abundance of terrigenous material mainly provides a record of humidity-
aridity variations on the continents, or the intensity and direction of winds blowing
from land areas to the oceans, and other modes of sediment transport to, and
within, the oceans (fluvial erosion, ice-rafting, turbidity currents, etc.).

The CLIMAP research group (Climate: Long-range Investigation, Mapping, and
Prediction) contributed greatly to our understanding of past changes in ocean sur-
face temperatures, generating many important new insights and hypotheses about
orbital forcing and mechanisms of glaciation, such as the rates and timing of ice-
sheet growth and decay (Mclntyre et al., 1975, 1976; CLIMAP Project Members,
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FIGURE 6.1 Pelagic sedimentation in the ocean (Hay, 1974).

1976, 1981, 1984; Hays et al., 1976; Ruddiman and Mclntyre, 1981a). Subse-
quently, the SPECMAP (Spectral Mapping Project) focused on determining the
spectral characteristics of the ocean sediment-based paleoclimatic record, and es-
tablishing a basic timeframe for past climatic events (Imbrie et al., 1984; Martinson
et al., 1987). The contribution of these projects to paleoclimatic research has been
immense, but inevitably new research has raised questions about the validity of ear-
lier results, especially the reconstructions of tropical and equatorial SSTs at the last
glacial maximum (LGM). In the CLIMAP SST reconstructions, it appeared that
SSTs at low latitudes changed very little at the time of the LGM, but current re-
search indicates that, in some areas, temperatures may have been considerably lower
(by 3-5 °C) at that time (Guilderson et al., 1994; Stute et al., 1995). This is a very
controversial, but extremely important issue (discussed further in Sections 6.4 and
6.5) as it has significant implications for understanding not only past climatic
changes, but also the potential magnitude of any future anthropogenic global warm-
ing. This is because low latitude SSTs play a key role in water vapor/cloud feedback
within the climate system and are thus critical to assessing the overall climate sensitiv-
ity to particular forcing mechanisms. Current research also focuses on the three-
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dimensional structure of the world’s oceans through time, in an effort to reconstruct
not only surface water conditions in the past, but also the deepwater circularion
that plays a critical role in energy transfer and the sequestration of carbon dioxide
in the abyss.

6.2 PALEOCLIMATIC INFORMATION FROM BIOLOGICAL MATERIAL IN OCEAN CORES

Paleoclimatic inferences from biogenic material in ocean sediments derive from as-
semblages of dead organisms (thanatocoenoses), which make up the bulk of all but
the deepest of deep-sea sediments (biogenic ooze). However, thanatocoenoses are
generally not directly representative of the biocoenoses (assemblages of living
organisms) in the overlying water column. For example, selective dissolution of
thin-walled specimens at depth (see Section 6.6), differential removal of easily trans-
ported species by scouring bottom currents, and occasional contamination by ex-
otic species transported over long distances by large-scale ocean currents all
contribute elements of uncertainty. Because of these problems, sediments over much
of the ocean floor are unsuitable for paleoclimatic reconstruction. This is illustrated
in Fig. 6.2 for foraminiferal studies {Ruddiman, 1977a) though it should be noted
that in some areas unsuitable for foraminiferal preservation the remains of other
organisms, such as diatoms or radiolarians, may provide a useful record (Sancetta,
1979; Pichon et al., 1992; Pisias et al., 1997).

Biogenic oozes are made up primarily of the calcareous or siliceous skeletons
(tests) of marine organisms. These may have been planktic (passively floating or-
ganisms living near the surface [0~200 m]) or benthic (bottom-dwelling). For paleo-
climatic purposes, the most important calcareous materials are the tests of
foraminifera (a form of zooplankton) and the much smaller tests, or test fragments,
of coccolithophores (unicellular algae) known informally as coccoliths (Figs. 6.3
and 6.4). These are sometimes grouped with other minute forms of calcareous fos-
sils and referred to as calcareous nannoplankton (nanno = dwarf) or simply nanno-
liths (Haq, 1978). Organic-walled dinoflagellate cysts are another important
paleoceanographic indicator — of SSTs and sea-ice extent in high-latitude regions
(de Vernal et al., 1993, 1994, 1998). The most important siliceous materials are the
remains of radiolarians (zooplankton), silicoflagellates, and diatoms (algae) (Haq
and Boersma, 1978; Fig. 6.5). By studying the morphology of the tests, individuals
can be identified to species level and their ocean-floor distribution can then be
related to environmental conditions {(generally temperature and salinity) in the over-
lying water column (Fig. 6.6). However, it should be noted that the species assem-
blage in the sediment is a composite of all the species living at different depths in
the water column as well as species with only a seasonal distribution in that partic-
ular area. The depth habitats of many zooplankton species are still not well known,
and it is believed that some species live at different water depths at different times
in their life cycles. Phytoplankton, and zooplankton that possess symbiotic algae,
are restricted to the euphotic zone, at least during the productive phase of their life
cycles. Depth habitats are of particular significance to isotopic studies of tests
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6.2 PALEOCLIMATIC INFORMATION FROM BIOLOGICAL MATERIAL IN OCEAN CORES

x2bd ©BB2 28kV 288um

- FIGURE 6.3 Two calcareous tests (200x magnification) commonly used in patleo-oceanographic studies.
Bottom: the foraminifera Neogloboquadrina pachyderma (left coiling) (ventral view, 200x}, from the North
Atlantic (Irminger Basin). Top: Globigerina bulloides (ventral view, 200x) from the Labrador Sea (photographs
kindly provided by Laurence Candon, GEOTOP, Université du Québec a Montréal).
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KINGDOM Protista
PHYLUM Thallophyta Protozoa
CLASS Chrysophyceae Bacillariophyceae Actinopoda Rhizopoda
(diatoms)*
SUBCLASS Silicoflagellatophycidae Radiolaria Foraminiferida
(silicoflagellates)* (Radiolarians)* (forams)t

ORDER  Coccolithophorates
(coccoliths)t

FIGURE 6.4 Taxonomic relationships of the main marine organisms used in paleoclimatic reconstructions.
Asterisks indicate siliceous tests; the dagger indicates calcareous tests.

because oxygen isotope composition is a function of the water temperature {and to
some extent salinity) at which the carbonate is secreted (see Section 6.3). If test
walls are secreted at varying depths through the lifespan of an individual, simple
correlations with surface water temperatures and salinities may not be meaningful
(Duplessy et al., 1981).

Paleoclimatic inferences from the remains of calcareous and siliceous organisms
have resulted from basically three types of analysis:

(a) the oxygen isotopic composition of calcium carbonate in foram tests
(Hecht, 1976; Mix, 1987);

(b) quantitative interpretations of species assemblages and their spatial varia-
tions through time (Imbrie and Kipp, 1971; Molfino et al., 1982) and

(c) (of far less importance) morphological variations in a particular species
resulting from environmental factors (ecophenotypic variations; Kennett,
1976).

Most work along these lines has concentrated on the Foraminiferida. In the fol-
lowing sections, therefore, the focus will be on foraminiferal studies. Paleoclimatic
studies of coccoliths, radiolarians, diatoms, and silicoflagellates have mainly been
in terms of changes in the relative abundance of assemblages (Pichon et al., 1992)
though isotopic studies of diatoms have also been carried out (Juillet-Leclerc
and Labeyrie, 1987; Shemesh et al., 1992). Oxygen isotope variations in cocco-
liths provide useful paleotemperature estimates and may provide even more reli-
able data than that based on forams alone (Margolis et al., 1975; Dudley and
Goodney, 1979; Anderson and Steinmetz, 1981). However, there are problems in
isolating sufficiently pure samples of very small microfossils such as diatoms or
coccoliths. ‘
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- FIGURE 6.5 Top left: The coccolith Cyclococcolithus leptoporus (distal view, 10x) from the Labrador Sea;
top right: dinoflagellate cyst Spiniferites mirabilis dorsal surface (scale bar = 20 um) from the Guif of Mexico
(see deVernal et al, 1992). Bottom left: the centric diatom Thalassiosira cf. nordenskioeldii (100x) from the Gulf
of St. Lawrence; bottom right: the pennate diatom Cymbella proxima (1300x) from the estuary of the Gulf of
St. Lawrence (photographs kindly provided by Johanne Turgeon and Anne de Vernal, GEOTOP, Université du
Québec a Montréal).
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- FIGURE 6.6 Sea-surface temperature ranges of some contemporary planktonic foraminifera, illustrating
their temperature dependence.Width of lines indicates relative abundance (Boersma, 1978).

6.3 OXYGEN ISOTOPE STUDIES OF CALCAREOUS MARINE FAUNA

If calcium carbonate is crystallized slowly in water, 130 is slightly concentrated in
the calcium carbonate relative to that in the water. The process is temperature-
dependent, with the concentrating effect diminishing as temperature increases. In a
nutshell, this is the basis for a very important branch of paleoclimatic research —
the analysis of oxygen isotopes in the calcareous tests of marine microfauna (princi-
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pally foraminifera, but also coccoliths). The approach was first enunciated by Urey
(1947, 1948) who noted, “If an animal deposits calcium carbonate in equilibrium
with the water in which it lies, and the shell sinks to the bottom of the sea . . . it is
only necessary to determine the ratio of the isotopes of oxygen in the shell today in
order to know the temperature at which the animal lived” (Urey, 1948).

He then went on to calculate, from thermodynamic principles, the magnitude of
this temperature-dependent isotopic fractionation. Although the principle of Urey’s
argument is correct, the numerous complications that arise in the real world have
made direct paleotemperature estimates rather problematic. In fact, the oxygen iso-
tope record in marine sediments varies locally (with temperature, and to a lesser ex-
tent salinity) and globally with variations in continental ice volume. This global signal
is the single most important record of past climatic variations for the entire Cenozoic.

6.3.1 Oxygen Isotopic Composition of the Oceans

The oxygen isotopic composition of a sample is generally expressed as a departure
of the 80Q/16Q ratio from an arbitrary standard's:

_ (**0/'%0O)sample — (1¥0/'*O)standard y

> (##0/'%0)standard

10° {6.1)

The resulting values are expressed in per mil (%o) units; negative values repre-
sent lower ratios in the sample (i.e., less $'80 than '®0O and, therefore, isotopically
lighter) and positive values represent higher ratios in the sample (more 3!%0 than
160 and, therefore, isotopically heavier).

Empirical studies relating the isotopic composition of calcium carbonate de-
posited by marine organisms to the temperature at the time of deposition have
demonstrated a relationship that approximates the following!®:

T =169 - 4.2(8, - 3,) + 0.13(5, — 8,)2, (6.2)

where T is water temperature in degrees Celsius, 8, is the per mil difference between
the sample carbonate and the SMOW standard, and 8 is the per mil difference be-
tween the 3!80 of water in which the sample was precipitated and the SMOW stan-
dard (Epstein et al., 1953; Craig, 1965).

For modern samples, 3, can be measured directly in oceanic water samples; in
fossil samples, however, the isotopic composition of the water is unknown and can-
not be assumed to have been as it is at the site today. In particular, during glacial peri-
ods the removal of isotopically light water from the oceans to form continental ice
sheets (Section 5.2) led to an increase in the 180/160 ratio of the oceans as a whole by
~1.1 2 0.25%o. Thus, the expected increase in 8_ of foraminiferal tests during glacial

15 See footnote 11 on page 131, Chapter 5; Isotopic studies based on carbonate fossils use as a
standard a Cretaceous belemnite from the PeeDee Formation of North Carolina (PDB-1) or a cross-
referenced U.S. NIST sample. Carbon dioxide released from PDB-1 = +0.2%, relative to CO, equili-
brated with SMOW (Craig, 1961b).

16 The precise form of the relationship depends on the particular technique used in analysis and on
the temperature at which fractionation occurs (for further discussion, see Shackleton, 1974; Mix, 1987).
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periods due to lower water temperatures is complicated by the increase in 8  of the
ocean water at these times. How much of the increase in 8_is the result of variations
in 8  can be assessed by analyzing 8!80 in pore waters squeezed from sediments of
the last glacial age (Schrag and DePaolo, 1993) or in the tests of benthic (bottom-
dwelling) foraminifera. Bottom waters today (derived from cold, dense, polar water
spreading through the deep ocean basins) are relatively close to the freezing point of
seawater, so the bulk of the 3130 increase in benthic forams in glacial times can not
be due to significantly lower temperatures; rather, the evidence indicates that at least
70% of the increase results from the changing isotopic composition of the oceans
(Duplessy, 1978; Mix, 1987). Hence, the isotopic changes recorded in benthic fora-
miniferal tests are primarily a record of changing terrestrial ice volumes, or a “paleo-
glaciation” record (Shackleton, 1967; Dansgaard and Tauber, 1969). The benthic
isotope record thus demonstrates that there have been more than 20 periods of major
continental glaciation during the Quaternary, with the largest changes in ice volume
(from glacials to interglacials) within the last 900,000 yr (Shackleton et al., 1990).
The record of changing 880 in relation to variations in continental ice volume
(recorded in terms of eustatic sea level change) is discussed further in Section 6.3.4.
Changes in the isotopic composition of ocean water through time are not the
only complications affecting a simple temperature interpretation of 8_(Mix, 1987).
Urey’s initial hypothesis developed from a consideration of calcium carbonate pre-
cipitated inorganically, where the carbonate forms in isotopic equilibrium with the
water. However, in the formation of carbonate tests by living organisms, metaboli-
cally produced carbon dioxide may be incorporated; in such cases, the carbonate
would not be formed in isotopic equilibrium with the water and the resulting iso-
topic composition would differ from the thermodynamically predicted value, gen-
erally leading to 330 (and 3!3C) lower than the expected equilibrium values
(Duplessy et al., 1970a; Vinot-Bertouille and Duplessy, 1973; Shackleton et al.,
1973). This was termed the vital effect by Urey (1947). The contribution of meta-
bolic carbon dioxide to the test carbonate differs from one species of foraminifera
to another (Grossman, 1987). Modern samples of Globigerinoides ruber, for exam-
ple, give isotopic values 0.5%o lighter than expected from thermodynamic principles
alone (based on analysis of water from their modern habitat). This is equivalent
to a temperature error of ~2.5 °C (Shackleton et al., 1973). On the other hand, not
all forams exhibit this unfortunate characteristic. For example, samples of Pulleni-
atina obliquiloculata and Uvigerina spp. (benthic forams) appear to be in isotopic
equilibrium with surrounding water (Shackleton, 1974). In other species, where iso-
topic equilibrium is not achieved, there is evidence that the vital effect remains con-
stant over time (Duplessy et al., 1970a). It is thus possible to circumvent this
particular problem by careful selection of the species being studied, or by assessing
its specific vital effect, and adjusting the measured isotopic values accordingly.
Another complication in calculating water temperatures from the isotopic com-
position of carbonate tests is the problem of variations in depth habitat of planktic
foraminifera. Even if the ice effect and vital effects are known, there is still some un-
certainty as to whether foraminifera lived at the same depth from glacial to inter-
glacial times. Water temperatures in the upper few hundred meters of the ocean
change rapidly with depth, particularly outside the Tropics (Table 6.1), so small



I TABLE 6.1

Between 40°N and 40°S

Mean Vertical Temperature Distribution (°C) and Temperature Gradients in the Three Oceans

Atlantic Ocean Indian Ocean Pacific Ocean Mean
Temperature  Gradient Temperature Gradient Temperature Gradient Temperature Gradient

Depth(m) (°C) (°CNo0 m) (°C) (°C/100 m) (°C) (°C/100 m) <) (°C/100 m)
0 20.0 22.2 21.8 21.3

2.2 3.3 3.1 2.8
100 17.8 18.9 18.7 18.5

44 4.7° 4.4¢ 4.5°
200 13.4 14.3 14.3 14.0

1.8 1.6 2.6 2.0
400 9.9 11.0 9.0 10.0

1.5 1.2 1.2 1.3
600 7.0 8.7 6.4 7.4

0.7 0.9 0.65 0.75
800 5.6 6.9 51 5.9

0.35 0.7 0.4 0.5
1000 4.9 5.5 4.3 4.9

0.20 0.4 0.4 0.35
1200 4.5 4.7 3.5 4.2

0.15 0.3 0.2 0.22
1600 3.9 3.4 2.6 33

0.12 0.15 0.1 0.12
2000 34 2.8 2.15 2.8

0.08 0.09 0.05 0.07
3000 2.6 1.9 1.7 2.1

0.08 0.03 0.03 0.05
4000 1.8 1.6 1.45 1.6

From Defant (1961).
4 Maximum gradient.
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variations in depth habitat can be equivalent to a change in temperature of several
degrees Celsius (i.e., a change perhaps as large as the glacial to interglacial change
at the surface of the ocean). It is thus critical to know what factors control depth
habitat of foraminifera, and in particular the depths at which tests are secreted
(Emiliani, 1971). Several studies have concluded that water density (a function of
temperature and salinity; Fig. 6.7) is of prime importance to individual species, as
the same species may be found in different areas living at different depths, but in
water of the same temperature and salinity (Emiliani, 1954, 1969; Hecht and Savin,
1972). During glacial periods, when the oceans were more saline (due to the
removal of water to the continental ice sheets), foraminifera may have migrated up-
wards in the water column, to a zone of warmer water, in order to maintain a con-
stant density environment. Conversely, they may have migrated downwards (to
cooler water) in interglacials (Fig. 6.7). Clearly, such vertical migrations would re-
sult in isotopic paleotemperature estimates of glacial to interglacial temperature dif-
ferences, considerably less than the changes actually occurring in the water column
(Savin and Stehli, 1974). Hence, if this model is correct, any residual paleotempera-
ture signal obtained (after correcting for ice and vital effects) would have to be con-
sidered a minimum' estimate only.!” This problem may, however, be a relatively
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FIGURE 6.7 Temperature-salinity diagram: o = 10° (p, — 1), where p, = water density. Density of seawa-
ter is a function of both temperature and salinity. Lines of equal density are shown. During glacial periods, when
the removal of water to the continental ice sheets would have made overall oceanic salinity higher, foraminifera
may have migrated to warmer water (generally upwards in the water column) to maintain a constant-density
environment (illustrated schematically as A - B - C). In an interglacial, the opposite situation may have prevailed
and the response of foraminifera may have been to move downward in the water column to a cooler zone be-
low (A -D -E).

17 In addition, the effects of sediment mixing {bioturbation), which tend to smooth out extremes in
the record, also contribute to making actual glacial-interglacial 3'30 differences appear smaller (Shack-
leton and Opdyke, 1976).
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minor one compared to the important effect of variations in depth habitat of
foraminifera during their life cycle. There is now convincing evidence that although
the tests of living forams contain CaCOj that has been secreted in isotopic equilib-
rium with the upper mixed water layer, in certain species foram tests from the sea
floor are significantly enriched with ¥Q compared to their living counterparts (Du-
plessy et al., 1981). This is apparently due to calcification of the tests at depths
(>300 m) considerably below the upper mixed layer, during the process of gameto-
genesis (reproduction). Gametogenic calcification may account for ~20% of foram
test weight in samples from the sea floor and, because calcium carbonate has been
extracted from water that is much cooler than that nearer the surface, the overall
3180 values indicate a mean temperature significantly lower than the near-surface
temperature (Fig. 6.8). Obviously, the rate at which the organism descends through
the water column and the relative extent of gametogenic calcification will greatly
influence the final isotopic composition of the test calcite. Similarly, as certain
species are distinctly seasonal, the water temperature at those times will be reflected
in 3180. In order to use 8!%0 in foram tests as a temperature indicator, it is neces-
sary to establish in some way exactly which temperatures (by depth and season) are
being recorded. To determine empirically the optimum relationship, one approach
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